It is frequently of interest to jointly analyze multiple sequences of multiple tests in order to identify simultaneous signals, defined as features tested in multiple independent studies whose test statistics are non-null in each. For example, researchers often wish to discover genetic variants that are significantly associated with multiple traits. This paper proposes a false discovery rate control procedure for identifying simultaneous signals in two studies. Error control is difficult due to the composite nature of a non-discovery, which can involve unknown alternative distributions. Few existing methods have high power while still provably controlling the false discovery rate. This paper proposes a simple nonparametric procedure that can be shown to provide asymptotic false discovery rate control. Surprisingly, the procedure does not require knowledge of the null distributions of the test statistics. In simulations, it had higher power and better error control than existing procedures, and in an analysis of genome-wide association study results from five psychiatric disorders it identified more pairs of disorders that share simultaneously significant genetic variants. The proposed method is available in the R package ssa.
Introduction
This paper proposes a new false discovery rate control procedure for identifying simultaneous signals. These are defined to be features, such as genes or single nucleotide polymorphisms in the genomics setting, that are simultaneously important in two separate studies. Simultaneous signal identification arises frequently in many different contexts. In genetics it is frequently of interest to identify polymorphisms that are associated with multiple related conditions. These studies of what is termed genetic pleiotropy are common in recent research, for example in psychiatry (Cross-Disorder Group of the Psychiatric Genomics Consortium et al., 2013a,b; Andreassen et al., 2013b) . As another example, identifying findings that replicate across independent studies is a crucial component of reproducible research (Ioannidis et al., 2001; Visscher and Montgomery, 2009; Bogomolov and Heller, 2013; Heller and Yekutieli, 2014; Donoho, 2015) . This paper develops a method to discover as many simultaneous signals as possible while controlling the false discovery rate. Define the signal indicator I kj to equal 1 if feature j is truly significant in study k and 0 otherwise (j = 1, . . . , p; k = 1, 2). The I kj are nonrandom population-level parameters. A simultaneous signal is defined as a feature j with I 1j = I 2j = 1. The observed data consist of a pair of test statistics for each feature j, whose distributions depend on I 1j and I 2j . Table 1 illustrates the results of applying a discovery procedure to these two sequences of test statistics. In this simultaneous signal setting the false discovery rate (Benjamini and Hochberg, 1995) is defined as fdr = E V 00 + V 10 + V 01 max(1, R) .
The goal is to maximize R while maintaining fdr ≤ α for some predetermined rate α. Controlling this false discovery rate is challenging because a non-simultaneous signal j can still have (I 1j , I 2j ) equal to either (1, 0) or (0, 1). The corresponding test statistics therefore have a composite non-discovery distribution, because their true alternative distributions when I kj = 1 are unknown. This makes it difficult to estimate the number of false discoveries incurred by the discovery procedure, a crucial step in false discovery rate control. Very few existing methods are able to have high power to discover simultaneous signals while still provably controlling (1); Section 2 gives a review of recent work.
To overcome the composite non-discovery distribution problem, this paper proposes a new nonparametric estimate of (1). One surprising consequence is that the resulting procedure can even be used when the observed test statistics have unknown null distributions; see Section 6.1. This is particularly useful in genomics applications, where test statistics are frequently functions of data with unknown correlation structures. The proposed method is tuning parameter-free, extremely computationally efficient, powerful, and can be shown to provide asymptotically conservative false discovery rate control.
Related work
The simplest approach to identifying simultaneous signals is to use standard false discovery rate control procedures, e.g., Benjamini and Hochberg (1995) , to discover significant features separately in each of the two sequences of test statistics. Features discovered in both sequences are identified as the simultaneous signals. This ad-hoc procedure is ubiquitous in the scientific literature but cannot control the overall simultaneous signal false discovery rate (1).
Another common approach is to summarize the pair of statistics for each feature into a single scalar statistic. This reduces the problem to a single sequence of multiple tests, so that a standard false discovery rate control method can be applied. One example is to convert the test statistics into p-values and then take their maximum. However, each summarized statistic has a composite null distribution, which can be difficult to estimate. In addition, it is unclear how to choose the best summary function. Phillips and Ghosh (2014) considered four different possibilities, including taking the maximum p-value. Some were empirically found to be unable to properly control the false discovery rate.
One way around the composite distribution problem is to impose parametric assumptions on the null and alternative distributions of the test statistics. For example, Chung et al. (2014) assumed that p-values were available and were Beta-distributed under the alternative. They used the EM algorithm to estimate the unknown parameters and the direct posterior probability approach of Newton et al. (2004) to control the false discovery rate. Such methods are sensible but the parametric assumptions are restrictive.
A more principled approach is to treat the observed data as a single sequence of bivariate test statistics, as in Chi (2008) , Du and Zhang (2014) , and Heller and Yekutieli (2014) . They all showed that the local false discovery rate is the optimal scalar summary of the bivariate test statistics. However, this is difficult to calculate in practice. Chi (2008) proposed a Taylor expansion approximation, Du and Zhang (2014) used a single-index model approximation, and Heller and Yekutieli (2014) employed an empirical Bayes approach. These procedures can have high power but are complicated to describe, implement, and analyze theoretically.
3 Proposed procedure
Statistical setting
Suppose two p-values P 1j and P 2j are observed for each feature j (j = 1, . . . , p). In a typical genetics example, P kj might be the p-value of the association between the jth genetic variant and the phenotype in the kth genome-wide association study. It is assumed that P kj are stochastically smaller when I kj = 1 than when I kj = 0, so that
where the null distributions F 0 k are uniform distributions while the alternative distributions F 1 kj are unknown and may be different for different features. In practice, the two p-values are typically independent because the studies from which they are calculated are conducted on two different groups of subjects. For now the p-values will also be assumed to be independent across j; dependent p-values are discussed in Section 8. Model (2) is a straightforward extension of standard assumptions in the multiple-testing literature (Storey and Tibshirani, 2003; Storey et al., 2004; Donoho and Jin, 2004; Genovese et al., 2004; Sun and Cai, 2007) to two independent sequences of p-values. A similar framework was also discussed in Zhao et al. (2016a) and Zhao et al. (2016b) , but there the focus was on detecting the presence of any simultaneous signals, rather than discovering them.
The proposed procedure follows the general three-step false discovery rate control framework outlined by Storey et al. (2004) .
Step 1: define a family of rejection regions
In the standard false discovery rate control problem with a single sequence of p-values, it is natural to use the family of intervals {[0, t 1 ] : t 1 ∈ [0, 1]} as rejection regions. In the simultaneous discovery problem, however, there are an infinite number of possible shapes that a rejection region can take. In fact, as mentioned in Section 2, it has been shown that the optimal rejection regions are level curves of the local false discovery rate.
The method proposed in this paper uses rectangular regions
The jth feature is identified as a simultaneous signal if P kj ≤ t k (k = 1, 2). Du and Zhang (2014) briefly mentioned rectangular regions but did not use them in their final procedure. Chi (2008) studied rectangular regions but limited attention only to rectangles with prespecified aspect ratios. In contrast, the procedure proposed here learns the optimal aspect ratio from the data. While rectangular regions are sub-optimal, they are simple to implement and interpret and have an additional advantage, which is discussed next in Step 2.
3.3
Step 2: estimate the incurred false discovery rate
The main statistical challenge lies in this step. A reasonable estimate of the false discovery rate incurred by the rectangular rejection region [0,
where the set A ab = {j = 1, . . . , p : I 1j = a, I 2j = b} for a, b = 0, 1. The numerator is equal to the expected number of non-simultaneous signals falling into the rejection region. However, the alternative distributions F 1 kj are unknown, so this estimate is uncomputable. This paper proposes a simple solution that is motivated by first studying the limiting behavior of (3) as p → ∞. The following condition is required:
There also exist π ab such that p ab /p → π ab for a, b = 0, 1.
Assumption 1 is clearly satisfied when the F 1 kj do not vary across j. When this is not true, the F 1 k can be thought of as mixtures of the F 1 kj . This is similar to the two-group random effects model for a single sequence of hypothesis tests (Sun and Cai, 2007) ; a related assumption is also used in Storey et al. (2004) .
The method proposed in this paper is based on the following simple inequality. Define
, where the F 1 k are defined in Assumption 1 and π 1 = π 10 + π 11 and π 2 = π 01 + π 11 are the limiting proportions of signals in the two studies. Some algebra shows that under model (2), when π 11 > π 1 π 2 ,
where the quantity of the right-hand side is the limit of the numerator of the naive false discovery rate estimate (3) under Assumption 1. The condition that π 11 > π 1 π 2 means that if a given feature is significant in the one study, it is more likely to also be significant in the other. See Section 4 for further discussion. Inequality (4) therefore motivates the following conservative estimator for the false discovery rate attained by the rejection region [0,
. This nonparametric estimator avoids the composite distribution problem and is tuning parameterfree, making it simple to implement. The advantage of the rectangular rejection regions chosen in Step 1 is that they allow for this simple estimator, as inequality (4) heavily depends on their rectangular shape.
It is worth clarifying that even though under model (2) the P 1j and P 2j are statistically independent,Ĝ(t 1 , t 2 ) does not converge to the product F 1 (t 1 )F 2 (t 2 ), so fdr U (t 1 , t 2 ) will not always converge to one. This is because the (P 1j , P 2j ) are not identically distributed. In fact, an application of Kolmogorov's strong law of large numbers under Assumption 1 shows that G(t 1 , t 2 ) converges to
which makes P 1j and P 2j appear dependent. This apparent dependence is induced by the configurations of the signal indicators (I 1j , I 2j ). Under this dependence interpretation, the proposed procedure is closely related to testing for independence between P 1j and P 2j .
3.4
Step 3: compute the optimal rejection region
In this context, the optimal rectangular rejection region is the one that discovers the largest number of putative simultaneous signals while maintaining an estimated false discovery rate less than some desired α:
where Π = {(0, 0)} ∪ {(P 1j , P 2j ) : 1 ≤ j, j ≤ p} is union of the point (0, 0) along with the Cartesian product of the two sequences of observed p-values. . Filled circles denote true simultaneous associations. Each of the three rejection regions satisfies fdr U (t 1 , t 2 ) ≤ 0.05. To make visualization easier, the data are plotted as (− log 10 P 1j , − log 10 P 2j ).
In general, (7) does not have a unique solution, and T can contain multiple optimal thresholds that identify distinct sets of putative simultaneous signals. Figure 1 illustrates an example where p = 1, 000, π 00 = 0.985, π 10 = π 01 = π 11 = 0.005, and the non-null P kj are two-sided p-values corresponding to N (9, 1) test statistics. The figure plots three different optimal rectangular rejection regions at the α = 0.05 level, and each rejects a different set of three features.
This non-uniqueness does not impact the theoretical properties of the proposed method. In fact, Theorem 2 in Section 4 shows that any (t 1 ,t 2 ) ∈ T can asymptotically control the false discovery rate. On the other hand, it is useful to have a rule for choosing a unique rectangular rejection region. One intuitive method is to select the threshold in T that gives the rectangular region with the largest geometric area:
This guarantees that (t 1 ,t 2 ) will be unique with probability 1. Another alternative is to choose the threshold with the smallest geometric area. Simulations showed that both strategies have identical average powers and nearly identical false discovery rates; see Appendix B.
Implementation
A simple algorithm for obtaining the thresholds (t 1 ,t 2 ) (8) is described in Appendix A and requires O(p 2 ) operations. To further reduce computation time, the algorithm need not consider all p 2 elements of the set Π. Since under model (2) the p-values are stochastically smaller under the alternatives, the optimalt k andt 2 are likely to be found among the smallest P kj . It therefore suffices to consider only the m k smallest values of P kj , where m k < p. As an example, suppose p = 10 6 . It will typically be likely thatt 1 andt 2 lie within the smallest 10% of the P 1j and P 2j . With m 1 = m 2 = 10 5 , the algorithm can calculate the optimal thresholds in 115 seconds on a desktop with a 3.2 GHz Intel Core i5 processor with 8 GB RAM. This procedure has been implemented in the R package ssa.
4 Theoretical properties
False discovery rate control
Under mild conditions, the proposed fdr U (t 1 , t 2 ) (5) gives asymptotically conservative estimation of the false discovery rate:
Theorem 1 Let fdr(t 1 , t 2 ) be the true false discovery rate (1) attained by the rectangular rejection region [0,
The condition π 11 > π 1 π 2 is necessary for inequality (4). When the (P 1j , P 2j ) are viewed as random draws from the bivariate distribution G(t 1 , t 2 ) (6), this condition implies that P 1j and P 2j are positively dependent. Intuitively, identifying simultaneous signals is most sensible when the studies being analyzed are similar in some way, and positive dependence is a measure of this similarity. This condition is likely to hold in many applications because the proportion of signals in each study is relatively small, so that π 1 π 2 is very close to zero. Even when this condition does not hold, it can be shown that fdr U (t 1 , t 2 ) will asymptotically always be larger than 1, so that the proposed procedure will always remain asymptotically conservative. This is demonstrated in simulations in Section 5. As a consequence of Theorem 1, any of the optimal thresholds contained in T (7), including the proposed (t 1 ,t 2 ) (8), offer asymptotic conservative control of the true false discovery rate. Define the pointwise limit of fdr U (t 1 , t 2 ):
Theorem 2 Let fdr(t 1 , t 2 ) be the true false discovery rate (1) attained by rejection region
Under model (2) and Assumption 1, if π 11 > π 1 π 2 and there exists a fixed (t 1 , t 2 ) such that t 1 , t 2 > 0 and fdr
Asymptotic uniqueness of the optimal rejection region
The non-uniqueness of the optimal rectangular rejection region discussed in Section 3.4 raises the question of whether the two-sequence simultaneous discovery problem is well-defined. It turns out that the limiting false discovery rate control problem does indeed have a unique solution under certain reasonable conditions. Let G(t 1 , t 2 ) be any bivariate distribution function and denote its marginals by
is strictly decreasing in t k .
Theorem 3 Under Assumption 2, the constrained optimization problem arg max
has a unique solution.
Applying Theorem 3 to the probability limits ofF k (t k ) andĜ(t 1 , t 2 ) from the proposed estimator fdr U (t 1 , t 2 ) (5) establishes the asymptotic uniqueness of the proposed false discovery rate control procedure. Assumption 2 has a very intuitive interpretation when G(t 1 , t 2 ) is viewed as describing the joint distribution from which the (P 1j , P 2j ) are randomly drawn. The assumption is then equivalent to stating that P(P 1j ≤ t 1 | P 2j = t 2 ) and P(P 2j ≤ t 2 | P 1j = t 1 ) are strictly decreasing in t 2 and t 1 , respectively. Thus Assumption 2 requires a type of positive dependence between P 1j and P 2j , which has been termed positive regression dependence, and is well-studied in copula theory (Nelsen, 2013) and multiple testing (Benjamini et al., 2001 ).
An interesting technical point is that Assumption 2 is closely related to the monotone likelihood ratio assumption (Sun and Cai, 2007; Cao et al., 2013 ) and the alternative distribution concavity assumption (Genovese and Wasserman, 2002; Storey, 2002; Genovese et al., 2004) , common in the standard one-sequence false discovery rate control problem. In fact, it is not difficult to show that under the condition π 11 > π 1 π 2 from Theorems 1 and 2, the monotone likelihood ratio implies Assumption 2.
Simulations
All simulations considered p = 10 4 features. The proposed method was implemented with m 1 = m 2 = 5, 000, with m 1 and m 2 defined in Section 3.5. Three alternatives procedures, described in Section 2, were also implemented.
1. The Benjamini-Hochberg procedure was applied toP j = max(P 1j , P 2j ).
2. The method of Chung et al. (2014) , which assumes that the P kj are Beta-distributed under the alternative.
3. The empirical Bayes method of Heller and Yekutieli (2014) .
All methods were implemented at nominal false discovery rate levels of 0.05 and all simulations were repeated 1,000 times. The first set of simulations tested these methods under standard settings. The P kj were simulated by first generating T kj from a t 4 distribution with non-centrality parameter µ kj , then setting P kj equal to the two-tailed p-value of T kj under the null µ kj = 0. The µ kj for I kj = 0 were set to zero, and for I kj = 1 were randomly drawn from N (6, 1) and then fixed across all replications. It should be emphasized that the I kj were fixed across all replications as well. Figure 2 reports the empirical false discovery rates and the average numbers of discovered putative simultaneous signals. The method of Chung et al. (2014) was unable to maintain the nominal false discovery rate level in several settings, likely due to violation of its parametric assumptions. The method of Heller and Yekutieli (2014) performed very well in many settings, but when the individual sequences were sparse and the number of simultaneous signals was small, the proposed method was the most powerful.
The second set of simulations studied the competing methods when the positive dependence condition π 11 > π 1 π 2 does not hold. The P kj were generated as before, but here the proportion of signals was either π k = 0.1 or π k = 0.05 while the proportion of simultaneous signals was either π 11 = 0.0025 or π 11 = 0. In other words, in each of these settings the two sequences of p-values appeared either independent or negative dependent. All methods, including the proposed one, were still able to maintain false discovery rate control at the nominal level. 
Extensions

Test statistics with unknown null distributions
Though the proposed method was introduced in Section 3.1 using p-values, the procedure itself actually never uses the fact that the null distributions F 0 k of the P kj are uniform. The proposed conservative false discovery rate estimator (5) is entirely nonparametric, as is the objective function of the threshold optimization problem (7). Surprisingly, this suggests that the proposed procedure can in fact control the simultaneous signal false discovery rate for any stochastically ordered test statistics T 1j and T 2j even if their null distributions are not known. This is especially useful in genomics, where sets of correlated genomic features, such as genetic polymorphisms or genes, are often grouped together for analysis. The correlation structure between the features is unknown, resulting in unknown nulls.
Specifically, consider test statistics T 1j and T 2j satisfying
for unknown continuous distribution functions F 1 kj and F 0 k , with the T kj independent between studies and across features. Here the T kj are assumed to be two-tailed test statistics that are larger under the alternative than under the null, which requires some minor modifications to the proposed procedure, mostly involving reversing some of the inequalities. It is straightforward to show that the theorems in Section 4 still hold in this setting.
This was demonstrated in simulations with p = 10 4 features. For the jth feature in the kth study, 50 Z-scores were first generated from N (µ kj , Σ), where µ kj was a 50-dimensional vector of zeros if I kj = 0 and had 25 non-zero components if I kj = 1. The uvth entry of Σ was given by ρ |u−v| for some correlation parameter ρ. The non-zero components of µ kj were randomly placed and their values randomly generated from N (1.5, 1); their positions and values were then fixed across all replications. Finally, T kj was taken to be the Berk-Jones statistic applied to the squared Z-scores:
whereF is the empirical distribution function of the 50 squared Z-scores and F 0 is the χ 2 1 cumulative distribution function. This setting models a gene-based analysis of genome-wide association data, where the Zscores can be thought of as test statistics from 50 correlated genetic variants located within the same gene j. For such analyses, Barnett et al. (2016) recently proposed a generalized version of the higher criticism statistic (Donoho and Jin, 2004) to test whether any of the Z-scores within a gene are non-null. However, Li and Siegmund (2015) showed that the Berk-Jones test may have better finite-sample properties than higher criticism, motivating the T kj used in these simulations.
The challenge is that the asymptotic null distribution of the Berk-Jones statistic when the Z-scores are correlated is difficult to derive. Simulating a null distribution for T kj is not straightforward either because in real applications the true correlation structure of the Z-scores will be unknown. When needed, approximate p-values for the T kj were calculated using the asymptotic null distribution of the Berk-Jones statistic assuming independent Zscores (DasGupta, 2008) . Figure 4 compares the performance of the proposed method and existing procedures studied in simulations in Section 5 across 1,000 replications. The max p method applies the Benjamini-Hochberg procedure to the maximum of the T kj approximate p-values and was fairly powerful, but did not maintain false discovery rate control at the nominal level when ρ = 0.7. The method of Chung et al. (2014) also had poor false discovery rate control, while the method of Heller and Yekutieli (2014) could not be run because it requires a known null distribution. In contrast, the method proposed in this paper had good error control and high power in all settings.
More powerful procedure for p-values
One consequence of the nonparametric nature of the proposed procedure is that it provides only conservative control of the false discovery rate. It uses inequality (4) to bound the expected false positive rate among the p features by F 1 (t 1 )F 2 (t 2 ), where the F k are the limiting marginal cumulative distribution functions of the P kj . However, this inequality is not tight, and it is not difficult to refine the bound to show that under model (2) when π 11 > π 1 π 2 . Tighter bounds require further knowledge of the alternative distributions F 1 k . If π 11 were known, this refined bound could be used to give a less conservative estimate of the false discovery rate attained by the rejection region [0,
Estimating π 11 is a difficult problem, and is related to estimating the proportion of nonnull signals in single sequence of multiple tests (Storey, 2002; . However, when the data consist of two sequences of p-values P kj , there is a simple way to estimate a lower bound for π 11 :
Theorem 4 Letσ 12 denote the empirical covariance of P 1j and P 2j , i.e.
Then under model (2) and Assumption 1, lim p→∞ 2σ 12 ≤ π 11 almost surely.
This motivates modifying the original false discovery rate upper bound fdr U (t 1 , t 2 ) (5) by replacingF 1 (t 1 )F 2 (t 2 ) by the asymptotically less conservativeF 1 (t 1 )F 2 (t 2 ) − 2σ 12 . The optimal rectangular rejection region then be calculated as in (7) and (8) above. The simulations presented in Section 5 were repeated with this modified false discovery rate procedure. However, the results in Appendix B show that the modified approach had only slightly more power than the original method, at most adding roughly 0.01 to the average number of putative simultaneous signals over 1,000 simulations. Table 2 : Number of discovered pleiotropic variants; ADD = attention-deficit disorder, AUT = autism-spectrum disorders, BIP = bipolar disorder, MDD = major depressive disorder, SCZ = schizophrenia. OR: odds ratio between I(P 1j ≤ 0.05) and I(P 2j ≤ 0.05). Max p: apply Benjamini-Hochberg to max(P 1j , P 2j ); GPA: method of Chung et al. (2014) ; repfdr: method of Heller and Yekutieli (2014 
Application to pleiotropy in psychiatric disorders
There is a great deal of evidence for the role of pleiotropy, the phenomenon where genetic variants affect more than one phenotype, in human disease (Sivakumaran et al., 2011) . The Cross-Disorder Group of the Psychiatric Genomics Consortium was established to study the genetic relationship between five psychiatric disorders (Cross-Disorder Group of the Psychiatric Genomics Consortium et al., 2013a,b). The consortium examined 33,332 cases and 27,888 controls across these five disorders, and summary p-values for 1,219,805 genotyped and imputed single-nucleotide polymorphisms are available for all five conditions from the Psychiatric Genomics Consortium website at http://www.med.unc.edu/pgc/downloads. The method proposed in this paper, and the other methods described in the simulations in Section 5, were applied to each pair of disorders in order to discover genetic variants simultaneously associated with both conditions in the pair. The nominal false simultaneous discovery rate was set to 0.05 throughout. Table 2 reports the results. Because the proposed method requires positive dependence between the true signal indicators I 1j and I 2j , the third column of Table 2 reports the odds ratio between I(P 1j ≤ 0.05) and I(P 2j ≤ 0.05) for each pair of disorders. These thresholded p-values serve as a rough estimate of the true I kj ; the thresholds of 0.05 were set relatively high because signal strength is low for many of these disorders. The results suggest that the I 1j and I 2j were either independent or positively dependent for all pairs of disorders.
The remaining columns of Table 2 report the numbers of putative pleiotropic variants discovered by each method. Three out of the four methods identified numerous pleiotropic variants associated with both bipolar disorder and schizophrenia, which is consistent with previous findings (Andreassen et al., 2013a) . The proposed method was the only one to identify pleiotropic variants that affect both bipolar disorder and major depression, as well as both major depression and schizophrenia, suggesting a genetic connection between these three disorders. This are consistent with the literature. Huang et al. (2010) obtained similar results, and children with autism have been found to suffer from comorbid major depression (Leyfer et al., 2006) . The more powerful version of the method proposed in this paper, discussed in Section 6.2, was also applied to these data, but its performance was identical to that of the original version.
To assess the robustness of these findings to linkage disequilibrium, the p-values were pruned using the --indep-pairwise function of the genome-wide association software Plink (Purcell et al., 2007) . The Psychiatric Genomics Consortium studied only subjects with European ancestry, so linkage disequilibrium between variants was estimated using the HapMap CEU samples, and r 2 thresholds of either 0.2 or 0.5 were used. After pruning, the proposed method was the only one to identify any simultaneous signals. Pleiotropic variants affecting bipolar disorder and schizophrenia, and major depression and schizophrenia, were still found for both r 2 thresholds.
Discussion
It has so far been assumed that the test statistics are independent across features, but the procedure may be robust to certain types of dependence. In the single-sequence multiple testing problem with dependent test statistics, one key is to estimate to controlling the false discovery proportion is to estimate an empirical null distribution for the test statistics rather than using the theoretical null (Efron, 2007 (Efron, , 2010 Schwartzman, 2012) . Here, the conservative false discovery rate estimator (5) already uses empirical distribution estimates, so the proposed procedure may also be able to control the false discovery proportion under dependence.
In some cases the two sequences of p-values are not of equal importance, as in replicability analysis (Bogomolov and Heller, 2013; Heller and Yekutieli, 2014) , which distinguishes between a primary versus a follow-up study. The method proposed here makes no such distinction, but could be modified accordingly. Suppose sequence 2 were of greater interest. Then the optimal thresholds (t 1 ,t 2 ) could be chosen to have the largestt 2 , instead of the largest geometric area as in (8). This could capture weaker signals from the more important study.
So far only K = 2 sequences of p-values have been considered, but two extensions to K > 2 sequences are of great interest. First, it may sometimes be useful to discover simultaneous signals for each pair of the K sequences, as in the analysis of psychiatric disorders in Section 7. In this case, control of the overall false discovery rate for all findings may be desired. A reasonable approach would be to let [0, t k 1 ] × [0, t k 2 ] be the rejection region for simultaneous signals across the sequences k 1 and k 2 . Then as in (5), a conservative estimator for the overall number of false discoveries is p k 1 =k 2F k 1 (t k 1 )F k 2 (t k 2 ), and the total number of discoveries is
is the bivariate empirical distribution function of the (P k 1 j , P k 2 j ). Similar to (7), any thresholds that solve (t 1 , . . . ,t K ) = arg max
should offer asymptotically conservative control of the overall false discovery rate at level α.
The second extension is to discover K-simultaneous signals for K > 2, in other words, those features that are significant in each of the K sequences. Extending the proposed method to this setting is difficult because the key inequality (4) cannot be applied to more than two sequences. Further work is necessary.
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B Supplementary simulations
As described in (8), a unique rectangular rejection region for the proposed procedure is given by choosing the optimal region, which solves the constrained optimization problem (7), with the largest geometric area. An alternative approach is to select the region with the smallest geometric area. Both approaches were applied to the simulations with t 4 signals, as in Figure 2 , and the simulations with Berk-Jones signals, as in Figure 4 . The results in Tables 3  and 4 show that these two approaches have identical average powers and nearly identical false discovery rates. A more powerful modification of the proposed method for p-values was discussed in Section 6.2. Table 3 reports its performance for the t 4 signals. It cannot be applied to the Berk-Jones signals because there the true null distribution of the test statistics is unknown, so valid p-values cannot be calculated. Regardless of whether the smallest or the largest optimal rejection region was used, this modification had only slightly more power than the original proposed method. 
C Proof of Theorem 1
This and the following proofs assume that the observed data are p-values P 1j and P 2j following model (2), but they are easily modified to accommodate any continuous test statistics even if the null distributions are unknown, as in Section 6.1. Define
Then the true false discovery rate (1) attained by the rectangular rejection region [0,
For the proposed conservative false discovery rate estimator fdr U (t 1 , t 2 ) (5), it will first be shown that for any δ 1 , δ 2 > 0,
almost surely. Next it will be shown that
almost surely, which will complete the proof. To show (12), it suffices to show
If the P kj were independent and identically distributed, the standard Glivenko-Cantelli theorem can be applied to the final two terms to show thatF 1 (t 1 )F 2 (t 2 ) converges uniformly to F 1 (t 1 )F 2 (t 2 ). However, under model (2) they are not identically distributed, as the alternative distributions of the non-null tests may differ.
Instead, for k = 1, 2 define a sequence of distribution functions
By Assumption 1,F kp (t k ) converges to F k (t k ) uniformly in t k . This implies that the corresponding sequence of probability measures is tight (Proposition 9.3.4, Dudley, 2002) , so by Wellner (1981) the sequence of empirical measures corresponding toF k converges weakly to the measure corresponding to F k (t k ). By a result of Rao (1962) , it follows that
almost surely, even for nonidentically distributed P kj . Therefore sup
almost surely. By similar reasoning, it can be shown that
almost surely, where
Combining these two results with inequality (4) proves (12).
To construct δ 1 and δ 2 , by assumption there exists an > 0 such that fdr U ∞ (t 1 , t 2 ) = α− , with fdr U ∞ defined in (9). Using Kolmogorov's strong law of large numbers and Slutsky's theorem, it can be shown that for p sufficiently large,
with probability 1, which implies that fdr U (t 1 , t 2 ) ≤ α − /2. In other words, (t 1 , t 2 ) is a feasible solution of the optimization problem (7). Next defineŷ(t 1 ) andỹ(t 1 ) to be level curves of the empirical bivariate distribution
Since (t 1 , t 2 ) is a feasible solution of the optimization problem,Ĝ(t 1 ,t 2 ) ≥Ĝ(t 1 , t 2 ) for any (t 1 ,t 2 ) ∈ T . SinceĜ(t 1 , t 2 ) is a nondecreasing function of t 2 ,ŷ(t 1 ) ≥ỹ(t 1 ) for all t 1 ∈ [0, 1]. Define δ 2 = inf t 1ỹ (t 1 ). ThenĜ (t 1 ,t 2 ) =Ĝ{t 1 ,ỹ(t 1 )} ≥Ĝ(t 1 , δ 2 ), which implies thatt 2 ≥ δ 2 . A similar line of reasoning can be employed to construct δ 1 . It remains to show that for p sufficiently large, δ 1 , δ 2 > 0 with probability 1. This will be shown for δ 2 ; the proof for δ 1 is similar. Since t 1 and t 2 are both positive, G(t 1 , t 2 ) = > 0, where G(t 1 , t 2 ) is defined in (6). By Kolmogorov's strong law and Assumption 1, it can be shown that for p sufficiently largeĜ(t 1 , t 2 ) > /2 with probability 1. Therefore for all t 1 ∈ [0, 1],Ĝ{t 1 ,ỹ(t 1 )} =Ĝ(t 1 , t 2 ) > /2. If δ 2 were equal to zero, then inf t 1Ĝ {t 1 ,ỹ(t 1 )} = 0, which leads to a contradiction.
E Proof of Theorem 3
By Sklar's theorem, there exists a unique copula C(u, v) such that C(u, v) = G{F 
and letting t 1 = F −1 1 (u) and t 2 = F −1 2 (v). It remains to prove that (14) has a unique solution. First it will be shown that the solution must lie on the level curve L α (u) defined by D{u, L α (u)} = α. By Assumption 2, ∂C(u, v)/∂u is strictly decreasing in u, so C(u, v) = u 0 ∂C ∂u (x,v) dx > ∂C ∂u (u,v) u 0 dx = u ∂C ∂u (u,v) for any (u, v) . Therefore it suffices to show that L α (u) < −2L α (u)/u. By definition, the vector tangent to L α (u) at u is perpendicular to the gradient of D(u, v) at u. It was established above that ∂D/∂u and ∂D/∂u are positives, so
where
It can be shown that the second term on the right-hand side above is negative. Since u − αh 2 (u) = ∂D/∂v > 0, it remains to show that h 1 (u) + L α (u)h 2 (u) < 0. First, L α must be decreasing in u. For any u > u, because D(u, v) is increasing in u and v, D{u, L α (u)} < D{u , L α (u)}. For L α to be a level curve of D, it must be that L α (u ) < L α (u), so L α (u) < 0. Next,
where the first inequality is due to Assumption 2 and the second is because the function v → ∂C(u, v)/∂u is nondecreasing (Nelsen, 2013) . Thus h 1 (u) is decreasing as well and h 1 (u) < 0. Similarly, h 2 (u) = ∂C ∂v u,Lα(u) < ∂C ∂v u,Lα(u ) ≤ ∂C ∂v u ,Lα(u ) = h 2 (u ), so h 2 (u) is increasing and h 2 (u) > 0. Combining these results gives h 1 (u) + L α (u)h 2 (u) < 0. Finally, {u − αh 2 (u)} −1 ≥ u −1 because u − αh 2 (u) > 0 and the partial derivatives of a copula are always positive (Nelsen, 2013) , implying that
Therefore d 2 C{u, L α (u)}/du 2 < 0 and (14) has a unique maximum. with probability 1.
