In this paper the asymptotic distribution of estimators is derived in a general regression setting where rank restrictions on a submatrix of the coefficient matrix are imposed and the regressors can include stationary or I(1) processes. Such a setting occurs e.g. in factor models. Rates of convergence are derived and the asymptotic distribution is given for least squares estimators as well as fully-modified estimators. The gains in imposing the rank restrictions are investigated. A number of special cases are discussed including the Johansen results in the case of cointegrated VAR(p) processes.
Introduction
In this paper a multivariable time series (y t ) t∈Z , y t ∈ R s , is modeled as a linear function of two processes (z r t ) t∈Z , z r t ∈ R mr and (z u t ) t∈Z , z u t ∈ R mu (where 'r' stands for restricted and 'u' for unrestricted) using the following model:
where b r = OΓ ′ is of rank n < min(s, m r ). Such a situation can occur e.g. for panel data sets where both s and m r are large. Throughout all variables will be assumed to be either stationary or (co-)integrated. Details on the assumptions for the processes are given below.
For the moment assume that (u t ) t∈Z is an independent identically distributed (iid) process.
In this situation the asymptotics for the OLS estimators (Park and Phillips, 1988; Park and Phillips, 1989) and fully modified (Phillips, 1995) estimators neglecting the rank restriction are well documented in the literature. However, neglecting the rank restriction in the case that m r and s are large, the number of parameters to be estimated equals (m r + m u )s which might require excessively large samples in order to allow for reasonable accuracy. As an alternative then rank restricted regression (RRR) can be used in order to reduce the number of parameters greatly.
The RRR framework of equation (1) is also of importance for the estimation involved in subspace methods, (see e.g. Larimore, 1983; Bauer and Wagner, 2002) . In these methods a RRR of the type (1) is the central step in the estimation. Thus the understanding of the asymptotic properties of the corresponding estimators needs a thorough understanding of the asymptotic properties of estimators for (1).
If all involved processes are stationary the asymptotic theory of RRR estimators based on OLS is presented in (Reinsel and Velu, 1998) . There consistency and asymptotic normality of the estimated coefficient matrices is stated for the (generic) special case that all singular values of b r are distinct. Further expressions for the asymptotic variance matrix are provided using implicitly defined quantities which, hence, are not easy to interpret or implement.
For a cointegrated process X t letting y t = ∆X t = X t − X t−1 , z (Johansen, 1995) . Also in this case the asymptotics of quasi maximum likelihood estimators are well known. Although the original material focuses on the estimation of the cointegrating relations Γ extracted as the right factor in the product b r = OΓ ′ , the asymptotics for the full estimatorb r can be derived based on these results, see the evaluations in (Johansen, 1995) . The arguments given there rely on stationarity of y t and Γ ′ X t−1 as well as on the fact that the rank restriction only restricts the coefficients corresponding to the nonstationary components of X t−1 as will be demonstrated below.
Equation (1) extends this framework by allowing for more general processes z r t and z u t . It will be shown below (see and inz r t = T r z r t the first c r coordinates are integrated, the remaining ones being stationary. In the Johansen framework c y = 0 holds while in this paper 0 ≤ c y ≤ n ≤ s is allowed for. Also in T y (y t − b u z u t ) the first c y components are integrated the remaining ones being stationary.
In this extended situation the asymptotics of (Johansen, 1995) do not apply as can be seen from the following arguments: Using the notation a t , b t = T −1 T t=1 a t b ′ t for processes (a t ) t∈Z , (b t ) t∈Z the consistency proof in Lemma 13.1. of (Johansen, 1995) ⊥ W T converges to zero in probability. No almost sure (a.s.) results and no sharper bounds on the order of convergence are provided in (Johansen, 1995) . T W T converges, where the first c y columns corresponding to the eigenvalue λ = 1 converge to [I cy , 0] ′ . Consequently also W T =Ã T V T converges. However, the heading c y × c y subblock of this matrix equals T −1/2 I cy and hence converges to zero as does the whole block column. Multiplying the corresponding block column with T 1/2 the heading subblock equals the identity matrix as required, but the orders of convergence for the remaining blocks are reduced by this order and hence the remaining arguments in the proof of Lemma 13.1 of (Johansen, 1995) do no longer apply. Therefore this approach cannot be used in order to show consistency for the estimator ofΓ and thus also not ofÕ. Due to this complication (Bauer and Wagner, 2002) were led to provide an adapted estimator by setting the remaining block rows of the first block column of V T equal to zero. In this paper a different route in the proof for consistency of the estimator for b r is provided showing that the adaptation is not needed.
In addition to the changes in the consistency proofs also the derivation of the asymptotic distribution of the estimatorsǑ andΓ ofÕ andΓ as provided in Lemma 13.2. of (Johansen, 1995) for the case c y = 0 cannot be used in the case c y > 0 as can be seen from these (Johansen, 1995) does not apply for the case c y > 0 and a more detailed analysis is needed. It is the main goal of the paper to close this gap in the literature.
In this paper two different estimators are considered: RRR estimator based on the unrestricted OLS estimator as well as based on the fully modified unrestricted estimator of (Phillips, 1995) . The main contributions of the paper are:
• A full discussion of the asymptotic properties of the RRR estimators including conditions for consistency, derivation of the asymptotic distribution of the estimators under the condition of known rank n is provided.
• For the RRR estimator based on OLS almost sure (a.s.) rates of convergence are provided, improving the results in the literature which provide only in probability convergence.
• Furthermore in all cases the asymptotic distribution will be given explicitly and a detailed comparison of the relative advantages in a number of special cases is provided.
The organization of this paper is the following: The next section presents the various estimation algorithms while their corresponding asymptotic properties are discussed in section 3.
Section 4 illustrates the results using a number of special cases. Finally section 5 summarizes the paper. All results are proved in Appendix A. A summary of the notation is contained in Appendix B.
Estimation Algorithms
In this paper four different estimators for the coefficient matrices b r , b u in equation (1) based on observations for time instants t = 1, . . . , T are considered. Throughout as above the notation a t , b t := T −1 T t=1 a t b ′ t will be used (somewhat sloppily using a t , b t for the processes (a t ) t∈Z and (b t ) t∈Z and for the variables a t , b t for given time instant t respectively).
Using this notation the ordinary least squares (OLS) estimator (that ignores the knowledge on the rank constraint rank(b r ) = n) can be written aŝ
the rank restricted estimator maximizing the quasi maximum likelihood based on the assumption of iid Gaussian residuals can be defined aŝ
and is given bŷ
whereÛ n denotes the matrix having as columns the singular vectors corresponding to the dominant singular valuesσ 1 ≥σ 2 ≥ . . . ≥σ n > 0 contained as the diagonal in the diagonal matrixŜ n . The corresponding right singular vectors are contained inV n . Finallŷ R n constitutes the approximation error. HereΞ
1/2 (where X 1/2 denotes the symmetric matrix square root of the square matrix X and z π t denote residuals from regression of z r t onto z u t ). Clearly the estimatorβ RRR,r does not depend on the decomposition ofÔĜ ′ intoÔ andĜ ′ .
Note that for this choice ofΞ + andΞ − p the columns ofĜ ′ can also be interpreted as the eigenvectors to the generalized eigenvalue problem
As can be verified straightforwardly the corresponding estimateÔ equals the coefficients for regressing y π t ontoĜ ′ z π t . Thus in the Johansen framework the Johansen estimators are obtained. (Phillips, 1995) discusses the fully-modified (FM) estimators as an alternative to least squares estimation. The fully modified OLS estimator (FM-OLS) of β is defined aŝ
where for processes (a t ) t∈Z and (b t ) t∈Z the estimateŝ
are used. As usual ∆z t := z t − z t−1 . HereΓ a,b (j) := a t , b t−j = T −1 T t=1 a t b ′ t−j denotes the estimated covariance sequence where observations outside of the observed sample are treated as zeros. FurtherΩũ ,∆z is estimated using the residualsû t = y t −β OLS z t . Throughout we will use the subscripts to indicate the processes involved. Additionally superscripts indicate components of the processes. A slight difference to the notation of e.g. Phillips (1995) is that for the integrated processes z t , say, we index by ∆z rather than only z.
Consequently for stationary processes (a t ) t∈Z and (b t ) t∈Z it follows thatΩ a,b and∆ a,b are estimators of the long-run-covariance and the one-sided long run covariance matrices defined as
For the kernel function w(·) occurring in this definition we will use the standard assumptions (cf. Phillips, 1995) :
Further the bandwidth parameter K in the kernel estimates is chosen proportional to c T T b for some b ∈ (1/4, 2/3) where c T is slowly varying at infinity (i.e. c T x /c T → 1, ∀x > 0).
Analogously to the RRR estimator derived from the OLS estimator we derive the new fully modified RRR estimator (henceforth denoted as FM-RRR) from the FM-estimator using the SVDΞ
where as beforeÛ + n denotes the matrix of left singular vectors,Ŝ + n = diag(ŝ
is the diagonal matrix containing the dominant estimated singular valuesŝ
n > 0 decreasing in size and the columns ofV + n contain the corresponding right singular vectors. The estimator under the rank restriction rank(β) = n then is defined aŝ
Results
In this paper the following assumptions on the data generating process (dgp) will be used:
Assumption P: The process (y t ) t∈Z is generated according to (1) with u t = Λε t (Λ ∈ R s×k of full row rank) where (z r t ) t∈Z and (z u t ) t∈Z are processes such that for some orthogonal matrices
where ∆(L) = 1 − L denotes the difference operator (L denoting the backward shift operator) and the joint vector ν t := [v ′ t , w ′ t ] ′ is a stationary process generated according to
where ∞ j=1 j a C j < ∞ for some a > 3/2 and where for the transfer function c(z
C j z j (with z denoting a complex variable) the matrix c(1) is of full row rank. Additionally it is assumed that
Here (ε t ) t∈Z is an iid process with zero mean, nonsingular variance Σ and finite fourth moments. Finally H ′ r, z r 0 = 0 and H ′ u, z u 0 = 0. Note that summation for ν t starts at j = 1. Thus uncorrelatedness of the regressors with the noise is built into the assumptions. The assumptions imply that z r t and z u t are I(1) processes such that the cointegrating rank of the joint process equals the sum of the cointegrating ranks of the two processes.
The assumption of zero initial conditions is not important and can be replaced with the assumption of deterministic initial conditions, i.e. assuming that modeling is performed conditional on initial conditions. The noise is assumed to constitute an iid sequence which is somewhat restrictive. Weaker assumptions are possible but make the asymptotic distributions more involved. Further note that the same noise ε t is used to generate the regressors as well as the residuals in the estimation equation. Consequently lagged y t 's are admitted as regressors and some dynamics may be included in the model, alleviating the iid assumption.
Furthermore these assumptions exclude deterministic terms such as the constant as regressors which are discussed separately below.
The assumptions on the data generating process lead to the following representation result:
(I) Let c y ≤ n denote the rank of b r H r, . Then the cointegrating rank of (z r t ) t∈Z is m r − c r and the cointegrating rank of (y t − b u z u t ) t∈Z is s − c y . (II) There exist nonsingular matrices T y ∈ R s×s , T z,r ∈ R mr×mr and T z,u ∈ R mu×mu such that
where Under these assumptions it is well known that the OLS estimators are weakly consistent (Park and Phillips, 1988; Park and Phillips, 1989) . Furthermore almost sure consistency as well as the convergence rateβ
almost surely (a.s.) bounded) can be derived, see e.g. (Bauer, 2009) . Additionally their asymptotic distribution is also well documented:
where (using the notation
t,2 . W denotes the Brownian motion corresponding to (ε t ) t∈N and W z =c z,1:
Further vec(Z r ) and vec(Z u ) are normally distributed with mean zero (vec denotes columnwise vectorisation). Finallyc z,1:2 (1) :
The next theorem, which is the main contribution of this paper, extends these results to the RRR estimators:
1 Here and below dEW ′ is the usual shorthand notation for
Theorem 3.2 (I) Let the assumptions of Theorem 3.1 hold.
Furthermore letβ RRR,r andβ OLS,r denote the coefficients corresponding to z r t . Then the asymptotic distribution ofβ RRR,r can be found from
andỹ Π t,2 is defined analogously. FinallyR is defined in Lemma A.9. Correspondingly letting β RRR,u andβ OLS,u denote the coefficients corresponding to z u t then
(II) All results hold true in the situation that all observations are demeaned or detrended prior to estimation, if a.s. rates are replaced with in probability rates, the Brownian motions are replaced by their corresponding demeaned or detrended version and if additionally to the assumptions above the condition ∞ j=1 j a C j < ∞ holds for some a > 3.
Note that the decomposition ofb 2,3 is not specified. The asymptotic distribution does not depend on the actual choice.
The theorem shows how the inclusion of the rank constraint affects the estimation error which is given as a sum of the error for the unrestricted estimate plus a correction term.
All coefficients corresponding to the nonstationary directions in z t are estimated T -consistent and asymptotically the estimation errors have 'matrix unit root' distributions, whereas for directions in which (z t ) t∈N is stationary the coefficients are only √ T consistent and the errors are asymptotically normal. The proof of this theorem is given in Appendix A. Note that the larger bounds in the almost sure convergence rates for the restricted estimator reflects only the techniques of proof used and not the accuracy of the estimators which is more appropriately represented in the distributional results. I.e. the larger bounds for the rank restricted estimator mirrors our inability to prove the tighter bounds rather than the relative accuracy of the estimators.
In the fully modified case conditions for consistency and the asymptotic distribution of the unrestricted estimator is provided in (Phillips, 1995) : Under the assumptions on the kernel provided in Assumptions K one obtains:
where
Here the superscript n refers to the nonstationary directions in [z ′ t , (z u t ) ′ ] ′ and the matrices Ω :,n u,∆z and Ω n,n ∆z,∆z are composed of the respective columns and rows corresponding to the nonstationary components.
The next theorem discusses the properties of the corresponding rank restricted estimator: 
Therefore the relation between the restricted and the unrestricted regressions are identical for the conventional and the fully modified case. Also the expressions for the two sets of estimators are identical except for the use of W in the conventional case which is replaced by B in the fully modified case. Therefore it follows that the distribution in the direction of (asymptotically) stationary components of w t is identical for both estimators. Hence in the case that c z = 0 and therefore no integration is present the conventional and the fully modified estimators have the same asymptotic distribution. This is true for the restricted and the unrestricted estimates. We refrain from a more complete discussion on the properties of the fully modified estimator since for the unrestricted case these are well documented in the literature. Instead a number of special cases will be discussed below.
Special Cases
First consider the case where all included variables are stationary. In that case T y = I, T z = I can be used and the asymptotic distribution of the vectorizations of
are both normal with mean zero and variance (Ez
noting that in this casez t =z t,3 = z r t ,z u t,2 = z u t can be chosen. The correction due to the rank restriction for β r equals the vectorization of
The corresponding correction to b u follows. On total hence one obtains as the asymptotic distribution of the RRR-estimator for b r the distribution of
This asymptotic distribution (for a generic case) has previously been documented in (Reinsel and Velu, 1998) on p. 45 (2.36) albeit in a different form which is less accessible. On p. 46 a more explicit expression for the case n = 1 is given. It is straightforward to see that the expressions in this special case are identical while the formula provided above also provide insights in the general case. It must be noted, however, that these expressions are not new and have been used already e.g. in (Bauer, Deistler and Scherrer, 1999) .
The consequences of the correction using the rank restriction are the following: Premultiplying the asymptotic distribution withÕ † 2 one notices that the rank restriction does not influence the distribution in these directions. In the orthogonal complement, however, the distribution is changed from x ′ Z r to x ′ Z r Ez t,3 (z t,3 ) ′ Γ 32 Γ † 32 and hence projected onto the rows corresponding to the space spanned by the columns of Γ 32 . The analogous statements hold for the postmultiplication with Γ 32 . Note that these arguments also hold in the general case for the (2, 3) block ofb r .
As a second special case consider the VAR(1) I(1) model of Anderson (2002) . For simplicity of notation the transformed system will be used which in the notation of Anderson (2002) is stated as
for X 0 = 0 where Υ 22 is nonsingular. This defines an I(1) process X t ∈ R s whose first component, X t,1 ∈ R cy say, is integrated, the remaining, X t,2 ∈ R s−cy say, being stationary for |λ max (I + Υ 22 )| < 1 which is assumed in the following. The variance of the iid white noise
,2 which is partitioned according to the partitioning of X t . In our notation no transformation matrices are needed since the system is already in the appropriate coordinate system. Hence y t =ỹ t,2 = ∆X t is stationary,z t,2 = X t−1,1 ,z t,3 = X t−1,2 , z u t does not occur. Consequentlyb r = Υ = [Υ :,1 , Υ :,2 ] and b u does not occur.
In this situation (Anderson, 2002) gives the asymptotic distribution of the unrestricted and the restricted estimates of Υ. Consider first Υ :,1 , i.e. the first block column. Then Theorem 1 of (Anderson, 2002) states that TΥ :,1,OLS
11 which in our notation equals f (W, W 1 ) where W is the Brownian motion according to u t = W t and W 1 denotes the corresponding first block. Forβ RRR,r (Anderson, 2002) states the asymptotic distribution of the first block column as
From Theorem 3.2 we obtain
The second block column ofb r provides the decompositionÕ 2 :
(for some matrix Q) according to the block matrix inversion.
] showing the identity of the expressions. with all other terms being zero. Correspondingly
Thus it follows that the coefficients to the nonstationary regressors for the FM-estimator have the same asymptotic distribution as the RRR estimators. Adding the rank restriction in this case does not change the asymptotic distribution while it might well influence the finite sample properties. It is straightforward to show that in this case also the RRR-FM estimator has the same distribution for the columns corresponding to the integrated regressors.
With respect to the stationary directions it is easy to see that P = 0 since Γ 32 = Υ 22 is invertible. Consequently the RRR estimator and the OLS estimator have the same asymptotic distribution in the columns corresponding to the stationary regressors. Since FM and OLS estimators have the same asymptotic behavior for stationary regressors all four estimators show the same asymptotic behavior in these columns. The underlying reason for this is that the rank restriction exclusively applies to the nonstationary restrictions where the corresponding coefficient is restricted to zero. For the stationary regressors there are no other rank restrictions in this case.
Adding additional lagged first differences to (6) the AR(p) setting with transformed coordinates is obtained. The additional coefficients are not restricted (except for the seldom imposed restriction of stability of the corresponding transfer function) and hence in this case
e. additional stationary regressors are present. It is well known that in this case (using the usual notation such that Υ = αβ ′ where α ′ ⊥ α = 0, β ′ ⊥ β = 0 for orthogonal matrices α ⊥ , β ⊥ of maximal dimension such that the columns span the orthogonal complement of α, β respectively) we have
for some stationary process w t and nonsingular matrix Γ J (expressions could be given but are not of importance in the following and hence omitted). In the example
The changes in the asymptotic distribution are the following: W is unchanged while
The stationary components change accordingly. Imposing the rank restriction (as is done in the Johansen quasi-ML estimators) does not change the asymptotic distribution of the coefficients corresponding to the stationary terms as in the AR(1) case presented above since Γ 32 again is nonsingular and hence P = 0. Thus we obtain the same asymptotic distribution as in the non restricted case. This asymptotic distribution is also given in Theorem 13.5. of (Johansen, 1995) .
For the coefficients corresponding to nonstationary coordinates we obtain analogously to above
For the FM estimator note that the involved long run covariances equal
J ) ′ as above implies that again the unrestricted FM estimator has the same asymptotic distribution as the RRR estimator. This is remarkable since the FM estimator does not require the specification of the rank restriction. This has already been observed in (Phillips, 1995) but apparently did not draw the attention of the community.
Conclusions
In this paper the asymptotic properties for two estimators in a regression setting explicitly imposing a rank restriction are discussed. Beside providing (almost sure) rates of convergence also explicit expressions for the asymptotic distribution of transformed estimators (such that stationary and nonstationary coordinates are separated) are provided. These expressions reveal the main characteristics of the estimators and allow insights into the relative merits of the various methods such as the gain in asymptotic accuracy obtained by imposing the rank restriction. In particular it is shown that the fully modified estimators in many situations achieve the same asymptotic distribution as the rank restricted regression OLS estimators without imposing the rank restriction. This is an attractive feature in situations where the rank is not known.
The results contain a number of well known situations as special cases and even in some of these cases allow new insights as the previously published expressions for the asymptotic distribution are much more complicated to interpret.
Finally it must be noted that the results in this paper are seen to be intermediate results that might in many cases not seem to be relevant as they relate to transformed estimators where the transformations are not known during the estimation. Nevertheless, the results are important ingredients to explore the properties of procedures that use the RRR as an intermediate step. An important example are subspace methods in the case of cointegrated processes. These results will be presented elsewhere.
A Proofs
Throughout the appendix the following notation will be heavily used: For a sequence of random matrices F T with elements F i,j,T and a sequence of scalars g T we will use the notation
if there exists a constant M such that lim sup T →∞ max i,j |F i,j,T /g T | ≤ M a.s. The corresponding in probability versions are:
In all these statements T denotes the sample size. Therefore in particular convergence in distribution to a finite dimensional almost surely finite random variable implies the rate O P (1). Throughout convergence in probability will be denoted as 
A.1 Preliminary lemmas
Lemma A.1 (I) Let (ε t ) t∈Z denote a white noise sequence which fulfills the noise assumptions contained in Assumption P. Define x t,1 :=
All expressions remain true if x t,1 is replaced by n t .
(II) Furthermore using ∆ v,∆n = ∞ j=0 Ev j (∆n 0 ) ′ where ∆n t = c n (L)ε t , t ∈ Z we have:
where vec denotes column wise vectorization, W (w) denotes the limiting Brownian motion corresponding to T −1/2 ⌊wT ⌋ j=1 ε j . Finally N (0, V ) denotes a Gaussian random variable with mean zero and variance V .
where (x t,• ) t∈N fulfills the same restrictions as (v t ) t∈N under (I) and (x t,1 ) t∈N and (n t ) t∈N are integrated and of the same form as (n t ) t∈N under (I). Further let (v t ) t∈N and (w t ) t∈N be two stationary processes fulfilling the assumption of (v t ) t∈N under (I). Let (ε t ) t∈Z be as under (I). Let π denote the residuals of a regression onto x t and let Π denote the corresponding limits (whenever the symbol is used the limit exists). Hence e.g.
For any process (a t ) t∈N letā t denote the de-
The same holds for replacing x t with n t :=
The following limit theorems hold:
detrended Brownian motion associated with (ε t ) t∈N .
The analogous results also holds for the demeaned seriesā t := a t − a t , 1 whereW := W − ( W (s)ds) appears in the asymptotic distributions.
follow from Theorem 7.4.3. of Hannan and Deistler (1988) . x t , x t = O(T log log T ) follows from Theorem 3 of Lai and Wei (1983) , x t , ε t = o(log T ) from Corollary 2 of Lai and Wei (1982) . Both results only deal with the univariate case but the extension to the multivariate situation is obvious. This result also implies x t , v t = O(log T ) (see (Bauer, 2009) , Lemma 4). The same result applies for n t in place of x t by splitting n t = c n (1)x t + n * t (Beveridge-Nelson decomposition, see e.g. Phillips and Solo, 1992) where
where C * n,i := − ∞ j=i+1 C n,j . Due to the summability assumptions on C n,j the transfer function c * n (z) := ∞ i=0 C * n,i z i fulfills the properties of Theorem 7.4.3. of Hannan and Deistler (1988) . The result then follows from the assumed non-singularity of c n (1).
The univariate version of x t , x t −1 = O(Q 2 T ) is contained in Lai and Wei (1982, p. 163) . The multivariate version is showed in Bauer (2009) . (Davidson, 1994, Theorem 27.17 ) the convergence of v t , n t is e.g. given in Park and Phillips (1988, Lemma 2.1. (e) ). The result for T −1 n t , n t is stated in part (c) of the same lemma. The central limit theorem is standard (cf. e.g. Hannan and Deistler, 1988, Lemma 4.3.4 .) since (ε t ) t∈N is an ergodic square integrable martingale difference sequence.
(III) The proof is based on the block matrix inversion formula
applied to x t , x t . As an example consider
For v π t , w π t = v t , w π t the same arguments apply with the exception that now v t , w t = O(1) rather than O(Q T ) leading to the second claim. The other claims follow in a similar manner from the bounds achieved under (I).
(IV) Only the results for detrending are shown, the analogous statements for the demeaned series are obvious from the given results. The derivations here use Lemma 1, p. 121 of Sims, Stock and Watson (1990) . Lemma 1 (g) shows that
x t note that the first term converges in distribution according to (II) . For the second term note that
converges to a constant nonsingular matrix and
The last two statements follow from Lemma 1 (a) and (c) of Sims et al. (1990) . Therefore
This shows that the Brownian motion in the limiting expression is demeaned and detrended.
If ε t is replaced by v t convergence in distribution still holds, but the limits change.
The evaluations for T −1 x t ,x t follow the same lines and are omitted.
Decomposing n t = c n (1)x t + n * t as above shows that in the above calculations x t can be replaced with n t without changing the orders of convergence.
Finally if the time trend is omitted and only demeaning is performed the results can be shown analogously using the arguments given above.
Lemma A.2 Under the assumptions of Theorem 3.3 the following holds true:
where B = Here the notation refers to the transformed vectorsž t = [(z t,1 ) ′ , (z t,2 ) ′ , (z u t,1 ) ′ , (z t,3 ) ′ , (z u t,2 ) ′ ] ′ where the nonstationary components of both vectors (first block row) and the stationary components (second block row) of these vectors are separated. K denotes the kernel bandwidth parameter (see Assumptions K). Furthermore ∆ w,∆v = Ew t v ′ t for stationary processes (v t ) t∈Z and (w t ) t∈Z .
The proof of all but the last of these facts can be found in Phillips (1995, Lemma 8.1).
The last fact can be easily derived from the infinite sum representation of ∆ z,∆v . Lemma A.3 Let b r = OG ′ where G ′ S p = I n . Here S p ∈ R mr×n denotes a selector matrix (i.e. a matrix composed of n columns of I mr ). Letβ r denote an estimator of b r such that
Assume that Ξ + − Ξ + F r = o(T −ǫ ) and Ξ− p − Ξ − p F r = o(T −ǫ ) (Ξ + and Ξ − p being nonsingular) for some ǫ > 0 and letΞ +ÔĜΞ − p be obtained as the best (in Frobenius norm) rank n approximation ofΞ +βrΞ
Then for T large enoughĜ can a.s. be chosen such thatĜ ′ S p = I n . Further
Proof: Since β r − b r F r = o(a T ) it follows from the boundedness assumption on O † that
SinceÔĜ ′ is a best approximation to b r based onβ r in a weighted least squares sense it follows that
It follows that O †ÔĜ′ S p → O † b r S p = I n . ThereforeĜ subject to the restrictionĜ ′ S p = I n is well defined a.s. for T large enough. It follows that (ÔĜ ′ − b r )S p F r = Ô − O F r = o(1).
Then Ô − O = o(1) and Ξ + − Ξ + = o(T −ǫ ) together with the bounds on the norms
which proves the lemma.
Lemma A.4 Let
and B T = B 0 + δ B be two sequences of matrices A T ∈ R a×a and B T ∈ R a×b . A 0 and B 0 are possibly random matrices. Assume that all matrices are partitioned as
such that A T,11 ∈ R c×c , B T,11 ∈ R c×c and all other matrices have the corresponding dimensions. The subscripts for all matrices indicate the corresponding blocks. Assume that 
.
All evaluations hold if all in probability statements are exchanged by almost sure convergence. follows. The remaining calculations are tedious but straightforward and hence omitted.
Lemma A.5 Define the two generalized eigenvalue problems:
whereḠ ∈ R mr×n ,Γ ∈ R mr×n ,R 2 ∈ R n×n ,Θ ∈ R n×n . FurtherΨ andΘ are assumed to be nonsingular a.s. andΘ is diagonal.
then there exists matricesḠ andR solving the eigenvalue problem (a) and matricesΓ andΘ solving (b) such thatΓ ′ S p = I n (where S p denotes a selector matrix, i.e. a matrix consisting of columns of the identity matrix),
(II) Further let δG :=Ḡ −Γ. Then the following two equations hold (Γ † := (Γ ′ΨΓ ) −1Γ′ ):
(III) By transformingǦ =Ḡ(S ′ pḠ ) −1 it follows thatǦ solves the generalized eigenvalue problem (a) with matrixŘ
HereŘ is not necessarily block diagonal.
Proof: Solutions to the generalized eigenvalue problem are not identified. If all eigenvalues are distinct then fixing the sign of one nonzero entry in each column ofΓ results in a unique solution (see e.g. Bauer et al., 1999 Bauer et al., , p. 1246 , for a discussion). If there are repeated eigenvalues then more restrictions need to be introduced in order to achieve identification. It follows from operator theory (cf. e.g. Chatelin, 1983 ) that there exist normalizations such that the solution to the eigenvalue problem depends analytically on the matrix which is decomposed, i.e. such that G − Γ = o(1) a.s. In these normalizations R 2 is not necessarily diagonal while still being block diagonal where the blocks correspond to the identical eigenvalues in Θ.
In particular let the sequence of matrices M T → M 0 . Letφ i denote the matrix whose columns span the eigenspaces of M T corresponding to the eigenvaluesλ j → λ 0,i , j = 1, . . . , m i where m i denotes the multiplicity of the eigenvalue λ 0,i of M 0 with corresponding eigenspace spanned by the columns of the matrix ϕ 0,i . Here it is assumed that the normalizationφ ′ i ϕ 0,i = I m i = ϕ ′ 0,i ϕ 0,i is chosen. Then it holds that
Here X † denotes the Moore-Penrose pseudo-inverse. In particular let M T =M −1Q and (II) Equation (11) follows from simple algebraic manipulations using the definitional equations (a) and (b) andQ =Φ + J,M =Ψ + δ zz ,Ḡ =Γ + δG. Premultiplying (11) withΓ † a rearranging of terms leads tō
Inserting this into (11) shows that
This shows equation (12).
(III) Follows immediately from (I).
A.2 Proof of Theorem 3.1
Consequently the dimension of the cointegrating space of (z r t ) t∈N is equal to m r − c r . The claim on the dimension of the cointegrating space for (y t − b u z u t ) t∈Z also follows immediately from this representation. (II) Note thatỹ t denotes a transformation of y t − b u z u t = b r z r t + Λε t = b r H r H ′ r z r t + Λε t which equals the estimation equation with the effects of z u t removed. Here we use that H r was defined to be orthogonal. Next it is proved that matrices T y and T z,r transforming the equation into the required form exist.
Let T y ∈ R s×s and nonsingular C ∈ R cr×cr be chosen such that
It is easy to see that such choices always exist since c y denotes the rank of b r H r, . Then
the first c y coordinates are integrated, the remaining being stationary. ChoosingT z,r = diag(C −1 , I mr−cr )H ′ r we obtain that the first c r components ofT z,r z r t are integrated, the remaining ones being stationary. Using the above equation we obtain A.3 Proof of Theorem 3.2
A.3.1 Consistency
Note that all estimators can be obtained in a two step procedure by first concentrating out z u t and afterwards maximizing the quasi likelihood with respect to β r (Frisch-WaughLovell equations). For fixed estimateβ r the least squares estimator for b u is given byβ u = y t −β r z r t , z u t z u t , z u t −1 . Thereforê
This formula applies for the restricted and the unrestricted estimator. For the first term note that
Now (Bauer, 2009 ) implies that
where Q T = log log T /T and P T = log T log log T /T 2 .
In order to simplify the notation we use the symbolsỹ π t := T y (y t − y t , z u t z u t , z u t −1 z u t ) andz π t := T z,r (z r t − z r t , z u t z u t , z u t −1 z u t ) throughout the proof. Here the superscript r corresponding to z r t will be omitted for notational simplicity. The corresponding symbolsỹ Π t,i and z Π t,i denote the corresponding limit (a.s.) for T → ∞ (where the symbols are only used if the limit exists). In general the residuals of the regression of any variable onto z u t , t = 1, . . . , T will be denoted using the superscript π and Π will denote the corresponding limit (where it exists).
Using the same result and the Frisch-Waugh-Lovell equations for the first term and the orders of convergence stated in Lemma A.1
Therefore it is sufficient to show that (b r −β r ) converges to zero. To this end a transformed problem such that all transformed matrices converge to nonrandom matrices is analyzed first.
In this setting it will be possible to provide a.s. bounds for convergence rates. Afterwards the solution to the transformed problem is related to the solutions of the original problem.
Thus consider the transformed problem using the transformation matricesĎ y = diag( z t,1 ,z t,1 −1/2 , I) we obtain Ξ + = diag(I cy , (Eỹ t,2ỹ
3. This is obtained using the Cholesky factor as the square root of a matrix which is a differentiable operation. With this new normalization we obtain 2
Here the first two block rows of S p correspond toz t,1 andz t,2 . The remaining two blocks correspond toz t,3 . Sinceβ RRR,r is a best rank n approximation toβ r (see the proof of Lemma A.3) the rate of convergence ofβ r implies thatβ RRR,r −b r = O((log T ) 3/2 / √ T ).
+ . This shows the convergence rates for the solutions to the transformed problem. It thus remains to connect the solution to the original problem to the solution of the transformed problem.
It is straightforward to see that the untransformed estimateG ′ = (Ǒ †Ď yβOLS,r S p ) −1Ǒ †Ď yβOLS,r such thatG ′ S p = I n . According to the limits abově
where we have used that all terms have been shown above to be of order O((log T ) 3/2 / √ T ).
Further (due to the usage of the SVD and the corresponding orthogonality relations)
n .
It then follows from the orders of convergence provided in Lemma
Together these orders implyÕ
Consequently we obtain from transforming (15)
This shows the convergence rates.
A.3.2 Asymptotic Normality
In order to derive the asymptotic distribution of the estimatorβ RRR the proof extends the theory contained in Anderson (2002) . Since the proof is rather lengthy, the main steps are documented using lemmas summing up the main intermediate results.
Note that the RRR estimator is obtained from the singular value decomposition (using the symmetric matrix square roots)
Then as in Anderson (2002) (1.10), p. 205, the reduced rank estimator can be obtained as
n T G ∈ R m×n satisfies the following equations
whereR 2 = diag(r 2 1 ,r 2 2 , . . . ,r 2 n ) denotes the matrix containing the squares of the n largest estimated singular values as its diagonal entries. The function of the transformation matrix T G will become clear from the following.
Introduce the following notation (where in D z the subscript r is omitted for notational simplicity):
A summary of the (unfortunately heavy) notation used can be found in Appendix B. The main guideline of the notation is to use Latin letters for matrices in which the stationary and the nonstationary subproblems are not separated (i.e. the off-diagonal blocks potentially are nonzero) and Greek letters for matrices for the decoupled problems. A bar indicates estimates (appropriately normalized so that convergence holds). This leads to two generalized eigenvalue problems related to SVDs:
HenceḠ denotes the solution to the original problem ( 
where the corresponding SVD for the stationary subproblem of (b) and its limit can be written
Solutions to these equation are not unique. In light of Lemma A.3 the restrictions Γ ′ 3,2 S p,22 = I =Γ ′ 3,2 S p,22 will be imposed. Here S p,22 is a suitable selector matrix, i.e. a matrix whose columns are columns of an identity matrix. W.r.o.g. it can be assumed that S ′ p,22 = [I, 0] by using an appropriate transformation T z . Note that this implies that Θ 2 and Θ 2 are not necessarily diagonal. Let
]. Then Γ ′ S p = I =Γ ′ S p are sufficient restrictions to identify the solutions Γ andΓ. Analogouslȳ G ′ 3,2 S p,22 = I,Ḡ 1,1 = I,R = diag(R 1 ,R 2 ) identify a solution (asymptotically, see Lemma A.3 and Lemma A.5). These solutions will be used in the following. HereΘ 2 and Θ 2 resp. denote the (2, 2) blocks ofΘ = diag(I,Θ 2 ) and Θ = diag(I, Θ 2 ) respectively.
The relations between the various solutions to the generalized eigenvalue problem are collected in section B. Throughout the rest of the proof we will use the following notation for blocks of matrices: For a matrix X partitioned into blocks we let X i,j denote the blocks of the matrix. If multiple blocks are included also the notation ′ i : j ′ will be used indicating the matrix built of blocks with indices i up to (and including) j. In order to denote block rows or columns we use a semicolon for selecting the whole row or column. Hence e.g.Ḡ 3,2 denotes the (3,2) block,Ḡ 1,: the first block row andḠ 1:2,1 the first two blocks rows in the first block column of the matrixḠ.
The next lemma establishes orders of convergence of the solutions to the generalized eigenvalue problems.
Lemma A.6 Let the assumptions of Theorem 3.2 hold.
(I) Partition the matricesQ,M ,Φ,Ψ according to the partitioning ofz t denoting the various blocks using subscripts. Then
The terms O P (T −1 ) are O((log T )(log log T ) 2 /T ) and the O P (T −1/2 ) terms are O((log T )(log log T ) 2 /T −1/2 ).
(II) Let J :=Q −Φ. To simplify notation define Z ij := T −1 z π t,i ,z π t,j , i, j = 1, 2. Then
for i = 1, 2, j = 1, 2 where expressions for the remaining blocks of J follow from symmetry. Hence J i,j = O P (T −1 ) and indeed J i,j = O((log T ) 3 /T ) for i, j = 1, 2. Further J 3,i = O P (T −1/2 ) and indeed J 3,i = O((log T ) 3 /T −1/2 ) for i = 1, 2. J 3,3 = O P (T −1 ) and
(III) δG :=Ḡ − Γ = O P (T −1/2 ) and moreover δG = O((log T ) 3 /T 1/2 ). 
Next these approximations are linked to the estimateβ RRR,r .
Lemma A.8 Let the assumptions of Theorem 3.2 hold.
(I) Then
denotes the solution to the subproblem of the problem (b) corresponding to the stationary
(II) Letting δG :,1 and δG :,2 denote the first and second block column of δG it holds that
Part ( 
Following the arguments of the proof and using Lemma A.1 (IV) it follows that the usual changes occur if a constant (and a deterministic trend respectively) is included in the regression: The asymptotics in the stationary directions are unchanged. For the nonstationary directions the Brownian motions are replaced by their corresponding demeaned (and detrended respectively) versions. We omit details in this respect.
A.4 Proof of Lemma A.7
In the proof the following results are used: With Ξ := −Eε t,1ỹ
it holds that
whereỹ π t,2 =ε t,2 +b 2,3zt,3 − ε t,2 +b 2,3zt,3 , z u t z u t , z u t −1 z u t . Then the result follows straightforwardly sincez t,3 andε t,1 are stationary and uncorrelated by assumption. From this also the second and third claim follow immediately using the expressions for J i,1 derived in Lemma A.7. The fourth claim also follows from these expressions noting that
) ′ . Now with respect to the blocks of δG note that due to the chosen normalizationsΓ 1,1 = G 1,1 = I implying δG 1,1 = 0.
Using the order of convergence for J, δ zz (Lemma A.6 (I) and (II)) and δG (Lemma A.6 (III)) the (1,2) block of (11) implies
The expression given then follows from noting that δ 13
). The expressions for δG 2,1 and δG 2,2 follow from the second block row of equation (12) 
AlsoR 2 1 − I = O((log T ) 7 /T ) follows from the (1, 1) entry of (11). Then the (3, 1) entry of equation (11) implies that
which is ensured by the assumed nonsingularity of the covariance of
Further the (3, 1) entry in equation (12) directly implies the expression forP 3,3 δG 3,1 using the orders of convergence derived above. Next 
Here the last order follows from P Ez Π t,3 (z Π t,3 ) ′ Γ 3,2 = 0 as is easy to verify. Since δG = O((log T ) 3 )/T 1/2 ) also δG 1,2 = O((log T ) 3 /T 1/2 ) and δG 2,2 = O((log T ) 3 /T 1/2 ). Due to the chosen normalizationΓ ′ 3,2 S p,22 =Ḡ ′ 3,2 S p,22 = I and thus S ′ p,22 δG 3,2 = 0. Since [Γ ⊥ , S p,22 ] is nonsingular (as is straightforward to see from Γ ′ 3,2 S p,22 = I) we obtain δG 3,2 = o(T −1/2 ).
The order of convergence for δG 2,1 follows from the orders of convergence of J, δ zz and δG as derived in Lemma A.6.
Recall that by definition
Together with the definition of
Since δG 3,2 = o(T −1/2−ǫ ) (see Lemma A.7) it follows from the form of (I −ΨΓΓ † ) (see the proof of Lemma A.7) that
Combining (21) and (23) we obtain
This completes the proof by the definition of δH.
A.6 Proof of Lemma A.9
The first claim is standard and follows from Lemma A.1 using n t := [z ′ t,1 , (z u t,1 ) ′ ] ′ , v t := T y Λε t noting that then v t is a martingale difference. The second claim is a standard central limit result. Further from Lemma A.7 we have
Now from the proof of Lemma A.7
as is straightforward to show. This shows the expression for √ T δG 2,2 since √ T δ 2.1,3 zz = z π t,2.1 ,z π t,3 . In order to obtain the expression for TP ′ δG 3,1 note that from the definition ofP ,P 33 and the arguments in the proof of Lemma A.7
′ 2 Ξ ′ according to the proof of Lemma A.7 and
where the difference is of order O P (T −1/2 ) since only stationary components are involved. The result then follows from the expression for J 3,1 according to Lemma A.6 (II) since
The evaluations for δH are more involved: Using the expressions given in Lemma A.7 and defining Z 22.1 = z t,2.1 ,z t,2.1 we have δH = δG 2,1 − δG 2,2 (Γ † 
This shows the result sinceβ 2,3 −b 2,3 = (Õ 2 −Õ 2 )Γ ′ 3,2 +Õ 2 (Γ ′ 3,2 − Γ ′ 3,2 ) andΓ ′ 3,2 (I − Z 33 Γ 3,2 Γ † 3,2 ) → 0. The fact that (I − S p,22 Γ ′ 3,2 )(I − Z 33 Γ 3,2 Γ † 3,2 ) = (I − Z 33 Γ 3,2 Γ † 3,2 ) simplifies the expressions. This concludes the proof.
A.7 Proof of Theorem 3.3
The proof follows closely the proof in the OLS case. The changes in comparison to the OLS case are that y t , z t is replaced witĥ Σ y,z := y t , z Convergence for the first summand is contained as the first statement in the lemma, while again following Lemma A.2 we obtain convergence for the second term.
For bothΣ y,z and W + after transformation using the matrices T y , T z the additional terms in the diagonal blocks are of lower order than the original terms. For the off-diagonal blocks the additional terms are of the same order in probability. This follows from the results in Lemma A.2. However, for the off-diagonal terms in the consistency proof only the order of convergence is used. Consequently the consistency result and the order of convergence (in probability) also hold in the FM case.
In the following we will use the following definitions using the same notation as in the OLS case in order to avoid the introduction of new symbols.
Q :=Σ δ yz := T −1 ( ỹ π t,1 ,z π t,1 − z π t,1 ,z π t,1 ) T −1 ( ỹ π t,1 ,z π t,2 − z π t,1 ,z π t,2 ) T −1/2 ỹ π t,1 ,z π t,3
T −1/2 ỹ π t,2 ,z π t,1
T −1/2 ỹ π t,2 ,z π t,2 0 +D yB 
for i = 1, 2, j = 1, 2 where expressions for the remaining blocks of J follow from symmetry.
Hence J i,j = O P (T −1 ) for i, j = 1, 2. Further J 3,i = O P (T −1/2 ) for i = 1, 2, 3. J 3,3 = O P (T −1 ) and J 3,3 = O((log T ) 3 /T ) respectively.
(III) δG = O P (T −1/2 ).
Proof: (I) follows from Lemma A.10. Note that compared to the OLS case in the (3, 3) entry ofΦ the matrix ỹ π t,2 ,ỹ π t,2 is replaced withΣ y2,y2 = ỹ π t,2 ,ỹ π t,2 + o P (T −1/2 ) in order to obtain δ 22 yy = 0 rather than o P (T −1/2 ). Only the in probability statements are used. The proof of (II) then is unchanged except that δ 2,3 yz = o P (T −1/2 ) needs to be taken into account. (III) is then immediate.
Next the proof of Lemma A.7 uses only the results of Lemma A.6 and equation (12) 
