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1 Introduction
For integral domains C ⊂ A, the notation A = C [n] will mean that A = C[t1, . . . , tn]
for elements t1, . . . , tn ∈ A algebraically independent over C.
Let k be a field. A version of the Cancellation Problem asks:
Question 1: If A and B are two finitely generated k-algebras such that A[1] ∼=k B
[1],
does this necessarily imply that A ∼=k B?
For a finitely generated k-algebra B, if there exists a k-algebra A such that
A[1] ∼=k B
[1] but A ≇k B, then we say that B does not satisfy the cancellation property.
The Cancellation Problem is known to have an affirmative solution when dimB = 1
(see [1]) but in higher dimensions there are known counter-examples to this problem.
In [13], M. Hochster showed that the coordinate ring of the tangent bundle over the real
sphere does not satisfy the cancellation property. However, T. Fujita, M. Miyanishi
and T. Sugie ([9], [14]) proved the cancellation property of k[2] for any field k of
1
characteristic zero and P. Russell ([15]) extended their results over perfect fields of
arbitrary characteristic. S.M. Bhatwadekar and the first author ([2]) established the
cancellation property of k[2] over any arbitrary field k. When ch. k > 0 and r ≥ 3, it
has been shown that B = k[r] does not satisfy the cancellation property (see [10], [12]).
When ch. k = 0 and r ≥ 3, it is not known whether the polynomial ring B = k[r] has
the cancellation property.
In 1989, W. Danielewski constructed explicit examples ([4]) of two-dimensional
affine domains over the field of complex numbers C which do not satisfy the cancellation
property. For any non-constant polynomial P (Z) with distinct roots, Danielewski
considered the coordinate ring of the affine surface Sn defined by the equation x
ny −
P (z) = 0 in A3k. Such rings are known as Danielewski surfaces. It is known that for
any pair (m,n) with m 6= n, Sm ≇ Sn but Sm × A1k
∼= Sn × A1k (cf. [7], [8, p. 246]).
In this paper, we study a family of two-dimensional affine surfaces Sd,e over a field
k (of any characteristic), defined by a pair of equations
{xdy − P (x, z) = 0, xet−Q(x, y, z) = 0} in A4k,
where d, e ∈ N, P (X,Z) is monic in Z andQ(X,Y,Z) is monic in Y with degZ P (X,Z) ≥
2,degY Q(X,Y,Z) ≥ 2. We call them “double Danielewski surfaces”. We first compute
the ML-invariant of double Danielewski surfaces (Theorem 3.8). Next, we determine
the isomorphism classes of these surfaces explicitly (Theorem 3.10) and describe a
characterization of their automorphisms (Theorems 3.12 and 3.13). We also deduce
that no double Danielewski surface is isomorphic to any Danielewski surface (Corol-
lary 3.11). Finally, we prove a stable isomorphism property of the coordinate rings of
double Danielewski surfaces under certain regularity assumptions (Theorem 3.14) and
hence deduce that such rings do not satisfy the cancellation property (Corollary 3.15).
2 Exponential maps
In this section we recall the basics of exponential maps.
Definition. Let k be a field, A be a k-algebra and let φ : A → A[1] be a k-algebra
homomorphism. For an indeterminate U over A, let the notation φU denote the map
φ : A→ A[U ]. φ is said to be an exponential map on A if φ satisfies the following two
properties:
(i) ε0φU is identity on A, where ε0 : A[U ]→ A is the evaluation at U = 0.
(ii) φV φU = φV+U , where φV : A → A[V ] is extended to a homomorphism φV :
A[U ]→ A[V,U ] by setting φV (U) = U .
The subring Aφ = {a ∈ A |φ(a) = a} of A is said to be the ring of invariants of φ.
An exponential map φ is said to be non-trivial if Aφ 6= A. For an affine domain A
over a field k, let EXP(A) denote the set of all exponential maps on A. The Makar-
Limanov invariant of A is a subring of A defined by
ML(A) =
⋂
φ∈EXP(A)
Aφ.
We summarise below some useful properties of an exponential map φ (cf. [3, p.
1291–1292] and [12, Lemma 2.8]).
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Lemma 2.1. Let A be an affine domain over a field k. Suppose that there exists a
non-trivial exponential map φ on A. Then the following statements hold:
(i) Aφ is factorially closed in A.
(ii) Aφ is algebraically closed in A.
(iii) If x ∈ A is such that degU φ(x) is of minimal positive degree, and c is the leading
coefficient of U in φ(x), then c ∈ Aφ and A[c−1] = Aφ[c−1][x].
(iv) tr.degk(A
φ) = tr.degk(A)− 1.
(v) If tr.degk(A) = 1 and k˜ is the algebraic closure of k in A, then A = k˜
[1] and
Aφ = k˜.
(vi) For any multiplicative subset S of Aφ \{0}, φ extends to a non-trivial exponential
map S−1φ on S−1A by setting (S−1φ)(a/s) := φ(a)/s for a ∈ A, s ∈ S; and the
ring of invariants of S−1φ is S−1(Aφ).
We recall below the concept of an admissible proper Z-filtration on an affine domain
(cf. [3]).
Definition. Let A be an affine domain over a field k. A collection of k-linear subspaces
{An}n∈Z of A is said to be a proper Z-filtration if it satisfies the following conditions:
(i) An ⊆ An+1 for all n ∈ Z,
(ii) A =
⋃
n∈ZAn,
(iii)
⋂
n∈ZAn = (0) and
(iv) (An \An−1) · (Am \ Am−1) ⊆ An+m \An+m−1 for all n,m ∈ Z.
We shall call a proper Z-filtration {An}n∈Z of A admissible if there exists a finite
generating set Γ of A such that, for any n ∈ Z and a ∈ An, a can be written as a finite
sum of monomials in elements of Γ and each of these monomials is an element of An.
Any proper Z-filtration on A determines the following Z-graded integral domain
gr(A) :=
⊕
i
Ai/Ai−1,
and a map
ρ : A→ gr(A) defined by ρ(a) = a+An−1, if a ∈ An \ An−1.
An exponential map φ on a graded ring A is said to be homogeneous if φ : A→ A[U ]
becomes homogeneous when A[U ] is given a grading induced from A such that U is a
homogeneous element.
Remark 2.2. Note that if φ is a homogeneous exponential map on a graded ring A,
then Aφ is a graded subring of A.
Definition 2.3. Let A be an affine domain over a field k. A Z-grading of A is a family
{An}n∈Z of subgroups of (A,+) such that:
(i) A =
⊕
n∈ZAn.
(ii) AnAm ⊆ An+m for all n,m ∈ Z.
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Finally, we state below a result on homogenization of exponential maps due to H.
Derksen, O. Hadas and L. Makar-Limanov ([5]) (cf. [10, Theorem 2.3]).
Theorem 2.4. Let A be an affine domain over a field k with an admissible proper
Z-filtration and gr(A) the induced Z-graded domain. Let φ be a non-trivial exponential
map on A. Then φ induces a non-trivial homogeneous exponential map φ¯ on gr(A)
such that ρ(Aφ) ⊆ gr(A)φ¯.
3 Main Theorems
Throughout the section k will denote a field and B will denote the ring
B =
k[X,Y,Z, T ]
(XdY − P (X,Z),XeT −Q(X,Y,Z))
, (1)
where d, e ∈ N, P (X,Z) ∈ k[X,Z] is monic in Z and Q(X,Y,Z) ∈ k[X,Y,Z] is monic
in Y . The letters x, y, z and t will denote the images of X,Y,Z and T respectively in
B. Set r := degZ P (X,Z) and s := degY Q(X,Y,Z). Note that when r = 1 or s = 1,
the ring B is a Danielewski surface. We call B a “double Danielewski surface” if r ≥ 2
and s ≥ 2. For a ring R, the notation R∗ will denote the group of units of R.
We will compute ML(B) in Section 3.1 and discuss the isomorphism classes of
double Daneilewski surfaces and characterize the automorphisms of B in Section 3.2.
3.1 ML-invariant of B
For convenience, we state below an elementary result.
Lemma 3.1. Let R be an integral domain and a, b ∈ R \{0}. If a is not a zero-divisor
on R/(b), then bn is not a zero-divisor on R/(a) for any integer n ≥ 1.
Proof. If bnα = aβ for some α, β ∈ R, then as a is not a zero-divisor on R/(b), we have
β ∈ bR, and hence since R is an integral domain, we have bn−1α ∈ aR. Proceeding in a
similar manner, we will get that α ∈ aR. Hence bn is not a zero-divisor on R/(a).
We now recall another elementary lemma ([6, Lemma 2.4(2)]).
Lemma 3.2. Let R be an integral domain and a, b ∈ R \{0}. If b is not a zero-divisor
on R/(a), then the ring
R[T ]
(bT − a)
is an integral domain.
Lemma 3.3. B is an integral domain.
Proof. Let R =
k[X,Y,Z]
(XdY − P (X,Z))
. Since (XdY − P (X,Z)) is linear in Y and X does
not divide P (X,Z) in k[X,Z], (XdY − P (X,Z)) is irreducible in the UFD k[X,Y,Z].
Hence, R is an integral domain. We can identify R as a subring of B, by identifying
the images of X,Y,Z in R with x, y, z in B. Then B = R[T ]/(xeT −Q(x, y, z)).
Now R/(x) ∼=
(
k[Z]
P (0, Z)
)
[Y ]. Therefore, since Q(X,Y,Z) is monic in Y , it follows
that Q(x, y, z) is not a zero-divisor on R/(x). Hence by Lemma 3.1, xe is not a zero-
divisor on R/(Q(x, y, z)). Therefore, by Lemma 3.2, B is an integral domain.
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In the next two results we show that there exists an admissible proper Z-filtration
on B such that gr(B) is isomorphic to a special case of the ring B which we denote by
D and an admissible proper Z-filtration onD such that gr(D) is isomorphic to a further
special case of the ring D which we denote by C. Note that in these results P (X,Z)
is as in B. Also recall that s denotes degY Q(X,Y,Z) and r denotes degZ P (X,Z).
Lemma 3.4. Considering B as a subring of the Z-graded ring k[x, x−1, z] =
⊕
i∈Z k[z]x
i,
define a proper Z-filtration {Bn}n∈Z on B by
Bn := B ∩ (
⊕
i≥−n
k[z]xi).
This filtration on B is admissible with the generating set {x, y, z, t} and the correspond-
ing graded ring gr(B) =
⊕
n∈Z(Bn/Bn+1) is isomorphic to
D :=
k[X,Y,Z, T ]
(XdY − P (0, Z),XeT − Y s)
.
Proof. We have x ∈ B−1\B−2, z ∈ B0\B−1, y ∈ Bd \Bd−1 and t ∈ B(ds+e)\B(ds+e−1).
Using the relations xdy = P (x, z) and xet = Q(x, y, z), we see that each element g ∈ B
can be written as
g = f0(x, z) +
∑
0≤i<d
j>0
aij(z)x
iyj +
∑
0≤i<e
l>0
bil(z)x
itl +
∑
0≤i<min{d,e}
j,l>0
cijl(z)x
iyjtl, (2)
where f0(x, z) ∈ k[x, z], aij(z), bil(z), cijl(z) ∈ k[z]. Let B˜ denote the graded ring
gr(B) =
⊕
n∈Z(Bn/Bn+1) with respect to the above filtration. For g ∈ B, let g˜ denote
the image of g in B˜. It follows from (2), that the filtration defined on B is admissible
with the generating set Γ = {x, y, z, t}. Hence, B˜ is generated by x˜, y˜, z˜ and t˜.
We now show that, B˜ ∼= D. Note that, xdy, P (0, z) ∈ B0. Hence, since x
dy −
P (0, z) ∈ B−1, we have x˜
dy˜ − P (0, z˜) = 0 in B˜. Again note that xet, ys ∈ Bds and
xet − ys = Q(x, y, z) − ys ∈ Bds−1. Hence, x˜
et˜ − y˜s = 0 in B˜. As B˜ can be identified
with a subring of gr(k[x, x−1, z]) ∼= k[x, x−1, z], we see that the elements x˜ and z˜ of B˜
are algebraically independent over k. Since D is an integral domain (cf. Lemma 3.3),
we have, B˜ ∼= D.
Lemma 3.5. Let D be as in Lemma 3.4 and let x˜, y˜, z˜, t˜ respectively denote the images
of X,Y,Z, T in D. Considering D as a subring of the N-graded ring k[x˜, x˜−1, z˜] =⊕
i∈N k[x˜, x˜
−1]z˜i, define a proper Z-filtration {Dn}n∈Z on D by
Dn := D ∩ (
⊕
i≤n
k[x˜, x˜−1]z˜i).
This filtration on D is admissible with the generating set {x˜, y˜, z˜, t˜} and the correspond-
ing graded ring gr(D) =
⊕
n∈Z(Dn/Dn+1) is isomorphic to
C :=
k[X,Y,Z, T ]
(XdY − Zr,XeT − Y s)
.
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Proof. Note that, Dn = φ for all n < 0, z˜ ∈ D1 \ D0, x˜ ∈ D0 \D−1, y˜ ∈ Dr \ Dr−1
and t˜ ∈ Drs \Drs−1. Using the relations x˜
dy˜ = P (0, z˜) and x˜et˜ = y˜s, we see that each
element g˜ ∈ D can be written as
g˜ =
r−1∑
i=0

 ∑
0≤j<s
gij(x˜)y˜
j +
∑
0≤j<s
ℓ>0
hijℓ(x˜)y˜
j t˜ℓ

 z˜i, (3)
where gij(x˜), hijℓ(x˜) ∈ k[x˜]. Let D¯ denote the graded ring gr(D) =
⊕
n∈Z(Dn/Dn−1)
with respect to the above filtration. For g˜ ∈ D, let g¯ denote the image of g˜ in D¯. It
follows from (3) that the filtration defined on D is admissible with the generating set
Γ
′
= {x˜, y˜, z˜, t˜}. Hence, D¯ is generated by x¯, y¯, z¯ and t¯.
We now show that D¯ ∼= C. Note that x˜dy˜, z˜r ∈ Dr and x˜
dy˜ − z˜r = P (0, z˜) − z˜r ∈
Dr−1. Hence, x¯
dy¯ − z¯r = 0 in D¯. Again, x˜et˜, y˜s ∈ Drs and x˜
et˜− y˜s = 0 in D. Hence,
x¯et¯−y¯s = 0 in D¯. As D¯ can be identified with a subring of gr(k[x˜, x˜−1, z˜]) ∼= k[x˜, x˜−1, z˜],
we see that the elements x¯ and z¯ of D¯ are algebraically independent over k. Since C is
an integral domain (cf. Lemma 3.3), we have, gr(D) = D¯ ∼= C.
Lemma 3.6. Let C be the integral domain defined by
k[X,Y,Z, T ]
(XdY − Zr,XeT − Y s)
, where d, e ≥ 1;
and any one of the following holds:
either r ≥ 2 and s ≥ 2
or r ≥ 2 and s = 1 (4)
or r = 1, s ≥ 2 and e ≥ 2.
Let x¯, y¯, z¯ and t¯ respectively denote the images of X, Y , Z and T in C. Consider
C =
⊕
i∈Z Ci as a graded subring of k[x¯, x¯
−1, z¯] with
Ci = C ∩ k[x¯, x¯
−1]z¯i for each i ≥ 0 and Ci = 0 for i < 0.
Then Cφ ⊆ k[x¯] for any non-trivial homogeneous exponential map φ on the graded ring
C.
Proof. Let φ be a Z-graded exponential map on C. We note that this grading induces
a degree function on C, with deg x¯ = 0, deg z¯ = 1, deg y¯ = r and deg t¯ = rs. Let
R =
k[X,Y, T ]
(XeT − Y s)
.
We identify R as a subring of C identifying the images of X, Y and T in R with x¯, y¯
and t¯ in C. Note that R →֒
⊕
i∈rZ Ci. We show that C
φ ⊆ R.
We first note that any element f ∈ C can be uniquely written as
f =
r−1∑
i=0
fiz¯
i,
6
for some fi ∈ R. For if,
deg(fiz¯
i) = deg(fj z¯
j) for some 0 ≤ i, j ≤ r − 1,
then deg(fi) + i = deg(fj) + j. Since fi, fj ∈ R, we have
deg(fi)− deg(fj) ≡ 0 mod r,
i.e., i− j ≡ 0 mod r which implies i = j.
Suppose, if possible, that Cφ * R. Then, as Cφ is a graded subring of C, fiz¯i ∈ Cφ
for some fi ∈ R and i > 0. By Lemma 2.1(i), z¯ ∈ C
φ. Using the relations x¯dy¯ = z¯r and
x¯et¯ = y¯s, we see that x¯, y¯, t¯ ∈ Cφ, i.e., φ is trivial, which is a contradiction. Hence,
Cφ ⊆ R.
We now show that Cφ ⊆ k[x¯]. Any element g ∈ R can be written as
g =
∑
0≤i<s
gi(x¯)y¯
i +
∑
i>0
0≤j<s
gij(x¯)t¯
iy¯j,
for some gi, gij ∈ k[x¯]. Note that
deg(gi(x¯)y¯
i) = ir < sr if i < s and deg(gij(x¯)t¯
iy¯j) = (irs+ jr) if i > 0, 0 ≤ j < s.
Thus a homogeneous element of C in R is of the form gi(x¯)y¯
i for some 0 ≤ i < s or
gij(x¯)t¯
iy¯j for some i > 0 and 0 ≤ j < r. As Cφ is a graded subring of C, we have
either gi(x¯)y¯
i ∈ Cφ for some 0 ≤ i < s or gij(x¯)t¯
iy¯j for some i > 0 and 0 ≤ j < r.
Suppose gij(x¯)t¯
iy¯j ∈ Cφ for some i > 0 and 0 ≤ j < s. Then Cφ being factorially
closed in C, t¯ ∈ Cφ and so φ extends to a non-trivial exponential map of the ring
A :=
k(T )[X,Y,Z]
(XdY − Zr,XeT − Y s)
(cf. Lemma 2.1). But since one of the conditions of (4)
is satisfied, the ring A is a non-normal ring of dimension one. Hence φ must be a trivial
map (cf. Lemma 2.1(iii)), which is a contradiction. Hence, t¯ /∈ Cφ.
Therefore, gi(x¯)y¯
i ∈ Cφ for some 0 ≤ i < s. If i > 0, then Cφ being factorially
closed in C, we have, y¯ ∈ Cφ. Using the relations x¯et¯ = y¯s and x¯dy¯ = z¯r, we get,
x¯, z¯, t¯ ∈ Cφ, i.e., φ is trivial, which is a contradiction. Hence i = 0 and Cφ ⊆ k[x¯].
Lemma 3.7. There exists a non-trivial exponential map φ on B such that Bφ = k[x].
Proof. Consider the map φ : B → B[U ] defined by,
φ(x) = x,
φ(z) = z + xd+eU,
φ(y) =
P (x, z + xd+eU)
xd
= y + Uα(x, z, U),
φ(t) =
Q(x, y + Uα(x, z, U), z + xd+eU)
xe
= t+ Uβ(x, y, z, U),
where α(x, z, U) ∈ k[x, z, U ], β(x, y, z, U) ∈ k[x, y, z, U ]. It is easy to see that φ is an
exponential map on B. Clearly k[x] ⊆ Bφ. Since k[x] is algebraically closed in B and
tr.degk[x]B = 1, using Lemma 2.1, we see that B
φ = k[x].
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Theorem 3.8. Let B be as in (1) and let the parameters r, s and e in B satisfy the
conditions (4) of Lemma 3.6. Then ML(B) = k[x].
Proof. We show that if φ is any non-trivial exponential map of B, then Bφ = k[x].
Let φ be a non-trivial exponential map of B. Consider the admissible proper Z-
filtration {Bn}n∈Z on B defined in Lemma 3.4 and let ρ denote the canonical map
B → gr(B) = D. By Theorem 2.4, φ induces a non-trivial exponential map φ˜ on D
such that ρ(Bφ) ⊆ Dφ˜. Let f ∈ Bφ. Replacing f by f − λ for some λ ∈ k∗, we may
assume that ρ(f) /∈ k.
Again consider the admissible proper Z-filtration {Dn}n∈Z of D defined in Lemma
3.5 and let ρ¯ denote the canonical map D → gr(D) = C. By Theorem 2.4, φ˜ induces a
non-trivial exponential map φ¯ on C such that ρ¯(Dφ˜) ⊆ C φ¯. Therefore, ρ¯(ρ(f)) ∈ C φ¯.
By Lemma 3.6, C φ¯ ⊆ k[x¯], where x¯ denotes the image of x in C. Hence ρ¯(ρ(f)) ∈
k[x¯] ⊆ C. It follows from the filtration defined on D in Lemma 3.5 and equation (3)
that ρ(f) ∈ k[x˜] ⊆ D, where x˜ denotes the image of x in D. Again from the filtration
defined on B in Lemma 3.4 and equation (2), it follows that f ∈ k[x] ⊆ B. Thus
Bφ ⊆ k[x]. Since Bφ is a factorially closed subring of B of transcendence degree 1 over
k, we have, Bφ = k[x]. This being true for any non-trivial exponential map φ on B,
we have by Lemma 3.7, ML(B) = k[x].
Remark 3.9. Let B be as in (1) and suppose the parameters r, s and e in B do not
satisfy the conditions (4) of Lemma 3.6, i.e., either {r = s = 1} or {r = e = 1 and
s ≥ 2}. If r = s = 1, then B ∼= k[2] and hence ML(B) = k. If r = e = 1 and s ≥ 2,
then B ∼= k[X,Y,Z]/(XZ − f(Y )) for some polynomial f(Y ) ∈ k[Y ]. In this case also
ML(B) = k (cf. [8, p.247]).
3.2 Isomorphism Classes
We now investigate isomorphism classes of a family of surfaces which includes the
double Danielewski surfaces. We consider two such surfaces which, for convenience, we
denote by B1 and B2 (not to be confused with the graded components of B in Section
3.1):
B1 =
k[X,Y,Z, T ]
(Xd1Y − P1(X,Z),Xe1T −Q1(X,Y,Z))
and
B2 =
k[X,Y,Z, T ]
(Xd2Y − P2(X,Z),Xe2T −Q2(X,Y,Z))
,
where d1, e1, d2, e2 ∈ N, P1(X,Z), P2(X,Z) ∈ k[X,Z] are monic polynomials in Z,
Q1(X,Y,Z), Q2(X,Y,Z) ∈ k[X,Y,Z] are monic polynomials in Y , with ri = degZ Pi(X,Z)
and si = degY Qi(X,Y,Z) for i = 1, 2. Let x1, y1, z1, t1 and x2, y2, z2, t2 denote the im-
ages of X,Y,Z, T in B1 and B2 respectively. Suppose that the conditions (4) of Lemma
3.6 are satisfied by (ri, si, ei) for i = 1, 2. Then from Theorem 3.8, ML(Bi) = k[xi] for
i = 1, 2.
Theorem 3.10. Suppose B1 ∼= B2. Then the following conditions hold:
(I) (d1, e1, r1, s1) = (d2, e2, r2, s2). Let (d, e, r, s) = (di, ei, ri, si) for i = 1, 2.
8
(II) There exist λ, γ ∈ k∗, δ(X) ∈ k[X], f(X,Z) ∈ k[X,Z] and h(X,Y,Z) ∈ k[X,Y,Z]
such that
(i) P2(λX, γZ + δ(X)) = τP1(X,Z) + X
df(X,Z), where τ = γr(∈ k∗). In
particular, P2(0, γZ + δ(0)) = τP1(0, Z).
(ii) Q2(λX, νY + g(X,Z), γZ + δ(X)) = κQ1(X,Y,Z) + X
eh(X,Y,Z), where
ν = λ−dτ , κ = νs and g(X,Z) = λ−df(X,Z). In particular,
Q2(0, νY + g(0, Z), γZ + δ(0)) = κQ1(0, Y, Z).
Moreover, if ψ : B2 → B1 is an isomorphism, then
ψ(x2) = λx1, ψ(z2) = γz1 + δ(x1),
ψ(y2) = νy1 + g(x1, z1) and ψ(t2) = λ
−e(κt1 + h(x, y, z)).
Conversely, if conditions (I) and (II) hold, then B1 ∼= B2.
Proof. Let ψ : B1 → B2 be a k-algebra isomorphism. Replacing B1 by ψ(B1), we may
assume that B1 = B2 = B. By Theorem 3.8, ML(B) = k[x1] = k[x2] and hence
x2 = λx1 + µ
for some λ ∈ k∗, µ ∈ k and k(x1)[z1] = k(x2)[z2]. Thus, since B ∩ k(x1) = k[x1], we
have, z2 = γz1+ δ for some γ(x1), δ(x1) ∈ k[x1]. Using symmetry, we have, γ(x1) ∈ k
∗,
i.e.,
z2 = γz1 + δ(x1) (5)
for some γ ∈ k∗, δ(x1) ∈ k[x1]. Hence,
k[x1, z1] = k[x2, z2]. (6)
As y2 ∈ B ⊆ k[x1, x1
−1, z1], there exists an integer n ≥ 0 such that x
n
1y2 ∈ k[x1, z1].
Therefore, since
P2(x2, z2) = x
d2
2 y2 = (λx1 + µ)
d2y2,
we have xn1P2(x2, z2) ∈ (λx1 + µ)
d2k[x1, z1]. If µ 6= 0, then (λx1 + µ)|P2(x2, z2) in
k[x1, z1], i.e., (λx1 + µ)|P2(λx1 + µ, γz1 + δ(x1)) in k[x1, z1]. Since λ, γ ∈ k
∗, this
contradicts that P2(X,Z) is monic in Z. Therefore, µ = 0 and
x2 = λx1 (7)
for some λ ∈ k∗.
We now show that d1 = d2. Suppose, if possible, that d1 > d2, Using (6) and (7),
we have, xd11 B ∩ k[x1, z1] = x
d1
2 B ∩ k[x2, z2], i.e.,
(xd11 , P1(x1, z1))k[x1, z1] = (x
d1
2 , x
d1−d2
2 P2(x2, z2))k[x2, z2].
Therefore, P1(x1, z1) ∈ (x
d1
2 , x
d1−d2
2 P2(x2, z2))k[x2, z2] ⊆ x1k[x1, z1], which contradicts
that P1(X,Z) is a monic polynomial in Z. Hence, d1 ≤ d2 and by symmetry, we have
d1 = d2 = d say.
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Thus, we have,
xd1B ∩ k[x1, z1] = x
d
2B ∩ k[x2, z2],
i.e.,
(xd1, P1(x1, z1))k[x1, z1] = (x
d
2, P2(x2, z2))k[x2, z2]. (8)
Thus P2(x2, z2) = τ
′P1(x1, z1) + x
d
1f
′ for some τ ′, f ′ ∈ k[x1, z1]. Since Pi(X,Z)’s are
monic in Z (for i = 1, 2), using (5) and (7), we see that
r1(= degZ P1) = r2(= degZ P2) = r say,
and τ ′ ≡ γr mod xd1k[x1, z1]. Let τ = γ
r(∈ k∗). Replacing τ ′ by τ , we have,
P2(x2, z2) = τP1(x1, z1) + x
d
1f(x1, z1) (9)
for some f ∈ k[x1, z1]. In particular, using (5) and (7), and putting x1 = 0 in (9), we
have,
P2(0, γz1 + δ(0)) = τP1(0, z1).
Now we have,
y2 =
P2(x2, z2)
xd2
=
τP1(x1, z1) + x
d
1f(x1, z1)
(λx1)d
= νy1 + g(x1, z1), (10)
where ν = λ−dτ ∈ k∗ and g = λ−df ∈ k[x1, z1]. Therefore,
k[x1, y1, z1] = k[x2, y2, z2]. (11)
We now show that e1 = e2. Suppose, if possible, e1 > e2. Using (7) and above, we
have
xe11 B ∩ k[x1, y1, z1] = x
e1
2 B ∩ k[x2, y2, z2],
i.e.,
(xe11 , Q1(x1, y1, z1))k[x1, y1, z1] = (x
e1
2 , x
e1−e2
2 Q2(x2, y2, z2))k[x2, y2, z2].
Therefore, Q1(x1, y1, z1) ∈ x2k[x2, y2, z2] = x1k[x1, y1, z1], which contradicts that
Q1(X,Y,Z) is monic in Y . Hence, e1 ≤ e2 and by symmetry, we have
e1 = e2 = e say.
Thus, we have,
xe1B ∩ k[x1, y1, z1] = x
e
2B ∩ k[x2, y2, z2],
i.e.,
(xe1, Q1(x1, y1, z1))k[x1, y1, z1] = (x
e
2, Q2(x2, y2, z2))k[x2, y2, z2]. (12)
Thus, Q2(x2, y2, z2) = κ
′Q1(x1, y1, z1) + x
e
1h
′ for some κ′, h′ ∈ k[x1, y1, z1]. Since
Qi(X,Y,Z)’s are monic in Y , using (5) and (10), we see that
s1(= degY Q1) = s2(= degY Q2) = s say,
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and κ′ ≡ νs mod xe1k[x1, y1, z1]. Let κ = ν
s ∈ k∗. Replacing κ′ by κ, we have,
Q2(x2, y2, z2) = κQ1(x1, y1, z1) + x
e
1h(x1, y1, z1) (13)
for some h ∈ k[x1, y1, z1]. In particular, using (5),(7),(10) and putting x1 = 0 in (13),
we have,
Q2(0, νy1 + g(0, z1), γz1 + δ(0)) = κQ1(0, y1, z1).
Hence,
t2 =
Q2(x2, y2, z2)
xe2
=
κQ1(x1, y1, z1) + x
e
1h
(λx1)e
=
(κt1 + h)
λe
. (14)
Conversely, suppose conditions (I) and (II) hold. Consider the k-algebra map
φ : k[X,Y,Z, T ] → B1 defined by
φ(X) = λx1,
φ(Z) = γz1 + δ(x1),
φ(Y ) = νy1 + g(x1, z1),
φ(T ) = θt1 + h
′′(x1, y1, z1),
where ν = λ−dγr, θ = λ−eνs, g(x1, z1) = λ
−df(x1, z1) and h
′′(x1, y1, z1) = λ
−eh(x1, y1, z1).
Then clearly,
φ(XdY − P2(X,Z)) = φ(X
eT −Q2(X,Y,Z)) = 0.
Thus φ induces a k-linear map φ¯ : B2 → B1, which is surjective. Since both B1 and
B2 are of the same dimension, we have φ¯ is an isomorphism.
It follows from the above result that no member of the family of double Danielewski
surfaces is isomorphic to a member of the family of Danielewski surfaces.
Corollary 3.11. Let A be any Danielewski surface, i.e., A =
k[X,Z, V ]
(XnV − f(X,Z))
, where
n ≥ 2, degZ f(X,Z) ≥ 2 and f(0, Z) 6= 0. Let B be a double Danielewski surface, i.e.,
B be as in (1) with the parameters r ≥ 2 and s ≥ 2. Then A is not isomorphic to B.
Proof. Let f(X,Z) = f0(Z) +Xf1(X,Z). Then the ring A ∼= A
′, where
A′ = k[X,Z, Y, V ]/(XY − f0(Z),X
n−1V − Y − f1(X,Z)).
Note that the ring A′ is of the form in (1) with degY (Y − f1(X,Z)) = 1. Hence, by
Theorem 3.10, B ≇ A′, as the degY Q(X,Y,Z) = s ≥ 2.
Below we deduce a few properties of automorphisms of double Danielewski surfaces.
Theorem 3.12. Let B be as in (1) and let the parameters r, s and e satisfy the con-
ditions (4) of Lemma 3.6. Let R denote the subring k[x, y, z] of B. Let ψ ∈ Autk(B).
Then:
(i) ψ(k[x, z]) = k[x, z].
(ii) ψ(x) = λx for some λ ∈ k∗.
(iii) ψ((xd, P (x, z))k[x, z]) = (xd, P (x, z))k[x, z].
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(iv) ψ(k[x, y, z]) = k[x, y, z].
(v) ψ((xe, Q(x, y, z))R) = (xe, Q(x, y, z))R.
(vi) ψ(t) = at+ b, where a ∈ k∗ and b ∈ R.
Proof. Follows from the proof of Theorem 3.10 (see (6), (7), (8), (11), (12), (14)).
The next result gives a characterization of any automorphism of B.
Theorem 3.13. Let B be as in (1) and let the parameters r, s and e satisfy the con-
ditions (4) of Lemma 3.6. Let ψ be an endomorphism of B satisfying (i) and (ii) of
Theorem 3.12. Then ψ is an automorphism of the ring B.
Proof. As B is a Noetherian ring, it is enough to show that, ψ(B) = B. Since B is
generated by x, y, z and t, by (i), it is enough to show that y, t ∈ ψ(B).
Since ψ(x) = λx for some λ ∈ k∗ and ψ(k[x, z]) = k[x, z], we have ψ(z) = λ2z + µ2
for some λ2 ∈ k
∗ and µ2 ∈ k[x]. Since ψ is an endomorphism, we have ψ(x
dy) =
ψ(P (x, z)). Therefore,
λdxdψ(y) = P (ψ(x), ψ(z))
= P (λx, λ2z + µ2)
= τP (x, z) + f(x, z)
= τxdy + f(x, z), (15)
where τ = λr2 ∈ k
∗, f(x, z) ∈ k[x, z] and degZ f(X,Z) < degZ P (X,Z) = r. From
(15), we have f(x, z) ∈ xdB ∩ k[x, z] = (xd, P (x, z))k[x, z]. Since degZ f(X,Z) <
degZ P (X,Z) and P (X,Z) is monic in Z, it follows that f(x, z) = x
dg(x, z) for some
g(x, z) ∈ k[x, z]. Hence, from (15), we have
y = τ−1(λdψ(y)− g(x, z)) ∈ k[x, z, ψ(y)] ⊆ ψ(B).
Thus k[x, y, z] = k[x, ψ(y), z]. Now ψ(xet) = ψ(Q(x, y, z)), and hence
λexeψ(t) = Q(ψ(x), ψ(y), ψ(z))
= Q(λx, λ−d(τy + g(x, z)), λ2z + µ2)
= νQ(x, y, z) + h′(x, y, z)
= νxet+ h′(x, y, z), (16)
where ν = (λ−dτ)s, h′(x, y, z) ∈ k[x, y, z] and degY h
′(X,Y,Z) < degY Q(X,Y,Z) =
s. From (16), we have h′(x, y, z) ∈ xeB ∩ k[x, y, z] = (xe, Q(x, y, z))k[x, y, z]. Since
degY h
′(X,Y,Z) < degY Q(X,Y,Z) and Q(X,Y,Z) is monic in Y , we have h
′(x, y, z) =
xeh(x, y, z) for some h(x, y, z) ∈ k[x, y, z]. Hence, from (16), we have
t = ν−1(λeψ(t)− h(x, y, z)) ∈ k[x, y, z, ψ(t)] ⊆ ψ(B).
We now prove a stable isomorphism property of double Danielewski surfaces.
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Theorem 3.14. Let
Bd,e =
k[X,Y,Z, T ]
(XdY − P (X,Z),XeT −Q(X,Y,Z))
,
where d, e ∈ N, P (X,Z) is a monic polynomial in Z with degZ P (X,Z) = r ≥ 2 and
Q(X,Y,Z) is a monic polynomial in Y with degY Q(X,Y,Z) = s ≥ 2. Let
P (X,Z) = a0(X) + a1(X)Z + · · ·+ ar−1(X)Z
r−1 + Zr,
and
Q(X,Y,Z) = b0(X,Z) + b1(X,Z)Y + · · ·+ bs−1(X,Z)Y
s−1 + Y s.
Define
P ′(X,Z) := a1(X) + · · · + (r − 1)ar−1(X)Z
r−2 + rZr−1
and
Q′(X,Y,Z) = b1(X,Z) + 2b2(X,Z)Y + · · ·+ (s− 1)bs−1(X,Z)Y
s−2 + sY s−1.
Suppose that
(P (0, Z), P
′
(0, Z))k[Z] = k[Z] and (P (0, Z), Q(0, Y, Z), Q′(0, Y, Z))k[Y,Z] = k[Y,Z].
Then, for e ≥ 2,
Bd,e
[1] ∼= Bd,e−1
[1].
Proof. We write Bd,e = B for notational convenience. As before, let x, y, z and t
respectively denote the images of X, Y , Z and T in B. Let φ : B → B[U ] be an
exponential map defined on B by
φ(x) = x,
φ(z) = z + xd+eU,
φ(y) =
P (x, z + xd+eU)
xd
= y + xeUα(x, z, U),
φ(t) =
Q(x, y + xeUα(x, z, U), z + xd+eU)
xe
= t+ Uβ(x, y, z, U),
where α(x, z, U) ∈ k[x, z, U ], β(x, y, z, U) ∈ k[x, y, z, U ]. Let A = B[w] = B[1] and
extend φ to A by defining φ(w) = w − xU. Let f = xd+e−1w + z. Then f ∈ Aφ. Now,
P (x, f)− P (x, z) = xd+e−1(P ′(0, z)w + xθ)
for some θ ∈ A. Therefore,
P (x, f) = P (x, z) + xd+e−1(P ′(0, z)w + xθ)
= xdy + xd+e−1(P ′(0, z)w + xθ)
= xdg, (17)
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where g = y + xe−1(P ′(0, z)w + xθ) ∈ A. Note that, since xdg = P (x, f) ∈ Aφ and Aφ
is factorially closed in A (cf. Lemma 2.1), we have g ∈ Aφ. Now
Q(x, g, f) = Q(x, y + xe−1(P ′(0, z)w + xθ), z + xd+e−1w)
= Q(x, y, z) + xe−1P ′(0, z)Q′(0, y, z)w + xeρ
for some ρ ∈ A. Therefore,
Q(x, g, f) = xet+ (Q(x, g, f) −Q(x, y, z))
= xet+ xe−1(P ′(0, z)Q′(0, y, z)w + xρ)
= xe−1(P ′(0, z)Q′(0, y, z)w + xt+ xρ)
= xe−1h (18)
where h = P
′
(0, z)Q
′
(0, y, z)w + xt + xρ ∈ A. Note that, since Q(x, g, f) = xe−1h ∈
Aφ and Aφ is factorially closed in A, we have h ∈ Aφ. From the given condition
we have, (Q(0, Y, Z), Q
′
(0, Y, Z)P
′
(0, Z), P (0, Z))k[Y,Z] = k[Y,Z]. Then there exist
a(Y,Z), b(Y,Z), c(Y,Z) ∈ k[Y,Z] such that
Q
′
(0, Y, Z)P
′
(0, Z)a(Y,Z) +Q(0, Y, Z)b(Y,Z) + P (0, Z)c(Y,Z) = 1.
Since Q(0, y, z) ∈ xA and P (0, z) ∈ xA, we have,
Q′(0, y, z)P ′(0, z)a(y, z) + xδ = 1 (19)
for some δ ∈ A.
Let v =
w − a(g, f)h
x
. We first show that v ∈ A. Note that a(g, f) − a(y, z) ∈ xA.
Let a(g, f)− a(y, z) = xγ for some γ ∈ A. Now
w − ha(g, f) = w − ha(y, z) − h(a(g, f) − a(y, z))
= w − ha(y, z) − hxγ
= w − a(y, z)(P
′
(0, z)Q
′
(0, y, z)w + xt+ xρ)− hxγ
= w(1 − a(y, z)P
′
(0, z)Q
′
(0, y, z)) − x(a(y, z)t + a(y, z)ρ+ hγ)
= wxδ − x(a(y, z)t+ a(y, z)ρ + hγ) ∈ xA
Thus, v =
w − ha(g, f)
x
∈ A. Now, since x, f, g, h ∈ Aφ, we have φ(v) = v − U. Then,
by Lemma 2.1(iii),
A = Aφ[v] = (Aφ)
[1]
. (20)
Let E = k[x, f, g, h]. Consider indeterminatesX, F , G andH over k so that k[X,F,G,H] =
k[4] and let
E1 =
k[X,F,G,H]
(XdG− P (X,F ),Xe−1H −Q(X,G,F ))
∼= Bd,e−1. (21)
We first show that E ∼= E1. Clearly there exists a surjective k-algebra homomorphism
Φ : k[X,F,G,H] → E such that Φ(X) = x, Φ(F ) = f , Φ(G) = g and Φ(H) = h.
Using (17) and (18), we see that Φ induces a surjective k-algebra map Φ¯ : E1 → E.
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Note that A[1/x] = E[1/x][w] = E[1/x][1] and hence dimension of E is two. Therefore,
as E1 is an integral domain (cf. Lemma 3.3) of dimension 2, Φ¯ is an isomorphism.
We now show that Aφ = E. Clearly E ⊆ Aφ. Since A[1/x] = E[1/x][w], it follows
that E[1/x] = Aφ[1/x]. Therefore, to show that E = Aφ, it is enough to show that
xE = xAφ ∩ E. Since xAφ = xA ∩ Aφ by Lemma 2.1(i), it is enough to show that
xE = xA∩E, i.e., to show that the kernel of the map ι : E → A/xA is xE. For u ∈ A,
let u˜ denote the image of u in A/xA. Note that
A/xA =
k[Y,Z, T,W ]
(P (0, Z), Q(0, Y, Z))
=
(
k[Y,Z]
(P (0, Z), Q(0, Y, Z))
)
[W,T ] = k[z˜, y˜, w˜, t˜].
Clearly ι(f) = z˜, ι(g) = y˜ and ι(h) = P ′(0, z˜)Q′(0, y˜, z˜)w˜. Now by (19), P ′(0, z˜)Q′(0, y˜, z˜) ∈
(A/xA)∗. Hence, ι(E) = k[z˜, y˜, w˜] and A/xA = ι(E)[t˜] = ι(E)[1]. Thus dim ι(E) =
dim(A/xA)− 1 = 1. Now as
E/xE ∼= E1/xE1 = k[F,G,H]/(P (0, F ), Q(0, G, F )) =
(
k[F,G]
(P (0, F ), Q(0, G, F ))
)[1]
,
we have dim(E/xE) = 1 = dim ι(E). Hence kernel of ι is xE. Thus Aφ = E. Hence
by (20), we have Bd,e[w] = A = (A
φ)
[1]
= E[1] ∼= E
[1]
1 , i.e., Bd,e
[1] ∼= Bd,e−1
[1].
By Theorems 3.10 and 3.14, it follows:
Corollary 3.15. Under the hypotheses of Theorem 3.14, for every d, e ∈ N,
Bd,e ≇ Bd,e+1 but Bd,e
[1] ∼= Bd,e+1
[1].
Thus the rings Bd,e provide counter-examples to the Cancellation Problem.
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