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RE´SUME´
Les ge`nes, qui servent a` encoder les fonctions biologiques des eˆtres vi-
vants, forment l’unite´ mole´culaire de base de l’he´re´dite´. Afin d’expliquer
la diversite´ des espe`ces que l’on peut observer aujourd’hui, il est essentiel
de comprendre comment les ge`nes e´voluent. Pour ce faire, on doit recre´er le
passe´ en infe´rant leur phyloge´nie, c’est-a`-dire un arbre de ge`nes qui repre´sente
les liens de parente´ des re´gions codantes des vivants. Les me´thodes clas-
siques d’infe´rence phyloge´ne´tique ont e´te´ e´labore´es principalement pour con-
struire des arbres d’espe`ces et ne se basent que sur les se´quences d’ADN.
Les ge`nes sont toutefois riches en information, et on commence a` peine a`
voir apparaˆıtre des me´thodes de reconstruction qui utilisent leurs proprie´te´s
spe´cifiques. Notamment, l’histoire d’une famille de ge`nes en terme de dupli-
cations et de pertes, obtenue par la re´conciliation d’un arbre de ge`nes avec un
arbre d’espe`ces, peut nous permettre de de´tecter des faiblesses au sein d’un
arbre et de l’ame´liorer. Dans cette the`se, la re´conciliation est applique´e a` la
construction et la correction d’arbres de ge`nes sous trois angles diffe´rents:
• Nous abordons la proble´matique de re´soudre un arbre de ge`nes non-
binaire. En particulier, nous pre´sentons un algorithme en temps line´aire
qui re´sout une polytomie en se basant sur la re´conciliation.
• Nous proposons une nouvelle approche de correction d’arbres de ge`nes
par les relations d’orthologie et paralogie. Des algorithmes en temps
polynomial sont pre´sente´s pour les proble`mes suivants: corriger un ar-
bre de ge`nes afin qu’il contienne un ensemble d’orthologues donne´, et
valider un ensemble de relations partielles d’orthologie et paralogie.
• Nous montrons comment la re´conciliation peut servir a` “combiner”
plusieurs arbres de ge`nes. Plus pre´cise´ment, nous e´tudions le proble`me
de choisir un superarbre de ge`nes selon son couˆt de re´conciliation.
Mots cle´s: arbres de ge`nes, arbres d’espe`ces, re´conciliation, poly-
tomie, duplication, orthologie, paralogie, superarbre
ABSTRACT
Genes encode the biological functions of all living organisms and are the
basic molecular units of heredity. In order to explain the diversity of species
that can be observed today, it is essential to understand how genes evolve.
To do this, the past has to be recreated by inferring their phylogeny, i.e.
a gene tree depicting the parental relationships between the coding regions
of living beings. Traditional phylogenetic inference methods have been de-
veloped primarily to construct species trees and are solely based on DNA
sequences. Genes, however, are rich in information and only a few known
reconstruction methods make usage of their specific properties. In particular,
the history of a gene family in terms of duplications and losses, obtained by
the reconciliation of a gene tree with a tree species, may allow us to detect
weaknesses in a tree and improve it. In this thesis, reconciliation is applied
to the construction and correction of gene trees from three different angles:
• We address the problem of resolving a non-binary gene tree. In partic-
ular, we present a linear time algorithm that solves a polytomy based
on reconciliation.
• We propose a new gene tree correction approach based on orthology
and paralogy relations. Polynomial-time algorithms are presented for
the following problems: modify a gene tree so that it contains a given
set of orthologous genes, and validate a set of partial orthology and
paralogy relations.
• We show how reconciliation can be used to “combine” multiple gene
trees. Specifically, we study the problem of choosing a gene supertree
based on its reconciliation cost.
Keywords: gene trees, species trees, reconciliation, polytomy, du-
plication, orthology, paralogy, supertree
TABLE DES MATIE`RES
RE´SUME´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
TABLE DES MATIE`RES . . . . . . . . . . . . . . . . . . . . . . 5
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . 9
LISTE DES SIGLES . . . . . . . . . . . . . . . . . . . . . . . . . 11
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . 12
CHAPITRE 1: INTRODUCTION . . . . . . . . . . . . . . . . 1
CHAPITRE 2: CONTEXTE BIOLOGIQUE ET INFORMA-
TIQUE . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Ge`nes, ge´nomes et espe`ces . . . . . . . . . . . . . . . . . . . . 11
2.1.1 E´volution des ge`nes et des espe`ces . . . . . . . . . . . . 13
2.1.2 Familles de ge`nes et relations . . . . . . . . . . . . . . 18
2.1.3 Synte´nie . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Alignement de se´quences . . . . . . . . . . . . . . . . . . . . . 21
2.3 Phyloge´nies, arbres de ge`nes et arbres d’espe`ces . . . . . . . . 23
2.3.1 Notations et de´finitions . . . . . . . . . . . . . . . . . . 23
2.3.2 Polytomies et re´solutions . . . . . . . . . . . . . . . . . 25
2.3.3 Ope´rations et distances sur les arbres . . . . . . . . . . 27
2.3.4 Arbres de ge`nes, arbres d’espe`ces et lca-mapping . . . . 31
2.4 Mode`le DLS et re´conciliation . . . . . . . . . . . . . . . . . . 33
2.4.1 Parcimonie et autres re´conciliations . . . . . . . . . . . 39
CHAPITRE 3: CONSTRUCTION ET CORRECTION
D’ARBRES DE GE`NES . . . . . . . . . . . . . 42
3.1 Infe´rence de familles de ge`nes . . . . . . . . . . . . . . . . . . 43
3.2 Me´thodes d’infe´rence phyloge´ne´tique . . . . . . . . . . . . . . 44
3.2.1 Me´thodes base´es sur les caracte`res . . . . . . . . . . . 44
3.2.2 Me´thodes base´es sur les distances . . . . . . . . . . . . 49
3.2.3 Me´thodes spe´cifiques a` la construction d’arbres de ge`nes 51
3.2.4 Bootstrapping . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Superarbres . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.1 Me´thodes de consensus . . . . . . . . . . . . . . . . . . 55
3.3.2 Superarbres lorsque T est consistant . . . . . . . . . . 56
3.3.3 Superarbres lorsque T est inconsistant . . . . . . . . . 58
3.4 De´tection d’erreurs et correction d’arbres de ge`nes . . . . . . . 59
3.4.1 Sources d’erreur dans les arbres de ge`nes . . . . . . . . 59
3.4.2 Correction d’arbres par re´solution de polytomies . . . . 62
3.4.3 Correction d’arbre par exploration du voisinage des ar-
bres . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.4 Autres me´thodes de correction . . . . . . . . . . . . . . 64
CHAPITRE 4: AN OPTIMAL RECONCILIATION ALGO-
RITHM FOR GENE TREES WITH POLY-
TOMIES . . . . . . . . . . . . . . . . . . . . . . . 65
4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Preliminary notation . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.1 Histories and reconciliation . . . . . . . . . . . . . . . 71
4.3.2 Problem statement . . . . . . . . . . . . . . . . . . . . 73
4.4 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4.1 Partial resolutions . . . . . . . . . . . . . . . . . . . . 75
4.4.2 A recursive formulation . . . . . . . . . . . . . . . . . . 78
6
4.4.3 A dynamic programming approach . . . . . . . . . . . 80
4.4.4 A linear-time approach . . . . . . . . . . . . . . . . . . 82
4.4.5 Constructing an optimal resolution . . . . . . . . . . . 87
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.6 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
CHAPITRE 5: GENE TREE CORRECTION GUIDED BY
ORTHOLOGY . . . . . . . . . . . . . . . . . . . 94
5.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3 Different gene tree corrections . . . . . . . . . . . . . . . . . . 97
5.3.1 Phylogenies . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.2 The Robinson-Fould (RF) distance . . . . . . . . . . . 100
5.3.3 Two correction problems . . . . . . . . . . . . . . . . . 100
5.4 The Gene Orthology Correction Problem . . . . . . . . . . . . 102
5.4.1 An algorithm for the GOC problem . . . . . . . . . . . 104
5.4.2 Maximum orthology tree . . . . . . . . . . . . . . . . . 107
5.5 The Clade Orthology Correction Problem . . . . . . . . . . . . 110
5.6 Fish gene trees . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.7.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . 116
CHAPITRE 6: ORTHOLOGY AND PARALOGY CON-
STRAINTS: SATISFIABILITY AND CON-
SISTENCY . . . . . . . . . . . . . . . . . . . . . 117
6.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.3 Notations and problem statement . . . . . . . . . . . . . . . . 122
6.4 Satisfiability of a constraint graph . . . . . . . . . . . . . . . . 127
6.5 Consistency with a given species tree . . . . . . . . . . . . . . 131
6.6 Consistency of a satisfiable constraint graph . . . . . . . . . . 134
7
6.7 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.8.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . 142
CHAPITRE 7: RECONSTRUCTING A SUPERGENETREE
MINIMIZING RECONCILIATION . . . . . . 143
7.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.4 From the SuperTree to the SuperGeneTree Problem . . . . . . 151
7.5 Inapproximability of the MinDupSGT and MinPre-
SpeDupSGT problems . . . . . . . . . . . . . . . . . . . . . . 159
7.6 Independent Speciation trees . . . . . . . . . . . . . . . . . . . 162
7.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
7.7.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . 167
CHAPITRE 8: CONCLUSION . . . . . . . . . . . . . . . . . . 168
RE´FE´RENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
8
LISTE DES FIGURES
1.1 Illustration d’une phyloge´nie d’espe`ces et de ge`nes, ainsi
qu’une re´conciliation. . . . . . . . . . . . . . . . . . . . . 5
2.1 Spe´ciation, perte et duplication. . . . . . . . . . . . . . . 18
2.2 Illustrations des notions principales sur les arbres. . . . . 25
2.3 Illustrations des ope´rations de contraction et de greffe
sur les arbres enracine´s. . . . . . . . . . . . . . . . . . . 26
2.4 Illustration de l’ope´ration NNI. . . . . . . . . . . . . . . 29
2.5 Illustration de l’ope´ration RF. . . . . . . . . . . . . . . . 30
2.6 Exemple d’arbre de ge`ne e´tiquete´ et re´concilie´ . . . . . . 36
3.1 Exemple d’e´tiquetage parcimonieux pour un seul caracte`re. 46
3.2 Trois arbres G1, G2 et G3 consistants et un superarbre T
compatible avec ces trois arbres. . . . . . . . . . . . . . . 55
4.1 Histories and reconciliation . . . . . . . . . . . . . . . . . 71
4.2 Partial polytomy resolutions . . . . . . . . . . . . . . . . 76
4.3 Polytomy resolution dynamic programming table. . . . . 88
5.1 The GOC and the COC problems . . . . . . . . . . . . . 99
5.2 An instance of a gene tree with false paralogs and a cor-
rection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 An instance of the Max orthology problem . . . . . . . . 108
5.4 An instance of the COC problem . . . . . . . . . . . . . 112
5.5 The tree for the ZNF800 family before and after correction115
6.1 A constraint orthology and paralogy graph . . . . . . . . 125
7.1 Gene tree, species tree and reconciliation . . . . . . . . . 149
7.2 Gene trees and their corresponding triplet graphs . . . . 151
7.3 Execution of the Build algorithm . . . . . . . . . . . . . . 153
7.4 Example of how Max-Cut can be applied to the MinPre-
SpeDup problem . . . . . . . . . . . . . . . . . . . . . . 158
8.1 Pipeline de correction d’arbre incorporant les me´thodes
pre´sente´es dans cette the`se. . . . . . . . . . . . . . . . . 169
10
LISTE DES SIGLES
ADN Acide de´soxyribonucle´ique
ARN Acide ribonucle´ique
BLAST Basic Local Alignment Search Tool
DLS Duplication-Loss-Speciation
LCA Lowest Common Ancestor
MCL Markov CLustering algorithm
MPR Most Parsimonious Reconciliation
MRP Matrix Representation with Parsimony
MRR Meilleur Re´sultat Re´ciproque
NNI Nearest Neighbor Interchange
NJ Neighbor-Joining
RF Robinson-Foulds
SPR Subtree Prune and Regraft
TBR Tree bisection and reconnection
UPGMA Unweighted Pair Group Method with Arithmetic Mean
UTO Unite´ Taxonomique Ope´rationnelle
REMERCIEMENTS
Je dois d’abord remercier ma directrice de recherche, Nadia El-Mabrouk,
sans qui je ne serais peut-eˆtre meˆme pas implique´ dans le milieu de la
recherche. Elle a fortement sugge´re´ et grandement facilite´ mon passage de
la maˆıtrise au doctorat, alors que mon plan initial e´tait de m’arreˆter au
deuxie`me cycle. Et surtout, elle a assure´ un excellent suivi tout au long de
mes e´tudes, faisant en sorte que le doctorat s’est de´roule´ sans la moindre
embuche majeure.
Merci a` tous les chercheurs avec lesquels j’ai eu la chance de collaborer et
de qui j’ai pu apprendre e´norme´ment, en particulier Ce´dric Chauve, Riccardo
Dondi, Aı¨da Ouangraoua et E´ric Tannier. Un merci spe´cial a` Krister M.
Swenson, qui m’a initie´ aux principes de rigueur et d’e´thique scientifique,
ainsi qu’a` la re´daction d’article. Merci aussi a` Gena Hahn, qui m’a invite´ au
sein de son groupe de travail en the´orie des graphes malgre´ mes connaissances
plutoˆt e´le´mentaires sur le sujet.
Je tiens aussi a` remercier chaleureusement tous ceux qui ont de´montre´,
de pre`s ou de loin, un inte´reˆt envers mes travaux de recherche. Les e´tudes
doctorales sont souvent remplies de doutes, et chaque article semble parfois
n’eˆtre qu’une goutte dans un oce´an de papiers. Un te´moignage d’appre´ciation
est d’une valeur inestimable pour un e´tudiant, et j’encourage d’ailleurs tout
chercheur qui lit ces lignes a` ne jamais se geˆner pour souligner le travail d’un
e´tudiant, et ce meˆme s’il ne le connaˆıt pas. Merci particulie`rement a` David
Sankoff et Ce´line Scornovacca a` ce niveau.
Merci a` Vickie, ma compagne de vie, pour sa remarquable participation
a` notre projet de gestion de proge´niture. Sans elle, cette the`se n’existerait
peut-eˆtre pas (c’est toutefois de´battable, puisque sans elle, la proge´niture
n’existerait pas non plus - mais nous n’en ferons pas un cas ici). Merci a` ma
famille et a` mes amis hors-science, qui me gardent sur terre et me rappellent
re´gulie`rement qu’il existe tout un univers au-dela` des lemmes et the´ore`mes
que je coˆtoie chaque jour.
Je remercie aussi tous les membres du LBIT que j’ai coˆtoye´s pendant
les quatre dernie`res anne´es: Emmanuel Noutahi, Robin Milosz, Billel Ben-
zaid, Virginie Calderon, et Olivier Tremblay-Savard (le seul qui re´ussissait a`
m’empeˆcher de travailler en prenant un repas).
Merci a` tous ceux qui ont lu cette the`se et apporte´ des suggestions, no-
tamment les membres du jury. Un merci particulier a` Yann Ponty pour
ses recommandations qui ont, selon moi, permis d’ame´liorer la qualite´ de la
the`se, et surtout de re´duire le nombre de beˆtises qui s’y trouvent.
Je remercie finalement tous les organismes qui m’ont supporte´ fi-
nancie`rement tout au long du doctorat: le Fonds de recherche du Que´bec
- Nature et technologies (FRQNT), le Conseil de recherches en sciences na-
turelles et en ge´nie du Canada (CRSNG), la Faculte´ des e´tudes supe´rieures
et postdoctorales de l’Universite´ de Montre´al (FESP), le De´partement
d’informatique et recherche ope´rationnelle (DIRO), et la socie´te´ Hydro-
Que´bec.
13
CHAPITRE 1
INTRODUCTION
On sait depuis Darwin que les espe`ces qui coexistent aujourd’hui parta-
gent des relations de parente´ qui peuvent eˆtre repre´sente´es par un arbre
d’espe`ces. En the´orie, toutes ces espe`ces descendent d’un anceˆtre commun
ayant ve´cu il y a environ 4 milliards d’anne´es, et l’e´volution des organismes
peut eˆtre repre´sente´e par un arbre de la vie dans lequel cet anceˆtre se trouve a`
la racine. Les ge`nes, qui servent a` encoder les fonctions biologiques des eˆtres
vivants et qui forment l’unite´ mole´culaire d’he´re´dite´, e´voluent e´galement au
fil du temps. Les ge`nes peuvent subir des mutations locales au niveau de leur
se´quence d’ADN, ou bien des mutations a` plus grande e´chelle telles que la du-
plication ou les re´arrangements ge´nomiques. De fac¸on analogue aux espe`ces,
ces e´ve´nements lient les ge`nes par des relations de parente´ e´volutive que l’on
repre´sente par des arbres de ge`nes. Bien que les arbres d’espe`ces aient e´te´
e´tudie´s depuis pre`s de deux sie`cles, il n’y a qu’une quarantaine d’anne´es que
l’on s’inte´resse aux arbres de ge`nes. En effet, leur roˆle au niveau de l’e´volution
e´tait sous-estime´, et ce jusqu’a` ce que plusieurs ouvrages maintenant devenus
classiques - on peut penser a` Evolution by gene duplication de Ohno [120]
ou a` The selfish gene de Dawkins [40] - placent le ge`ne, et non l’espe`ce, a`
l’avant-plan de l’origine de l’e´volution et de la bio-diversite´.
L’utilite´ pratique des phyloge´nies de ge`nes e´tait toutefois limite´e par
les difficulte´s techniques lie´es a` l’obtention de l’ADN des ge`nes. Mais
depuis l’ave`nement des me´thodes de se´quenc¸age des vingt dernie`res anne´es,
l’infe´rence d’arbres de ge`nes a e´te´ utilise´e au sein d’une multitude d’e´tudes
biologiques a` plusieurs e´chelles. Dans les anne´es 90, les reconstructions phy-
loge´ne´tiques de ge`nes d’une meˆme famille ont permis d’approfondir notre
compre´hension des me´canismes re´gissant l’e´volution des espe`ces, donnant
lieu a` des me´thodes permettant de construire des arbres d’espe`ces plus
pre´cis [109]. Dans les meˆmes anne´es, Eisein proposa d’utiliser les arbres
de ge`nes afin d’ame´liorer notre capacite´ a` pre´dire les fonctions encode´es
par les ge`nes en se basant sur le principe que la proximite´ e´volutive de
ge`nes pouvait eˆtre indicatrice de leur similarite´ fonctionnelle [49]. Plus
re´cemment, les arbres de ge`nes inter-espe`ces ont e´te´ utilise´s afin de de´velopper
des me´thodes algorithmiques servant a` infe´rer le contenu et la position des
ge`nes dans les ge´nomes des espe`ces ancestrales [9, 108]. A` l’e´chelle intra-
espe`ce, Cann, Stoneking et Wilson ont e´te´ en 1987 a` l’origine de la the´orie de
l’existence d’une E`ve mitochondriale, une femme conside´re´e comme l’anceˆtre
commune la plus re´cente de tous les eˆtre humains ayant ve´cu en Afrique
il y a entre 100,000 et 200,000 ans [22]. Cette de´couverte s’est faite en
construisant des arbres de ge`nes mitochondriaux provenant d’une centaine
d’humains d’ethnies diffe´rentes (en utilisant les techniques de parcimonie de
Fitch, de Neighbor-Joining et de maximum de vraisemblance) et en datant
les branches de l’arbre a` l’aide de me´thodes statistiques. C’est d’une fac¸on
similaire que l’on estima, en 2003, qu’une personne sur 200 descendait de
l’empereur Genghis Kahn [172] (a` l’exception qu’un re´seau phyloge´ne´tique
a e´te´ utilise´ au lieu d’un arbre). Finalement, il est aussi possible de con-
struire des arbres de ge`nes a` l’e´chelle individuelle, c’est-a`-dire pour des ge`nes
provenant d’un meˆme organisme, mais de cellules diffe´rentes. De multiples
e´tudes (e.g. [21, 63]) ont ainsi permet d’obtenir les se´quences d’ADN de mul-
tiples cellules cance´reuses a` diffe´rents stades de la maladie d’un patient, ce
qui permet de mieux comprendre l’e´volution de la maladie.
L’importance de l’infe´rence de phyloge´nies de ge`nes en biologie n’est
donc plus a` de´montrer, d’ou` la ne´cessite´ d’avoir des me´thodes qui sont a`
la fois fiables et rapides. Toutefois, la reconstruction phyloge´ne´tique est un
proble`me complexe du point de vue algorithmique et se rame`ne la plupart
du temps a` re´soudre des proble`mes qui ne peuvent eˆtre traite´s dans des
temps raisonnables. Les me´thodes de´veloppe´es sont donc des heuristiques
qui ne permettent pas de garantir que les arbres obtenus soient les meilleurs
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par rapport aux crite`res d’optimisation conside´re´s. Les arbres obtenus con-
tiennent donc ge´ne´ralement des parties errone´es. De plus, ces arbres sont
construits a` partir de se´quences d’ADN, alors que celles-ci peuvent eˆtre su-
jettes a` toutes sortes d’artefacts menant a` des erreurs, et ce meˆme si l’on
suppose que l’on a des algorithmes parfaits [123]. En effet, une mauvaise
diffe´rentiation au niveau des se´quences, par exemple des se´quences trop sim-
ilaires, ne permet parfois pas d’infe´rer une topologie pre´cise. Inversement,
des se´quences trop e´loigne´es peuvent devenir indistinguables de se´quences
choisies au hasard, ce qui ne permet pas de pre´fe´rer une topologie a` une autre.
Des proble`mes de mode´lisation peuvent e´galement survenir lors du processus
d’infe´rence phyloge´ne´tique. Les algorithmiques utilise´s optimisent, pour la
plupart, des crite`res combinatoires base´s sur des hypothe`ses e´volutives qui
ne sont pas ne´cessairement ve´rifie´es (par exemple que tous les sites d’une
se´quence e´voluent inde´pendamment, ou bien que le principe de parcimonie
ou de maximum de vraisemblance s’applique sur l’e´volution). Ces me´thodes
ne´cessitent aussi de spe´cifier des parame`tres, par exemple un mode`le e´volutif
spe´cifiant des taux de mutation entre chaque paire de nucle´otides, alors que
ceux-ci sont parfois choisis arbitrairement, faute de ne pas savoir comment
les de´terminer ade´quatement. D’autre part, nous ne sommes pas a` l’abri
d’erreurs au niveau du se´quenc¸age, de l’alignement, du regroupement de
ge`nes en familles, de mode`les e´volutifs variables ou d’e´volution convergente.
Chacun de ces facteurs peut avoir un impact significatif sur les arbres de
ge`nes infe´re´s par les me´thodes actuelles.
Les participants du projet TreeFam [83], une base de donne´es d’arbres
de ge`nes ve´rifie´s manuellement, ont re´cemment fait e´tat de la proble´matique
sous-jacente aux algorithmes connus: aucun d’entre eux n’est assez fiable
pour que l’on puisse se passer d’une e´tape de “curation” par un expert.
Ceci entre en contraste avec le fait qu’e´norme´ment de progre`s a e´te´ fait
au niveau du se´quenc¸age depuis le Human Genome Project en 2001, et le
nombre d’arbres de ge`nes que l’on veut infe´rer rend impossible la taˆche de
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la ve´rification manuelle. A` titre d’exemple, la base de donne´es Ensembl des
verte´bre´s recense, pour 65 espe`ces, un total d’environ 1.2 millions de ge`nes
pour lesquels 110,000 arbres ont e´te´ ge´ne´re´s automatiquement (mais bien suˆr,
pas ve´rifie´s manuellement) [61].
Malgre´ tous les proble`mes associe´s aux se´quences pour l’infe´rence phy-
loge´ne´tique, c’est souvent la seule source d’information qui est utilise´e par les
algorithmes actuels. Dans cette the`se, nous cherchons a` raffiner ces me´thodes,
a` les spe´cialiser aux arbres de ge`nes, en y incorporant des proprie´te´s qui sont
spe´cifiques aux ge`nes. Nous nous inte´ressons plus particulie`rement a` l’histoire
des ge`nes en termes de spe´ciations, duplications et pertes. Un ge`ne subit une
spe´ciation lorsqu’il est transmit a` deux espe`ces descendantes. La duplication
correspond plutoˆt a` la cre´ation d’un copie identique d’un ge`ne au sein de son
ge´nome. La Figure 1.1 illustre les phe´nome`nes de duplication et spe´ciation
au sein d’un arbre de ge`nes. La duplication est un me´canisme e´volutif im-
portant et une source majeure d’innovation fonctionnelle [120]. Les ge`nes
peuvent e´galement eˆtre perdus au cours de l’e´volution. Ainsi, certains ge`nes
peuvent eˆtre pre´sents dans certaines espe`ces, et absents dans d’autres.
Savoir comment une famille de ge`nes a e´volue´ par spe´ciations, duplications
et pertes est primordial pour l’annotation fonctionnelle des ge`nes. Lorsque
l’on dispose de la phyloge´nie des espe`ces contenant les ge`nes d’inte´reˆt, il est
possible d’en de´duire une telle histoire e´volutive pour la famille de ge`nes.
Dans le cas le plus simple, les ge`nes e´voluent uniquement par spe´ciation et
la phyloge´nie de ces ge`nes devrait correspondre a` celle de l’arbre d’espe`ces.
Toutefois, la pre´sence de pertes et duplications peut faire en sorte que la
topologie de l’arbre de ge`nes diffe`re de celle de l’arbre d’espe`ces. Les deux
arbres doivent alors eˆtre re´concilie´s afin de pouvoir expliquer leurs incompat-
ibilite´s. On appelle donc une re´conciliation entre l’arbre d’espe`ces et l’arbre
de ge`nes une histoire par spe´ciations, duplications et pertes qui explique
leurs diffe´rences. La Figure 1.1 illustre les notions d’arbre d’espe`ce, d’arbre
de ge`nes et de re´conciliation.
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Figure 1.1: L’arbre S est un arbre d’espe`ces, illustrant les relations de prox-
imite´ e´volutive entre 5 mammife`res. Les feuilles de l’arbre repre´sentent des
espe`ces existantes aujourd’hui et les noeuds internes des espe`ces ancestrales.
L’arbre G est l’arbre du ge`ne INS-2, participant a` la production d’insuline.
Les feuilles repre´sentent des ge`nes contenus par les 5 espe`ces existantes,
l’e´tiquette d’un ge`ne correspondant a` son espe`ce (i.e. s1 est dans la souris, r1
dans le rat, et ainsi de suite). L’image de droite repre´sente une re´conciliation,
en “emboˆıtant” l’arbre de ge`nes G dans l’arbre d’espe`ces S (en pointille´).
Chaque ge`ne ancestral est ainsi associe´ a` une espe`ce ancestrale. Une dupli-
cation, illustre´e par un carre´ bleu sur l’arbre de ge`nes, est pre´sente et explique
pourquoi le rat et la souris ont deux copie du ge`ne. Les deux ligne´es cre´e´es
par la duplication sont repre´sente´es par des couleurs diffe´rentes. Les autres
noeuds internes sont des spe´ciations.
Nous e´tudions la question de construction et correction d’arbres de ge`nes
dans le contexte de la re´conciliation sous trois aspects diffe´rents: la re´solution
de polytomies, les relations d’orthologie/paralogie et la construction de su-
perarbres. Nous de´crivons ci-dessous la structure ge´ne´rale de la the`se.
Chapitres 2 et 3: Mise en contexte
Le chapitre 2 introduit d’abord les notions biologiques essentielles a`
la compre´hension de cette the`se. Nous pre´sentons aussi les notations et
de´finitions formelles qui seront utilise´s a` travers cette the`se, notamment le
mode`le DLS (duplications-loss-speciation) inhe´rent a` la re´conciliation. Nous
de´crivons e´galement le lca-mapping permettant d’infe´rer une re´conciliation
parcimonieuse, c’est-a`-dire, une re´conciliation minimisant duplications et
pertes.
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Dans le chapitre 3, nous passons en revue les divers algorithmes lie´s a`
la correction et a` la construction d’arbres de ge`nes sur lesquels se basent
les re´sultats pre´sente´s dans cette the`se. Ceci passe par un bref survol des
me´thodes de regroupement de ge`nes en familles, d’infe´rence phyloge´ne´tique
(ge´ne´rique et spe´cifique aux arbres de ge`nes) et de construction de superar-
bres. Nous de´crivons e´galement comment ces me´thodes peuvent mener a` des
erreurs au sein des arbres de ge`nes, et pre´sentons les quelques me´thodes de
correction qui ont e´te´ publie´es a` ce jour.
Les chapitres 4 a` 7 pre´sentent mes contributions originales a` cette the`se,
sous forme de quatre articles publie´s. Ils sont regroupe´s selon les trois the`mes
principaux de construction et correction qui suivent.
Chapitre 4 : Re´solution de polytomies
Le chapitre 4 pre´sente l’article “An optimal reconciliation algorithm for
gene trees with polytomies” publie´ pour la confe´rence WABI en 2012 [101].
Les sources d’erreurs dans la construction d’arbres de ge`nes peuvent se
traduire par la pre´sence de polytomies au sein de l’arbre, c’est-a`-dire de
noeuds non-binaires. En effet, le re´sultat d’une mauvaise diffe´rentiation au
niveau des se´quences sera de produire des branches mal supporte´es au niveau
de l’arbre. Des tests statistiques tels que le bootstrapping peuvent attribuer
un degre´ de confiance a` ces branches afin de de´tecter celles qui sont incer-
taines [56]. Elles peuvent ensuite eˆtre supprime´es de l’arbre, ce qui se traduit
par la contraction de branches, donnant ainsi lieu a` des polytomies [163].
Par ailleurs, certains algorithmes d’infe´rence phyloge´ne´tique, notamment les
me´thodes Baye´siennes, infe`rent une distribution sur les arbres. Une fac¸on
d’obtenir un seul arbre a` partir d’une telle distribution est de “combiner”
les arbres les plus probables. Ceci donne lieu a` des parties non-re´solues sur
l’arbre lorsque les arbres a` combiner refle`tent des topologies contradictoires.
Bien que des duplications ou des spe´ciations simultane´es donnant lieu a`
plus de deux descendants pour un ge`ne donne´ existent dans l’e´volution [148,
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151], tre`s peu de cas sont re´pertorie´s. Il fait peu de doutes que la pre´sence de
noeuds non-binaires est plus souvent cause´e par des erreurs sous-jacentes aux
me´thodes de reconstruction utilise´es telles que celles cite´es plus haut. Dans
ce travail, nous partons donc de l’hypothe`se que les polytomies sont des
artefacts dus a` une mauvaise re´solution de l’arbre. Les arbres non-binaires
doivent donc eˆtre re´solus, c’est-a`-dire “binarise´s”, et on peut se demander
comment choisir une bonne re´solution e´tant donne´ qu’il y en a un nombre
exponentiel.
A` ce jour, toutes les me´thodes de re´solution de polytomies spe´cifiques aux
arbres de ge`nes se basent sur la re´conciliation pour effectuer ce choix [23, 47,
96, 101, 176, 177]. Les duplications et pertes sont conside´re´es comme des
e´ve´nements rares, et un choix naturel de re´solution est celui qui minimise le
nombre de duplications et pertes apre`s re´conciliation avec un arbre d’espe`ces
donne´. Dans le chapitre 4, nous montrons comment une polytomie peut eˆtre
re´solue selon ce crite`re en temps line´aire, alors que le meilleur algorithme
existant pour re´soudre une polytomie sous ce crite`re ne´cessitait un temps
cubique [23].
Chapitres 5 et 6 : Relations d’orthologie et paralogie
Le chapitre 5 correspond a` l’article “Gene tree correction guided by or-
thology” publie´ dans BMC Bioinformatics en 2013. Le chapitre 6 est quant
a` lui de´die´ a` l’article “Orthology and paralogy constraints: satisfiability and
consistency”, paru dans BMC Genomics en 2014.
Les ge`nes partagent une relation qui est de´termine´e par l’e´ve´nement qu’a
subi leur anceˆtre commun le plus re´cent. Plus spe´cifiquement, deux ge`nes
sont orthologues si cet anceˆtre a subi une spe´ciation, et paralogues s’il a
plutoˆt subi une duplication. Depuis l’ave`nement du se´quenc¸age de ge´nomes
entiers, on cherche a` distinguer les orthologues des paralogues, notamment
a` cause des implications fonctionnelles de ces relations [62]. En particulier,
la “conjecture des orthologues” stipule que les ge`nes orthologues sont ceux
qui partagent des fonctions similaires au sein de l’organisme, tandis que les
paralogues ont plutoˆt tendance a` diverger [94, 160] d’un point de vue fonc-
tionnel. Toutefois, cette conjecture n’est pas universellement reconnue [3, 29].
Quoi qu’il en soit, confirmer ou infirmer cette conjecture ne´cessite des outils
algorithmiques permettant d’infe´rer correctement ces relations.
Dans cette the`se, nous e´tablissons des liens formels entre les arbres de
ge`nes et les relations d’orthologie et paralogie, et montrons comment ces deux
notions peuvent s’entraider mutuellement dans le processus d’infe´rence. Dans
un sens, si l’on dispose d’un arbre de ge`nes, alors la re´conciliation avec un
arbre d’espe`ces permet d’e´tiqueter les noeuds de l’arbre de ge`nes comme des
noeuds de duplication ou de spe´ciation, et ainsi d’infe´rer un ensemble complet
de relations d’orthologie/paralogie entre les ge`nes deux a` deux. Cet ensem-
ble de relations peut cependant entrer en contradiction avec des relations
connues entre certains ge`nes, qui pourraient avoir e´te´ infe´re´es par d’autres
crite`res. En effet, il existe divers outils permettant d’infe´rer des relations
d’orthologie et paralogie chez une famille donne´e, et ce sans avoir acce`s a` un
arbre de ge`nes. La plupart sont base´s sur la similarite´ des se´quences des ge`nes
(e.g. OrthoMCL [106], InParanoid [10], proteinortho [105], eggNOG [88]).
D’autres utilisent la synte´nie, c’est-a`-dire la conservation de blocs ordonne´s
de ge`nes [91, 103]. Bien que ces me´thodes ne soient pas parfaites, on peut
souvent identifier un sous-ensemble R des relations infe´re´es en lesquelles on a
confiance. On doit alors s’attendre a` ce qu’un arbre de ge`nes pour la famille
en question contienne les relations de R. Si ce n’est pas le cas, l’arbre doit
eˆtre corrige´. Nous de´crivons dans le chapitre 5 comment, en temps polyno-
mial, modifier un arbre de fac¸on minimale, selon la distance Robinson-Foulds,
afin qu’il satisfasse un ensemble donne´ d’orthologies.
Inversement, supposons que l’on dispose d’un ensemble R de relations
d’orthologie/paralogie. Si ces relations proviennent d’une vraie histoire de
ge`nes, alors il devrait exister un arbre dont les duplications et spe´ciations
refle`tent R. Si un tel arbre n’existe pas, alors nous pouvons en de´duire que
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l’ensemble des relations est errone´, puisqu’il ne peut eˆtre contenu par aucune
histoire e´volutive de la famille de ge`nes. On dit que R est satisfaisable s’il
existe un tel arbre de ge`nes, et consistant s’il existe un arbre d’espe`ces et
un arbre de ge`nes dont la re´conciliation donne lieu a` R. Ceci peut s’ave´rer
utile comme outil de validation pour les me´thodes d’infe´rence de relations qui
ne se basent pas sur un arbre de ge`nes re´concilie´. Il existe des algorithmes
pouvant ve´rifier la satisfaisabilite´ et la consistance d’un ensemble complet
(i.e. lorsque la relation est connue pour chaque paire de ge`nes) de relations
R en temps polynomial [80, 82], mais cette taˆche est plus complexe lorsque
R est partiel, i.e. certaines relations sont inconnues. Dans le chapitre 6, nous
verrons que l’on peut, en temps polynomial, ve´rifier la satisfaisabilite´ et la
consistence d’un tel ensemble.
Chapitre 7 : Superarbres de ge`nes
Dans le chapitre 7, nous pre´sentons l’article “Reconstructing a SuperGen-
eTree minimizing reconciliation” qui a e´te´ publie´ dans BMC Bioinformatics
en 2015 [99].
Le proble`me du superarbre est un proble`me classique en phyloge´nie. E´tant
donne´ un ensemble d’arbres T qui partagent ou non les meˆmes e´tiquettes aux
feuilles, on veut les combiner en trouvant un superarbre, c’est-a`-dire un arbre
qui “contient” chaque arbre de T . En guise de motivation, les auteurs de [13]
affirment que les e´tudes taxonomiques sont faites de fac¸on non-coordonne´e et
opportuniste. Le re´sultat est une dispersion importante des donne´es, un ob-
stacle majeur a` la construction de phyloge´nies d’espe`ces comple`tes. Certaines
espe`ces sont largement e´tudie´es et d’autres sont sous-repre´sente´es, cre´ant des
ine´galite´s quant a` nos connaissances sur le contenu en ge`nes des ge´nomes.
Il n’est pas clair que l’on puisse se fier aux me´thodes d’infe´rence connues
en pre´sence de telles ine´galite´s au sein des donne´es, surtout pour une grande
quantite´ d’espe`ces. Par contre, les donne´es peuvent eˆtre suffisantes pour pro-
duire des phyloge´nies fiables lorsque l’on se limite a` de plus petits groupes. Il
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devient alors inte´ressant de pouvoir combiner les arbres produits sur chaque
sous-groupe afin d’obtenir une phyloge´nie comple`te. C’est d’ailleurs ce qui a
e´te´ fait en 2004 dans [39] pour la division taxonomique des angiospermes, les
plantes a` fleurs, ou` les auteurs on combine´ des phyloge´nies issues de 46 e´tudes
diffe´rentes. Les meˆmes ide´es ont ensuite e´te´ applique´es aux mammife`res et
aux eukaryotes [14, 125].
Comme nous le verrons dans le chapitre 7, les meˆmes motivations peuvent
inspirer une de´marche analogue sur les arbres de ge`nes. Il est possible que
l’on veuille combiner plusieurs arbres de ge`nes en un seul. Meˆme si on sup-
pose que les arbres sont compatibles, i.e. qu’il existe un arbre qui les contient
tous, cette taˆche peut s’ave´rer difficile puisqu’il peut exister un nombre expo-
nentiel de superarbres possibles. Comment choisir une bonne solution? Les
algorithmes de construction de superarbres sont, pour la plupart, ge´ne´riques
et produisent soit une seule solution, soit toutes les solutions. Nous explorons
cette proble´matique en e´tablissant des crite`res de se´lection spe´cifiques aux
arbres de ge`nes par l’incorporation de l’arbre des espe`ces au sein de la con-
struction de superarbres. Plus pre´cise´ment, parmi tous les superarbres de
ge`nes possibles, on cherche celui qui ne´cessite le moins de pertes et/ou du-
plications apre`s re´conciliation avec l’arbre d’espe`ces. On montre dans le
chapitre 7 que ce proble`me est NP-complet et meˆme difficile a` approximer
a` un facteur n1−ǫ pre`s. On montre aussi que le proble`me reste NP-complet
meˆme si les arbres donne´s en entre´e ne partagent aucune e´tiquette (mais
ou` on peut avoir plusieurs ge`nes de la meˆme espe`ce). On propose deux al-
gorithmes exacts exponentiels et une heuristique base´e sur le proble`me du
Max-Cut.
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CHAPITRE 2
CONTEXTE BIOLOGIQUE ET INFORMATIQUE
Ce chapitre introduit les notions de base qui sont ne´cessaires a` la
compre´hension de cette the`se. La section 2.1 est de´die´e aux principaux con-
cepts biologiques lie´s a` l’e´tude des arbres de ge`nes. Nous clarifions d’abord ce
que veulent dire pour nous un ge`ne, un ge´nome et une espe`ce. Nous discutons
e´galement de l’e´volution des ge`nes par spe´ciation, duplication et perte, puis
de´finissons les familles de ge`nes et les relations d’homologie, d’orthologie et
de paralogie.
Dans la section 2.3, nous mettons en place le cadre formel dans lequel
les arbres de ge`nes et d’espe`ces seront traite´s. Les notations et de´finitions
relatives aux arbres et aux graphes y sont introduites. Nous de´finissons aussi
les notions de polytomie et de re´solution de polytomies et pre´sentons les
ope´rations NNI et Robinson-Foulds, qui me`nent a` des distances entre des
arbres.
La section 2.4 est de´die´e au mode`le DLS (duplication-loss-speciation) et a`
la re´conciliation entre arbres de ge`nes et arbres d’espe`ces permettant d’infe´rer
les e´ve´nements e´volutifs ayant eu lieu dans l’histoire d’une famille de ge`nes.
2.1 Ge`nes, ge´nomes et espe`ces
L’ADN est une mole´cule compose´e de se´quences de nucle´otides qui con-
tient les instructions permettant aux eˆtre vivants de se de´velopper et de se
reproduire. Chacune de ces se´quences est appele´e un chromosome. On dis-
tingue quatre types de nucle´otides de´signe´s par A,C,G et T (respectivement
Ade´nine, Cytosine, Guanine et Thymine). L’ADN est donc un ensemble de
chaˆınes de caracte`res sur un alphabet a` quatre lettres.
La notion courante de ge`ne, que l’on adopte ici, de´signe une re´gion de
l’ADN servant a` encoder une prote´ine, une macromole´cule ayant un roˆle
biologique spe´cifique au sein de l’organisme. Cette re´gion est transmise par
descendance, et un ge`ne forme donc une unite´ mole´culaire d’he´re´dite´.
Notons que cette de´finition n’inclut pas toutes les subtilite´s lie´es au fonc-
tionnement des ge`nes. En fait, depuis le dernier sie`cle, la de´finition du
mot “ge`ne” e´volue plus rapidement que les ge`nes eux-meˆmes. Certaines
de´finitions incluent les notions d’alle`les diffe´rents (i.e. des “versions” du ge`ne
donnant lieu a` des phe´notypes diffe´rents, par exemple la couleur des yeux),
de re´gions re´gulatrices et promotrices, de re´gions codantes et non-codantes
appele´es exons et introns, d’e´pissage, de ge`nes d’ARN, de spe´cialisation cellu-
laire, etc. Ici, nous faisons abstraction de toute cette complexite´ se´mantique
sur la de´finition d’un ge`ne. Pour nous, un ge`ne correspond simplement a`
une re´gion spe´cifique de l’ADN. Il est toutefois inte´ressant de noter que,
dans le contexte de cette the`se, la notion de ge`ne pourrait eˆtre e´tendue a`
d’autres types d’unite´ mole´culaire telles que les ARN non-codant (en partic-
ulier l’ARN de transfert ou l’ARN ribosomique). La proprie´te´ essentielle des
“ge`nes” e´tudie´s dans cette the`se est qu’ils peuvent eˆtre repre´sente´s par une
se´quence appartenant a` une espe`ce donne´e et qu’ils e´voluent par spe´ciation,
duplication et perte.
Pour en revenir a` l’ADN, afin de former une prote´ine, la se´quence d’ADN
du ge`ne est d’abord transcrite en une autre se´quence de nucle´otides appele´e
ARN messager, une copie transitoire de la se´quence du ge`ne1. L’ARN mes-
sager est divise´ en sous-se´quences de longueur 3 appele´es des codons. Chaque
codon est traduit en une mole´cule plus complexe appele´e acide amine´, et c’est
a` partir de la se´quence d’acides amine´s obtenue que se forme une prote´ine.
Un codon spe´cial appele´ codon stop sert de signal d’arreˆt de la traduction.
Les 4 nucle´otides donnent 64 codons possibles, alors qu’il n’y a que 20 acides
amine´s diffe´rents. On de´duit donc qu’il y a des acides amine´s qui sont encode´s
1L’ARN messager est en fait le comple´ment de la se´quence du ge`ne, chaque nucle´otide
ayant un comple´ment, et remplace le nucle´otide T par U . Nous n’utilisons toutefois pas
ces notions dans cette the`se.
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par plusieurs codons. Par exemple, la glutamine peut eˆtre forme´ soit par le
codon CAA ou CAG. La se´quence d’acides amine´s peut servir d’alternative
a` l’ADN pour repre´senter le ge`ne.
Chaque ge`ne appartient a` un ge´nome donne´, constitue´ de tout le mate´riel
ge´ne´tique d’un organisme. Le ge´nome est habituellement de´fini comme
l’ensemble de toutes les se´quences d’ADN formant les chromosomes de
l’organisme, qu’elles forment des re´gions ge´ne´tiques ou non. Pour nos fins,
nous nous inte´ressons uniquement a` l’ensemble des ge`nes d’un ge´nome, et
ce dernier sera donc simplement repre´sente´ par des se´quences ordonne´es de
ge`nes. Remarquons tout de meˆme que cette de´finition fait abstraction du
fait que les ge`nes ne sont pas re´partis de fac¸on homoge`ne le long de leur
ge´nome. Certains ge`nes peuvent donc eˆtre plus rapproche´s que d’autres
au niveau se´quentiel ou spatial, et cette proximite´ peut avoir un impact
sur l’organisation du ge´nome, ainsi que sur les niveaux d’expression et de
re´gulation des ge`nes [30, 128].
Une espe`ce est un groupe d’organismes capables de se reproduire en-
tre eux et d’engendrer une descendance. Nous allons faire la simplification
“mathe´matique” suivante: on peut voir l’ensemble des espe`ces comme une
partition des eˆtres vivants en classes d’e´quivalences. Ceci nous permet de
de´signer, pour chaque espe`ce, un seul individu pour repre´senter l’ensemble
du groupe. Nous allons donc supposer que chaque espe`ce est repre´sente´e par
un seul organisme, et donc un seul ge´nome, et nous confondons espe`ces et
ge´nomes a` travers cette the`se. Notons qu’a` chaque espe`ce correspond alors
un ensemble unique de ge`nes.
2.1.1 E´volution des ge`nes et des espe`ces
Pendant la transmission d’un ge`ne d’un parent a` son enfant, des er-
reurs de re´plication peuvent survenir, modifiant ainsi sa se´quence d’ADN.
On distingue ici deux types de mutations, soit les mutations ponctuelles et
les changements structurels.
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Mutations ponctuelles
Les mutations ponctuelles n’affectent qu’un seul nucle´otide de l’ADN d’un
ge`ne. Par exemple il se peut qu’un nucle´otide A soit mute´ en G (ou vice-
versa), ou qu’un C devienne un T (ou vice-versa). Ces mutations sont ap-
pele´es des transitions, et toutes les autres mutations (e.g. A → T,C → G,
...) sont appele´es transversions. Certains de ces changements sont plus
fre´quents que d’autres. Notamment, les transitions se produisent plus sou-
vent, puisque la structure chimique du A est similaire a` celle du G (et celle
du C similaire a` celle du T ). Ces diffe´rences deviennent importantes lors de
la construction d’une phyloge´nie, qui utilisent souvent un mode`le d’e´volution.
Dans ces mode`les, on suppose que les positions d’une se´quence e´voluent
inde´pendamment les unes des autres, et une matrice de transition 4 × 4,
chaque colonne/range´e repre´sentant un nucle´otide diffe´rent, spe´cifie avec
quelle probabilite´ un nucle´otide peut eˆtre substitue´ en un autre en un temps
donne´2. Par exemple, le mode`le Jukes-Cantor [90] affecte la meˆme proba-
bilite´ µ a` toutes les transitions d’un nucle´otide N vers un autre nucle´otide
N ′ 6= N , tandis que le mode`le Kimura [93] permet d’attribuer une proba-
bilite´ diffe´rente aux transitions et aux transversions. Ces mode`les peuvent
alors servir a` de´finir une notion de distance entre deux se´quences base´e sur la
probabilite´ d’obtenir les diffe´rences observe´es, ou bien de calculer une prob-
abilite´ d’observer un certain ensemble de se´quences aux feuilles d’un arbre
e´volutif. Notons que la matrice de substitution est constitue´e des parame`tres
qui doivent eˆtre spe´cifie´s par l’utilisateur, et il peut s’ave´rer difficile de les
choisir ade´quatement.
Certaines mutations sont synonymes, c’est-a`-dire qu’elles n’affectent pas
l’acide amine´ forme´ par le codon auquel le nucle´otide appartient. Par exem-
ple, si une mutation locale change un codon CAA pour CAG, l’acide amine´
2En fait, pour des raisons techniques, un mode`le est plutoˆt spe´cifie´ par ses taux de
mutation, ce qui le libe`re de l’aspect temporel des substitutions. Nous ne nous avanc¸ons
pas dans ces conside´rations ici.
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correspondant demeure la glutamine, et la prote´ine n’est donc pas modifie´e.
Les mutations non-synonymes modifient quand a` elles l’acide amine´ traduit
par le codon.
Il se peut aussi qu’un nucle´otide soit supprime´ (c’est-a`-dire qu’il est “ou-
blie´” pendant la re´plication), ou encore qu’un nouveau nucle´otide soit inse´re´
entre deux autres nucle´otides.
L’accumulation de mutations ponctuelles peut modifier la prote´ine en-
code´e par le ge`ne, voire changer sa fonction. Il se peut aussi que la tran-
scription de cette prote´ine devienne impossible, rendant ainsi le ge`ne non-
fonctionnel - on dira alors qu’il est perdu. La perte de ge`nes est ge´ne´ralement
conside´re´e comme rare. En effet, un tel e´ve´nement est habituellement ac-
compagne´ par la perte d’une fonction biologique. Si cette fonction e´tait
vitale, ou du moins assez importante, l’organisme qui en est prive´ aura du
mal a` se reproduire, mettant ainsi un frein a` la transmission du ge´nome
de´savantage´. Dans l’autre sens, une mutation ge´ne´tique peut eˆtre be´ne´fique
et ame´liorer une fonction biologique. Les organismes ayant subi de telles
mutations peuvent alors se voir avantage´s du point de vue de la survie ou
bien de la reproduction, amenant un tel ge`ne a` se fixer dans la population.
Changements structurels
En plus des mutations ponctuelles qui n’affectent que les nucle´otides indi-
viduels, l’ordre et le contenu des ge`nes d’un ge´nome peut e´galement e´voluer.
Des mutations appele´es re´arrangements peuvent affecter l’ordre des ge`nes.
Certains de ces re´arrangements peuvent eˆtre intra-chromosomiques, c’est-a`-
dire n’affecter qu’un seul chromosome. Par exemple, les inversions renversent
l’ordre des ge`nes dans une sous-re´gion du chromosome, et les transpositions
de´placent de telles sous-re´gions d’un endroit a` l’autre sur le chromosome. Les
ge´nomes peuvent aussi subir des re´arrangements inter-chromosomiques. Les
e´ve´nements de translocation effectuent un e´change re´ciproque de mate´riel
ge´ne´tique entre deux chromosomes distincts, tandis que les recombinaisons
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e´changent le mate´riel ge´ne´tique de deux meˆmes chromosomes, mais provenant
d’individus diffe´rents.
D’autres e´ve´nements e´volutifs peuvent affecter le contenu en ge`nes des
ge´nomes, notamment les duplications et les pertes de ge`nes. Dans cette the`se,
nous nous inte´ressons plus particulie`rement a` ce deuxie`me type d’e´ve´nements,
qui est a` la base de l’e´volution de familles de ge`nes. La duplication consiste en
la cre´ation et la transmission de deux copies identiques d’une re´gion d’ADN
lors de la descendance. La duplication est reconnue depuis longtemps comme
un des principaux me´canismes re´gissant l’e´volution [120]. Apre`s une dupli-
cation, un ge`ne g engendre deux copies g1 et g2 chez l’enfant. On appelle g1
et g2 les descendants directs de g. La Figure 2.1.3 illustre ce phe´nome`ne.
Notons que les changements structurels peuvent aussi entraˆıner la perte
d’un ge`ne donne´. Par exemple, il se peut qu’une re´gion du ge´nome contenant
seulement la moitie´ d’un ge`ne soit transpose´e, coupant ainsi le ge`ne en deux
et le rendant non-fonctionnel. Aussi, une duplication pourrait inse´rer la copie
au milieu d’un autre ge`ne sur le ge´nome avec le meˆme re´sultat.
Spe´ciation
Dans cette the`se, on distingue les e´ve´nements de spe´ciation a` deux
niveaux: au niveau ge´nomique pour les espe`ces et au niveau mole´culaire
pour les ge`nes.
Dans le premier cas, les espe`ces e´voluent au fur et a` mesure que leurs
ge´nomes subissent des mutations. Lorsqu’un grand nombre de changements
est accumule´ apre`s plusieurs ge´ne´rations, on peut assister a` la naissance
de nouvelles espe`ces. La plupart de temps, celles-ci sont cre´e´es suite a`
l’apparition d’une barrie`re ge´ographique qui se´pare une population en deux
sous-groupes. Les deux populations e´voluent alors inde´pendamment et peu-
vent subir assez de modifications ge´ne´tiques pour ne plus eˆtre interfe´condes,
menant ainsi a` la cre´ation de nouvelles espe`ces. On dit alors que l’espe`ce
parente ayant donne´ lieu a` deux espe`ces enfants a subi un e´ve´nement de
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spe´ciation 3.
Une spe´ciation peut aussi affecter un ge`ne, cette fois au niveau
mole´culaire. Lorsqu’une espe`ce s subit un e´ve´nement de spe´ciation, chaque
ge`ne g de s est normalement transmis aux espe`ces descendantes s1 et s2, le
but e´tant de passer les fonctions biologiques importantes de l’organisme a`
ses descendants. Le ge`ne g devient alors le ge`ne g1 dans s1 et g2 dans s2. On
dit alors que g subit un e´ve´nement de spe´ciation, et que g1 et g2 sont ses de-
scendants directs. La Figure 2.1 illustre un e´ve´nement de spe´ciation. Notons
que g1 et g2 peuvent eˆtre diffe´rents au niveau de leur ADN - apre`s tout ce
sont des mutations ge´ne´tiques qui ont cre´e´ de nouvelles espe`ces. Aussi, il est
possible qu’il y ait “perte en cours de chemin”, c’est-a`-dire que l’un des deux
sous-groupes ait perdu g mais pas l’autre - ce qui peut se produire lorsque
la fonction biologique encode´e par g n’est pas particulie`rement importante,
voire meˆme nuisible pour l’une des espe`ces enfant suite a` un changement
d’environnement. Dans ce cas, g1 ne se trouve pas dans le ge´nome de l’espe`ce
s1, ou bien c’est g2 qui n’est pas dans s2. Voir la Figure 2.1 pour un exemple.
Le lien entre la spe´ciation au niveau ge´nomique et au niveau mole´culaire
est assez direct: les ge`nes subissent une spe´ciation lorsque l’espe`ce a` laquelle
ils appartiennent subissent une spe´ciation.
Notons que la spe´ciation d’un ge`ne peut cacher une duplication. Plus
pre´cise´ment, supposons qu’un ge`ne g de l’espe`ce s soit duplique´ en les copies
g1 et g2. Il est tout a` fait possible que l’une des deux copies redondante et
qu’elle soit e´ventuellement perdue. Il se peut alors que lors de la spe´ciation
de s en s1 et s2, les deux espe`ces conservent une copie diffe´rente du ge`ne.
Par exemple s1 conserve g1 et perd g2, et s2 conserve g2 et perd g1. De tels
phe´nome`nes rendent difficile la taˆche d’e´tablir une correspondance entre les
ge`nes des organismes.
3Il est aussi possible que des populations qui ne sont pas isole´es e´voluent en espe`ces
distinctes. Par exemple, certains ve´ge´taux ont la capacite´ d’hybridation, i.e. deux plantes
non-interfe´condes peuvent parfois cre´er un enfant dont le ge´nome est forme´ d’un hybride
des deux ge´nome. Nous n’allons pas explorer ces phe´nome`nes dans cette the`se.
17
s1 s2
s
g1 g2
g
s1 s2
s
g1
g
s1 s2
s
g
(1) (2) (3)
g1 g2
Figure 2.1: Illustration d’une spe´ciation, perte et duplication. En pointille´,
l’arbre d’espe`ces illustrant une spe´ciation de l’espe`ce s en les deux espe`ces s1
et s2. L’arbre emboˆıte´ dans l’arbre d’espe`ces est l’arbre du ge`ne g contenu
dans s. En (1), g subit une spe´ciation et cre´e´ les ge`nes descendants g1 dans
s1 et g2 dans s2. En (2), il y perte en cours de chemin vers s2, et donc s2
se retrouve sans copie de g. En (3), il y a duplication de g dans s. L’espe`ce
s se retrouve donc avec deux copies g1 et g2 dans son ge´nome. Ces deux
copies subissent ensuite une spe´ciation, et ainsi s1 et s2 se retrouvent aussi
avec deux copies.
2.1.2 Familles de ge`nes et relations
Une famille de ge`nes est un ensemble de ge`nes qui descendent tous d’un
anceˆtre commun. Deux ge`nes faisant partie de la meˆme famille sont appele´s
homologues. Dans cette the`se, on suppose que la relation d’homologie forme
une relation d’e´quivalence - en particulier, les familles forment une parti-
tion de l’ensemble des ge`nes. Les ge`nes homologues partagent une relation
de´termine´e par leur anceˆtre commun le plus re´cent. Deux ge`nes sont ortho-
logues si cet anceˆtre a subi une spe´ciation, et paralogues s’il a plutoˆt subi
une duplication [60]. L’importance de distinguer ces deux types de relations
est principalement lie´e a` la conjecture des orthologues [94].
Conjecture des orthologues
La conjecture des orthologues stipule que les ge`nes orthologues ont ten-
dance a` eˆtre plus similaires en termes de se´quence et fonction que les par-
alogues.
Prenons un ge`ne ancestral g, et supposons qu’il effectue une fonction
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vitale chez son espe`ce s. Si g subit un e´ve´nement de spe´ciation, ses descen-
dants directs g1 et g2 sont envoye´s chez les espe`ces enfants a` s. Si la fonction
qu’effectuait g e´tait vitale a` s, cette fonction devrait aussi l’eˆtre pour ses
descendants. On peut donc s’attendre a` ce que g1 et g2 n’aient pas subi de
mutations majeures pendant la spe´ciation. En e´tendant ce raisonnement a`
deux ge`nes g1 et g2 existant aujourd’hui et dont l’anceˆtre commun est une
spe´ciation, on s’attendrait a` ce que g1 et g2 soient similaires en terme de
se´quence et de fonction.
Mais si g subit plutoˆt une duplication, l’organisme s se retrouve alors
avec une copie supple´mentaire g′. Normalement, s n’a besoin que d’une
seule copie, disons g, pour combler la fonction vitale (il se pourrait tre`s bien
que g′ prenne le relais pour effectuer cette fonction). L’autre copie g′ est donc
“libre” d’e´voluer sans que ce ne soit le´thal a` l’espe`ce. On peut donc s’attendre
a` un taux de mutation plus e´leve´ chez g′, voire meˆme a` une modification de
sa fonction.
Formation de nouvelles familles
La formation de nouvelles familles se produit ge´ne´ralement suite a` une
duplication de ge`ne [74]. Il se peut qu’a` la suite d’une duplication, un ge`ne
g faisant partie d’une famille F accumule des mutations au point de devenir
me´connaissable par rapport aux autres membres de F . Si g n’est pas perdu
et demeure effectivement un ge`ne apre`s ces mutations, il aura alors fonde´ sa
propre famille dont les membres sont tous ses descendants.
La de´finition d’homologie est relativement vague a` ce sujet, ce qui a
d’ailleurs suscite´ quelques proble`mes quant a` son utilisation [60]. Dans
l’exemple du dernier paragraphe, g e´tait initialement issu d’une duplication
d’un autre ge`ne g′ de F . Mais alors, on peut argumenter que g descend quand
meˆme du plus vieil anceˆtre de F , meˆme s’il a accumule´ beaucoup de muta-
tions. A` quel moment peut-on alors parler de cre´ation d’une nouvelle famille?
Est-ce qu’une diffe´rentiation suffisante au niveau des se´quences peut justifier
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un tel e´ve´nement? Ou encore, est-ce que c’est le changement de fonction qui
entraˆıne la cre´ation d’une famille? Bien qu’inte´ressantes, nous n’aborderons
pas ces questions philosophiques ici. Plutoˆt, comme nous le verrons dans
la section 3.1, ces familles sont typiquement infe´re´es a` partir des se´quences
d’ADN des ge`nes, en supposant que les ge`nes d’une meˆme famille sont sim-
ilaires. Donc a` toutes fins pratiques, les familles sont simplement de´finies
par notre capacite´ a` distinguer une re´elle similarite´ entre deux ge`nes d’une
ressemblance due au hasard.
2.1.3 Synte´nie
Tel que mentionne´ plus haut, l’ordre des ge`nes peut eˆtre modifie´ au cours
de l’e´volution suite a` des e´ve´nements de re´arrangement. Deux ge´nomes ayant
le meˆme contenu ge´ne´tique ne sont donc pas garantis d’avoir les meˆmes ge`nes
dans le meˆme ordre. D’ailleurs, il y a ge´ne´ralement peu de conservation dans
l’ordre des ge`nes chez des espe`ces distantes [95]. On dit qu’il y a synte´nie
lorsqu’il y a une conservation d’ordre sur un ensemble de ge`nes. Un bloc
synte´nique est une sous-se´quence de ge`nes commune a` deux ge´nomes s1 et
s2. Par exemple, si s1 a les ge`nes (g1, g2, g3, g4) dans cet ordre sur un de ses
chromosomes, que s2 a les ge`nes (h1, h2, h3, h4) dans cet ordre, et que gi et
hi sont homologues pour chaque i, alors les deux sous-se´quences forment un
bloc synte´nique. Il n’y a pas de taille pre´cise pour de´crire un bloc synte´nique
- ge´ne´ralement trois ge`nes conse´cutifs suffisent.
Notons que cette de´finition de synte´nie ignore la distance interge´nique,
c’est-a`-dire le nombre de nucle´otides entre deux ge`nes adjacents sur le
ge´nome. Il y a un lien intime entre la synte´nie et la distance interge´nique: si
peu de nucle´otides se´parent deux ge`nes, il y a moins de chances qu’un change-
ment structurel vienne “casser” l’adjacence entre les deux ge`nes. On rapporte
d’ailleurs dans [126] que les ge`nes adjacents dans des blocs synte´niques ont
une distance interge´nique plus petite que les ge`nes adjacents en moyenne.
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2.2 Alignement de se´quences
Les me´thodes traditionnelles de contruction d’arbres ne´cessitent en entre´e
un ensemble de se´quences aligne´es. Soit S1, S2 deux se´quences de caracte`res
sur l’alphabet A 4. Un alignement entre S1 et S2 met en correspondance les
positions de S1 et de S2 afin de connaˆıtre celles qui ont pre´serve´es, inse´re´es
ou supprime´es. Il est plus facile de voir un alignement en ajoutant des trous,
c’est-a`-dire des caracte`res ‘-’, aux positions de S1 et S2 qui n’ont pas de
correspondance.
Un alignement global S ′1, S
′
2 est donc une obtenu en inse´rant des trous a`
travers S1 et S2 de fac¸on a` ce que les deux se´quences S
′
1 et S
′
2 re´sultantes
soient de la meˆme longueur n, et qu’il n’existe aucune position i telle que
S ′1[i] = ‘−
′ et S ′2[i] = ‘−
′. On de´duit que n ≤ |S1| + |S2|, i.e. la somme
des tailles des deux se´quences. On cherche l’alignement qui minimise le
couˆt d’alignement c(S ′1, S
′
2). On suppose que l’on connaˆıt une fonction de
couˆt f : A′ × A′ 7→ R, ou` A′ = A ∪ {‘−′}. Le couˆt a` la position i est
donne´ par ci(S
′
1, S
′
2) = f(S
′
1[i], S
′
2[i]), ou` S[i] de´note le caracte`re a` la position
i de S. Le couˆt total est donc c(S ′1, S
′
2) =
∑n
i=1 ci(S
′
1, S
′
2). L’algorithme
Needleman–Wunsch, un incontournable de la bioinformatique, permet de
retrouver un alignement de couˆt minimum entre S1 et S2 en temps O(|S1||S2|)
par programmation dynamique [114]. Ce couˆt minimum est parfois interpre´te´
comme une distance entre S1 et S2. Notons aussi que ce couˆt peut eˆtre
interpre´te´ comme un score en ajustant c ade´quatement.
Alignement multiple : Si on a plutoˆt un ensemble de se´quences S =
{S1, . . . , Sk} dont les tailles peuvent varier, un alignement multiple S
′ =
{S ′1, . . . , S
′
k} de S est obtenu en inse´rant des trous a` travers les se´quences de S,
encore une fois de fac¸on a` ce qu’elles soient toutes de la meˆme longueur n. Il
y a plusieurs fac¸ons d’attribuer un couˆt a` S ′, la plus commune e´tant le “sum-
4L’alphabet est habituellement de´note´ Σ, mais nous re´servons cette notation aux en-
sembles d’espe`ces
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of-pairs” dans lequel c(S ′) =
∑
1≤i<j≤n c(Si, Sj). Trouver un alignement
multiple minimisant le sum-of-pairs sous les mesures classiques (e.g. distance
d’e´dition, distance Hamming) est NP-complet [166]. Il existe tout de meˆme
une multitude de logiciels permettant de retrouver un alignement multiple
de qualite´ (Clustal [104], T-Coffee [118], MUSCLE [48], HMMER [58], ...).
Alignement local : E´tant donne´ deux se´quences S1 et S2, on peut se
demander quelles sous-chaˆınes de S1 et S2 s’alignent le mieux. Par ex-
emple, S1 et S2 peuvent eˆtre des se´quences de ge`nes diffe´rents, mais qui
partagent des domaines (i.e. des sous-se´quences encodant des taˆches simi-
laires) que l’on aimerait retrouver. A` chaque sous-chaˆınes S ′1 de S1 et S
′
2
de S2 correspond donc un score sc(S
′
1, S
′
2). Ce score est typiquement donne´
par un alignement global entre S ′1 et S
′
2 dans lequel les positions ayant le
meˆme caracte`re contribuent positivement au score, et les autres positions
ne´gativement. L’alignement local peut retrouver les sous-chaˆınes S ′1 et S
′
2
telles que sc(S ′1, S
′
2) est maximise´. L’algorithme Smith-Waterman [149], qui
est une variante de l’algorithme Needleman–Wunsch, permet d’accomplir une
telle taˆche en temps O(|S1||S2|).
BLAST : L’algorithme BLAST [4], qui tient lieu de Basic Local Align-
ment Search Tool, est une heuristique permettant d’approximer l’alignement
local. La complexite´ quadratique de Smith-Waterman rend parfois impossi-
ble la taˆche de retrouver un ge`ne a` travers une base de donne´es de plusieurs
ge´nomes, alors que BLAST est en mesure de le faire. L’algorithme proce`de
par filtrage en se´lectionnant des re´gions susceptibles d’eˆtre inte´ressantes, ce
qui re´duit l’espace de recherche et acce´le`re l’alignement local. L’ide´e de la
me´thode est, e´tant donne´ une se´quence S1 a` retrouver dans une se´quence S2
de grande taille, de d’abord de´composer S1 en ses |S1| − k + 1 sous-chaˆınes
de taille fixe k et, pour chacune d’entre elles, retrouver les positions de S2
ou` ces sous-chaˆınes apparaissent (peut-eˆtre a` quelques erreurs pre`s). BLAST
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essaie ensuite d’aligner S1 par extension aux positions trouve´es. C’est-a`-
dire, a` partir de l’occurrence S ′2 trouve´e dans S2, on essaie d’e´tendre S
′
2 de
un caracte`re (a` gauche ou a` droite) et de refaire un alignement avec S1.
Ces ope´rations d’extension continuent jusqu’a` ce que l’ajout d’un caracte`re
re´duise le score d’alignement. Ceci permet d’attribuer un score a` toutes les
re´gions rapporte´es, et celles-ci sont ensuite trie´es. BLAST donne aussi, pour
chaque alignement avec un score s, une valeur appele´e e-value, qui de´crit le
nombre de sous-chaˆınes attendues (au sens statistique) avec score s dans une
sous-chaˆıne ale´atoire de taille |S2|. On peut mode´liser une chaˆıne ale´atoire
de plusieurs fac¸ons, la plus simple e´tant de faire apparaˆıtre, a` chaque po-
sition, chaque caracte`re avec la meˆme probabilite´. On peut aussi attribuer
une probabilite´ distincte a` chaque nucle´otide ou acide amine´, par exemple
base´e sur le fre´quence du caracte`re dans le ge´nome. Il est toutefois difficile
de de´terminer si une e-value donne´e est significative ou non selon l’usage
qu’on veut en faire. A` titre d’exemple, la base de donne´es HOGENOM [122]
utilise le seuil de e-value de 10−4 pour de´cider si deux ge`nes peuvent eˆtre
homologues ou non.
2.3 Phyloge´nies, arbres de ge`nes et arbres d’espe`ces
Nous introduisons dans cette section les notations et de´finitions
pre´liminaires utilise´es dans cette the`se, ainsi que certaines ope´rations per-
mettant de passer d’un arbre a` l’autre. Ces ope´rations donnent lieu a` des
notions de distances entre des arbres. Nous formalisons ensuite les arbres de
ge`nes, d’espe`ces ainsi que l’association (que l’on appelle un mapping) qui les
unit.
2.3.1 Notations et de´finitions
Soit G un graphe simple non-oriente´. On de´signe par V (G) l’ensemble de
ses sommets et par E(G) l’ensemble de ses areˆtes. Nous noterons simplement
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par |G| le nombre de sommets |V (G)| de G. Le degre´ d’un sommet v est le
nombre de voisins de v dans G (ou de fac¸on e´quivalente, le nombre d’areˆtes
qui sont incidentes a` v). Une areˆte joignant deux sommets x et y est de´note´e
xy. Un arbre T est un graphe connexe sans cycle (notons que les areˆtes d’un
arbre ne sont pas oriente´es). Les sommets d’un arbre sont parfois appele´s
des noeuds. On dit que T est enracine´ s’il contient un sommet spe´cial r(T )
appele´ la racine. Sauf indication contraire, tous les arbres conside´re´s dans
cette the`se sont enracine´s. Dans ce cas, un noeud x est un descendant d’un
noeud y si y est sur le chemin unique entre x et r(T ). On dit alors que y
est un anceˆtre de x. On peut e´crire y ≥ x lorsque y est un anceˆtre de x (et
y > x si y 6= x). Si y > x et xy est une areˆte de T , alors x est un enfant
de y. Une feuille de T est un noeud de degre´ 1. Les noeuds qui ne sont pas
des feuilles sont des noeuds internes. On suppose que chaque feuille d’un
arbre est e´tiquete´e de fac¸on unique. L’ensemble des feuilles de T est de´note´
L(T ). Si x est un noeud de T , le sous-arbre enracine´ en x, de´note´ par Tx,
de´signe l’arbre contenant x et tous ses descendants et dont la racine est x.
Si v ∈ V (T ), le clade de v, de´note´ clade(v), est le sous-ensemble de feuilles
L(Tv). L’ensemble des clades de T est clades(T ) = {clade(v) : v ∈ V (T )}. Il
est possible de de´montrer qu’un arbre est entie`rement de´fini par clades(T ).
Deux arbres T1 et T2 sont dits e´gaux si clades(T1) = clades(T2), et dans ce
cas on e´crit T1 = T2.
L’anceˆtre commun le plus re´cent d’un ensemble de noeuds X ⊆ V (T ) est
l’anceˆtre de tous les noeuds de X qui le plus e´loigne´ de la racine. Il est de´note´
par lcaT (X) (lca tient lieu de lowest common ancestor). On peut e´crire
lcaT (x, y) lorsque |X| = 2. Par exemple, dans l’arbre T2 de la Figure 2.2,
lcaT2({a, b, c}) = y et lcaT2(d, e) = z. La notion de lca ne s’applique pas a`
des arbres non-enracine´s.
On dit que T est binaire si chaque noeud interne a exactement 2 enfants
(i.e. chaque noeud est de degre´ 3 ou 1, excepte´ r(T ) qui est de degre´ 2). Sauf
indication contraire, on e´crit x1 et x2 pour de´signer les deux enfants d’un
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Figure 2.2: Illustrations des notions principales sur les arbres. Les trois ar-
bres T1, T2 et T3 ont le meˆme ensemble de feuilles L(T1) = L(T2) = L(T3) =
{a, b, c, d, e, f}. T1 est un arbre non-enracine´ et non-binaire. T2 est un ar-
bre enracine´ et non-binaire. En fait, T1 et T2 sont identiques, a` l’exception
que l’on a de´signe´ y comme e´tant la racine de T2 et repre´sente´ l’arbre en
conse´quence. L’arbre T3, quant a` lui, est un arbre binaire enracine´. Outre les
clades correspondant aux feuilles (e.g. clade(a) = {a}), les clades de T2 sont
clade(x) = {a, b}, clade(z) = {d, e, f} et clade(y) = {a, b, c, d, e, f}, et donc
clades(T2) = {{a}, {b}, {c}, {d}, {e}, {f}, {a, b}, {d, e, f}, {a, b, c, d, e, f}}.
On a clades(T2) ⊂ clades(T3), et les seuls clades de clades(T3) \ clades(T2)
sont {e, f} et {c, d, e, f}. L’arbre T3 est donc une re´solution de T2.
noeud x. Si T est plutoˆt non-enracine´, on dit que T est binaire si chaque
noeud est de degre´ 1 ou 3. Une arbre e´toile T est un arbre enracine´ qui a un
seul noeud interne, soit r(T ), dont les enfants sont toutes les feuilles de T .
La Figure 2.3 illustre les ope´rations de greffe et contraction.
Si T est un arbre (enracine´ ou non), la contraction d’une areˆte xy consiste
a` supprimer y de T et a` ajouter aux voisins de x les voisins de y (autres que
x). Si T est enracine´, cette ope´ration correspond a` donner a` x les enfants
de y. La greffe d’une feuille ℓ a` T sur l’areˆte xy correspond a` subdiviser xy,
cre´ant ainsi un noeud z, puis a` ajouter ℓ comme enfant de z. On peut aussi
greffer un sous-arbre T ′ en remplac¸ant ℓ par r(T ′) dans cette de´finition.
2.3.2 Polytomies et re´solutions
Une polytomie est un arbre e´toile ayant plus de 2 feuilles. On dit qu’un
arbre G contient des polytomies s’il est non-binaire, i.e. si au moins un noeud
v a 3 enfants ou plus. Dans ce cas, la polytomie en v est l’arbre e´toile induit
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Figure 2.3: Illustrations des ope´rations de contraction et de greffe sur les
arbres enracine´s. Pour passer de T1 a` T2, l’areˆte xy est contracte´e, et ainsi
les enfants c et z de y deviennent les enfants de z. L’areˆte xz de T2 est
ensuite contracte´e pour passer a` T3, les enfants d, e de z e´tant donne´s a` x.
En bas, le passage de T1 a` T
′
2 se fait par la greffe de la feuille f sur l’areˆte
xw, cre´ant ainsi un nouveau noeud interne z′. Pour passer de T ′2 a` T
′
3, le
sous-arbre (g, h) est greffe´ a` l’areˆte xy, cre´ant un nouveau noeud interne z′′.
par v et ses enfants. Une re´solution de G (aussi appele´e une binarisation ou
encore un raffinement binaire) est un arbre binaire G′ qui conserve les meˆmes
relations ancestrales que G. Plusieurs de´finitions e´quivalentes de re´solution
sont utilise´es a` travers la litte´rature (et a` travers cette the`se). Les de´finitions
principales sont e´nonce´es ci-bas. Il n’est pas difficile (mais non-trivial) de
montrer leur e´quivalence, exercice que nous laissons au lecteur.
De´finition 2.1. Soit G un arbre non-binaire. Un arbre binaire G′ est une
re´solution de G si et seulement si G′ satisfait l’un des trois e´nonce´s suivants,
qui sont tous e´quivalents:
1. (pre´servation des anceˆtres) Une re´solution de G est un arbre binaire
G′ tel que L(G) = L(G′) et pour tout u, v ∈ V (G) avec u > v,
lcaG′(L(Gu)) > lcaG′(L(Gv)).
2. (pre´servation des clades) Une re´solution de G est un arbre binaire G′
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tel que clades(G) ⊆ clades(G′).
3. (de´finition re´cursive) Si G n’a qu’un seul sommet, alors G′ = G est
l’unique re´solution de G. Sinon, soient v1, . . . , vk les enfants de r(G).
Alors une re´solution G′ de G est un arbre binaire dont les feuilles sont
G1, . . . , Gk, ou` Gi est une re´solution de Gvi, 1 ≤ i ≤ k.
La Figure 2.2 illustre un exemple de re´solution. L’arbre T2 contient
deux polytomies, soient la polytomie en y et la polytomie en z. Il contient
trois clades non-triviaux de´finis par clade(x) = {a, b}, clade(z) = {d, e, f}
et clade(y) = L(T2). T3 est une re´solution, ou une binarisation, de T2. Il
contient tous les clades de T2, ainsi que deux clades supple´mentaires cre´e´s
par la re´solution.
Si P est une polytomie a` n + 1 feuilles, il y a un nombre exponentiel
de fac¸ons de re´soudre P - ce nombre est en fait le nombre de Catalan
Cn =
1
n+1
(
2n
n
)
=
∏n
k=2
n+k
k
, qui correspond au nombre d’arbres binaires
sur n+ 1 feuilles. Dans le langage asymptotique, ceci donne Θ( 4
n
n3/2
) (ce qui
peut s’obtenir par l’approximation de Stirling de n!). Nous discutons dans le
chapitre 4 de l’origine des polytomies dans les arbres de ge`nes, et des crite`res
permettant de choisir une “bonne” re´solution, notamment celle qui donne la
meilleure re´conciliation.
2.3.3 Ope´rations et distances sur les arbres
Nous pre´sentons ici les ope´rations NNI et RF, qui donnent lieu a` une dis-
tance entre deux arbres. La distance NNI a d’abord e´te´ introduite en 1971
afin d’e´valuer si deux arbres sur le meˆme ensemble de feuilles, binaires et
non-enracine´s, sont significativement plus similaires que deux arbres choisis
ale´atoirement [134]. Quant a` la distance RF, elle a e´te´ de´veloppe´e en 1981
dans un effort pour ge´ne´raliser la comparaison aux paires d’arbres pouvant
eˆtre enracine´s ou non, binaires ou non (en fait, le nombre de noeuds internes
des deux arbres n’a pas a` eˆtre e´gal), et dans lesquels les noeuds peuvent avoir
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plus d’une e´tiquette (incluant les noeuds internes) [133]. Dans le cadre de
cette the`se, l’ope´ration NNI est surtout utilise´e en tant que manipulation
e´le´mentaire permettant de passer d’un arbre a` un autre, par exemple dans
les algorithmes d’exploration d’espace d’arbres. Quant a` la distance RF, elle
est utilise´e en tant que mesure de similarite´ entre deux arbres, par exem-
ple lorsque l’on a un arbre de re´fe´rence et on veut savoir si notre arbre lui
ressemble ou non.
Nearest Neighbor Interchange (NNI) [112, 134]: soit T un arbre binaire
non-enracine´ et uv une areˆte dont u et v ne sont pas des feuilles. Alors u a
deux voisins u1, u2 distincts de v, et v a deux voisins v1, v2 distincts de u. Il y
a deux fac¸ons d’interchanger une paire de ces quatre sommets afin d’obtenir
un arbre diffe´rent. Par exemple, interchanger u1 et v1 correspond a` remplacer
l’areˆte u1u par u1v et l’areˆte v1v par v1u. On peut aussi interchanger u1 et v2
- les autres interchangements donnent un arbre e´quivalent lorsqu’on ne tient
compte que des e´tiquettes aux feuilles (voir la Figure 2.4 pour un exemple).
Cet interchangement est ce qu’on appelle une ope´ration NNI. Si T est plutoˆt
enracine´, une ope´ration NNI s’effectue sur une areˆte uv ou` u a deux enfants
v et u1, et v a deux enfants v1 et v2. Les interchangements possibles sont
alors u1 avec v1 ou encore u1 avec v2.
La distance NNI entre deux arbre binaires T1 et T2, enracine´s ou non, est
le nombre minimum d’ope´rations NNI a` effectuer sur T1 afin d’obtenir T2.
Trouver la distance NNI entre deux arbres est un proble`me NP-complet [89].
Robinson-Foulds (RF) [133]: une ope´ration RF peut eˆtre de´finie sur un
arbre non-binaire, enracine´ ou non, dont les feuilles sont e´tiquete´es. Une
ope´ration peut eˆtre la contraction d’une areˆte interne (i.e. une areˆte dont
aucun des bouts n’est une feuille)5, ou bien l’expansion d’une areˆte. La
contraction d’une areˆte est telle que de´finie dans la section 2.3, i.e. contracter
5L’article original de Robinson et Foulds permettait la contraction des areˆtes non-
internes et introduisait la notion de contraction e´tiquete´e. Mais il a e´te´ de´montre´ plus
tard que la contraction de ces areˆtes n’est jamais ne´cessaire pour minimiser la distance
RF.
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Figure 2.4: Illustrations des ope´rations NNI sur un arbre non-enracine´. (1)
Un arbre non-enracine´ et une areˆte uv, avec u et v des noeuds internes.
(2) L’arbre obtenu en interchangeant u1 et v1. (3) L’arbre obtenu en inter-
changeant u1 et v2.
une areˆte uv d’un arbre T correspond a` supprimer v de T et a` donner a` u
les voisins de v. L’expansion d’une areˆte uv consiste a` subdiviser uv, cre´ant
ainsi un nouveau noeud z, puis a` donner a` z soit un sous-ensemble des voisins
de u, soit un sous-ensemble des voisins de v. Par exemple, sur la Figure 2.5,
l’areˆte de T1 qui lie la racine et son fils gauche (en rouge) est contracte´e,
donnant lieu a` l’arbre T ′. Pour passer de T ′′ a` T ′′′, l’areˆte de T ′′ liant la
racine et son fils droit (en bleu) subit une expansion: un nouveau noeud est
cre´e´ sur l’areˆte, et le fils b de la racine est “donne´” a` ce nouveau noeud.
La distance RF entre deux arbres T1 et T2 est le minimum d’ope´rations
de contraction et d’expansion ne´cessaires a` effectuer sur T1 afin d’obtenir T2.
Bien qu’amusantes, les ope´rations RF sont tre`s peu utilise´es en pratique,
et c’est souvent la distance qui nous inte´resse, particulie`rement a` cause de
ses proprie´te´s the´oriques inte´ressantes [41]. Soit xy une areˆte d’un arbre
T . Si on retire xy de T , on de´connecte T et on obtient deux arbres A et
B. L’areˆte de´finit donc une bipartition {L(A),L(B)} que l’on appelle le
split de xy. L’ensemble des splits de T est l’ensemble des |T | − 1 splits
de T . Les proprie´te´s des splits ont d’abord e´te´ introduites dans [19]. Il
s’ave`re que la distance RF est e´gale au nombre de splits pre´sents dans T1
mais pas dans T2, plus le nombre de splits dans T2 mais pas dans T1. Si
T1 et T2 sont deux arbres binaires enracine´s, cette distance est e´gale a` 2 ·
|clades(T1) \ clades(T2)|, i.e. deux fois le nombre de clades pre´sents dans
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Figure 2.5: Illustrations ope´rations RF sur un arbre enracine´. T1 et T2 sont
deux arbres donne´s, et T ′, T ′′ et T ′′ illustrent une se´quence ayant un minimum
d’ope´rations pour passer de T1 a` T2: deux contractions (les areˆtes rouges
indiquent l’areˆte qui est contracte´e a` l’e´tape subse´quente) et deux expansions
(sur les areˆtes bleues).
T1 mais pas dans T2. Cette proprie´te´ est une conse´quence du fait qu’il y a
une bijection entre les splits de T et clades(T ) \ L(T ). Sur la Figure 2.5,
clades(T1) \ clades(T2) = {{a, b, }, {d, e, f}} contient deux clades, et donc la
distance RF entre les deux arbres est de 4 - ce qui correspond au nombre
de contractions et d’expansions ne´cessaires pour passer de T1 a` T2. Ces
proprie´te´s permettent de calculer la distance RF en temps line´aire. Malgre´
ses de´fauts - de´placer une seule feuille d’un arbre peut changer comple`tement
sa distance - la distance RF est la plus utilise´e e´tant donne´ la vitesse a` laquelle
elle peut eˆtre calcule´e.
Il existe d’autres ope´rations dignes de mention auxquelles on peut
rattacher une distance. Par exemple, l’ope´ration Subtree prune and re-
graft (SPR) consiste a` enlever un sous-arbre et a` le greffer sur une autre
branche [77, 78]. Cette ope´ration a e´te´ utilise´e dans le contexte des mode`les
e´volutifs permettant la recombinaison (le mixage de mate´riel ge´ne´tique de
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parents, ce qui peut donner lieu a` un enfant qui posse`de des traits qui ne
sont dans aucun des parents). L’ope´ration tree bisection and reconnection
(TBR), quant a` elle, supprime une areˆte cre´ant ainsi deux arbres. Ceux-ci
sont rejoint en ajoutant un sommet sur une areˆte quelconque a` chacun des
deux arbres, et on ajoute une areˆte joignant ces deux sommets. L’ope´ration
TBR est surtout utilise´e pour e´nume´rer le voisinage d’un arbre de fac¸on ex-
haustive, puisque le nombre d’ope´rations TBR possibles (O(n3)) sur un arbre
est plus e´leve´ que le nombre de mouvements NNI (O(n)) ou SPR (O(n2))
possibles [156].
2.3.4 Arbres de ge`nes, arbres d’espe`ces et lca-mapping
D’un point de vue formel, une famille de ge`nes homologues Γ =
{g1, . . . , gn} (ou simplement une famille de ge`nes) est un ensemble de ge`nes
(ou` les gi peuvent eˆtre repre´sente´s par leur nom, leur se´quence, etc.). Chaque
ge`ne g ∈ Γ appartient a` une espe`ce donne´e σ(g), et l’ensemble des espe`ces
ayant un ge`ne dans Γ est de´note´ par Σ. A` travers cette the`se, on suppose
que σ(g) est connu pour tout ge`ne g de Γ.
Un arbre G est un arbre de ge`nes pour Γ si L(G) = Γ, et un arbre
S est un arbre d’espe`ces pour Σ si L(S) = Σ. Les ge`nes repre´sente´s par
les feuilles de G sont appele´s les ge`nes existants et ceux repre´sente´s par
les noeud internes les ge`nes ancestraux. Dans cette the`se, une phyloge´nie
de´signe un arbre de ge`nes ou un arbre d’espe`ces. Sauf indication contraire,
toutes les phyloge´nies sont binaires. D’un point de vue biologique, si G
est une phyloge´nie, chaque ge`ne ancestral g a deux enfants g1 et g2 qui
repre´sentent ses deux descendants directs suivant un e´ve´nement de spe´ciation
ou duplication. D’une fac¸on similaire, si S est une phyloge´nie, les deux
enfants s1 et s2 d’une espe`ce ancestrale s repre´sentent les espe`ces engendre´es
par un e´ve´nement de spe´ciation ayant affecte´ s. On suppose dans le reste de
cette section que G et S sont des phyloge´nies (donc binaires).
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LCA-mapping
Puisque l’on suppose que σ est connu, on peut associer chaque ge`ne exis-
tant g ∈ L(G) a` son espe`ce σ(g), qui est une feuille de S. Par contre, il nous
est souvent ne´cessaire d’associer aussi chaque ge`ne ancestral a` une espe`ce
dans S. Cette information nous est inconnue, et elle doit eˆtre infe´re´e. On
e´crit s(g) pour de´signer l’espe`ce associe´e a` un noeud g. On impose a` s(g)
deux conditions:
1. si g est une feuille de G, alors s(g) = σ(g);
2. si g ≥ g′, alors s(g) ≥ s(g′).
La deuxie`me condition nous assure que les contraintes temporelles
repre´sente´es par G et S sont satisfaites, i.e. qu’un descendant de g ne se
retrouve pas dans une espe`ce ayant existe´ avant l’apparition de g. De´notons
Σ(g) = {σ(g′) : g′ ∈ L(Gg)} l’ensemble des espe`ces dans lesquelles les de-
scendants de g se retrouvent. Alors une conse´quence imme´diate de nos con-
traintes sur s est que s(g) ≥ lcaS(Σ(g)), puisque s(g) doit eˆtre un anceˆtre de
chaque espe`ce pre´sente dans Σ(g). Nous nous inte´ressons au cas particulier
du lca-mapping, dans lequel cette ine´galite´ devient une e´galite´.
De´finition 2.2. Le lca-mapping s : V (G) → V (S) associe chaque ge`ne
existant et ancestral de G a` une espe`ce de S de la fac¸on suivante:
1. si g ∈ L(G), alors s(g) = σ(g);
2. sinon, s(g) = lcaS(Σ(g))
Bien suˆr, rien ne nous garantit que le lca-mapping identifie correctement
l’espe`ce contenant chaque ge`ne ancestral. Cette association peut eˆtre vue
comme parcimonieuse, dans le sens ou` elle choisit pour le ge`ne g l’espe`ce la
plus re´cente qui pourrait le contenir (selon nos contraintes). Un des avantages
principaux du lca-mapping est qu’il nous permet d’infe´rer une re´conciliation
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minimale, c’est-a`-dire une histoire de famille de ge`nes qui ne´cessite un mini-
mum d’explications en termes de pertes et de duplications de ge`nes. Il faut
tout de meˆme noter que dans les mode`les ou` les transferts horizontaux de
ge`nes sont permis, le lca-mapping n’est plus parcimonieux. En effet, il est
possible que pour un ge`ne ancestral g d’une espe`ce s1, une copie g
′ soit trans-
mise a` une autre espe`ce s2 ayant co-existe´ a` la meˆme e´poque (i.e. de fac¸on
“horizontale”, c’est-a`-dire que s2 n’est pas un descendant de s1). Or, dans
l’arbre de ge`nes on aura que g est le parent de g′, alors que s(g) = s1 et
s(g′) = s2, violant ainsi la deuxie`me condition d’un mapping. D’autres com-
plexite´s surviennent en pre´sence de transferts, notamment les “transferts des
morts”. Nous ne traitons pas de ces cas ici, et re´fe´rons le lecteur a` [158]
pour plus de de´tails.
Il est aussi important de mentionner que meˆme sans pre´sence de trans-
ferts, l’utilisation du lca-mapping a e´te´ remise en question a` quelques reprises,
notamment dans le contexte de re´conciliation probabiliste [45, 110]. Certains
mode`les permettent d’ailleurs d’associer un ge`ne a` une areˆte s1s2 de S (plutoˆt
qu’a` un noeud), ce qui peut repre´senter soit l’existence d’une espe`ce s entre
s1 et s2 dont nous ignorions l’existence, ou bien l’apparition du ge`ne pendant
la transition de s1 vers s2.
2.4 Mode`le DLS et re´conciliation
Nous utilisons le mode`le DLS (Duplication, Loss, Speciation) dans lequel
chaque ge`ne ancestral g subit exactement un de ces trois e´ve´nements6:
• la duplication se produit lorsque g cre´e´ une copie g′ de lui-meˆme dans
le ge´nome de son espe`ce s, et chaque copie e´volue inde´pendamment;
• la spe´ciation se produit lorsque l’espe`ce s contenant g se divise en deux
6On suppose ici que l’histoire d’une famille de ge`nes est re´gie par ces trois e´ve´nements.
D’autres types d’e´ve´nements tels que le transfert horizontal et l’hybridation peuvent sur-
venir, mais nous n’en tenons pas compte dans cette the`se.
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espe`ces s1 et s2, et que le ge`ne g transmet une copie g1 a` s1 et une copie
g2 a` s2;
• la perte de g se produit ge´ne´ralement par une accumulation de muta-
tions qui le rendent non-fonctionnel.
La re´conciliation, e´tablie depuis 1979 [67], vise a` identifier les ge`nes an-
cestraux d’un arbre de ge`nes G ayant subi une duplication ou une spe´ciation,
et d’identifier les ge`nes ancestraux qui ont e´te´ perdus. On peut trouver dans
la litte´rature (et dans cette the`se) une multitude de de´finitions e´quivalentes
de la re´conciliation. Nous donnons ici celle qui, selon l’auteur, est la plus
simple a` concevoir.
Avant de proce´der, il est a` noter que l’on introduit dans cette section la
notion de consistance d’une spe´ciation. Une autre de´finition de ‘consistance’
est donne´e au chapitre 3, celle-ci applicable a` un ensemble d’arbres. Qui
plus est, on de´finit un ensemble de relations ‘consistantes’ au chapitre 6.
L’utilisation de meˆme terme pour de´signer trois concepts diffe´rents est certes
regrettable, mais c’est la terminologie qui a e´te´ utilise´e dans les articles de
cette the`se, et ceux-ci sont pre´sente´s tels que publie´s.
Duplication et spe´ciation
Un e´tiquetage de G est une fonction ev : V (G) \ L(G) →
{Duplication, Speciation}. Si ev est donne´, on dit que g de G est
une spe´ciation (respectivement, une duplication) pour signifier si ev(g) =
Speciation (respectivement, ev(g) = Duplication).
Les e´tiquetages ne sont pas tous valides par rapport a` S. En ef-
fet, lorsqu’un ge`ne ancestral g contenu dans l’espe`ce s = s(g) subit une
spe´ciation, ses enfants g1 et g2 sont, respectivement, envoye´s dans les espe`ces
s1 et s2. On doit donc s’attendre a` ce que tout ge`ne descendant de g1 soit
dans une espe`ce descendante de s1, et tout ge`ne descendant de s2 soit dans
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dans une espe`ce descendante de s2. Cette condition de´termine la consistance
avec S telle que de´finie ci-bas:
De´finition 2.3. Soient S un arbre d’espe`ces et G un arbre de ge`nes e´tiquete´.
Un sommet de spe´ciation g avec s = s(g) est dit consistant avec S si s(g1) ≤
s1 et s(g2) ≤ s2.
On dit que G est consistant avec S si tous ses sommets de spe´ciation sont
consistants avec S.
Notons qu’il n’y a pas de contraintes quant a` l’e´tiquetage d’un noeud
par Duplication. Un exemple d’e´tiquetage de G consistant S est donne´ a` la
Figure 2.6.
Une question naturelle survient alors: e´tant donne´ un arbre d’espe`ce S et
un arbre de ge`nes G, quel est l’e´tiquetage de G qui est consistant avec S et
qui minimise le nombre de duplications? Il s’ave`re que la re´ponse passe par
le lca-mapping.
The´ore`me 2.4. [69] Un e´tiquetage de G qui minimise le nombre de du-
plications est obtenu par le lca-mapping s(g) = lcaS(Σ(g)) pour tout som-
met interne g de G, et l’e´tiquetage ev(g) = Duplication si s(g) = s(g1) ou
s(g) = s(g2), et ev(g) = Speciation sinon.
L’arbre G′ dans la Figure 2.6 est e´tiquete´ de fac¸on a` minimiser le nom-
bre de duplications. Notons que le lca-mapping n’est pas ne´cessairement la
seule association ge`ne-espe`ce permettant de minimiser les duplications. Mais
comme nous le verrons, il devient ne´cessaire lorsque l’on veut aussi minimiser
les pertes.
Perte de ge`nes
L’e´tiquetage ne suffit pas a` expliquer comple`tement l’histoire d’une famille
de ge`nes. Reprenons la Figure 2.6 en exemple. L’espe`ce ancestrale y de S
a comme enfants x et f . Si g est un ge`ne de y ayant subit une spe´ciation,
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Figure 2.6: (1) Un arbre d’espe`ces S. (2) Un arbre de ge`nes G. Le nom d’un
ge`ne a` une feuille correspond a` l’espe`ce contenant le ge`ne (e.g. s(a1) = a).
(3) G′ est l’arbre G dont les noeuds internes sont e´tiquete´s par Duplication et
Speciation. Chaque noeud ancestral de G′ est annote´ par son lca-mapping.
Les carre´s bleus indiquent une duplication, et les autres noeuds internes sont
des spe´ciations. Cet e´tiquetage est consistant avec S, et changer l’une des
duplications en spe´ciation produirait un noeud inconsistant. (4) R est la
re´conciliation entre G et S minimisant pertes et duplications. Les pertes
sont indique´es par les lignes pointille´es rouges.
on s’attend donc a` ce que g, dans son arbre de ge`nes, ait un enfant dans
l’espe`ce x et un autre dans f . Ce n’est toutefois pas le cas dans G′, ou` il
semble manquer un ge`ne de l’espe`ce x entre e1 et son parent. Informellement,
un ge`ne g de y se serait transmit a` e en “sautant” l’espe`ce x. Ceci peut
s’expliquer par une perte du ge`ne dans l’espe`ce d, puisque si ce dernier e´tait
ajoute´, on observerait alors le ge`ne dans l’espe`ce x, tel que de´montre´ sur R
dans la Figure 2.6. Dans le cas ou` g subit une duplication, on s’attend a` ce
que les deux ge`nes enfants se retrouvent dans la meˆme espe`ce que g. Sinon,
des pertes doivent eˆtre ajoute´es, tel qu’illustre´ par la perte ajoute´e entre a2
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et son parent sur R.
On peut donc expliquer les incongruences de G et son e´tiquetage en y
ajoutant les ge`nes perdus manquants. Une augmentation de G est un arbre
R obtenu en greffant a` G des feuilles que l’on appelle les pertes. Chaque perte
p est associe´e a` une espe`ce σ(p) ∈ V (S), en on appelle p une perte en σ(p).
Notons que σ(p) peut eˆtre un noeud interne de S, contrairement aux ge`nes
existants. Nous pouvons maintenant de´finir formellement la re´conciliation
entre un arbre de ge`nes et un arbre d’espe`ces dans le mode`le DLS.
De´finition 2.5. Une re´conciliation entre G et S est une augmentation R de
G accompagne´e d’un e´tiquetage ev satisfaisant, pour tout sommet interne g
de R:
1. si ev(g) = Duplication, alors s(g) = s(g1) = s(g2);
2. si ev(g) = Speciation avec s = s(g), alors s(g1) = s1 et s(g2) = s2.
On de´note par d(R) le nombre de noeuds de duplications de R et par ℓ(R)
son nombre de pertes7. Le couˆt de re´conciliation est c(R) = d(R)+ℓ(R). On
peut alors se demander comment trouver la re´conciliation R qui minimise ce
couˆt. Le the´ore`me suivant stipule qu’il suffit de minimiser les duplications
tel que de´crit plus haut, puis d’ajouter les pertes requises par la de´finition
d’une re´conciliation.
The´ore`me 2.6. [69] La re´conciliation R entre G et S qui minimise d(R)+
ℓ(R) est unique et peut eˆtre obtenue de la fac¸on suivante:
1. Appliquer le lca-mapping s a` G;
2. E´tiqueter G: g ∈ V (G) est une duplication si s(g) = s(g1) ou s(g) =
s(g2), et une spe´ciation sinon;
7Notons que certaines de´finitions de re´conciliation remplacent chaque perte p en s par
le sous-arbre Ss, faisant en sorte que toutes les feuilles de R sont associe´es a` des feuilles
de S. Dans ce cas, ℓ(R) est donne´ par le nombre de sous-arbres de S greffe´s a` R.
37
3. Ajouter les pertes: pour chaque branche gg′, ou` g est le parent de g′,
• si g est une spe´ciation, greffer une perte en s pour chaque espe`ce
s pre´sente sur le chemin entre s(g) et s(g′), excluant s(g) et s(g′);
• si g est une duplication et s(g) 6= s(g′), greffer une perte en s
pour chaque espe`ce s pre´sente sur le chemin entre s(g) et s(g′),
incluant s(g) et excluant s(g′).
Duplication apparentes et non-apparentes
Les duplications d’un arbre re´concilie´ R peuvent eˆtre apparentes ou non-
apparentes. Un noeud de duplication g ayant deux enfants g1 et g2 est une
duplication apparente si Σ(g1)∩Σ(g2) 6= ∅, et une duplication non-apparente
sinon. Les duplications apparentes sont ge´ne´ralement conside´re´es comme
plus plausibles: s’il y a eu duplication en g, on s’attend a` ce qu’au moins
une espe`ce ait deux copies de g (ou deux copies d’un ge`ne descendant de
g). Les duplications non-apparentes, quant a` elles, laissent croire qu’il y a
eu duplication mais qu’une seule copie ait surve´cu dans chacune des espe`ces,
impliquant la pre´sence d’une perte dans chacune d’entre elles. L’arbre R
de la Figure 2.6 illustre les deux types de duplication. La duplication en w
est apparente, puisqu’un ge`ne de l’espe`ce a est trouve´ de part et d’autre du
noeud. La duplication en y est quant a` elle non-apparente, puisque ses feuilles
descendantes repre´sentent toutes des ge`nes d’espe`ces diffe´rentes. Notons que
la re´conciliation R est la plus parcimonieuse, et il est donc possible qu’une
re´conciliation optimale dans le mode`le DLS contienne des duplications non-
apparentes.
Les duplications non-apparentes sont qualifie´es de “douteuses” dans la
base de donne´es Ensembl [61].
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Re´conciliations de grande taille
Si R est une re´conciliation entre G et S, la taille de R peut eˆtre signi-
ficativement plus grande que celle de G a` cause de l’ajout des pertes. Ce
fait est utilise´ sans preuve dans le chapitre 4, et nous en faisons donc la
de´monstration ici.
The´ore`me 2.7. Il existe une infinite´ d’arbres d’espe`ces S et d’arbres de
ge`nes G tels que la re´conciliation la plus parcimonieuse R entre G et S a
Ω(|G||S|) noeuds.
De´monstration. Soit S l’arbre binaire a` n feuilles obtenu d’un chemin de
longueur n − 1 en ajoutant a` chaque sommet une feuille voisine, puis une
feuille voisine a supple´mentaire a` une des deux extre´mite´s du chemin (on
appelle parfois S une chenille, ou caterpillar en anglais). L’autre extre´mite´
r est l’unique sommet de degre´ 2 et forme donc la racine. Soit b la feuille
dont r est le parent. Notons que n − 2 ≥ |S|/3 sommets se´parent a de r
(puisque |S| = 2n − 1). Soit (a, b) l’arbre de ge`nes a` deux feuilles a1 et b1,
tel que s(a1) = a et s(b1) = b. Alors G est obtenu avec |S| copies disjointes
de (a, b) dont les racines sont jointes arbitrairement afin d’obtenir un arbre
binaire. Il s’ensuit que |G| a 2|S| feuilles et donc 4|S| − 1 noeuds. Dans la
re´conciliation R, chaque copie de (a, b) ne´cessite n− 2 pertes sur la branche
entre a1 et son parent (une perte pour chaque noeud entre a et r dans S).
Donc, le nombre de sommets de R est |S|(n−2)+ |G| ≥ |S||S|/3 ∈ Ω(|S||G|)
car |G| ∈ Θ(|S|).8
2.4.1 Parcimonie et autres re´conciliations
La re´conciliation de´crite ci-haut, qui est utilise´e a` travers cette the`se,
s’appuie sur le principe de la parcimonie. La minimisation des duplications
8Notons qu’au sens strict, G doit contenir un ge`ne pour chaque espe`ce de S - nous
laissons le soin au lecteur de ve´rifier qu’ajouter une copie de S dans G ne change pas le
re´sultat)
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et pertes est justifie´e par l’ide´e que l’explication la plus simple est celle qui
devrait eˆtre pre´fe´re´e. On l’appelle d’ailleurs la MPR dans la litte´rature,
pour Most Parsimonious Reconciliation. La vie serait bien e´videmment
trop facile si la parcimonie e´tait toujours respecte´e, et quelques autres
mode`les de re´conciliation ont e´te´ imagine´s. Dans [145], on propose une
me´thode Baye´sienne permettant d’infe´rer une distribution de probabilite´s
sur les re´conciliations possibles. Le mode`le e´tudie´ est plus complexe qu’ici
et se base sur la vraisemblance statistique d’un mapping ge`ne-espe`ce et
d’une re´conciliation. La fonction de vraisemblance est calcule´e a` partir des
se´quences des ge`nes, d’un mode`le d’e´volution et de taux de substitutions
sur les branches de l’arbre de ge`nes. Dans ce mode`le, des e´ve´nements sous-
optimaux au point de vue parcimonie sont permis, puisqu’ils peuvent eˆtre
mieux supporte´s au point de vue de la vraisemblance. Il est donc possible que
le mapping ge`ne-espe`ce le plus vraisemblable ne soit pas le lca-mapping, et
que des pertes et duplications n’apparaissant pas dans la MPR soient infe´re´es.
Le mode`le ne´cessite l’apprentissage de taux de pertes et duplications, ainsi
qu’une estimation des temps repre´sente´s par les branches des arbres. Les
auteurs de [45] ont e´tudie´ la distribution des re´conciliations obtenues et ont
montre´ qu’elle est domine´e par un petit ensemble de re´conciliations qui sont
tre`s proches de la MPR. L’exactitude de la MPR est toutefois de´battue.
Dans [131], une e´tude empirique sur des arbres simule´s montre que dans 98%
des cas, la re´conciliation MPR est la plus statistiquement vraisemblable. Ceci
contraste avec les re´sultats dans [110], ou` les auteurs obtiennent, sur des ar-
bres de verte´bre´s, que dans 19% des cas, la re´conciliation MPR n’est pas la
plus vraisemblable - les auteurs expliquent cette diffe´rence par leur utilisa-
tion d’un mode`le e´volutif plus re´aliste. Mentionnons aussi que la premie`re
e´tude a e´te´ faite sur des arbres simule´s alors que la seconde a e´te´ faite sur
des donne´es re´elles. Nous n’allons pas nous engluer davantage dans ce de´bat
ici et allons nous contenter de la re´conciliation MPR.
Notons par ailleurs qu’il existe des me´thodes de re´conciliation perme-
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ttant d’incorporer d’autres e´ve´nements e´volutifs. En particulier, on peut
s’inte´resser au mode`le DTLS, ou` les transferts horizontaux de ge`nes sont
permis, i.e. le transfert de ge`nes d’une espe`ce a` une autre espe`ce ayant existe´
a` la meˆme e´poque. La plupart des travaux faits dans ce mode`le se basent
sur la parcimonie. On cherche alors a` minimiser les e´ve´nements de dupli-
cations et transferts, et parfois aussi de pertes. Ce type de re´conciliation
e´tend la notion d’arbre d’espe`ces a` celle de re´seaux phyloge´ne´tiques [86], qui
peut eˆtre vu comme un arbre oriente´ auquel on ajoute des arcs entre des
noeuds qui sont se´pare´s. On ne connaˆıt habituellement pas ces arcs, et ils
doivent souvent eˆtre infe´re´s pendant la re´conciliation. Toutefois, on veut
e´viter de produire des sce´narios dans lesquels une espe`ce transmet un ge`ne a`
une espe`ce ayant autre existe´ a` une autre e´poque. En particulier, le re´seau
phyloge´ne´tique d’espe`ces doit eˆtre sans cycle. Le proble`me de minimiser
le nombre de duplications et de transferts seulement devient NP-complet
lorsqu’on ne sait pas quelles espe`ces ont cohabite´ [73], mais peut se faire en
temps polynomial si les branches de l’arbre d’espe`ces sont date´es [44]. Tel
que mentionne´ plus haut, le lca-mapping n’est plus valable en pre´sence de
transferts, et il y a une multitude d’espe`ces auxquelles un ge`ne ancestral a
pu appartenir. L’algorithme de minimisation de duplications et transferts
accomplit sa taˆche en remplissant une table de programmation dynamique
a` deux dimensions: une pour les ge`nes ancestraux et une pour les espe`ces
ancestrales. Un couˆt de re´conciliation est calcule´ pour chaque paire (g, s) de
ge`ne et d’espe`ce repre´sentant le mapping s(g) = s.
Aussi, on fait e´tat dans [170] et [132] de la re´conciliation avec pertes,
duplications et coalescence profonde. Cette notion explique les diffe´rences
entre G et S par la coexistence de plusieurs alle`les d’un ge`ne qui e´voluent
diffe´remment. L’article propose une heuristique dont le temps et la pre´cision
the´oriques restent vagues, et la complexite´ du proble`me demeure inconnue.
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CHAPITRE 3
CONSTRUCTION ET CORRECTION D’ARBRES DE GE`NES
Nous de´crivons dans ce chapitre les me´thodes algorithmiques lie´es a` la
construction et a` la correction d’arbres de ge`nes. Nous adoptons ici le pro-
cessus d’infe´rence d’arbre de ge`nes base´ sur les trois grandes e´tapes suivantes:
1. infe´rer une famille F de ge`nes homologues;
2. construire un arbre de ge`nes a` partir des se´quences de F aligne´es;
3. de´tecter les erreurs pre´sentes dans G et le corriger/l’ame´liorer.
Nous survolons dans ce chapitre les me´thodes permettant de re´aliser
chacune de ces e´tapes. Dans cette the`se, nous nous concentrons surtout
sur la de´tection et la correction d’erreurs (chapitres 4, 5 et 6). Une
bonne connaissance des me´thodes actuelles d’infe´rence de familles et ar-
bres de ge`nes est toutefois ne´cessaire afin de comprendre d’ou` proviennent
les erreurs et ainsi motiver la ne´cessite´ d’algorithmes de correction. Nous
de´crivons donc brie`vement dans la section 3.1 comment les familles de ge`nes
sont ge´ne´ralement infe´re´es et, dans la section 3.2, survolons les me´thodes
d’infe´rence phyloge´ne´tique traditionnelles. Celles-ci sont ge´ne´riques et appli-
cables a` des jeux de donne´es qui ne sont pas ne´cessairement issus de la biolo-
gie. Nous comple´tons donc cette section en pre´sentant les re´centes me´thodes
d’infe´rence qui s’appliquent spe´cifiquement aux arbres de ge`nes.
Aussi, comme nous le verrons dans le chapitre 7, il est possible de par-
titionner une famille en sous-groupes de ge`nes qui sont plus faciles a` traiter
(par exemple en groupe d’orthologues), puis d’infe´rer un arbre pour cha-
cun de ces groupes. On obtient ainsi des arbres de ge`nes en lesquels on a
un meilleur degre´ de confiance, que l’on peut ensuite combiner en un seul
“superarbre”. Il existe bien des fac¸ons de de´finir ce qu’est un ‘bon’ superar-
bre et, conse´quemment, une multitude de me´thodes existent pour combiner
plusieurs arbres en un. Nous passons en revue ces me´thodes dans la sec-
tion 3.3, en mettant l’emphase sur l’algorithme Build. Ces me´thodes sont
ge´ne´rales et peuvent s’appliquer a` n’importe quel type d’arbre, et nous mon-
trons comment Build peut eˆtre e´tendu au cas spe´cifique de superarbre de
ge`nes dans le chapitre 7.
Nous terminons ce chapitre par la section 3.4, qui de´crit les principales
sources d’erreur au sein d’un arbre de ge`nes, puis propose une revue des
me´thodes actuelles de correction d’arbres de ge`nes. C’est dans le cadre du
de´veloppement de telles me´thodes de correction que viennent se placer les
algorithmes pre´sente´s dans cette the`se.
3.1 Infe´rence de familles de ge`nes
Afin de regrouper des ge`nes en famille, on effectue typiquement une
recherche BLAST “all-against-all” entre les ge`nes provenant de plusieurs
ge´nomes. C’est-a`-dire, pour chaque ge`ne g, on fait une recherche BLAST
de sa se´quence a` travers tous les ge´nomes (incluant son propre ge´nome).
Chaque ge`ne g′ trouve´ ayant produit une e-value de´passant un certain seuil
(e.g. 10−20) est retenu comme e´tant un membre potentiel de la famille de
g. Ces relations de similarite´ sont repre´sente´es sous la forme d’une graphe
BLAST dont les sommets sont les ge`nes, et ou` g et g′ forment une areˆte s’ils
ont e´te´ retenus comme “fre`res” potentiels. Ces areˆtes peuvent eˆtre e´tiquete´es
par le score BLAST correspondant. La dernie`re e´tape consiste a` former des
clusters dans ce graphe, c’est-a`-dire partitioner les sommets en composantes
fortement connexes. Il y a plusieurs fac¸on d’accomplir cette taˆche, mais la
plus utilise´e est sans doute l’algorithme du Markov clustering (MCL) [162].
En bref, l’ide´e derrie`re MCL est d’effectuer des marches ale´atoires sur le
graphe. Une telle marche aura du mal a` sortir d’une composante forte-
ment connexe du graphe, et avec suffisamment d’ite´rations on peut ainsi les
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de´tecter [50].
A` travers cette the`se, nous supposons que le travail d’identification de
familles a e´te´ fait et que les ge`nes homologues nous sont donne´s. Il est toute-
fois important de garder en teˆte que les me´thodes actuelles d’infe´rence ne
sont pas parfaites. Il y a effectivement une multitude de sources d’erreurs
possibles: il peut y avoir eu des erreurs de se´quenc¸age, BLAST peut avoir
manque´ des occurrences de ge`nes homologues, les seuils BLAST utilise´s peu-
vent avoir e´te´ mal choisis, ou encore une fausse similarite´ peut avoir e´te´
infe´re´e (par exemple si beaucoup de familles partagent des re´gions d’ADN
similaires “ge´ne´riques”, c’est-a`-dire des sous-se´quences re´utilisables [37]). Un
des impacts de telles erreurs est que l’on peut croire qu’un ge`ne a e´te´ perdu
chez un anceˆtre puisqu’on ne le trouve pas dans la famille, alors que la cause
est simplement un proble`me d’infe´rence.
3.2 Me´thodes d’infe´rence phyloge´ne´tique
Les me´thodes de´crites dans cette section peuvent servir a` reconstruire
l’arbre e´volutif de n’importe quel type d’e´le´ments auxquels on peut associer
une se´quence ou une distance, ce qui inclut les ge`nes et les espe`ces. Nous
ne faisons qu’un bref survol des me´thodes ge´ne´riques de reconstruction, et
re´ferrons le lecteur a` [57] pour de plus amples de´tails.
Afin de faire abstraction du type d’e´le´ment e´tudie´, on appelle un
e´le´ment particulier (e.g. un ge`ne ou une espe`ce) une unite´ taxonomique
ope´rationnelle, ou UTO. On divise les me´thodes traditionnelles d’infe´rence
de phyloge´nie en deux grandes cate´gories: les me´thodes base´es sur les car-
acte`res et les me´thodes base´e sur les distances.
3.2.1 Me´thodes base´es sur les caracte`res
On suppose ici que l’on peut associer a` chaque UTO x un vecteur de traits
de caracte`res (x1, . . . , xk) de meˆme taille. Dans les premie`res reconstruc-
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tions d’arbres d’espe`ces, ces vecteurs correspondaient aux phe´notypes des
espe`ces (i.e. les caracte´ristiques observables), chaque position i repre´sentant
un trait particulier et xi la valeur pour ce trait (par exemple 0 ou 1 pour
l’absence/pre´sence du trait). Dans les me´thodes d’infe´rence phyloge´ne´tique
modernes, les traits conside´re´s sont ge´ne´ralement les colonnes de l’alignement
multiple de se´quences d’ADN ou d’acides amine´s.
Dans le reste de cette section, on suppose que l’on dispose d’un ensemble
de se´quences S = {S1, . . . , Sn}, chacune de taille m, et qu’on veut reconstru-
ire une phyloge´nie dont les feuilles sont e´tiquete´es par S.
Me´thode de parcimonie maximum
Soit T un arbre ayant L(T ) = S. Alors S peut servir a` attribuer un score
a` T . Chaque position i est traite´e inde´pendamment et permet d’assigner un
couˆt c(T, i) a` T , le couˆt total de T e´tant
∑n
i=1 c(T, i). On suppose, par le
principe de parcimonie, que les se´quences subissent un minimum de variation
au cours de l’e´volution. Pour chaque position i, on veut donc assigner a`
chaque noeud ancestral un caracte`re de fac¸on a` minimiser les changements
de caracte`res entre les branches. Chaque changement de caracte`re de a a`
b induit un couˆt c(a, b) donne´. Soit xy une branche de T ou` x ≥ y, avec
cx et cy les caracte`res respectivement assigne´es a` x et y. Le couˆt de xy est
donne´ par c(cx, cy), et le couˆt c(T, i) de T est la somme du couˆt de chacune
de ses branches. Le couˆt optimal de T est le plus petit couˆt possible donne´
par une assignation des noeuds internes. La Figure 3.1 montre un exemple
d’assignation de caracte`res aux noeuds ancestraux d’un arbre donne´, pour
les caracte`res a` une position donne´e. L’arbre le plus parcimonieux est celui
dont le couˆt optimal est le minimum parmi tous les arbres possibles. On
limite typiquement la parcimonie aux arbres binaires, bien que la de´finition
nous permette quand meˆme d’attribuer un couˆt aux arbres non-binaires.
Si c(a, b) = 1 pour toute paire (a, b) de caracte`res telle que a 6= b,
l’algorithme de Fitch [59] permet de trouver le couˆt optimal d’un arbre binaire
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Figure 3.1: Exemple d’e´tiquetage parcimonieux pour un seul caracte`re. (1)
Un arbre ainsi qu’un nucle´otide assigne´ a` chaque feuille. Cette assignation
correspond typiquement au caracte`re a` la i-e`me position de chaque se´quence
assigne´e aux feuilles. (2) Un e´tiquetage des noeuds internes minimisant les
changements sur les branches (en gras). Cet arbre ne´cessite au minimum
trois changements.
T donne´ en temps O(nm|A|), ou` A est l’alphabet. Pour des couˆts arbitraires
de paires de caracte`res, l’algorithme Sankoff-Rousseau permet de trouver le
couˆt optimal de l’arbre en temps O(nm|A|2) [139]. Trouver l’arbre le plus
parcimonieux pour un ensemble de se´quences de caracte`res donne´ est NP-
difficile, par une re´duction du proble`me d’arbre de Steiner [92], qui consiste a`
trouver un sous-graphe connexe dont les areˆtes ont un poids minimum, et qui
contient un ensemble prescrit de sommets (ce sous-graphe doit eˆtre un arbre,
d’ou` le nom ‘arbre’ de Steiner). Une me´thode na¨ıve est d’e´nume´rer tous les∏k
i=1(2k− 5) arbres possibles, mais des heuristiques de branch-and-bound et
de hill-climbing existent [159].
La me´thode de parcimonie a perdu en popularite´ depuis que Felsenstein
a de´montre´ qu’elle n’est pas statistiquement consistante [54]. En effet, la
probabilite´ d’obtenir le bon arbre par parcimonie ne tend pas ne´cessairement
vers 1 lorsque la taille des se´quences tend vers l’infini, et tend meˆme vers 0
sur certains exemples.
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Me´thode de maximum de vraisemblance
En ge´ne´ral, la me´thode d’estimation par maximum de vraisemblance vise
a` infe´rer les parame`tres d’un mode`le statistique a` partir de donne´es observe´es.
Dans le contexte phyloge´ne´tique, les donne´es sont S et les parame`tres a`
infe´rer sont l’arbre et le mode`le e´volutif des se´quences. Nous donnons ici une
explication abre´ge´e de cette me´thode.
Supposons que l’on connaisse un arbre T avec L(T ) = S. Supposons
aussi que l’on connaisse la fre´quence f(a) de chaque caracte`re a, ainsi que
le mode`le de substitution M , ou` M(a, b) est la probabilite´ qu’un caracte`re a
devienne le caracte`re b apre`s une mutation. Nous sommes alors en mesure
d’estimer la probabilite´ P (S|T,M) que l’on observe les se´quences S aux
feuilles de T . On appelle P (S|T,M) la fonction de vraisemblance. L’ide´e est
d’essayer, pour chaque position i, toutes les combinaisons d’assignation de
caracte`re possibles aux noeud internes de T (les assignations aux feuilles sont
force´es par S). A` chaque assignation correspond une probabilite´ Pi(S|T,M)
calcule´e a` partir de f et M , et la probabilite´ d’observer la position i est la
somme de chacune de ces probabilite´s (chaque assignation est un e´ve´nement
inde´pendant). Par exemple, si T a deux feuilles e´tiquete´es en position i
par les caracte`res a et b, et que r est l’e´tiquette de r(T ), on a Pi(S|T,M) =∑
c f(c)M(c, a)M(c, b), ou` c prend les valeurs de tous les caracte`res possibles,
f(c) repre´sentant la probabilite´ d’avoir c a` la racine. La vraisemblance est
P (S|T,M) =
∏n
i=1 Pi(S|T,M).
Dans le cas des nucle´otides, pour un seul caracte`re il y a O(4k) assigna-
tions possibles sur un arbre T a` k noeuds internes. Toutefois l’algorithme de
‘pruning’ de Felsenstein [55], qui s’apparente a` la programmation dynamique
de Sankoff-Rousseau, permet de calculer cette probabilite´ en temps cubique.
Mais bien e´videmment, on ne connaˆıt pas T , et peut-eˆtre meˆme pas M .
On cherche alors a` trouver les parame`tres T etM qui maximisent la vraisem-
blance P (S|T,M). On fixe souvent M a` un mode`le connu tel que Jukes-
Cantor, dans lequel chaque mutation est e´quiprobable, ou HKY85 dans lequel
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les transversions ont κ fois plus de chances de se produire que les transver-
sions [75]. Mais dans les cas plus complexes, d’autres parame`tres tels que les
longueurs de branches ou les taux de substitution par position peuvent venir
s’ajouter.
Sans surprises, trouver T et les parame`tres qui maximisent la vraisem-
blance est un proble`me NP-complet [31]. Comme la parcimonie, des heuris-
tiques existent afin de limiter l’espace de recherche des arbres (e.g. [51, 71]).
La me´thode de maximum de vraisemblance est devenue plus populaire que la
parcimonie, notamment parce qu’elle posse`de la proprie´te´ de´sirable de con-
sistance statistique: si M est bien choisi, la probabilite´ d’infe´rer le bon arbre
tend vers 1 lorsque la taille des se´quences tend vers l’infini [171].
Me´thode d’infe´rence baye´sienne
Alors que la me´thode de maximum de vraisemblance cherche l’arbre le
plus susceptible d’avoir ge´ne´re´ les se´quences observe´es, l’infe´rence baye´sienne
s’attarde aux arbres les plus probables e´tant donne´ ces se´quences. En d’autres
termes, la vraisemblance e´value P (S|T ) alors que les baye´siens s’attardent a`
P (T |S). Plus pre´cise´ment, P (T |S) est une distribution sur les arbres que l’on
cherche a` infe´rer afin de trier les arbres. Pour ce faire, on utilise le the´ore`me
de Bayes stipulant que P (T |S) = P (S|T )P (T )
P (S)
, d’ou` le nom de la me´thode. La
probabilitite´ a` priori P (T ) doit eˆtre donne´e, et est typiquement 1 divise´ par
le nombre total d’arbre.
Sans entrer plus loin dans les de´tails, cette distribution est presque tou-
jours impossible a` infe´rer de fac¸on exacte, et on l’estime typiquement a`
l’aide de me´thodes “Markov Chain Monte Carlo” (MCMC). Par exemple,
l’algorithme Metropolis-Hastings[76] est une me´thode MCMC qui explore
l’espace des arbres ale´atoirement de fac¸on a` converger vers la distribution
originale. A` chaque ite´ration, un nouvel arbre candidat est propose´ selon
une distribution donne´e, et ce candidat peut eˆtre accepte´ ou rejete´ avec une
certaine probabilite´. Sur n ite´rations, l’algorithme explorera un arbre T ap-
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proximativement P (T |S) · n fois. On peut conserver l’historique de visite
des arbres pour obtenir une estimation de la distribution. Plusieurs logiciels
imple´mentent cette me´thodologie [46, 135].
Le principe de l’infe´rence baye´sienne est au coeur de plusieurs de´bats et
controverses [84]. Certains critiquent la subjectivite´ inhe´rente a` la prob-
abilite´ a` priori alors que d’autres estiment qu’elle permet d’inclure plus
d’information base´e sur les observations. L’histoire de l’infe´rence phy-
loge´ne´tique est d’ailleurs parseme´e de discordes entre les adhe´rants a` la parci-
monie, au maximum de vraisemblance et a` l’infe´rence Baye´sienne. Une e´tude
empirique a montre´ en 2006 que la me´thode Baye´sienne se comparait a` celle
du maximum vraisemblance en termes de pre´cision, et que les deux e´taient
meilleures a` ce niveau que la me´thode de parcimonie [119].
Un des points a` retenir par rapport aux me´thodes baye´siennes est qu’elles
n’infe`rent pas un arbre mais plutoˆt un ensemble d’arbres. Puisque l’on
cherche plus souvent a` analyser un seul arbre, une pratique commune est
de “combiner” les k arbres les plus probables en un seul - d’en faire un super-
arbre consensus, qui n’est pas ne´cessairement binaire. Les superarbres sont
discute´s a` la section 3.3.
3.2.2 Me´thodes base´es sur les distances
Les me´thodes de distance re´duisent les se´quences a` une matriceD de taille
n×n dans laquelle Di,j est une distance entre les UTO i et j. Cette distance
peut-eˆtre calcule´e de plusieurs fac¸ons. Il peut par exemple s’agir du nombre
de caracte`res diffe´rents entres les se´quences Si et Sj (la distance de Ham-
ming), ou bien d’une distance d’alignement entre Si et Sj. L’ide´e ge´ne´rale
des me´thodes par distance est de rassembler les UTO les plus “proches” dans
l’arbre, la notion de proximite´ pouvant varier d’une me´thode a` l’autre. Le
but principal de ces me´thodes est de pouvoir affecter aux branches de l’arbre
T des distances qui refle`tent celles de D. Plus pre´cise´ment, la somme des
distances des branches sur le chemin entre i et j de´finit leur distance sur T ,
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et on cherche T et une affectation aux branches qui minimise les erreurs par
rapport a` D.
UPGMA
La me´thode UPGMA [150], qui tient lieu de “Unweighted Pair Group
Method with Arithmetic Mean”, est une me´thode de regroupement
hie´rarchique qui construit un arbre ite´rativement, en joignant a` chaque e´tape
deux sous-arbres pour n’en former qu’un. L’algorithme termine lorsqu’il n’y
a plus qu’un seul arbre. Dans le cas de base, on ne peut joindre que des
feuilles, on on choisit les feuilles i et j qui minimisent Di,j pour former le
sous-arbre (i, j). Aux e´tapes suivantes, ce sont deux sous-arbres A et B
que l’on doit choisir. La distance entre ces deux sous-arbres est donne´e
par |L(A)|
|L(B)|
∑
a∈L(A),b∈L(B)Da,b, c’est-a`-dire la moyenne des distances entre les
feuilles de A et celles de B. Le temps requis pour construire un arbre est
O(n3).
UPGMA n’est plus vraiment utilise´ pour construire des arbres de ge`nes
ou d’espe`ces. Un de ses de´savantages est que la me´thode suppose une horloge
mole´culaire, c’est-a`-dire que chaque UTO e´volue a` la meˆme vitesse, et donc
que chaque ge`ne/espe`ce observe´ a exactement le meˆme aˆge.
Neighbor-Joining
Neighbor-Joining [138], ou NJ, peut eˆtre vu comme un successeur de
UPGMA. C’est e´galement une me´thode de regroupement hie´rarchique. La
diffe´rence est dans le choix des sous-arbres qui sont joints a` chaque e´tape. Au
lieu de choisir les deux sous-arbres les plus proches en moyenne, NJ cherche
les deux sous-arbres qui sont a` la fois proches et e´loigne´s des autres sous-
arbres. Pour trouver les deux feuilles a` joindre a` la premie`re e´tape, cette ide´e
est exprime´e en trouvant i et j qui minimisent (n−2)Di,j−
∑n
k=i(Di,k+Dj,k).
Ces feuilles i et j sont remplace´es par le sous-arbre (i, j) qui sera ensuite traite´
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comme une feuille. Les distances entre (i, j) et les autres feuilles doivent eˆtre
mises a` jour de fac¸on ade´quate (voir [138] pour plus de de´tails). L’algorithme
s’arreˆte lorsque l’arbre courant est binaire et non-enracine´.
NJ a l’avantage que si les distance de D refle`tent exactement l’e´volution
des se´quences ayant re´ellement eu lieu (et meˆme peut-eˆtre a` quelques erreurs
pre`s), alors l’arbre retourne´ est le vrai arbre - du moins, il existe un en-
racinement donnant le vrai arbre [6]. La me´thode est aussi statistiquement
consistante. Toutefois, les distances sont souvent errone´es en pratique, et
sont en plus moins informatives que les se´quences, et par conse´quent, NJ
est moins pre´cis que les me´thodes de maximum vraisemblance et d’infe´rence
baye´sienne [119]. Ne´anmoins, NJ offre un excellent rapport entre la pre´cision
et la rapidite´ d’exe´cution, ce qui fait en sorte que c’est toujours un des algo-
rithmes les plus utilise´s.
3.2.3 Me´thodes spe´cifiques a` la construction d’arbres de ge`nes
La quasi-totalite´ des me´thodes phyloge´ne´tiques conc¸ues spe´cifiquement
pour la construction d’arbres de ge`nes suivent le meˆme principe: inte´grer
l’information de l’arbre d’espe`ces et/ou de la re´conciliation aux me´thodes
de´crites ci-haut. Ces me´thodes, que nous survolons ici, sont assez re´centes,
datant d’au plus une dizaine d’anne´es.
SYNERGY [167] (2007): cette me´thode base´e sur les distances incorpore,
a` la reconstruction de l’arbre de ge`nes, des informations base´es sur l’arbre
d’espe`ces et la synte´nie. C’est d’ailleurs la seule qui, a` notre connaissance,
conside`re cette dernie`re source d’information. La synte´nie, avec les distances
d’alignement entre les se´quences, est utilise´e dans le calcul de la distance
entre deux ge`nes - les paires de ge`nes faisant partie de blocs synte´niques sont
conside´re´s comme plus proches, la taille du bloc e´tant conside´re´e dans cette
mesure de proximite´. Une mesure de distance entre deux groupes de ge`nes
est e´galement propose´e. SYNERGY construit re´cursivement un ensemble
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d’arbres de ge`nes a` partir de la racine de l’arbre d’espe`ces. Si s1 et s2 sont
les enfants de la racine, un ensemble d’arbres de ge`nes G1 (resp. G2) est
construit a` partir des ge`nes pre´sents dans un descendant de s1 (resp. s2).
Une distance est calcule´e entre chaque paire d’arbres de G1∪G2, et Neighbor-
Joining est ensuite utilise´ pour joindre les arbres de G1 ∪G2 en un seul.
Prime-GSR [2] (2009): l’algorithme Prime-GSR (la signification de
l’acronyme GSR n’est spe´cifie´e nulle part) est une me´thode Baye´sienne
qui e´tend celle de´crite plus haut en y incorporant la re´conciliation. Plus
pre´cise´ment, l’arbre d’espe`ces est utilise´ pour rattacher a` un arbre candidat G
une probabilite´ a` chacune de ses re´conciliations possibles. Cette distribution
fait partie de la probabilite´ associe´e a` G et sert a` de´terminer la distribution
de transition et d’acceptation/rejet dans les me´thodes MCMC.
GIGA [161] (2010): l’algorithme GIGA (Gene tree Inference in the Genomic
Age) est une me´thode base´e sur les distances qui incorpore l’arbre d’espe`ces
et la re´conciliation a` la construction. La proce´dure s’apparente a` UPGMA
mais de´finit un ensemble de re`gles base´es sur des informations ge´nomiques
permettant de re´arranger l’arbre pendant sa construction. Par exemple, si
deux sous-arbres A et B doivent eˆtre joints en un seul arbre AB a` une
certaine e´tape, et que A et B n’ont qu’un seul ge`ne par espe`ce, alors la
topologie de AB est exactement celle de l’arbre d’espe`ces (alors que UPGMA
aurait joint r(A) et r(B) sous une racine commune). Sinon, B est greffe´ a` A
de fac¸on a` minimiser le couˆt de re´conciliation. D’autres re`gles s’appliquent
et permettent, entre autre, d’infe´rer les longueurs des branches sur l’arbre
trouve´.
SPIMAP [131] (2011): les auteurs de SPIMAP de´finissent un mode`le
e´volutif permettant de calculer la probabilite´ d’un arbre de ge`nes (et autres
parame`tres tels que la longueur des branches et les taux de duplications
et pertes) e´tant donne´ un arbre d’espe`ces. La me´thode construit d’abord
un arbre Neighjor-Joining et, d’une fac¸on similaire aux heuristiques pour le
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maximum de parcimonie/vraisemblance, effectue une recherche a` partir de
cet arbre afin de trouver celui qui maximise la probabilite´.
PHYLDOG [15] (2013): cet algorithme est le seul de cette liste a` ne pas
prendre en entre´e un arbre d’espe`ces. En fait, e´tant donne´ un ensemble de
familles de ge`nes (avec leurs se´quences), PHYLDOG fait de la co-estimation,
c’est-a`-dire qu’il infe`re a` la fois un arbre d’espe`ces et un arbre de ge`nes
pour chaque famille. Ceci se traduit par la recherche des arbres de ge`nes,
de l’arbre d’espe`ces et des e´ve´nements de duplication et pertes qui sont les
plus probables. Un arbre d’espe`ces initial est infe´re´ et sert a` estimer un
premier ensemble d’arbres de ge`nes. Ceux-ci servent ensuite a` ame´liorer
l’arbre d’espe`ces, qui sert a` re´-infe´rer les arbres de ge`nes, et ainsi de suite.
TERA [141] (2014): a` partir d’un ensemble d’arbres de ge`nes (par exem-
ple un e´chantillon obtenu par une me´thode d’infe´rence baye´sienne), cette
me´thode construit un arbre de ge`nes dans lequel chaque clade fait partie
d’au moins un des arbres donne´s en entre´e (ce que les auteurs appellent un
amalgame). Le choix de cet arbre est base´ sur une combinaison du score
de vraisemblance et du couˆt de re´conciliation en tenant compte des dupli-
cations, pertes et transferts horizontaux. Un algorithme de programmation
dynamique permet d’explorer l’espace des arbres.
3.2.4 Bootstrapping
Les me´thodes de construction qui utilisent les se´quences (incluant les
me´thodes par distances) permettent d’effectuer un bootstrapping, un des tests
statistiques les plus re´pandus afin d’e´valuer la robustesse d’un arbre infe´re´
par un algorithme A [56]. Si M est la matrice des se´quences, on obtient une
nouvelle matrice M ′ en choisissant ale´atoirement un certain nombre n′ < n
de colonnes de M . La meˆme colonne peut se re´pe´ter et les colonnes peu-
vent eˆtre ordonne´es au hasard. On exe´cute ensuite A sur cette nouvelle
matrice M ′ pour obtenir un arbre bootstrap T ′. On re´pe`te ensuite cette
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ope´ration un grand nombre de fois, puis on e´value les branches de T . La
valeur de bootstrap b(xy) d’une branche xy est donne´e par la proportion des
arbres bootstrap qui contiennent la branche xy (un arbre enracine´ “contient
la branche” xy s’il contient clade(x), ou` x est l’enfant de y, et un arbre non-
enracine´ contient xy s’il contient le split xy). La valeur b(xy) repre´sente donc
le support de la branche xy. Les branches ayant un faible support sont tre`s
sensibles aux se´quences, et on peut difficilement leur faire confiance e´tant
donne´ les erreurs pouvant s’inse´rer dans les donne´es. On fait ge´ne´ralement
confiance aux branches ayant un support au-dessus de 0.8.
3.3 Superarbres
Dans cette section, nous passons en revue les diverses me´thodes de con-
struction de superarbres, qui permettent de combiner plusieurs arbres en un
seul. De fac¸on similaire aux me´thodes d’infe´rence phyloge´ne´tique, les algo-
rithmes existants sont pour la plupart ge´ne´riques et s’appliquent a` n’importe
quel type d’arbre. Dans le chapitre 7, nous spe´cialisons la construction de
superarbre aux arbres de ge`nes. Quelques notions formelles supple´mentaires
sont ne´cessaires avant de continuer.
Pour L ⊆ L(T ), la restriction de T a` L, de´note´e T |L, est le plus petit
sous-arbre de T contenant L, auquel on contracte les noeuds de degre´ 2
(i.e. la contraction des branches xy telles que y n’a qu’un seul fils x). Par
exemple dans la Figure 3.2, G1, G2 et G3 peuvent tous eˆtre obtenus par
une restriction de T . On a T |{a1, b1, c1, d1} = G1, T |{a2, a3, c2} = G2 et
T |{b1, e1, a1, a2} = G3.
Le triplet xy|z est l’unique arbre binaire B avec L(B) = {x, y, z} tel
que lca(x, y) 6= lca(x, z) = lca(y, z). On dit que xy|z est un triplet de T si
T |{x, y, z} = xy|z. L’ensemble de tous les triplets de T est de´note´ tr(T ).
Dans la Figure 3.2, G2 = a2a3|c2 est un triplet, et ce triplet appartient a`
tr(T ).
On dit qu’un arbre T1 contient T2 si T1|L(T2) = T2. Soit T = {T1, . . . , Tk}
54

parent unique).
Majority rule (la loi de la majorite´): l’arbre qui inclut chaque clade
apparaissant dans strictement plus que 50% des arbres. Pour construire
l’arbre “majority rule”, il suffit de lister tous ces clades et, comme pour
l’arbre consensus strict, les lier par la relation d’inclusion. Il ne peut y
avoir deux clades contradictoires inse´re´s, puisque le contraire impliquerait la
pre´sence de deux clades contenus dans strictement plus de 100% des arbres.
Maximum Agreement SubTree (MAST): on cherche un plus grand
sous-ensemble de feuilles L ⊆ Γ tel que T1|L = T2|L = . . . = Tk|L. En
d’autres termes, quel est le minimum d’e´tiquettes a` enlever pour que tous les
arbres soient e´gaux? L’arbre ainsi obtenu est appele´ le Maximum Agreement
SubTree. Un consensus sur Γ peut ensuite eˆtre obtenu en ajoutant les feuilles
retire´es arbitrairement. Ce proble`me peut eˆtre re´solu en temps polynomial
pour deux arbres, mais est NP-complet pour trois arbres ou plus [79]. Toute-
fois, si tous les arbres donne´s en entre´e sont binaires, une solution peut eˆtre
trouve´e en temps polynomial [32, 53].
3.3.2 Superarbres lorsque T est consistant
Dans le cas ou` T est consistant, on voudra e´videmment trouver un su-
perarbre compatible avec T . Build est un algorithme classique qui permet de
ve´rifier si un ensemble de triplets T est compatible et, si oui, construire un
superarbre compatible avec T [1]. Notons que puisqu’un arbre T1 contient
un arbre T2 si et seulement si T1 contient tous les triplets de tr(T2), ve´rifier
la consistance d’un ensemble d’arbres T ′ se re´duit a` ve´rifier la consistance
de
⋃
T∈T ′ tr(T ).
Le graphe BUILD pour T est le graphe B(T ) = (V,E) dans lequel V = Γ
et deux e´le´ments x, y ∈ Γ partagent une areˆte si et seulement si il existe un
triplet xy|z ∈ T pour un certain z1. L’ide´e derrie`re Build est la suivante: si
1B(T ) est appele´ T dans le Chapite 7, notation que nous e´vitons ici pour e´viter la
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B(T ) est connexe et a plus d’un noeud, alors T est inconsistant. Sinon, ses
composantes connexes CC = C1, . . . , Ck forment les clades que l’on trouve
sous la racine. Ensuite, pour de´terminer la topologie du clade Ci, on appelle
re´cursivement Build mais sur T |Ci, c’est-a`-dire l’ensemble des triplets xy|z ∈
T tels que x, y, z ∈ Ci. L’algorithme est de´taille´ ci-bas.
Algorithm 1 BUILD(Γ = {g1, . . . , gn}, T )
1: if |Γ| = 1 return (g1)
2: if |Γ| = 2 return (g1, g2)
3: Construire le graphe B(T )
4: if B(T ) est connexe return ‘Inconsistant’
5: Soit CC = {C1, . . . , Ck} les composantes connexes de B(T )
6: for composante connexe Ci ∈ CC do
7: Ti ← l’arbre retourne´ par BUILD(Ci, T |Ci)
8: if BUILD(Ci, T |Ci) a e´choue´ return ‘Inconsistant’
9: end for
10: return L’arbre obtenu en joignant r(T1), . . . , r(Tk) sous un parent com-
mun
L’arbre T contenant chaque arbre de T retourne´ par Build n’est pas
ne´cessairement binaire. Il est toutefois minimalement re´solu, c’est a` dire
que toute contraction de branche de T fait en sorte qu’il n’est plus compati-
ble avec T . De plus, on sait que toute binarisation de T contient aussi chaque
arbre de T . Build ne produit toutefois qu’un seul arbre (ou du moins, qu’une
seule classe d’arbre si on conside`re les binarisations), alors qu’il peut en exis-
ter beaucoup plus qu’un. L’algorithme Build a e´te´ e´tendu par [34] et [115] afin
de produire toutes les solutions possibles. Ce travail a e´te´ continue´ dans [142],
ou` les auteurs de´crivent de´crivent l’algorithme All-Min-Trees qui donne tous
les arbres minimalement re´solus, chacun pouvant eˆtre trouve´, individuelle-
ment, en temps polynomial. Toutefois, pour des arbres a` n e´tiquettes, il peut
exister Ω(n
2
n
2 ) solutions minimalement re´solues [87].
confusion.
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3.3.3 Superarbres lorsque T est inconsistant
Si T est inconsistant, la question du “meilleur” superarbre n’est pas claire
et est un sujet de de´bats. Bien que ce cas ne va pas nous inte´resser, nous
eﬄeurons ici les me´thodes de construction de superarbre dans le cas ou` T
est inconsistant.
Maximum de triplets : e´tant donne´ un ensemble de triplets T , on cherche
a` trouver un ensemble T ′ ⊆ T de cardinalite´ maximum tel que T ′ est con-
sistant. Ou encore, quel est le nombre minimum de triplets a` sacrifier pour
pouvoir construire un arbre avec Build? Sans surprises, ces deux proble`me
sont NP-complet, mais ne sont pas e´quivalents en terme d’approximabilite´.
Le maximum de triplets consistants peut eˆtre approxime´ a` un facteur 3, tan-
dis que le minimum de triplets a` retirer pour avoir un ensemble consistant
n’admet pas d’algorithme d’approximation avec un facteur constant [20].
MinCutSupertree [143] : Build arreˆte son exe´cution sur un ensemble de
triplets T lorsque le graphe B(T ) connexe. L’ide´e du MinCutSupertree est
de forcer Build a` continuer son exe´cution dans de telles situations, ce qui
peut s’accomplir en rendant B(T ) non-connexe par la suppression d’areˆtes.
A` chaque areˆte xy, on attribue un poids f(xy) obtenu par la fre´quence de
xy en triplets, c’est-a`-dire le nombre de triplets de la forme xy|z dans T .
L’algorithme MinCut peut ensuite eˆtre applique´ pour trouver le poids min-
imum d’areˆtes (i.e. le nombre triplets) a` sacrifier pour de´connecter B(T ).
Bien que rapide, cette me´thode a e´te´ critique´e dans [65] puisqu’elle effectue
parfois des choix arbitraires, donnant lieu a` des triplets ou sous-arbres qui
ne sont supporte´s par aucun arbre de l’entre´e.
Repre´sentation matricielle avec parcimonie (MRP) [8] : on peut
repre´senter les clades des arbres de T avec une matrice M . Les range´es
de M sont les n e´tiquettes et les colonnes sont les noeuds internes des arbres
de T . On poseMℓ,x = 1 si ℓ est une feuille descendante du noeud x, 0 si ℓ est
pre´sente dans le meˆme arbre que x mais n’en descend pas, et ? si ℓ n’est pas
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dans le meˆme arbre que x. La matrice M peut alors eˆtre interpre´te´e comme
un ensemble de se´quences caracte`res-e´tats, tel que vu dans la section 3.2.
On peut alors utiliser la parcimonie pour retrouver le meilleur arbre pourM .
Une des critiques envers MRP est qu’il se peut que le superarbre contienne
des triplets (ou des sous-arbres) en contradiction avec chaque arbre de T ,
la parcimonie n’offrant aucune garantie quant a` la compatibilite´ [65]. MRP
est ne´anmoins une des me´thodes les plus utilise´es. Elle a notamment servi a`
reconstruire le superarbre des angiospermes et des mammife`res.
3.4 De´tection d’erreurs et correction d’arbres de ge`nes
Nous survolons d’abord dans cette section les principales sources d’erreurs
pouvant affecter un arbre de ge`nes, puis nous de´crivons les me´thodes de
correction qui ont e´te´ publie´es a` ce jour.
3.4.1 Sources d’erreur dans les arbres de ge`nes
Il existe une multitude de sources d’erreur pouvant faire en sorte qu’un
arbre de ge`nes est errone´. Nous en e´nume´rons ici quelques unes:
Mauvaise diffe´rentiation au niveau des se´quences: les signaux phy-
loge´ne´tiques envoye´s par les se´quences peuvent parfois eˆtre trop faibles pour
en de´duire des arbres pre´cis [123]. Il se peut que certains ge`nes aient des
se´quences trop similaires, ou bien que les diffe´rences entre trois ge`nes ou plus
n’indiquent pas de topologie claire (par exemple, que faire avec trois ge`nes
tous diffe´rents mais e´quidistants, i.e. chaque paire de ge`nes a la meˆme dis-
tance). Face a` de telles ambigu¨ıte´s, les algorithmes de construction d’arbre
doivent soit effectuer un choix, soit laisser des parties de l’arbre non-re´solues,
donnant ainsi lieu a` des polytomies.
Famille de ge`nes incorrecte: les me´thodes de regroupement de ge`nes en
famille ne sont pas parfaites et peuvent parfois manquer des ge`nes homologues
lors de l’infe´rence d’une famille. Il se peut par exemple que certains ge´nomes
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e´tudie´s soient partiellement se´quence´s et que certains ge`nes nous soient in-
connus. De plus, certains ge`nes “intrus” peuvent se retrouver au sein d’une
famille a` laquelle ils n’appartiennent pas. Or, la pre´sence ou l’absence d’un
ge`ne peut avoir un impact significatif sur la topologie d’un arbre infe´re´ par
les me´thodes e´nume´re´es dans la section 3.2 [136].
Homoplasie: l’homoplasie se de´finit par la possession de traits similaires ou
identiques par deux espe`ces, alors que ces traits n’ont pas e´te´ he´rite´s par un
anceˆtre commun de ces espe`ces. L’homoplasie est souvent (mais pas toujours)
due a` une adaptation des deux espe`ces a` des conditions environnementales
similaires. On peut aussi avoir pre´sence d’homoplasie simplement par chance.
On distingue trois types d’homoplasie.
L’e´volution convergente se produit lorsque deux espe`ces n’ayant pas de
lien de parente´ direct e´voluent le meˆme trait de fac¸on inde´pendante. Un
exemple classique est la capacite´ de voler, qui a e´te´ acquise par les oiseaux,
les mouches et les chauve-souris alors que le dernier anceˆtre commun de ces
espe`ces ne volait pas.
L’e´volution paralle`le se produit lorsque deux espe`ces divergent de leur
dernier anceˆtre commun, mais de la meˆme fac¸on. Les deux espe`ces sont
donc similaires, mais diffe´rentes de leur anceˆtre. Les feuilles des plantes
sont reconnues pour e´voluer de fac¸on paralle`le, puisque lors d’un changement
environnemental, les plantes ont tendance a` s’y adapter d’une fac¸on similaire
[124].
Finalement, le renversement e´volutif se produit lorsqu’un trait avance´
acquis par une espe`ce revient a` sa version primitive ou est perdu. L’espe`ce
redevient donc similaire a` celles qui n’avaient pas acquis ce trait. Par exem-
ple, on sait que l’anceˆtre de la grenouille Gastrotheca guentheri posse´dait une
dentition infe´rieure, mais elle a e´te´ perdue il y a 230 millions d’anne´es [168]
(les raisons explicant cette perte ne sont pas claires, mais on croit qu’un
changement environnemental rendait cette dentition inutile). La grenouille a
d’ailleurs “regagne´” cette dentition il y a 2-30 millions d’anne´e, un rare cas
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de perte et de regain de fonction.
Notons que le phe´nome`ne d’homoplasie peut aussi s’appliquer au niveau
mole´culaire, et donc que des positions correspondantes de deux se´quences
peuvent devenir similaires alors qu’elles ne l’e´taient pas. Au niveau
phyloge´ne´tique, le proble`me avec l’homoplasie, plus particulie`rement avec
l’e´volution convergente, est que deux espe`ces ou ge`nes en apparence sim-
ilaires peuvent eˆtre distants au point de vue e´volutif. Puisque toutes les
me´thodes de reconstruction phyloge´ne´tique tentent de rassembler les ge`nes
et espe`ces qui se ressemblent le plus, autant dans les mode`les de parcimonie
que ceux base´s sur la vraisemblance, de erreurs seront ne´cessairement intro-
duites en pre´sence d’homoplasie - a` moins de pouvoir la de´tecter, ce qui est
a` jour une taˆche difficile a` accomplir.
Sous-optimalite´ des algorithmes ou de l’e´volution: les crite`res
d’optimisation utilise´s en infe´rence phyloge´ne´tique se traduisent souvent en
des proble`mes NP-complet, et les algorithmes courants ne peuvent souvent
explorer qu’un sous-ensemble de l’espace de solutions. L’optimalite´ de la so-
lution n’est donc pas garantie. De plus, meˆme si c’e´tait le cas, il peut parfois
y avoir un nombre exponentiel de solutions possible lorsque l’on optimise un
ou des crite`res combinatoires par parcimonie. Cette optimisation est souvent
base´e sur des parame`tres qui doivent eˆtre spe´cifie´s par l’utilisateur, et ce
choix peut mener a` des solutions diffe´rentes. Par exemple, on peut vouloir
re´soudre une polytomie en minimisant la re´conciliation, mais en attribuant
un couˆt diffe´rent aux duplications et aux pertes (e.g. si on suspecte que cer-
taines espe`ces sont mal se´quence´es, des pertes en cette espe`ces s’expliquent
peut-eˆtre par un manque d’informations, et on voudra attribuer un couˆt plus
faible aux pertes). Chaque couˆt peut alors mener a` un nombre exponentiel
de re´solutions optimales. Notons aussi que par ailleurs, l’e´volution ne suit
pas toujours un chemin optimal, ou ne correspond pas toujours au sce´nario
le plus probable.
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3.4.2 Correction d’arbres par re´solution de polytomies
Tel qu’explique´ plus toˆt, une incertitude au niveau d’un arbre peut mener
a` des polytomies. L’une des fac¸ons les plus populaires de re´soudre de tels
noeuds non-binaires est de trouver une re´solution qui donne le minimum de
duplications et pertes apre`s re´conciliation avec un arbre d’espe`ces donne´ S.
Un premier algorithme accomplissant cette taˆche a e´te´ propose´ au de´but
des anne´es 2006 et imple´mente´ dans le logiciel NOTUNG [47]. Il s’agit
d’un algorithme de programmation dynamique sur S qui ne´cessite un temps
O((|S||G|∆2) pour re´soudre tout un arbre, ou` ∆ est la taille maximum d’une
polytomie. La me´thode permet de trouver toutes les solutions possibles, ainsi
que d’attribuer un poids diffe´rent aux pertes et aux duplications.
Ce travail a e´te´ suivi de l’algorithme de Chang et Eulenstein en 2006 [23],
qui ne´cessite quant a` lui un temps d’exe´cution O(|S||G|2). En 2012, nous
avons de´veloppe´ un algorithme ne´cessitant un temps O(|S| + |P |) par poly-
tomie P , et donc un temps O(|S||G|) pour un arbre entier. La me´thode,
pre´sente´e au chapitre 4, permet de retrouver toutes les solutions possibles,
mais ne supporte pas les poids diffe´rents aux duplications et pertes.
Zheng et Zhang [177] ont re´pondu deux ans plus tard avec un algo-
rithme avec la meˆme complexite´ pour une polytomie individuelle, mais pou-
vant re´soudre toutes les polytomies d’un arbre entier en temps O(|G|). La
me´thode ne permet toutefois pas de trouver toutes les solutions, ni d’attribuer
des poids distincts aux e´ve´nements.
Nous avons re´cemment renche´ri avec une me´thode atteignant la meˆme
complexite´, mais offrant l’avantage de retrouver toutes les solutions possi-
bles [98]. L’algorithme peut aussi re´soudre toutes les polytomies d’un arbre
entier en temps O(|S||G|) lorsque des poids diffe´rents sont attribue´s aux du-
plications et pertes. Il permet meˆme d’affecter a` chaque espe`ce individuelle
ses propres poids, mais ce pour un temps d’exe´cution de O(|S||G|2).
Dans [96], nous avons e´tudie´ une autre fac¸on de re´soudre les polytomies.
L’objectif est de trouver une re´solution qui minimise le nombre de duplica-
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tions non-apparentes. L’article pre´sente un algorithme d’approximation qui
donne, dans le pire cas, une solution contenant deux fois plus de duplications
non-apparentes que ne´cessaire. La complexite´ du proble`me demeure ouverte.
3.4.3 Correction d’arbre par exploration du voisinage des arbres
Une fac¸on plus heuristique de corriger un arbre de ge`nes G est d’explorer
son voisinage, c’est-a`-dire l’ensemble des arbres que l’on peut obtenir en ef-
fectuant une ope´ration sur G. Typiquement, les voisins de G sont les O(n)
arbres possibles re´sultant d’une ope´ration NNI sur G. On peut alors choisir
un voisin G′ de G, soit de fac¸on ale´atoire ou bien en conside´rant le “meilleur”
voisin, puis re´pe´ter ce processus. A` la fin de l’exploration, on retient le
meilleur arbre qui a e´te´ rencontre´. En ge´ne´ral, l’avantage de ces me´thodes
est qu’elles permettent d’explorer un grand nombre de candidats potentiels
inte´ressants (en supposant que l’arbre initial e´tait lui-meˆme un bon can-
didat). Le de´savantage est qu’il n’y a pas vraiment de garantie quant a`
l’optimalite´ de la solution retourne´e et au temps d’exe´cution, a` moins que
celui-ci soit force´ a` un maximum.
L’ide´e de re´arrangements locaux a d’abord e´te´ imple´mente´e dans la
premie`re version de Notung [28]. Le voisinage de G conside´re´ est obtenu
en effectuant des NNI sur les branches ayant un faible support statistique, et
le meilleur arbre est celui qui minimise duplications et pertes (en fait Notung
retient tous les arbres optimaux s’il y en a plusieurs). Le processus s’arreˆte
apre`s une seule e´tape, mais peut eˆtre re´pe´te´ par l’utilisateur si de´sire´.
L’algorithme de Go´recki et Eulenstein, publie´ en 2012 [70], permet
d’effectuer essentiellement la meˆme taˆche mais sur un arbre non-enracine´,
en plus de proposer une racine. C’est-a`-dire, pour un k donne´ et un arbre G
non-enracine´, la me´thode trouve un arbre G′ a` une distance NNI au plus k
tel que G′ donne un minimum de duplications et pertes apre`s enracinement
(i.e. lorsqu’on prend l’enracinement qui minimise la re´conciliation).
La me´thode TreeFix, e´galement parue en 2012 [169], ajoute la vraisem-
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blance statistique a` l’exploration du voisinage des arbres. Il existe une multi-
tude de tests base´s sur la vraisemblance (telle que de´crite dans la section 3.2)
permettant de ve´rifier qu’un arbre est aussi “statistiquement valable” qu’un
autre (e.g. le test SH [147] ou le test KH [146]). TreeFix explore le voisinage
NNI ou SPR de G et ne conserve que les voisins qui sont au moins aussi bien
supporte´s statistiquement que G. Ces arbres sont retenus avec une certaine
probabilite´ e´tablie selon leur couˆt de re´conciliation, et le processus est re´pe´te´
avec le meilleur arbre conserve´. Cette me´thode a l’avantage de pouvoir passer
par des arbres sous-optimaux pendant son exploration, permettant parfois
d’e´viter d’eˆtre prise dans un minimum local.
3.4.4 Autres me´thodes de correction
Dans [43], Doroftei et El-Mabrouk proposent de corriger un arbre en
y e´liminant les “ge`nes intrus”. Ceci se traduit par la recherche du mini-
mum de feuilles a` enlever sur G pour qu’il ne contienne aucune duplica-
tion non-apparente. L’article e´tudie quelques cas spe´cifique et propose une
heuristique ge´ne´rale, mais le proble`me a e´te´ de´montre´ NP-complet (et meˆme
APX-difficile) quelques temps apre`s [42].
Finalement dans [154], Swenson et El-Mabrouk font e´tat d’un “biais fonc-
tionnel” pouvant eˆtre introduit par les me´thodes classiques de contruction
d’arbre de ge`nes. En bref, les ge`nes orthologues ayant une fonction similaire
(appele´s isoorthologues dans l’article) ont tendance a` eˆtre regroupe´s dans
l’arbre, produisant ainsi des sous-arbres n’ayant que des orthologues. La
vraie histoire de ge`nes peut toutefois proˆner d’autres types de sce´narios tout
aussi valables. Les auteurs proposent une me´thode de correction d’un arbre
de ge`nes en supposant qu’il contient un biais fonctionnel.
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CHAPITRE 4
AN OPTIMAL RECONCILIATION ALGORITHM FOR GENE
TREES WITH POLYTOMIES
Manuel Lafond1 , Krister M.Swenson1, Nadia El-Mabrouk1
Le mode`le e´volutif des ge`nes de´crit dans les chapitres pre´ce´dents suppose
qu’un ge`ne ancestral g a toujours deux enfants: les copies transmises aux
deux espe`ces descendantes dans le cas d’une spe´ciation, et les deux copies
identiques du ge`ne dans le cas d’une duplication. Ce mode`le implique donc
qu’un arbre de ge`nes doit toujours eˆtre binaire. Toutefois, dans de rares
cas, cette supposition peut s’ave´rer fausse. Par exemple, on sait qu’une
sous-espe`ce de le´zard, les Cordylidae, a subi des radiations au cours de son
histoire, ce qui a produit des mutations tre`s rapides au sein de son ge´nome,
donnant lieu a` des ge`nes et espe`ces ayant plus de deux descendants [151].
On dit que ces polytomies sont de type “dur”, puisqu’elles repre´sentent la
re´alite´ et ne devraient pas eˆtre alte´re´es. Nous n’allons pas explorer ces cas
dans cette the`se, et on suppose qu’ils ne se pre´sentent jamais.
Meˆme avec cette simplification, il se peut qu’un arbre de ge`nes (ou bien
d’espe`ces) contienne des polytomies, c’est-a`-dire des noeuds non-binaires.
L’une des raisons principales est que l’on ne sait pas comment re´soudre
certaines parties de l’arbre - on pre´fe`re alors les laisser non-re´solues en ne
de´terminant pas de topologie exacte. De telles incertitudes sont souvent
cause´es par des signaux trop faibles ou meˆme contradictoires au niveau des
se´quences. On peut penser aux me´thodes d’infe´rence baye´sienne de´crites
dans la section 3.2, qui infe`rent plusieurs arbres desquels on veut extraire un
consensus. Mais si plusieurs topologies contradictoires sont aussi bien sup-
porte´es dans certaines parties de l’arbre, il n’y a parfois pas de compromis
1DIRO, Universite´ de Montre´al, Canada
possible. Le re´sultat est un arbre non-binaire. Aussi, les tests de boot-
strapping nous donnent une valeur de support statistique sur les branches
d’un arbre. Les branches ayant un faible support (e.g. < 0.8) peuvent eˆtre
remises en question, et une fac¸on de le refle´ter est de contracter la branche.
L’effet est la cre´ation d’une polytomie dans l’arbre. En constraste avec les
polytomies dures, ces polytomies sont appele´es “douces”, puisqu’elles ont e´te´
cre´e´es artificiellement et ne demandent qu’a` eˆtre re´solues.
L’article pre´sente´ dans ce chapitre propose une me´thode permettant de
re´soudre une polytomie sur un arbre de ge`nes en minimisant duplications
et pertes en temps O(|S|), ou` S est l’arbre d’espe`ces. E´tant donne´ que
chaque polytomie d’un arbre de ge`ne peut eˆtre re´solue inde´pendamment, le
temps ne´cessaire pour binariser un arbre G est O(|G||S|). Pour une poly-
tomie P , l’algorithme calcule une table de programmation dynamique M
qui est, conceptuellement, de taille O(|P ||S|) La line´arite´ de l’agorithme ex-
ploite le fait que les range´es de M ne sont pas ale´atoires: elles peuvent eˆtre
repre´sente´es par ce qu’on appelle une fonction de coupe de´finie par seulement
trois parame`tres.
La meilleure complexite´ connue pour re´soudre une seule polytomie e´tait
de O(|S||P |2) avant la parution de l’article, compare´ a` la complexite´ O(|S|)
pre´sente´e ici. Le titre sugge`re que le nouveau temps obtenu est imbattable,
alors que Zheng et Zhang ont propose´ une solution ne´cessitant un temps
O(|G| + |S|) [177] En fait, l’optimalite´ de´crite dans l’article pre´sente´ ici
re´fe`re au temps requis pour obtenir un arbre reconcilie´ R, i.e. qui inclut les
noeuds de perte. Selon le The´ore`me 2.7, R peut avoir une taille O(|G||S|),
ce qui correspond a` la complexite´ atteinte ici. La taille de la sortie donne
une borne infe´rieure au temps de l’algorithme, d’ou` l’optimalite´. En re-
vanche, la me´thode n’est pas optimale si seule la binarisation de G, et non
sa re´conciliation, nous importe.
Notons aussi que l’article utilise une de´finition d’arbre re´concilie´ diffe´rente
de celle donne´e dans le chapitre 2. Ces de´finitions sont toutefois e´quivalentes.
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4.1 Abstract
Reconciliation is a method widely used to infer the evolutionary rela-
tionship between the members of a gene family. It consists of comparing a
gene tree with a species tree, and interpreting the incongruence between the
two trees as evidence of duplication and loss. In the case of binary rooted
trees, linear-time algorithms have been developed for the duplication, loss,
and mutation (duplication + loss) costs. However, a strict prerequisite to
reconciliation is to have a gene tree free from error, as few misplaced edges
may lead to a completely different result in terms of the number and position
of inferred duplications and losses. How should the weak edges be handled?
One reasonable answer is to transform the binary gene tree into a non-binary
tree by removing each weak edge and collapsing its two incident vertices into
one. The created polytomies are “apparent” as they do not reflect a true
simultaneous divergence of many copies from a common ancestor, but rather
a lack of resolution. In this paper, we consider the problem of reconciling
a non-binary rooted gene tree G with a binary rooted species tree S, were
polytomies of G are assumed to be apparent. We give a linear-time algorithm
that infers a reconciliation of minimum mutation cost between a binary re-
finement of a polytomy and S, improving on the best known result, which
is cubic. This implies a straightforward generalization to a gene tree G with
nodes of arbitrary degree, that runs in time O(|S||G|), which is shown to be
an optimal algorithm.
4.2 Introduction
The evolutionary history of a gene family is determined by a combination
of microevolutionary events at the sequence level, and macroevolutionary
events (duplications, losses, horizontal gene transfer) affecting the number
and distribution of genes among genomes [47]. While sequence similarity
can be considered as a footprint of microevolution and used to construct a
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gene tree G for the gene family, macroevolution is harder to predict as it
is not explicitely reflected by the gene tree. Having a clear picture of the
speciation, duplication and loss mechanisms that have shaped a gene family
is however crucial to the study of gene function. Indeed, following a dupli-
cation, the most common occurrence is for only one of the two gene copies
to maintain the parental function, while the other becomes non-functional
(pseudogenization) or acquires a new function (neofunctionalization) [173].
Reconciliation, first introduced by Goodman in 1979 [67] — and since
widely studied and implemented in comparative genomics software [52] — is
a method that compares the gene tree G with a phylogeny S of the considered
species (species tree), and interprets the incongruence between the two trees
as evidence describing evolution of the gene family through duplication and
loss. A reconciliation R(G,S) is a tree obtained from G by inserting “lost”
branches so that the obtained tree is in agreement with the phylogeny S. As
there can be several reconciliations for a given tree pair, a natural approach
is then to select one, or a subset, that optimize some probabilistic [2, 5] or
combinatorial [107] criterion such as the number of duplications (duplication
cost), losses (loss cost) or both combined (mutation cost). Reconciliation
of binary rooted trees is a well-studied problem, and linear-time algorithms
based on the so called lowest common ancestor (LCA) mapping have been
developed for the duplication, loss and mutation costs [28, 174, 178]. Gener-
alizations of reconciliation accounting for horizontal gene tranfers have also
been considered [44]. In particular, minimizing the number of duplications,
losses and transfers has been shown to be computationally hard [73], but
feasible in polynomial time if the input species tree is dated [44].
The fundamental hypothesis behind reconciliation is that the gene tree
reflects the true phylogeny of the gene family. Therefore, a strict prerequi-
site is to have both gene tree and species tree free from error [43, 72]. Un-
fortunately gene trees are not always well-supported, and frequently many
equally-supported trees are obtained as the output of a phylogenetic method.
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Typically bootstrap values are used as a measure of confidence in each edge
of a phylogeny. How should the weak edges of a gene tree be handled? One
strategy adopted in [28] is to explore the space of gene trees obtained from the
original tree G by performing Nearest Neighbor Interchanges around weakly-
supported edges. Another reasonable answer is to transform the binary gene
tree into a non-binary tree by removing each weak edge and collapsing its
two incident vertices into one. A polytomy (node with more than two chil-
dren) in a gene tree is called true (or hard) if it reflects a true simultaneous
divergence of its children from a common ancestor, and it is called appar-
ent (or soft) otherwise [148]. Implicitly, polytomies of a gene tree obtained
by the method of collapsing short or poorly supported internal branches are
apparent polytomies, reflecting a lack of resolution.
In this paper, we consider the problem of reconciling a non-binary rooted
gene tree G with a binary rooted species tree S, where polytomies of G are
assumed to be apparent. More precisely, we seek out a reconciliation of min-
imum mutation cost between a binary refinement of G and S. Chang and
Eulenstein were the first to consider this problem [23]. They showed that
each polytomy P can be treated independently in O(|S| × |P |2) time, imply-
ing an O(|S| × |G|2) algorithm for the entire tree. In a recent paper [175], a
linear-time algorithm is developed for reconciling a non-binary gene tree G
with a binary species tree S, but for the duplication cost. The output is a
reconciliation with optimal loss cost over all the reconciliations with the opti-
mal duplication cost, which does not necessarily minimize the mutation cost.
Here, we describe an algorithm that infers the minimum mutation cost recon-
ciliation between P and S in O(max(|P |, |S|)) time, implying an O(|G|×|S|)
algorithm over the entire gene tree. This algorithm is optimal, since there
exists a family of instances leading to a most parsimonious reconciliation of
size Ω(|G| × |S|).
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4.3 Preliminary notation
In this paper, all the trees are considered rooted (we ommit to mention
it each time). Given a tree T , we denote by Tx the subtree of T rooted at
x, and by L(Tx) (or simply L(x) if unambiguous) the set of leaves of Tx. We
also denote by root(T ) the root of T , by V (T ) the set of nodes of T and by
|T | the number of nodes |V (T )| of T . The degree of an internal node x in a
tree T is the number of children of x. If T is binary, we denote by xl and xr
the two children of x in T .
A phylogeny over a set L is a tree with internal nodes of degree 2 or
more, uniquely leaf-labeled by L. A polytomy (or star tree) over a set of L is
a phylogeny with a single internal node, which is of degree |L|, adjacent to
each leaf of L. For example, the tree G in Figure 4.2 is a polytomy.
A species tree S is a phylogeny over a set of species Σ, which represents the
evolutionary relationship between these species. Similarly, we can consider
the evolutionary relationship between a family of genes Γ, that appear in the
genomes of Σ: a gene tree G for Γ is a phylogeny accompanied by a function
g : Γ → Σ indicating the species where each gene is found. See Figure 4.1
for an example. Given a gene tree G, we denote by S(Gx) the subset of Σ
corresponding to L(Gx) (i.e. S(Gx) = {g(l) | l ∈ L(Gx)}).
In this paper, we assume a binary species tree S and a non-binary gene
tree G. As stated in the introduction, the polytomies of G are consid-
ered apparent (i.e. reflecting non resolved parts of the tree). The goal is
then to find a “binary refinement” of G. For any internal node x of G
with children {x1, x2, . . . , xn}, any rooted binary tree on the set of leaves
{Gx1 , Gx2 , . . . , Gxn} is a refinement of the polytomy Gx. The following defi-
nition generalizes this fact.
Definition 4.1 (binary refinement). A binary refinement B(G) of a gene
tree G is defined as follows.
• If r is a leaf then B(G) = G;
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Figure 4.1: S is a species tree over Σ = {a, b, c, d}; R(G,S) is a recon-
ciliation between S and the gene tree G represented by plain lines. Here
Γ = {a1, a2, a3, b2, c2}, and for each xi ∈ Γ, g(xi) = x. Internal nodes
of R(G,S) are labeled according to the LCA mapping. Artificial genes
{b1, c1, d1, d2} are added to illustrate lost branches. Duplication nodes are
indicated by bold squares, and loss leaves are represented by crosses. This
reconciliation has cost 5: 2 duplications and 3 losses; H illustrates the his-
tory that has led to the gene family Γ. H is the same tree as R(G,H), but
represented differently (embedded in the species tree).
• Otherwise, B(G) is a rooted binary tree on the set
{B(G1), B(G2) . . . , B(Gn)}, where Gi is the tree rooted at the ith
child of root(G) (for some ordering of the children), and B(Gi) is a
binary refinement of Gi.
4.3.1 Histories and reconciliation
We study the evolution of a family of genes Γ taken from genomes Σ
through duplication and loss. Conceptually, a duplication/loss/speciation
history (or simply history) is a tree H reflecting the evolution from a single
ancestral gene to a set of genes through duplication, loss, and speciation
events. Given a binary gene tree G for the gene family and a species tree S
for Σ, a reconciliation is a history obtained from G, in “agreement” with the
phylogeny S. In this section we formally define history and reconciliation,
as well as presenting tools for working with them. All these concepts are
illustrated in Figure 4.1.
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The most popular method for finding a parsimonious reconciliation is
based on the “LCA mapping”. The LCA mapping between G and S, denoted
by µ(), maps every node x of G to the lowest common ancestor of S(Gx)
in S, which is the common ancestor of S(Gx) in S that is farthest from the
root. We call µ(x) the label of x. A node x of G is considered a duplication
with respect to S if and only if µ(xℓ) = µ(x) and/or µ(xr) = µ(x). Any node
of G that is not a duplication node, is a speciation node.
Take a binary tree T , labeled by the LCA mapping, where there exists
exactly one leaf labeled by each gene in Γ, and a function g : Γ 7→ Σ indicating
the species where each gene is found. A duplication-free restriction D(T ) of
a tree T is obtained by removing either Txℓ or Txr for each duplication node
x, along with x, and if x is not the root, joining the parent of x and the
remaining child by a new edge. Each duplication-free restriction D(T ) can
be considered to be a copy of a species tree S, in which case each loss leaf u
corresponds subtree Su of the species tree that is missing in D(T ).
A duplication-free restriction D(T ) agrees with a species tree S iff rela-
beling each leaf l of D(T ) by g(l), and replacing each loss leaf u in D(T ) with
the subtree Su, results in a tree isomorphic to S.
Definition 4.2 (consistent). Take a species tree S and a rooted binary tree
T where there exists exactly one leaf labeled by each gene in Γ, and all
other leaves are labeled as losses. T is said to be consistent with S iff every
duplication-free restriction of T agrees with S.
Definition 4.3 (history). A history H is a rooted binary tree uniquely leaf-
labeled by a gene set Γ, and function g : Γ 7→ Σ (indicating the species where
each gene is found) with the following properties:
1. Any leaf not labeled by a member of Γ is a loss.
2. Each internal node is a duplication or speciation node.
3. There exists a species tree S consistent with H.
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Definition 4.4 (reconciliation). A reconciliation R(G,S) between a binary
gene tree G and a species tree S is a history that can be obtained from G by
inserting loss leaves and labeling internal nodes as speciations or duplications
so that it is consistent with S.
The parsimony criteria used to choose among the large set of possible
reconciliations are the number of duplications (duplication cost), the number
of losses (loss cost) or both combined (mutation cost). The LCA mapping
induces a reconciliation R(G,S) between G and S, where an internal node x
of G leads to a duplication node in R if and only if x is a duplication node
of G with respect to S. Moreover, R(G,S) is a reconciliation that minimizes
the duplication, loss, and mutation costs [26, 69].
In the rest of this paper, the cost of a reconciliation refers to its mutation
cost.
4.3.2 Problem statement
Given a binary species tree S and a non-binary gene tree G, we seek
out a full resolution of G leading to a reconciliation of minimum mutation
cost. We formally define the notion of a resolution of G as being a reconciled
refinement of G.
Definition 4.5 (Resolution). A tree R(G,S) is a resolution of G with respect
to S if and only if R(G,S) is a reconciliation between a binary refinement
B(G) of G, and S.
We are now ready to state our optimization problem.
Minimum Resolution:
Input: A binary species tree S and a non-binary gene tree G.
Output: A Minimum Resolution of G with respect to S (or simply a Min-
imum Resolution of G if there is no ambiguity on S), e.g. a resolution of G
with respect to S of minimum mutation cost.
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We first show that each polytomy of G can be resolved independently.
Theorem 4.6. Let {Gxi , for 1 ≤ i ≤ p} be the set of subtrees of G rooted
at the p children {xi, for 1 ≤ i ≤ p} of the root of G. Let Rmin(Gxi , S) be a
minimum resolution of Gxi w.r.t. S. Let G
′ be the tree obtained from G by
replacing each Gxi by Rmin(Gxi , S). Then a minimum resolution of G
′ is a
minimum resolution of G.
Proof. This statement was proved by Chang and Eulenstein in [24], which
led them to a dynamic programming algorithm with running-time complexity
O(|S|×|G|2), for theMinimum Resolution problem. The reader interested
in this proof might refer to Chang’s MSc. Thesis written in 2006.
It follows from Theorem 4.6 that a minimum resolution of G can be
obtained by a depth-first procedure that solves each polytomy Gx iteratively,
for each internal node x of G. At each step, whether the children of the
polytomy Gx are internal nodes or leaves of G, they are treated as leaves of
the polytomy and we refer to each leaf l by its label µ(l).
In the next section, we consider G as a polytomy whose leaves are labeled
(not uniquely) by nodes of S. Furthermore, as the subtrees Sx of S such that
V (Sx) \ {x} has an empty intersection with S(G), will never be considered
in the resolution of G, we can ignore them. We say that S is a species tree
linked to the polytomy G if and only if any internal node of S has a descendant
included in S(G) and the root of S is the lowest common ancestor of S(G).
For example, in Figure 4.2, S is a species tree linked to the polytomy G.
4.4 Method
In this section, we consider G to be a polytomy whose leaves are labeled
(not uniquely) by nodes of a species tree S. Notice that a leaf labeled x
actually represents a whole subtree of the considered gene tree, which has
already been resolved, and thus is consistent with Sµ(x). We assume that
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S is a species tree linked to G. We describe an approach for computing a
minimum resolution R(G,S) of G based on the observation that for any node
x in R(G,S), all nodes on a path from x to a leaf in R(G,S) will map to
a node that is on a path from µ(x) to a leaf of S. Thus, we decompose
the computation of a minimum resolution of G according to a depth-first
traversal of the nodes of S; for each node s of S we consider the cost of
having k maximal subtrees of R(G,S) whose roots map to s. For example,
Figures 4.2c and 4.2d represent two such partial resolutions where there are
three maximal subtrees whose roots map to e. Given, for all k, the minimum
cost of a so-called “k-partial resolution” corresponding to a node s, we show
how to compute the cost of a partial resolution corresponding to the parent
of s. Clearly a solution of the Minimum Resolution problem is a minimum
1-partial resolution of G at the root of S.
4.4.1 Partial resolutions
Let s be a node of S. The restriction of G by node s, denoted G/s, is the
tree obtained from G by removing the set of leaves Ls whose labels are not
in Ss.
Definition 4.7 (partial resolution). Let s be a node of S. A partial resolution
P (G,S, s) of G at s is a polytomy on a set Fs∪Ls, where Fs is obtained from
a resolution R(G/s, S) as follows: Fs is a forest of subtrees of G/s, rooted at
nodes labeled s, partitioning the set of leaves of G/s (i.e. each leaf of G/s is
in a unique tree of the forest).
The cost of a partial resolution P (G,S, s) on a set Fs ∪ Ls is the sum of
the cost of all the trees (reconciliations) of Fs. See Figure 4.2 for an example.
Definition 4.8 (k-partial resolution). Let s be a node of S. A k-partial
resolution P k(G,S, s) of G at s is a partial resolution of G at s on a set
Fs ∪ Ls with exactly k trees in Fs.
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Figure 4.2: (a) A species tree S and a polytomy G; (b) A 2-partial resolution
of G at a of cost 2 (2 duplications); (c) A 3-partial resolution of G at e of
cost 3 (2 duplications and one loss); (d) A 3-partial resolution of G at e
of cost 2 (2 duplications); (e) A full resolution of G with minimum cost (4
duplications, 1 loss).
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For example, the tree G in Figure 4.2 is itself a 4-partial resolution of G
at a, whereas the tree (b) is a 2-partial resolution of G at a, and (c) and (d)
are two different 3-partial resolutions of G at e.
Notation 4.9. For any integer k ≥ 1, we denote by Ms,k the minimum
cost of a k-partial resolution of G at s. We also denote by Ms the vector
(Ms,k)k≥1.
A solution for the Minimum Resolution problem is a resolution of G with
cost Mroot(S),1. In this section, we describe an algorithm that computes
Mroot(S),1 based on the costs Ms,k of all partial resolutions of G over all k
and s. Before giving a recursive formulation of Ms,k, we need to introduce
a subset of k-partial resolutions, leading to an intermediate cost Cs,k for in-
ternal nodes s, which can be computed directly from k-partial resolutions
corresponding to the children of s.
Definition 4.10 (k-speciation resolution). Let s be an internal node of S.
A k-partial resolution P k(G,S, s) of G at node s is a k-speciation resolution
of G at s if and only if each node of P k(G,S, s) labeled s is a speciation or
a leaf.
A k-speciation resolution at s contains no duplication node nor loss leaf
labeled s. In Figure 4.2, the tree G is a 4-speciation resolution of G at
node a, while the tree (d) is a 3-speciation resolution at e. Neither the 2-
partial resolution of G at a (b) nor the 3-partial resolutions of G at e (c)
is a speciation resolution, as in the first case the left-most child of the root
labeled a is a duplication node, while in the second case the right-most child
of the root labeled e is a duplication node.
Notation 4.11. For any node s of S, we denote by nb(s) the number of
leaves of G labeled s.
Note that there is no k-speciation resolution for k ≤ nb(s). Indeed, as G
has nb(s) leaves labeled s, any speciation resolution of G has at least nb(s)
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speciation nodes labeles s, and thus k ≥ nb(s). Moreover, as S is a species
tree linked to G, at least one descendant of the internal node s of S should
be a leaf of G, and thus any partial resolution at s needs to have at least one
additional speciation node labeled s.
Notation 4.12. For any internal node s of S and any integer k > nb(s), we
denote by Cs,k the cost of a minimum k-speciation resolution of G at s. For
technical reasons, we set Cs,k = ∞ for 1 ≤ k ≤ nb(s). We denote by Cs the
vector (Cs,k)k≥1.
4.4.2 A recursive formulation
There is an infinite range of values of k for whichMs,k and Cs,k correspond
to valid resolutions. However, the following remark is easy to validate and
implies that, for some input, we need only consider a fixed-size table of values.
Remark 4.13. There exists a value n ∈ N such that Ms,k < Ms,n, for any
node s of S and any integer 0 < k < n.
The intuition behind this remark is that when k is large enough a k-
partial resolution would contain too many losses, so could never be part of
an optimal solution.
The following lemma exhibits a relationship between two entries of vector
Ms.
Lemma 4.14. For any node s of S and any integers k, i ≥ 1, we have
Ms,k ≤Ms,i + |k − i|.
Proof. Let P i(G,S, s) be an i-partial resolution at s of cost Ms,i. If i < k,
inserting k − i losses of s at the root of P i(G,S, s) gives us a k-partial
resolution of cost Ms,i + k − i. If i > k, joining i− k + 1 subtrees rooted at
s in P i(G,S, s) (by duplication nodes) gives us a k-partial resolution of cost
Ms,i + i− k. Both cases imply that Ms,k ≤Ms,i + |k − i|.
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We use Lemma 4.14 to prove the main recurrence defining Cs,k and Ms,k.
Theorem 4.15. Let s be a node of S and 1 ≤ k ≤ n.
1. If s is a leaf of S, then Ms,k = |k − nb(s)|;
2. Otherwise, let sl and sr be the two children of s in S. Then,
(a) Cs,k =Msℓ,k−nb(s) +Msr,k−nb(s) if k > nb(s) (∞ otherwise);
(b) Ms,k = min
(
Cs,k, min
1≤i≤n
(Ms,i + |k − i|)
)
Proof. Let P k(G,S, s) be a minimum k-partial resolution of G at node s of
cost Ms,k. Suppose P
k(G,S, s) is defined on the set of nodes Fs ∪ Ls.
1. Suppose s is a leaf of S. If k = nb(s), then each tree in Fs is a single node
labeled s, with reconciliation cost 0, and thus Ms,k = 0 = |k − nb(s)|. If
k < nb(s) (respectively k > nb(s)), then at least nb(s)− k duplication nodes
(respec. k − nb(s) losses) should be present in the trees of Fs. As the trees
of Fs are part of an optimal k-partial resolution, the number of duplications
(losses) should be exactly nb(s)− k (k−nb(s)), and thus Ms,k = |k−nb(s)|.
2. Otherwise, s is an internal node of S.
2(a) Let P k(G,S, s) be a k-speciation resolution of G at node s of minimum
cost Cs,k. Since none of the trees in Fg are rooted at a duplication node
nor labeled as a loss, there must be exactly k − nb(s) trees in Fs that are
rooted at speciation nodes labeled by s. Any such node must have one child
labeled sℓ and one child labeled sr. Since we are going through each node
of S in a depth-first manner, we assume that the values of Msℓ and Msr
have been computed. The result follows from the fact that Msℓ,k−nb(s) (resp.
Msr,k−nb(s)) gives the optimal configuration yielding k−nb(s) trees rooted at
nodes labeled sℓ (resp. sr).
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2(b) If P k(G,S, s) is a k-speciation resolution of G at s, then clearly Ms,k =
Cs,k. Otherwise, let k
′ be the number of trees rooted at duplication nodes
of Fs. For positive k
′, if each of the two children of those duplication nodes
were taken as the roots of two new trees, then we would have a forest of
i′ = k + k′ trees. This gives us Ms,k ≥ Ms,i′ + k
′ = Ms,i′ + |k − i
′|. If k′ = 0
(and P k(G,S, s) is not a k-speciation resolution), then Fs must have, say
k′′, trees corresponding to losses. Consider the i′′ = k − k′′ trees of Fs that
are not losses. This gives us Ms,k ≥ Ms,i′′ + k
′′ = Ms,i′′ + |k − i
′′| as well.
Therefore Ms,k ≥ mini(Ms,i+ |k− i|). On the other hand, Lemma 4.14 gives
us Ms,k ≤ mini(Ms,i + |k − i|).
4.4.3 A dynamic programming approach
The recurrence 2.b in Theorem 4.15 induces a circular argument for com-
puting the entries of Ms, as for two different constants k and i, Ms,k may be
computed from Ms,i, which in turn may be computed from Ms,k. In other
words, the recurrences of Theorem 4.15 cannot be used directly in a dynamic
programming algorithm for the computation of Cs,k and Ms,k. The rest of
this section focuses on reformulating recurrence 2.b. We start by giving two
important properties relating Ms to Cs.
Lemma 4.16. For an internal node s of S, there exists at least one k such
that Ms,k = Cs,k.
Proof. Let P k(G,S, s) be a k-partial resolution of G at node s of cost Ms,k,
defined on the set Fs ∪ Lg. Assume that Ms,k 6= Cs,k for all k. This implies
Ms,k < Cs,k for all k. Consider the subforest F
′
s consisting of the j maximal
subtrees of Fs that are rooted at speciation nodes; F
′
s defines a j-speciation
resolution with cost C ′ < Ms,k. Since Cs,j ≤ C
′, we have Cs,j < Ms,k. But
Ms,j < Cs,j, so in general, for any k there exists a j such that Ms,j < Ms,k,
a contradiction since the minimum value in Ms must occur in within a finite
range (by Remark 4.13).
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Theorem 4.15 shows that for an internal node s of S, Ms,k can be com-
puted from Cs,k, or from some other value in Ms. However, we have not
characterized how to easily discern which case will be used, and we have no
information about which i gives Ms,i = Cs,i. The following lemma addresses
this matter by narrowing the possibilities.
Lemma 4.17. For some internal node s of S and integer k ≥ 1, if Ms,k 6=
Cs,k then there exists an i such that Ms,i = Cs,i and Ms,k =Ms,i + |k − i|.
Proof. By the recurrence 2(b) of Theorem 4.15, if Ms,k 6= Cs,k, then we
should have Ms,k = Ms,i + |k − i| for some i. If Ms,i = Cs,i, then the
lemma is verified. Otherwise, Ms,i = Ms,h + |i − h| for some h. This gives
Ms,k = Ms,h + |k − i| + |i − h| ≥ Ms,h + |k − h|. By lemma 4.16 we know
that there must be some value α for which Ms,kα = Cs,kα , so in general, for
some integers k0 and α we have
Ms,k0 =Ms,kα + |kα − kα−1|+ |kα−1 − kα−2|+ · · ·+ |k2 − k1|+ |k1 − k0|
=Ms,kα +
α∑
i=1
|ki − ki−1|
≥Ms,kα + |kα − k0| = Cg,kα + |kα − k0|.
Lemma 4.14 gives the complementary bound Ms,k0 ≤ Cs,kα + |kα − k0|, so
equality holds.
Lemma 4.17 allows us to rewrite the recurrence 2(b) of Theorem 4.15 as
follows:
Ms,k = min
nb(s)<i≤n
Cs,i + |k − i| (Eq.1)
With this new formulation of recurrence 2(b), Theorem 4.15 leads to a
cubic-time dynamic programming algorithm for the computation of the cost
of a solution of the Minimum Resolution problem. Indeed, let the height of a
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node s of S be the maximum number of nodes in a path from s to a leaf of
S. Consider an ordering s1, s2 · · · sp of the nodes of S by increasing height,
where p = |S|. In other words, leaves are listed before nodes of height 1,
etc. In particular sp = root(S). Consider the tables M and C of |S| lines,
where each line i of M and C corresponds respectively to the vectors Msi
and Csi . The table C is defined only for lines i > L(S). We first compute
the L(S) first lines of M in O(n) steps using recurrence (1) of Theorem 4.15.
Then, for each line i, we successively compute Csi and Msi for increasing
values of i, by using the recurrences (2) a. and b. of Theorem 4.15. Each
line representing Csi is computed in time O(n), while each line representing
Msi is computed in O(n
2) steps, leading to an O(n2|S|) algorithm for filling
the two tables. The final result (cost of a solution of the Minimum Resolution
problem) is just Msp,1. An example is given in Figure 4.3.
4.4.4 A linear-time approach
We show in this section that the recurrence (2)b of Theorem 4.15 can
further be simplified in a way leading to a constant time update for each
Ms vector according to the Msl and Msr vectors. This implies a linear time
algorithm for the computation of Mroot(S),k.
We first show that Ms,k = Cs,k when Cs,k is the minimum value among
the entries of Cs.
Lemma 4.18. For k such that Cs,k = min
nb(s)<i≤n
Cs,i, we have Ms,k = Cs,k.
Proof. If Ms,k 6= Cs,k, then by Lemma 4.17, there must exist an i such
that Ms,k = Ms,i + |k − i| and Ms,i = Cs,i. This implies that Cs,i < Cs,k,
contradicting the minimality of Cs,k.
The key observation allowing a constant-time computation of any entry
in Cs and Ms is that these vectors can be seen as two functions with a cup
shape. The following definition formally introduces the notion of a “cup
function”.
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Definition 4.19 (cup function). A cup function is a convex piecewise linear
function m() which, for a minimum value γm ∈ Z and two breakpoints
m1,m2 ∈ N, is strictly decreasing linearly for x < m1, equal to γm when
m1 ≤ x ≤ m2, and strictly increasing linearly when x > m2. It can be
written as
m(x) =


γm +m1 − x+ P(x) if x < m1
γm if m1 ≤ x ≤ m2
γm + x−m2 +Q(x) if x > m2
where P : N→ Z is non-increasing and Q : N→ Z is non-decreasing.
We say the function m(x) is a simple cup function iff P(x) = Q(x) = 0
for all x. Roughly speaking, a simple cup function viewed from left to right
has a slope of −1, a plateau of minimum values, and a slope of 1.
Assume for now that Ms can be associated with a simple cup function
m() such that Ms,k = m(k) for 1 ≤ k ≤ n. Recall that the values of
Cs are obtained by adding the values of Msℓ and Msr (recurrence 2(a) of
Theorem 4.15). We show that Cs can be associated with a cup function by
proving that the addition of two simple cup functions yields a cup function.
Lemma 4.20. If ℓ() and r() are two simple cup functions, then the function
m() defined by m(k) = ℓ(k) + r(k), is a cup function.
Furthermore, if ℓ1, ℓ2 and r1, r2 respectively denote the breakpoints of ℓ()
and r(), and γℓ, γr respectively denote the minimum values of ℓ() and r(),
then the breakpoints m1,m2 and minimum value γm of m() are computed
according to the following table:
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Condition γm m1 m2
If ℓ1 < r1, ℓ2 < r1 γℓ + γr + r1 − ℓ2 ℓ2 r1
If ℓ1 < r1, r1 ≤ ℓ2 ≤ r2 γℓ + γr r1 ℓ2
If ℓ1 < r1, ℓ2 > r2 γℓ + γr r1 r2
If r1 ≤ ℓ1 ≤ r2, r1 ≤ ℓ2 ≤ r2 γℓ + γr ℓ1 ℓ2
If r1 ≤ ℓ1 ≤ r2, ℓ2 > r2 γℓ + γr ℓ1 r2
If ℓ1 > r2, ℓ2 > r2 γℓ + γr + ℓ1 − r2 r2 ℓ1
Proof. The complete proof of this lemma is given in Appendix 4.5. Moreover,
a more general version of this lemma has already been proven by Csuros in
[36], where it is shown that the sum of an arbitrary number of cup functions
yields a cup function
The following theorem states that Ms and Cs can be associated with two
cup functions with the same breakpoints m1, m2 and minimum value γm.
Moreover, Ms is associated with a simple cup function. For example, each
line of the table of Figure 4.3 can be rewritten as a cup function, with the
breakpoint and minimum values indicated in vectors m1, m2 and γm.
Theorem 4.21. For any node s of S, there exists a simple cup function m()
with breakpoints m1,m2 ≥ 1 and minimum value γm, such that Ms,k = m(k)
for 1 ≤ k ≤ n.
Furthermore, if s is an internal node of S, there exists a cup function
c() with the same breakpoints m1,m2 > nb(s) and same minimum value γm,
such that Cs,k = c(k) for nb(s) < k ≤ n.
Proof. We prove the theorem by induction over the nodes visited in a
postorder traversal of S.
Base Case: If s is a leaf and nb(s) > 0, let m(k) = |k − nb(s)|. It is clear
that m(k) is a simple cup function with breakpoints m1 = m2 = nb(s) and
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γm = 0. If nb(s) = 0, let m(k) be a simple cup function with breakpoints
m1 = m2 = 1 and minimum value γm = 1. We have m(k) = |k − nb(s)|
for k ≥ 1. Then from Theorem 4.15.1, both cases give Ms,k = m(k) for
1 ≤ k ≤ n.
Induction Step: If s is an internal node, then from the inductive hypothesis,
there exist two simple cup functions ℓ(), r() such that Msℓ,k = ℓ(k) and
Msr,k = r(k) for 1 ≤ k ≤ n. Let f(k) = ℓ(k − nb(s)) + r(k − nb(s)).
By Lemma 4.20, f() is a cup function. Let f1, f2 be the breakpoints of
f() and γf its minimum value. From part (2a) of Theorem 4.15 we have
Cs,k =Msℓ,k−nb(s)+Msr,k−nb(s), implying that Cs,k = f(k) for nb(s) < k ≤ n.
However, it is possible that f1 ≤ nb(s) or f2 ≤ nb(s), making the theorem
statement invalid.
Let c() be another cup function with breakpoints m1 = max(f1, nb(s) +
1),m2 = max(f2, nb(s)+1) and minimum value γm = f(m2) = min
nb(s)<k≤n
Cs,k.
It can be verified that c(k) = f(k) when nb(s) < k ≤ n and thus, Cs,k = c(k)
for nb(s) < k ≤ n. From this, we have
Cg,k =


∞ if k ≤ nb(s)
γm +m1 − k + P(k) if nb(s) < k < m1
γm if m1 ≤ k ≤ m2
γm + k −m2 +Q(k) if k > m2
for 1 ≤ k ≤ n.
By Lemma 4.18, we know that Ms,k = Cs,k = γm for m1 ≤ k ≤ m2.
If k < m1, we show that Ms,k = γm +m1 − k. From the equation (Eq.1),
we have Ms,k = minj(Cs,j + |k− j|). If j > m1, then by the definition of Cs,j
given above, we have Cs,j ≥ γm and thus Cs,j+j−k ≥ γm+m1−k. If j < m1,
then Cs,j+|k−j| ≥ γm+m1−j+|k−j| ≥ γm+m1−k since we can reformulate
this inequality as |k− j| ≥ j − k. Therefore, Cs,j + |k− j| has the minimum
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value when j = m1 and it follows that Ms,k = Cs,m1 +m1− k = γm+m1− k
when k < m1.
If k > m2, we show that Ms,k = γm + k − m2. From the (Eq.1), we
have Ms,k = minj(Cs,j + |k − j|). If j < m2, we have Cs,j ≥ γm and thus
Cs,j + k − j ≥ γm + k − m2. If j > m2, then Cs,j + |k − j| ≥ γm + j −
m2 + |k − j| ≥ γm + k − m2 since we can reformulate this inequality as
|k − j| ≥ k − j. Therefore, Cs,j + |k − j| is minimum when j = m2 and it
follows that Ms,k = Cs,m2 + k −m2 = γm + k −m2 when k > m2.
The three cases verify thatMs can be associated with a cup function.
Denote by m1,s,m2,s and γs the breakpoints and minimum value of the
cup function associated withMs (and thus from Theorem 4.21 also with Cs).
Theorem 4.15.(1) allows us to compute m1,s, m2,s and γs for any leaf s of S.
Finally, Theorem 4.15.(2a) and Lemma 4.20 allow us to compute, in constant
time, the breakpoints m1,s, m2,s and minimum value γs associated with Cs
and Ms, given those associated with Msl and Msr .
Stated differently, let s1, s2, · · · sp be the ordering of the nodes of S defined
at the end of Section 4.4.3, and consider the three vectors m1 = (m1,si)1≤i≤s,
m2 = (m2,si)1≤i≤s and γ = (γsi)1≤i≤s. Then each entry of each of these vectors
can be computed in constant-time. Theorem 4.21 ensures that these vectors
allow us to completely define the simple cup function Ms. This leads to an
O(max(|G|, |S|)) algorithm for computing any value Ms,k, and in particular
the cost Msp,1 of a solution of the minimum Resolution problem.
In Algorithm CupValues(s), we detail the steps required to compute
m1,s,m2,s and γs for a given node s. Lines 1 to 6 follow from the The-
orem 4.21’s base case proof. Line 9 follows from Theorem 4.15.(2a) and
Lemma 4.20 (discussion above). Line 10 is a correction needed because
the table in Lemma 4.20 gives the result for the addition of two simple
cup functions for the same value of k, e.g. c(k) = ℓ(k) + r(k). Since
Cs,k = Msℓ,k−nb(s) + Msr,k−nb(s), we need to shift the obtained breakpoints
by adding nb(s) to them. Lines 11 and 12 ensure that m1,s,m2,s > nb(s) and
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that γs is the minimum entry in Cs, as stated in Theorem 4.21.
Algorithm 2 CupV alues(s)
1: if s is a leaf then
2: if nb(s) > 0 then
3: m1,s := nb(s);m2,s := nb(s); γs := 0;
4: else
5: m1,s := 1;m2,s := 1; γs := 1;
6: end if
7: else
8: Let sℓ, sr be the two children of s:
9: Compute m1,s,m2,s and γs using the children values
m1,sℓ ,m2,sℓ ,m1,sr ,m2,sr , γℓ, γr and the table given in Lemma 4.20;
10: m1,s := m1,s + nb(s); m2,s := m2,s + nb(s);
11: If m1,s ≤ nb(s) then m1,s := nb(s) + 1;
12: If m2,s ≤ nb(s) then m2,s := nb(s) + 1 and γs :=Msℓ,1 +Msr,1;
13: end if
4.4.5 Constructing an optimal resolution
Starting with s = root(S) and k = 1, we recursively compute the num-
ber of losses and duplications required for each node s of S in an optimal
reconciliation, based on partial resolutions at sl and sr, for sl and sr being
the children of s. The algorithm presented in this section is based on the
following result, which is a corollary of Theorem 4.21.
Corollary 4.22. Let s be a node of S with children sℓ and sr, and P
k(G,S, s)
be a minimum k-partial resolution at s defined on the set Fg ∪ Lg for 1 ≤
k ≤ n.
1. If Ms,k = Msℓ,k−nb(s) +Msr,k−nb(s), then the k roots of Fs are all speci-
ation nodes. Otherwise,
2. either Ms,k = γs+ k−m2,s, in which case P
k(G,S, s) has k−m2,s loss
leaves labeled s,
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1 2 3 4 5 6 m1 m2 γm
Ma 3 2 1 0 1 2 4 4 0
Mb 1 0 1 2 3 4 2 2 0
Mc 0 1 2 3 4 5 1 1 0
Md 1 2 3 4 5 6 1 1 1
Ce ∞ 4 2 2 2 4 3 5 2
Me 4 3 2 2 2 3 3 5 2
Cf 1 3 5 7 9 11 1 1 1
Mf 1 2 3 4 5 6 1 1 1
Cg 5 5 5 6 7 9 1 3 5
Mg 5 5 5 6 7 8 1 3 5
Figure 4.3: An illustration of the algorithms for the gene tree G and species
tree S of Figure 4.2(a). The cost of a most parsimonious resolution of G
is Mg,1 = 5. The gray cells are those considered by Algorithm DupLoss for
computing the Dup and Loss vectors, the values in bold being the first
ones evaluated by the algorithm on a given row. The obtained values are
Dup(e) = 2, Dup(a) = 2, Loss(d) = 1 and Dup(s) = Loss(s) = 0 for any
other node s. The corresponding resolution is given in Figure 4.2(e).
3. or Ms,k = γs +m1,s − k, in which case P
k(G,S, s) has m1,s − k dupli-
cations labeled s.
Proof. In the first case, Ms,k = Cs,k, indicating that the optimal k-partial
resolution at s is a k-speciation resolution. case, taking the m2,s-speciation
resolution at s of cost γs and adding k −m2,s loss leaves labeled s yields a
k-partial resolution at s with minimum score γs+k−m2,s. In the third case,
taking the m1,s-speciation resolution at s of cost γs and creating m1,s − k
duplications labeled s yields a k-partial resolution at s with minimum score
γs +m1,s − k.
Algorithm DupLoss(s, k) computes the values Dup(s) and Loss(s), being
respectively the number of duplications labeled s and the number of loss
leaves labeled s in a minimum resolution of G. Starting with a call to Al-
gorithm DupLoss(root(S), 1), the output is a pair (Dup(s), Loss(s)) for each
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node s of S. From these values, it is easy to reconstruct the corresponding
solution R(G,S) of the Minimum Resolution problem.
Algorithm 3 DupLoss(s, k)
if s is a leaf and k ≥ nb(s) then
Dup(s) := 0;Loss(s) := k − nb(s);
else if s is a leaf and k < nb(s) then
Dup(s) := nb(s)− k;Loss(s) := 0;
else if k − nb(s) > 0 and Ms,k =Msℓ,k−nb(s) +Msr,k−nb(s) then
Dup(s) := 0;Loss(s) := 0;
DupLoss(sℓ, k − nb(s)); DupLoss(sr, k − nb(s));
else if k < m1,s then
Dup(s) := m1,s − k;Loss(s) := 0;
DupLoss(sℓ,m1,s − nb(s)); DupLoss(sr,m1,s − nb(s));
else if k > m2,s then
Dup(s) := 0;Loss(s) := k −m2,s;
DupLoss(sℓ,m2,s − nb(s)); DupLoss(sr,m2,s − nb(s));
end if
Once the vectors Dup and Loss have been computed, an optimal res-
olution of G can be constructed easily, knowing nb(g) for each node, and
knowing how many of these nodes are joined under duplication or speciation
and how many are inserted as losses.
4.5 Discussion
We have developed an algorithm for constructing the most parsimonious
reconciliation, in term of number of duplications + losses, of a polytomy
G with a binary species tree S, running in time O(|S|). It naturally leads
to an O(|G| × |S|) algorithm for the reconciliation of a gene tree with an
arbitrary number of polytomies. Indeed, it is sufficient to traverse the tree
in a depth-first manner, and resolve each polytomy at a time. Interestingly,
we can find an example of trees G and S leading to a reconciliation of size
|G| × |S|. Indeed, let Σ = {1, 2, · · · s}, and consider the species tree S over
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Σ to be a caterpilar tree (1, 2, · · · s) with leaves ordered from 1 to s, where
s = |S|. Consider the gene tree G to be the caterpilar tree ((l1, r1), · · · (lg, rg))
composed of g cherries (l1, rs), where the l leaves are labeled 1, and the r
leaves are labeled s. We have g = |G|. Then clearly a most parsimonious
reconciliation of G and S is one with s−2 leaves inserted in each cherry of G,
which leads to a tree of size |G|× |S|. Therefore, the algorithm is optimal for
our considered Minimum Resolution problem. It is likely however that finding
the mutation cost of an optimal reconciliation, without displaying the actual
reconciliation, can be done in linear-time.
Appendix
Proof of lemma 4.20
Proof. Let
ℓ(k) =


γℓ + ℓ1 − k if k < ℓ1
γℓ if ℓ1 ≤ k ≤ ℓ2
γℓ + k − ℓ2 if k > ℓ2
r(k) =


γr + r1 − k if k < r1
γr if r1 ≤ k ≤ r2
γr + k − r2 if k > r2
and m(k) = ℓ(k)+ r(k). The addition of ℓ(k) and r(k) yields a function with
nine possible cases.
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m(k) = ℓ(k)+r(k) =


γℓ + ℓ1 − k + γr + r1 − k if k < ℓ1, k < r1
γℓ + ℓ1 − k + γr if k < ℓ1, r1 ≤ k ≤ r2
γℓ + γr + r1 − k if ℓ1 ≤ k ≤ ℓ2, k < r1
γℓ + γr if ℓ1 ≤ k ≤ ℓ2, r1 ≤ k ≤ r2
γℓ − ℓ2 + γr + r1 if k > ℓ2, k < r1
γℓ + ℓ1 + γr − r2 if k < ℓ1, k > r2
γℓ + γr + k − r2 if ℓ1 ≤ k ≤ ℓ2, k > r2
γℓ + k − ℓ2 + γr if k > ℓ2, r1 ≤ k ≤ r2
γℓ + k − ℓ2 + γr + k − r2 if k > ℓ2, k > r2
These nine cases are not all compatible with each other depending on
ℓ1, ℓ2, r1, r2. In fact, there are only six possible cases of how these breakpoints
cross eachother. If ℓ1 < r1, either ℓ2 < r1, r1 ≤ ℓ2 ≤ r2 or ℓ2 > r2. If
r1 ≤ ℓ1 ≤ r2, either r1 ≤ ℓ2 ≤ r2. If ℓ1 > r2, then ℓ2 > r2. Let α = γℓ + γr.
Then, m(k) can be rewritten as :
If ℓ1 < r1, ℓ2 < r1, then
m(k) =


α− 2k + ℓ1 + r1 if k < ℓ1, k < r1
α− k + r1 if ℓ1 ≤ k ≤ ℓ2, k < r1
α + r1 − ℓ2 if k > ℓ2, k < r1
α + k − ℓ2 if k > ℓ2, r1 ≤ k ≤ r2
α + 2k − ℓ2 − r2 if k > ℓ2, k > r2
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If ℓ1 < r1, r1 ≤ ℓ2 ≤ r2, then
m(k) =


α− 2k + ℓ1 + r1 if k < ℓ1, k < r1
α− k + r1 if ℓ1 ≤ k ≤ ℓ2, k < r1
α if ℓ1 ≤ k ≤ ℓ2, r1 ≤ k ≤ r2
α + k − ℓ2 if k > ℓ2, r1 ≤ k ≤ r2
α + 2k − ℓ2 − r2 if k > ℓ2, k > r2
If ℓ1 < r1, ℓ2 > r2, then
m(k) =


α− 2k + ℓ1 + r1 if k < ℓ1, k < r1
α− k + r1 if ℓ1 ≤ k ≤ ℓ2, k < r1
α if ℓ1 ≤ k ≤ ℓ2, r1 ≤ k ≤ r2
α + k − r2 if ℓ1 ≤ k ≤ ℓ2, k > r2
α + 2k − ℓ2 − r2 if k > ℓ2, k > r2
If r1 ≤ ℓ1 ≤ r2, r1 ≤ ℓ2 ≤ r2, then
m(k) =


α− 2k + ℓ1 + r1 if k < ℓ1, k < r1
α− k + ℓ1 if k < ℓ1, r1 ≤ k ≤ r2
α if ℓ1 ≤ k ≤ ℓ2, r1 ≤ k ≤ r2
α + k − ℓ2 if k > ℓ2, r1 ≤ k ≤ r2
α + 2k − ℓ2 − r2 if k > ℓ2, k > r2
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If r1 ≤ ℓ1 ≤ r2, ℓ2 > r2, then
m(k) =


α− 2k + ℓ1 + r1 if k < ℓ1, k < r1
α− k + ℓ1 if k < ℓ1, r1 ≤ k ≤ r2
α if ℓ1 ≤ k ≤ ℓ2, r1 ≤ k ≤ r2
α + k − r2 if ℓ1 ≤ k ≤ ℓ2, k > r2
α + 2k − ℓ2 − r2 if k > ℓ2, k > r2
If ℓ1 > r2, ℓ2 > r2, then
m(k) =


α− 2k + ℓ1 + r1 if k < ℓ1, k < r1
α− k + ℓ1 if k < ℓ1, r1 ≤ k ≤ r2
α− r2 + ℓ1 if k < ℓ1, k > r2
α + k − r2 if ℓ1 ≤ k ≤ ℓ2, k > r2
α + 2k − ℓ2 − r2 if k > ℓ2, k > r2
Using the breakpoints and minimum values provided by the table in the
theorem statement, it can be verified that each of these cases is a cup function.
4.6 Contributions
Manuel Lafond a conc¸u l’algorithme. Manuel Lafond, Nadia El-Mabrouk
et Krister M. Swenson ont re´dige´ les preuves de bon fonctionnement de
l’algorithme. Nadia El-Mabrouk et Krister M. Swenson ont fait la mise en
contexte scientifique du proble`me et mis en place le contexte formel. Na-
dia El-Mabrouk a supervise´ le de´roulement du projet. Tous les auteurs ont
participe´ a` la re´daction de l’article.
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CHAPITRE 5
GENE TREE CORRECTION GUIDED BY ORTHOLOGY
Manuel Lafond1 , Magali Semeria2 , Krister M. Swenson1 3
Eric Tannier2 4 , Nadia El-Mabrouk1
Dans ce chapitre, nous de´crivons deux algorithmes permettant de corriger
un arbre afin qu’il contienne un ensemble donne´ de relations d’orthologie.
Rappelons que deux ge`nes sont orthologues s’ils descendent d’un ge`ne an-
cestral ayant subi une spe´ciation, et paralogues s’il a subi une duplication.
Un arbre de ge`nes G e´tiquete´ par ses e´ve´nements de spe´ciation et duplica-
tion peut servir a` distinguer les orthologues des paralogues, puisque pour
deux ge`nes g1 et g2 donne´s, il suffit de connaˆıtre l’e´tiquette de lcaG(g1, g2).
Une fac¸on commune d’infe´rer l’ensemble des relations d’orthologie/paralogie
d’une famille de ge`nes consiste d’ailleurs a` infe´rer l’arbre de ge`nes pour la
famille, le re´concilier avec l’arbre d’espe`ces et identifier la relation entre
chaque paire de ge`nes. Cette me´thode suppose bien suˆr que l’arbre de ge`nes
est correct, et que la parcimonie s’applique au niveau des spe´ciations et dupli-
cations [95]. Notons que dans [145], on propose une infe´rence d’orthologues
et paralogues probabiliste base´e sur l’infe´rence Baye´sienne d’une distribution
sur les re´conciliations.
Dans les deux chapitres suivants, nous nous inte´ressons plutoˆt a` la di-
rection inverse, c’est-a`-dire a` obtenir de l’information sur l’arbre de ge`nes a`
partir de relations d’orthologie/paralogie. L’ide´e est que si l’on a un arbre
de ge`nes G a` valider et que l’on a acce`s aux (ve´ritables) relations entre ses
ge`nes, on peut ve´rifer qu’elles correspondent bel et bien a` ce que G de´peint.
1DIRO, Universite´ de Montre´al, Canada
2Laboratoire de Biome´trie et Biologie E´volutive, Universite´ Lyon I, France
3McGill Center for Bioinformatics, McGill University, Canada
4INRIA Grenoble Rhoˆne Alpes, France
Sinon, on sait que G a besoin d’eˆtre corrige´.
Il existe d’ailleurs des me´thodes d’infe´rence de relations qui ne ne´cessitent
pas d’arbre. La plus commune est base´e sur la similarite´ de se´quences et
s’apparente a` la me´thode de regroupement de ge`nes en familles homologues
de´crite dans la section 3.1. E´tant donne´ un ensemble de ge´nomes, on effectue
une recherche BLAST “all-against-all” pour retrouver les paires de ge`nes
similaires. Toutefois, on veut ici filtrer les orthologues en ne conservant
que les meilleurs re´sultats re´ciproques, ou MRR (appele´s BBH en anglais,
pour Bidirectional Best Hits [121, 160]). Pour un ge`ne g dans une espe`ce
s, le meilleur re´sultat dans une espe`ce s′ est le ge`ne g′ de s′ donnant le
meilleur score BLAST avec g. Si pour g′, on a aussi que g est le meilleur
re´sultat dans s, alors g et g′ forment un MRR. Le graphe des MRR a un
sommet pour chaque ge`ne, et a une areˆte entre g et g′ si et seulement si ils
forment un MRR. On peut ensuite utiliser un algorithme de clustering comme
MCL (e.g. OrthoMCL [106], proteinortho [105]) ou une me´thode ad-hoc (e.g.
eggNOG [88]) pour se´parer les ge`nes en groupes d’orthologues. Notons que
le logiciel InParanoid [10] permet d’identifier les paralogues re´cents (souvent
appele´s “in-paralogs”).
Ces me´thodes n’infe`rent donc pas, ou tre`s peu, de relations de paralogie,
et omettent souvent beaucoup de relations d’orthologie - par exemple lorque
deux ge`nes orthologues ont un anceˆtre commun assez e´loigne´ pour qu’ils
aient eu le temps de diverger. C’est pourquoi dans ce chapitre, on suppose
que l’on ne connaˆıt que certaines relations d’orthologie. Nous verrons que
ces informations, meˆme si elles sont partielles, peuvent nous permettre de
de´tecter et corriger des erreurs sur un arbre de ge`nes.
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5.1 Abstract
Background. Reconciled gene trees yield orthology and paralogy relation-
ships between genes. This information may however contradict other infor-
mation on orthology and paralogy provided by other footprints of evolution,
such as conserved synteny.
Results. We explore a way to include external information on orthology in
the process of gene tree construction. Given an initial gene tree and a set of
orthology constraints on pairs of genes or on clades, we give polynomial-time
algorithms for producing a modified gene tree satisfying the set of constraints,
that is as close as possible to the original one according to the Robinson-
Foulds distance. We assess the validity of the modifications we propose by
computing the likelihood ratio between initial and modified trees according
to sequence alignments on Ensembl trees, showing that often the two trees
are statistically equivalent.
Availability. Software and data available upon request to the correspond-
ing author.
5.2 Introduction
A gene tree represents the evolutionary relationships between a set of
homologous genes. Gene trees are useful to unveil the molecular evolutionary
events that have shaped today’s genomes. They are traditionally constructed
from sequence alignments [55], while recent methods also use the information
from species phylogenies through reconciliation [2, 11, 16, 68, 131, 157, 161].
But constructing good gene trees is still challenging: for example, while they
yield orthology and paralogy relationships between genes, often alternative
or additional information, such as conserved synteny, is used to provide or
confirm orthology [91].
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The orthology information suggested by gene tree reconciliation may be
contradictory with that suggested by an external source, such as conserved
synteny [27, 102]. We explore a way to reconcile them by performing slight
modifications to a given gene tree in order to fit external information on
orthology.
We propose two kinds of gene tree modification, which consist in com-
puting a gene tree as close as possible to the initial one, satisfying two kinds
of constraints. One kind is a set of pairs of genes that should be orthologous
but are seen as paralogous in the initial tree. This occurs when orthologs are
computed with synteny for example [102]. The other kind is a set of clades
that should be rooted by speciation nodes but are rooted by duplication
nodes in the initial tree. This occurs when dubious duplications are detected
because of the absence of extant support for a duplication, or because of
ancestral synteny information [27]. We give polynomial-time algorithms for
both problems under the Robinson-Foulds distance, thus proposing several
ways to improve gene trees according to external information.
There are very few gene tree reconstruction methods including syn-
teny information [167], whereas integrating this information could be valu-
able [17]. The modifications we propose could be included in a local
search framework as other kinds of modifications based on duplications and
losses [25, 70, 113, 117]. We assess the validity of the modifications we pro-
pose by computing the likelihood ratio between initial and modified trees
according to sequence alignments on Ensembl trees [61], showing that often
the two trees are statistically equivalent.
5.3 Different gene tree corrections
5.3.1 Phylogenies
A phylogeny is a rooted binary tree which represents the evolutionary
relationships between the nodes. Internal nodes are extinct ancestors, leaves
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are extant elements and edges represent direct descents between parents and
children. Given a node x of a phylogeny T , we call an ancestor of x any
node on the path from the root (inclusively) of T to the parent of x. For
a leaf-subset X of T , lcaT (X), the lowest common ancestor of X, denotes
the farthest node from the root which is an ancestor of all elements of X.
We use the notation l(x), and call the clade of x, the set of leaves which are
descendant from an internal node x. We also denote by l(T ) the set of leaves,
and by V (T ) the set of nodes of T .
We define two kinds of phylogenies: species trees and gene trees. Species
are identified with genomes. For our purpose, genomes are simply sets of
genes. Therefore, each gene g, extant or ancestral, belongs to a species s(g).
We then have one species tree S, where nodes are identified with species, and
many gene trees, where nodes are identified with genes. The set of genes in
a gene tree is called a gene family.
A reconciliation between a gene tree G and a species tree S consists in
assigning to each gene g of G (both extant and ancestral) the species s(g)
corresponding to the lowest common ancestor in S of the set {s(l), for all l ∈
l(g)}. Every internal node g of G is labeled by an event E(g), verifying
E(g) = speciation if s(g) is different from s(gℓ) and s(gr) where gℓ and gr are
the two children of g, and E(g) = duplication otherwise.
The reconciliation of G and S gives all informations about the gene fam-
ily history. In particular it defines the gene content of an ancestral species
at the time of speciation. A reconciliation also implies the orthology and
paralogy relationships between genes: two genes g and g′ of T are said
to be orthologous if E(lcaT (g, g
′)) = speciation; g and g′ are paralogous if
E(lcaT (g, g
′)) = duplication. For example, Figure 5.1.(1) shows a gene tree
reconciled with a species tree. In this gene tree a1 and b1 are paralogous
as their lowest common ancestor is d which is a duplication node, while a2
and b2 are orthologous. The number of dots inside big circles represents the
number of genes in the corresponding genome (each big circle represents a
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5.3.2 The Robinson-Fould (RF) distance
The RF distance RF (G,G′) between two phylogenies G and G′ is the
cardinality of the symmetric difference between the clade-sets of the two
trees. In other words, denote by c(G,G′) the number of clades that are in G
but not in G′. Then RF (G,G′) = c(G,G′) + c(G′, G).
In this paper, since we only compare rooted binary trees sharing the same
leaf-sets, they always have the same number of internal nodes, and hence the
same number of clades. Therefore c(G,G′) = c(G′, G), and RF (G,G′) =
2c(G,G′).
5.3.3 Two correction problems
Suppose that in addition to a species tree and a set of reconciled gene
trees, we are given additional information of two kinds:
• Pairs of genes that we know are orthologous;
• Duplication nodes of some gene trees that we suspect to be false.
Constraints of orthology on pairs of genes may for example be generated
from synteny analysis [91, 102]. Some pairs may contradict the information
given by the gene tree. Let P be a set of pairs (g1, g2) of orthologous extant
genes (verifying s(g1) 6= s(g2)). A gene tree G is said to satisfy a set P if,
for any pair (g1, g2) ∈ P , lcaG(g1, g2) is a speciation node.
Problem 5.1. Gene Orthology Correction [GOC] Problem
Input: A gene tree G reconciled with a species tree S, and a set P of gene
pairs that are required to be orthologous;
Output: A corrected gene tree GP satisfying P , such that RF (G,GP ) is
minimum among all possible solutions.
An example is given in Figure 5.1: (1) is the initial tree, and (2) depicts
two syntenic regions of size 3 surrounding genes b1 and a1. In general (if we
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neglect the effect of gene conversion) genes in two syntenic regions should be
either all pairwise orthologous or all pairwise paralogous [102]. Consequently,
if the two neighbors of b1 on genome B and of a1 on genome C are inferred to
be orthologous (according to their lowest common ancestor in their respective
gene trees), then an orthology constraint should be imposed on the pair
(b1, a1). Figure 5.1. This principle is usually considered as one of the most
efficient method to detect orthologies [91]. (3) is a corrected tree.
On the other hand, duplication nodes of a gene tree can be considered
dubious for different reasons. For example, in Ensembl [164], “dubious” is
a label assigned to the non-apparent duplication nodes [26, 43] pointing to
an incongruence between the gene tree and the species tree. Alternatively,
inferred ancestral synteny may also point to dubious duplication nodes [27].
Formally, clades corresponding to some duplication nodes may erroneously
be considered as sets of paralogous genes, and should rather be considered
as orthologous. A gene tree G is said to satisfy a set C of its clades if
E(lcaG(c)) = speciation for all c ∈ C.
Problem 5.2. Clade Orthology Correction [COC] Problem
Input: A gene tree G reconciled with a species tree S, and a set C of clades
of G assigned to duplication nodes;
Output: A corrected tree GC satisfying C, such that RF (G,GC) is minimum
among all possible solutions.
The two problems are different, as exemplified by Figure 5.1, where (3)
is an optimal solution to GOC while (4) is an optimal solution to COC, the
latter more distant to the initial tree.
In the next two sections, we use S for the species tree name, G for the
reconciled gene tree, and we give efficient solutions to these two problems.
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5.4 The Gene Orthology Correction Problem
Notice that for any instance of the GOC problem, a corrected tree satis-
fying P always exists. Indeed, for any extant species x of S, one can make
a tree whose leaf-set is all the extant genes g of G for which s(g) = x. Do-
ing this for every species yields a forest whose roots can be reconnected by
matching the topology of S, ensuring that any pair of genes not in the same
species are orthologous. However, the obtained tree can be very far from the
original.
Let P be a set of gene pairs (which are leaves of G) required to be or-
thologous. Notice that if (a, b) ∈ P , then we also have (b, a) ∈ P . For any
pair (a, b) ∈ P , if lcaG(a, b) is a duplication in G, then (a, b) is a pair of false
paralogs. The set Pf ⊆ P denotes the set of all false paralogous pairs of P .
Given two distinct leaves a and b of G, we set ra,b = lcaG(a, b), sa,b =
lcaS (s(a), s(b)), and define ha,b as the highest node (closest to the root) on
the path from a to ra,b such that s(ha,b) is a descendant of sa,b. Notice that
ha,b can be a itself, but not ra,b.
For instance on Figure 5.2.(1), a1, c2 are false paralogs with ra1,c2 = e1
and sa1,c2 = E. From this, one can deduce that ha1,c2 = d2 and hc2,a1 = c2.
We show below that, for any pair (a, b) of false paralogs, ha,b is the highest
node on the path from a to ra,b over which we can move b to make lcaG(a, b)
a speciation node. The reason for moving b as high as possible is to preserve
as many clades as possible, allowing a minimum RF distance between the
initial and corrected tree.
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Figure 5.2: (1) A gene tree G reconciled with species tree S. Duplication
nodes are denoted by a black square. The leaves and internal nodes of G
are labeled with the letter of their corresponding species. Brackets denote
the required orthologs given by the input set P = {(a1, b2), (a1, c1), (a1, c2)}.
The non-preservable nodes (nodes of H) are depicted by red crosses, while
preservable nodes are circled in green. (2) The species tree associated with
G. (3) The tree GP , a solution to the GOC problem, which preserves every
possible clade.
Lemma 5.3. Let (a, b) be a pair of false paralogs in G, and let G′ be a tree
in which a and b are orthologous. If x is an ancestor of ha,b and a descendant
of ra,b, then the clade of x is not in G
′.
Proof. Suppose otherwise that there is some x′ ∈ V (G′) with the same clade
as x (and hence s(x) = s(x′)). Let r′a,b = lcaG′(a, b), which should be a
speciation. Since b was not in the clade of x, it cannot be in the clade of x′
either, implying that r′a,b is an ancestor of x
′. Also, since s(x′) = s(x) and x
is above ha,b in G, we have that s(x
′) is sa,b or one of its ancestors (otherwise
we would have picked x to be ha,b). But r
′
a,b has x
′ in one of its subtrees, and
b in the other, implying that r′a,b is a duplication: contradiction.
We now have a way to identify a set of clades that cannot be in GP .
For any (a, b) ∈ Pf , denote by Ha,b the set of ancestors of ha,b that are
descendants of ra,b. If GP satisfies the set Pf , GP cannot contain any clade
from the set H =
⋃
(a,b)∈Pf
Ha,b. It follows that a minimum of |H| clades of
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G are missing in GP . We claim that a solution GP to the GOC problem is
obtained by modifying exactly c(G,GP ) = |H| clades.
Theorem 5.4. Let GP be a solution to the GOC problem. Then
RF (G,GP ) = 2|H|.
In what follows, we give a constructive proof of Theorem 5.4 by describing
an algorithm for solving the GOC problem.
5.4.1 An algorithm for the GOC problem
Call V (G) \ H the set of preservable nodes of G (those that we hope
to preserve). For example in Figure 5.2.(1), H = Ha1,c2 ∪ Hc2,a1 ∪ Ha1,c1 ∪
Hc1,a1 ∪ Ha1,b2 ∪ Hb2,a1 = {e1} ∪ {e2} ∪ ∅ ∪ ∅ ∪ {d1} ∪ ∅ = {e1, e2, d1}. The
nodes of H are represented by red crosses, while the preservable nodes are
circled in green. Notice that the root r of G is preservable, since any solution
GP to the GOC problem should share the same leaf-set as G. Consider the
set G of subtrees of G rooted on the highest preservable descendants of r, i.e.
preservable nodes for which r is the unique preservable ancestor. Observe
that since any leaf of G is preservable, we have
⋃
Gx∈G
l(Gx) = l(G). If,
for some (g1, g2) ∈ P , g1 and g2 are scattered across two subtrees of G, we
call these subtrees required orthologous subtrees (or simply required orthologs
when the context is clear as to whether we are comparing genes or subtrees).
For example in the tree G of Figure 5.2.(1), G is the set of subtrees rooted
at d2, c1, b3 and c2 (the last four restricted to a single leaf), and the subtrees
rooted at d2 and c1 are required orthologs, as well as those rooted at d2 and
c2. However, connecting two subtrees under a speciation might not always
be feasible. A definition of possible orthologs follows.
Definition 5.5 (Possible orthologs). Two subtrees G1, G2 ∈ G rooted at
x1, x2 respectively are possible orthologs if and only if s(x1) and s(x2) are
unrelated, i.e. neither is an ancestor of the other in S.
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The following lemma ensures that the roots of required orthologous sub-
trees can actually be joined under a common parent which is a speciation.
Lemma 5.6. Let G1, G2 ∈ G be required orthologs. Then G1 and G2 are
possible orthologs.
Proof. Let x1, x2 be the roots of G1, G2 respectively, and let (g1, g2) ∈ P
such that g1 ∈ l(G1) and g2 ∈ l(G2). Let sℓ, sr be the left and right children
of sg1,g2 , and denote by Sℓ and Sr the subtrees of S rooted at sℓ and sr
respectively. Suppose without loss of generality that s(g1) is in l(Sℓ) and
s(g2) is in l(Sr). Since x1 is preservable and on the path between g1 and
rg1,g2 , we have x1 /∈ Hg1,g2 and thus s(x1) ∈ V (Sℓ). Similarly, s(x2) ∈ V (Sr).
Therefore s(x1) and s(x2) are unrelated and possible orthologs.
The problem, formally defined in the sequel as the maximum orthology
tree, consists in joining all trees of G into a single tree G′ in a way ensuring
that each pair of possible orthologs is joined under a speciation. More pre-
cisely, for some possible orthologs G1, G2 ∈ G rooted at nodes x1, x2, we get
that lcaG′(x1, x2) is a speciation, with G1, G2 being unchanged.
We begin by giving an overview of the whole algorithm.
Algorithm Outline:
1. Compute the set H =
⋃
(a,b)∈Pf
Ha,b of internal nodes of G correspond-
ing to clades that cannot be in GP ;
2. Compute the set G of subtrees rooted at the highest preservable de-
scendants of the root of G. If G is empty, return G and terminate;
3. Construct a tree G′ by joining all trees of G in a way ensuring that
possible orthologs are joined under speciation. We call G′ themaximum
orthology tree for G;
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4. For every tree Gx ∈ G, construct Gx,P by recursively repeating
Steps 2 to 4 with G being Gx, and replace the Gx subtree of G
′ by
Gx,P .
The tree obtained corresponds to the corrected tree GP we want. Running
this algorithm on the G tree of Figure 5.2 yields the corrected tree GP .
This algorithm terminates, since we eventually reach all the leaves of G,
which correspond to terminal cases in the recursion. Implementing step 1 is
straightforward, while step 2 can be done by performing a depth-first search
from the root, in which upon visiting a preservable node, we add it to G and
continue the search without visiting its children. Step 3 is the purpose of the
next section, so assume for now that it can be performed correctly as stated.
This algorithm can be implemented to run in O(|P | × |V (G)|) steps in the
worst case, the main bottleneck being the computation of H. The algorithm
correctness follows from the two lemmas below.
Lemma 5.7. Any preservable node x of G is preserved in GP , meaning that
the clade of G rooted at x is a clade of GP .
Proof. Let x be a preservable node of G and Gx be the subtree rooted at
x. It is not hard to see that eventually, steps 2-4 will be run on Gx and
return a tree Gx,P , which will itself be a subtree of the final corrected tree
GP . As the algorithm only moves and reconnects subtrees of Gx, we have
that l(Gx) = l(Gx,P ). Since Gx,P is a subtree of GP , it follows that the clade
of x is preserved in GP .
Lemma 5.8. Let (g1, g2) ∈ P . Then g1 and g2 are orthologs in GP .
Proof. Denote by Gv the subtree rooted at v, for some v ∈ V (G). Let x be
a preservable node and Gx,P be the subtree produced after running steps 2-4
on Gx. Let D be the set of highest preservable descendants of x. We say
that a gene pair (g1, g2) is contained in Gx if g1, g2 ∈ l(Gx). We use induction
on the height of the tree to show that all gene pairs in P that are contained
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in Gx are orthologous in Gx,P (which proves the lemma since x can be the
root). This is trivially true for leaves as they are preservable and contain no
gene pairs. We thus suppose by induction that for any d ∈ D, gene pairs in
P that are contained in Gd are orthologous in Gd,P . Let (g1, g2) ∈ P such
that (g1, g2) is contained in Gx, but there is no d ∈ D such that Gd contains
(g1, g2). What is left to prove is that g1 and g2 are orthologous in Gx,P .
We first observe that g1, g2 belong to two different subtrees Gd1 , Gd2 ,
where d1, d2 ∈ D. Otherwise Gd1 = Gd2 , implying that (g1, g2) is contained
in Gd1 and we are done. Therefore, Gd1 , Gd2 are required orthologs, and
hence possible orthologs. Since we may assume that Gd1 and Gd2 are joined
under a speciation in Gx,P , we get that lcaGx,P (g1, g2) is a speciation. The
result follows from observing that Gx,P is a subtree of GP .
5.4.2 Maximum orthology tree
We now describe a solution to the maximum orthology tree problem.
Formally, given a set of k possible orthologous subtrees of G rooted on a
set of nodes X = {x1, . . . , xk}, the problem is to construct a tree F with
l(F ) = X, such that for each pair xi, xj ∈ X that correspond to roots of
possible orthologs, xi and xj are orthologous in F .
Roughly speaking, the algorithm proceeds as follows: start with F0 being
a copy of S. Iterate over i from 1 to k, at each step constructing Fi by
grafting xi on Fi−1 right above the node v ∈ V (F0) such that s(v) = s(xi).
Proceeding this way, we show in Lemma 5.9 that nodes of V (F0) are ensured
to remain speciation nodes all over the procedure, and in lemma 5.10 that the
lowest common ancestor of two possible orthologs belongs to V (F0), leading
to corollary 5.11 stating that possible orthologs are in fact orthologous in
the output tree. Finally remove the leaves artificially introduced by F0 and
standardize the tree, which means
• remove all nodes with no descendant labeled with extant genes;
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• contract non-root degree 2 nodes, then contract the root if it is of degree
one.
Starting with F0 being a copy of S is a step that might be omitted, but
the set of nodes V (F0) serves as a skeleton around which we graft our xi’s,
making it both easily implementable and provable. Figure 5.3 shows how the
algorithm proceeds on the set of highest preservable descendants of the root
of the tree G in Figure 5.2.(1).
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Figure 5.3: An instance of the max orthology problem, with X being the
highest preservable descendants of the root ofG in figure 5.2. (1) The starting
tree F0, which is a copy of S. (2) The Fk tree, which depicts the tree obtained
after grafting every node of X. (3) The final tree F , obtained by removing
the leaves initially in F0 and standardizing.
Algorithm 4 findMaxOrthology(S,X = {x1, · · · , xk})
F0 ← A copy of S
V0 ← V (F0)
L← l(F0)
for i = 1→ k do
Find the unique node v ∈ V0 such that s(v) = s(xi)
Fi ← a copy of Fi−1 on which we graft xi on the edge linking v to its
parent node
(or if v is the root of Fi−1, create a new root with children v and
xi)
end for
F ← Fk on which we remove L and stardardize
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Lemma 5.9. If r ∈ V (F0) ∩ V (F ), then r is a speciation.
Proof. Since F0 is a copy of S, all nodes of V (F0) are initially speciation
nodes. We show that each grafting operation does not change the event
corresponding to these nodes. Say that at iteration i, we graft xi on the edge
linking v to its parent node p. We first observe that the only nodes that
can be transformed from speciation in Fi−1 to duplication in Fi are on the
path from p to the root of Fi−1. Suppose without loss of generality that v
is the left child of p in Fi−1, and let w be the newly created node between p
and v in Fi. Thus w has children xi and v, and since s(xi) = s(v), we get
that s(w) = s(v). It follows that if p was a speciation in Fi−1, it remains
a speciation in Fi. Moreover, this implies that s(p) is left unchanged in Fi,
implying in turn that any ancestor of p cannot change from speciation to
duplication. Therefore, no grafting operation can affect speciation of any
vertex in V (Fi−1). Finally, we note that removing leaves or deleting degree
two nodes in F also cannot affect speciation nodes.
Lemma 5.10. Let xi, xj ∈ X be the roots of possible orthologous subtrees.
Then, lcaF (xi, xj) ∈ V (F0).
Proof. First recall that if xi, xj are the roots of possible ortholog subtrees,
then there is some s ∈ V (S) such that s(xi) and s(xj) are in the left and right
subtrees of s, respectively. Now, let r be the unique node in V (F0) such that
s(r) = s, and let vi, vj ∈ V (F0) such that s(vi) = s(xi) and s(vj) = s(xj). It
is clear that in F0, lca(vi, vj) = r. This also holds for any Fi by observing
that grafting nodes cannot change the lca relationship. Since xi is grafted
on some edge between vi and r, and xj between vj and r, it follows that
lca(xi, xj) = r ∈ V (F0).
Corollary 5.11. Let xi, xj ∈ X be the roots of possible orthologs. Then they
are orthologous in F .
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5.5 The Clade Orthology Correction Problem
We prove several results characterizing the solutions to the COC problem.
Let C be a set of clades that has to be satisfied. For a clade c ∈ C, we denote
by s(c) the value of s(r(c)) where r(c) is the root of c, and by E(c) the value
of E(r(c)) that we call the label of c.
First, unlike in the GOC problem, a solution to the COC problem does
not always exist. Indeed, it is possible that no gene tree has all clades in C
labeled by speciations. We give a necessary and sufficient condition for the
existence of a solution. The following lemma is obvious from the definition
of reconciliation, and will be used in several proofs.
Lemma 5.12. For a reconciled gene tree G, if a node x is an ancestor of a
node y and s(x) = s(y) then E(x) = duplication.
Theorem 5.13. There is a solution to the COC problem if and only if for
every clade c ∈ C, s(c) is not a leaf of S, and if for every pair c1, c2 ∈ C,
either c1 and c2 are disjoint sets of leaves, or s(c1) 6= s(c2).
The necessity of these conditions directly follow from Lemma 5.12, since
s(c1), s(c2) and the ancestry relationship between c1 and c2 remain unchanged
in a solution. Their sufficiency will be constructively demonstrated in the
sequel. Suppose that the conditions are satisfied. We give a way of finding
all optimal solutions according to the RF distance, followed by two ways of
finding an optimal one optimizing other criteria in addition.
Given a duplication node x of G, pushing x by multifurcation means ap-
plying the following procedure:
• Let s = s(x), and A and B be the two children of s in S.
• Let TA be the set of maximal subtrees of the subtree of G rooted at
x, such that all their leaves l verify that s(l) is a descendant of A
(including A itself). Let GA[x] be the multifurcated tree obtained by
joining all roots of trees in TA under a common root.
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• Let symmetrically TB be the set of maximal subtrees of the subtree of
G rooted at x, such that all their leaves l verify that s(l) is a descendant
of B (including B itself). Let GB[x] be the multifurcated tree obtained
by joining all roots of trees in TB under a common root.
• Let G′ be obtained from G by replacing the clade rooted at x by a new
subtree, obtained by joining GA[x] and GB[x] under a common root.
This rearrangement is described in [113] and applied to dubious duplica-
tions as a preprocessing step for ancestral genome reconstruction.
A binary resolution Gb of a multifurcated tree G is a binary tree in which
all the clades of G are in Gb.
Theorem 5.14. If there is a solution to the COC problem, then a binary
gene tree is an optimal solution if and only if it is a binary resolution of
the multifurcated tree obtained by pushing the roots of the elements of C by
multifurcation (in any order).
Proof. It is clear that a binary resolution is a solution, provided that the
conditions for the existence of a solution are satisfied. Indeed any clade is
preserved through pushing a duplication node, so this operation can be done
for all clades in C independently. This proves the converse part of Theorem
5.13.
Then it is an optimal solution because by Lemma 5.12, no clade x which
is a descendant of the pushed clade c such that s(c) = s(x) may be conserved
if we want c to be a speciation node. And by construction all clades such
that s(c) 6= s(x) are preserved by this operation.
Binary resolutions which minimize the number of duplications and losses
are studied by [101] and may be applied to provide bona fide phylogenies.
We describe an alternative maximizing the number of common triplets. A
triplet in a tree G is a set of three leaves ((a, b), c) of G, such that the LCA
of the three is strictly more ancient than the LCA of the first two.
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Note that if a clade y is disjoint from x or assigned to a different species,
then pushing x by tree duplication does not affect the subtree rooted at y. In
consequence, pushing several clades by tree duplications in any order gives a
unique solution if the clades satisfy the properties of Lemma 5.13.
Theorem 5.15. If there is a solution to the Clade Orthology Correction
problem, the gene tree obtained by successively pushing the roots of the ele-
ments of C by tree duplication (in any order) is an optimal solution. Among
all optimal solutions, it maximizes the number of common triplets with G.
Proof. As already noticed pushing a duplication by multifurcation preserves
all clades assigned to species which are different from the species assigned to
the pushed node. So it is an optimal solution.
Now we have to prove that none of the triplets that are in G but not in
G′ can be preserved in any other optimal solution. For this we characterize
the triplets that can be preserved. For a triplet ((a, b), c) of G, let T((a,b),c)
be the rooted phylogeny with three leaves and two internal nodes containing
the triplet. If the leaves a, b, c are in the pushed clade x, then the triplet
can be preserved only if in the reconciliation of T((a,b),c), the lowest internal
node is not mapped to s(x). Otherwise by Lemma 5.12, the root node of the
triplet cannot be a speciation.
Let ((a, b), c) be a triplet such that in the reconciliation of T((a,b),c), the
lowest internal node is not mapped to s(x). This triplet is entirely included
in G1[x] or G2[x]. So it is preserved. In consequence all triplets possibly
preserved are indeed preserved by the operation, showing the optimality of
the procedure reguarding the number of common triplets.
Now if there is no solution to the Clade Orthology problem, we advice to
push duplication nodes in C starting from the highest ones, without having
formalized why we find this solution adequate.
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5.6 Fish gene trees
Using synteny as evidence of orthology, we wanted to test the ability
of our algorithm designed for the GOC problem to correct gene trees. To
this end, we considered the four fish genomes Gasterosteus aculeatus (Stick-
leback), Oryzias latipes (Medaka), Tetraodon nigroviridis , and Danio rerio
(Zebrafish) with human and mouse as outgroups. We used the Ensembl
Genome Browser to collect all available gene trees, and filtered each tree to
preserve only genes from the taxa of interest. We then reconciled the trees
with the known species trees, and identified duplication and speciation nodes.
Following our methodology in [102], a region surrounding a gene is defined
as the substring containing the gene and both its left and right adjacencies,
and two regions are considered syntenic if they contain homologous genes
in the same order. We observed in [102] that more than 22% of the 6241
collected gene trees contain at least one false paralogy, that is a pair of genes
required from synteny to be orthologous, but the LCA of the corresponding
leaves being a duplication rather than a speciation node.
For 1000 of the trees containing at least one false paralogy, we applied
the correction procedure previously described, and retrieved the gene family
alignment from Ensembl. With PhyML [71], we computed the likelihood
of the initial and corrected tree, given the alignment. These two likelihood
values were compared with Consel [147]. For only 17.7% of the trees, the
correction was rejected by the AU test. In other words, the correction algo-
rithm is valid for a vast majority (82.3%) of the tested trees. Moreover, the
likelihood of the corrected tree is higher than the original for 44.4% of the
trees. Interestingly, 14.8% of the original Ensembl gene trees were rejected
when compared to the corrected trees.
The correction of the gene tree for the ZNF800 gene family, which is re-
lated to transcriptional regulation, is given as an example in figure 5.5. The
corrected tree was highly favored by the AU Test, giving it a statistical sup-
114
port advantage with a p-value below 0.001. Furthermore, the non-apparent
duplication of G, located at the root of the (m1, t1, s1) subtree, was elimi-
nated, resulting in one less duplication in GP .
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Figure 5.5: The tree for the ZNF800 gene family before and after correc-
tion, restricted to the species Stickleback (S), Medaka (M), Tetraodon (T)
and Zebrafish (Z). (1) The original gene tree G given by Ensembl, using
the same notation as in figure 5.2 for duplications, preservable nodes and
required orthologs. Gene region analysis gave us the required orthologs
P = {(m1, s1), (t1, d2)}. (2) The species tree associated with the four species.
(3) The gene tree given by our correction algorithm.
5.7 Conclusion
We give two efficient algorithms for two new gene tree rearrangement
problems, related to the correction of a gene tree according to some external
information on orthology. The rearrangements are modifications that are as
small as possible, given some distance criterion (namely the RF distance),
but can be more significant according to other distances such as the usual
NNI (nearest neighbor interchange) distance. We show that for fish genomes,
the rearrangements we define can be efficient to explore statistically equiva-
lent gene trees when sequence alignement is used to compute likelihood. As
corrected trees satisfy synteny contraints, we can be confident enough that
they describe the gene family evolution better.
Many algorithmic and theoretical problems remain open. For example, is
there a similar way for handling paralogy constraints? What about having
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both orthology and paralogy constraints? It can be shown that there exist
sets of constraints with both types that cannot be satisfied. What are the
conditions for a set of orthology/paralogy constraints to be satisfiable?
These algorithms may be used in a global framework to construct large
gene tree sets which are arguably better than those found in standard
databases. The implementation of such a framework is an on-going work.
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CHAPITRE 6
ORTHOLOGY AND PARALOGY CONSTRAINTS:
SATISFIABILITY AND CONSISTENCY
Manuel Lafond1 , Nadia El-Mabrouk1
Dans le chapitre pre´ce´dent, nous supposions n’avoir acce`s qu’a` des re-
lations d’orthologie. Nous nous inte´ressons maintenant au cas ou` certaines
relations de paralogie peuvent aussi eˆtre connues. Bien que la plupart des
me´thodes d’infe´rence de relations s’attardent surtout a` l’orthologie, il est
parfois possible de de´duire que deux ge`nes sont paralogues (outre le cas triv-
ial dans lequel les deux ge`nes sont dans la meˆme espe`ce). Par exemple,
les me´thodes d’infe´rence base´es sur la similarite´ de se´quence peuvent eˆtre
parame´tre´e afin de pre´dire plus ou moins d’orthologues. Si deux ge`nes ne
sont jamais conside´re´s comme orthologues, et ce meˆme avec les parame`tres
les plus permissifs, alors peut-eˆtre peut-on les conside´rer comme paralogues.
Par ailleurs, certaines me´thodes utilisent la synte´nie pour infe´rer des relations
de paralogie [91, 103], l’ide´e e´tant que si deux ge`nes homologues g et g′ sont
dans un bloc synte´nique n’ayant que des paralogues, alors g et g′ devraient
aussi eˆtre paralogues (notons que c’est aussi vrai pour les orthologues).
On peut donc e´tendre la question du chapitre 5 a` la suivante: e´tant
donne´ un ensemble de relations d’orthologie et paralogie, peut-on corriger
un arbre de ge`nes G de fac¸on minimale afin qu’il contienne ces relations?
Cette question est toutefois plus complexe, puisque contrairement au cas
ou` seules des orthologies sont connues, il se peut qu’il n’existe pas d’arbre
contenant les relations donne´es. Alors, avant de pouvoir corriger un arbre
en se basant sur des relations, il est ne´cessaire de ve´rifier la validite´ de ces
relations.
1DIRO, Universite´ de Montre´al, Canada
Le but de cet article est de de´tecter dans quel cas il existe un arbre de
ge`nes refle´tant un ensemble de relations donne´. Mais comme les logiciels
d’infe´rence de relations ne peuvent vraisemblablement pas trouver toutes les
relations, on suppose que certaines peuvent eˆtre inconnues. Nous e´tudions
trois cas pour lesquels on veut ve´rifier l’existence d’un arbre de ge`nes G
e´tiquete´:
1. satisfaisabilite´: les spe´ciations de G peuvent eˆtre place´es sur n’importe
quel noeud de l’arbre de ge`nes;
2. consistance avec S: les spe´ciations de G doivent eˆtre consistantes avec
un arbre d’espe`ces donne´ S;
3. consistance: les spe´ciations de G doivent eˆtre consistante avec au moins
un arbre d’espe`ces (i.e. S n’est pas donne´, mais il doit exister).
Si la relation entre chaque paire de ge`nes est connue, on de´crit comment
ve´rifier, en temps polynomial, la satisfaisabilite´ dans [80] et la consistance
dans [82]. Les algorithmes pre´sente´s passent par l’e´valuation du graphe de
relations, dans lequel les sommets sont les ge`nes et une areˆte est ajoute´e
entre deux ge`nes s’ils sont orthologues. La proprie´te´-cle´ de ces me´thodes,
et de celles pre´sente´es dans l’article, est la suivante: un graphe de relations
est satisfaisable si et seulement si il ne contient aucun chemin induit avec 4
sommets (i.e. il n’a aucun P4 induit). Dans le cas ou` certaines relations sont
inconnues, nous utilisons cette caracte´risation pour montrer que la satisfais-
abilite´ et la consistance avec S peuvent eˆtre e´value´es en temps polynomial,
tandis que la complexite´ de la consistance demeure ouverte.
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6.1 Abstract
Background A variety of methods based on sequence similarity, recon-
ciliation, synteny or functional characteristics, can be used to infer orthology
and paralogy relations between genes of a given gene family G. But is a given
set C of constraints possible, i.e., can they simultaneously co-exist in an evo-
lutionary history for G? While previous studies have focused on full sets of
constraints, here we consider the general case where C does not necessarily
involve a constraint for each pair of genes. The problem is subdivided in
two parts: (1) Is C satisfiable, i.e. can we find an event-labeled gene tree
G inducing C? (2) Is there such a G which is consistent , i.e., such that all
displayed triplet phylogenies are included in a species tree?
Results We show how known results on the Graph sandwich problem
can be used to answer (1) and provide polynomial-time algorithms for sat-
isfiability and consistency with a given species tree. We also describe a
new polynomial-time algorithm for the case of consistency with an unknown
species tree and full knowledge of relations, as well as a branch-and-bound
algorithm in the case when unknown relations are present. We show that our
algorithms can be used with appropriate combinations of parameter settings
of Proteinortho, a sequence similarity-based orthology detection tool.
Availability Software is available at http://www-ens.iro.umontreal.ca/
~lafonman/software.php.
6.2 Introduction
Gene families, usually constructed from sequence similarity, group homol-
ogous genes, i.e., genes sharing a common ancestry: starting from a single
gene copy, a history of speciations, duplications and losses is assumed to be
at the origin of the observed set of extant genes. Deciphering the orthology
(divergence following a speciation) and paralogy (divergence following a du-
plication) relations between pairs of genes inside a gene family is important
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and lies at the heart of many genomics studies. The reconstruction of species
trees for example is usually based on the selection and alignment of ortholo-
gous gene copies. From a functional point of view, orthologs are believed to
be more likely similar in function than paralogs [120].
Orthology/paralogy information is often derived from a reconciliation ap-
proach (first introduced by Goodman in 1979 [67]). A gene tree that best
reflects the evolution of the sequences is first constructed for the gene family.
Assuming a known phylogeny for the set of taxa, the non-agreement be-
tween the two trees is then explained by a set of duplication and loss events
(other events such as horizontal gene transfer might also be inferred by rec-
onciliation, although we will ignore them here). Reconciliation leads to a
labeling of internal nodes of the gene tree as duplication/speciation nodes,
yielding a full orthology/paralogy interpretation for each pair of genes (cf.
e.g. TreeFam [137, 140] used for constructing the Ensembl Compara gene
trees [61], PHOG [38], MetaPHOrs [127]). This approach assumes that an
accurate gene tree can be constructed for the gene family. Although infer-
ring phylogenies is a field with a very long history, due to various limitations
constructing good gene trees is still challenging. A variety of other meth-
ods have been developed for the purpose of orthology/paralogy detection.
A well-known class of algorithms is based on clustering genes according to
their sequence similarity (cf. e.g. the COG database [160], OrthoMCL [106],
InParanoid [10], Proteinortho [105]). Recently, we investigated another way
of detecting orthology/paralogy based on conserved synteny (conservation
in gene order) [100, 102]. Other initiatives, such as the Gene Ontology
project [33], provide functional annotation that can be used as another source
of orthology relations. In contrast to the reconciliation approach, only partial
relations can be expected from such tree-free methods.
The orthology/paralogy information suggested by gene tree reconciliation
may be contradictory with that suggested by an external source. As gene
trees are known to be error-prone, more confidence can be given to such
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homology information when it is well-supported by various genomic obser-
vations. This raises the problem of gene tree editing based on a known set
C of pairwise orthology/paralogy constraints. But prior to any algorithmic
consideration, one should be able to state whether the set C is possible, i.e.
whether all constraints can simultaneously co-exist in an evolutionary history
of the gene family. In a recent work [100], we showed that a set of orthlogy
constraints is always possible and we gave a polynomial-time algorithm for
correcting a gene tree in a minimal way according to the Robinson-Foulds
distance.
Recent studies have considered the connection of trees and orthology
from the angle of reconstructing phylogenies from orthology relations [80–
82]: How much information about the gene tree, the species tree and their
reconciliation is already contained in the orthology relation between genes?
In other words, having a set C of full pairwise orthology/paralogy relations
(each pair of genes is constrained), can one reconstruct the gene and species
trees? Similarly to gene tree editing, the first question to be asked is whether
the orthology/paralogy constraints can simultaneously co-exist in a history
of the gene family. Interestingly, by making the link with symbolic ultra-
metrics and co-graphs, a simple characterization of satisfiability (symbolic
ultrametric) for full paralogy/orthology relations is given in [80], where sat-
isfiability relates to the existence of an event-labeled gene tree G (symbolic
representation) leading to C. Notice that satisfiability does not mean the pos-
sibility for orthology/paralogy relations to co-exist in a true history, as the
triplet phylogenies contained in G are not necessarily consistent (included
in a species tree). The derivation of a species tree from an event-labeled
gene tree is considered in [82]. Finally, the outline of a computational frame-
work for the construction of a least resolved species tree S from a set of
orthology/paralogy relations, involving the extraction of maximum satisfi-
able relations and maximum consistent triple set is given in [81].
Here, we consider the general case for C: in contrast with [80, 82], we do
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not require C to be full, i.e., to involve a constraint for each pair of genes. We
introduce the notations and problems in Section 6.3, and show in Section 6.4
how the Graph sandwich problem solves the problem of satisfiability. In
Section 6.5 we adapt this algorithm to the problem of consistency with a
given species tree. We then study in Section 6.6 the problem of finding a
gene tree that is consistent with some species tree. Finally in Section 6.7,
we show how our methodology can be used with ProteinOrtho to extract
a set of robust orthology/paralogy relationships.
6.3 Notations and problem statement
In the rest of this paper, we consider a set Σ of species and a gene family G
where each gene x belongs to a species s(x) of Σ. We generalize the notation
s to subsets of genes: if U ⊂ G, s(U) = {s(x) : x ∈ U}.
As we only consider rooted trees, we will sometimes omit the word
“rooted”. Let T be a tree. We denote by r(T ) its root and by L(T ) its
set of leaves. For any internal node x of T , we denote by Tx the subtree of T
rooted at x. We say that a node y is an ancestor of x if the two nodes belong
to the same path from a leaf to the root of T , and y is closer to the root.
Two nodes x and y are unrelated if x 6= y and none is the ancestor of the
other. For a set of leaves U ⊂ L(T ), we denote by lcaT (U) the least common
ancestral node of U in T , i.e. the common ancestral node of the elements of
U which is the farthest from the root.
Let L′ be a subset of L(T ). The restriction T |L′ of T to L
′ is the tree with
leaf set L′ obtained from TlcaT (L′) by removing all leaves that are not in L
′,
and all internal nodes of degree 2, except the root. Let T ′ be a tree such that
L(T ′) = L′ ⊂ L(T ). We say that T displays T ′ iff T |L′ is label-isomorphic to
T ′.
A triplet is a binary tree on a set L with |L| = 3. For L = {x, y, z}, we
denote by xy|z the unique triplet t on L with root r(t) for which lcat(x, y) 6=
r(t) holds. We denote by tr(T ) = {T |L : L ∈
(
L(T )
3
)
and T |L is binary} the
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set of all rooted triplets of a tree T .
Evolution of species and genes: A species tree S for Σ is a rooted tree
whose leaves are in bijection with Σ, representing the evolutionary relation-
ships between the species: an internal node is an ancestral species at the
moment of a speciation event, and its children are the descendants. Al-
though species trees are generally binary, we do not make this assumption
here. Genes of G undergo speciation when the species to which they belong
do. Within a species, genes can be duplicated or lost. A history H for G is
a tree representing the evolution of the gene family through speciations and
duplications: each leaf of H is labeled by a gene of G, and each internal node
refers to an ancestral gene at the moment of an event (speciation or dupli-
cation). Therefore each internal node of H can be labeled as a speciation
(Spec) or duplication (Dup) event.
As H is a history “embedded” in the species tree S of Σ, it must reflect a
speciation history consistent with S: any speciation node of H should reflect
a clustering of species in agreement with S. To formally define consistency,
let first introduce a more general set of labeled trees. We call a DS-tree
for G a pair (G, ℓ), where G is a tree with L(G) = G, and ℓ is a function ℓ :
V (G)\L(G)→ {Dup, Spec} labeling each internal node of G as a duplication
or a speciation node. For simplicity, we often refer to G as the DS-tree for G
without explicitly stating ℓ, and assume the internal nodes of G are labeled
Dup or Spec. For some X ⊆ L(G), we implicitly assume that the internal
nodes of G|X share the same label as in G.
Definition 6.1. Let G be a DS-tree for G and S be a species tree for Σ. We
say that G is consistent with S if and only if, for any speciation node x of G
and any two children y, z of x, lcaS(s(Ly)) and lcaS(s(Lz)) are unrelated in
S, where Ly and Lz are the leaf-sets of Gy and Gz respectively.
Now a history H for G is simply a DS-tree for G consistent with the
123
species tree S for Σ. Denote
trS(G) = {s(x)s(y)|s(z) : xy|z ∈ tr(G) is rooted at a speciation and s(x) 6= s(y)}
The triplets of trS(G) are called speciation triplets . The following the-
orem, which is a reformulation of Theorem 6 in [82], relates consistency to
speciation triplets.
Theorem 6.2. Let G be a DS-tree for G and S be a species tree for Σ. Then
G is consistent with S if and only if S displays all triplets of trS(G).
From the Fitch [60] terminology, two leaves x and y of a history are
orthologous if lcaH(x, y) is a speciation node, and paralogous otherwise. We
extend this terminology to a more general DS-tree.
Definition 6.3. Let G be a DS-tree for G. Then two genes x, y of G are
orthologous with respect to (w.r.t.) G if lcaG(x, y) is a speciation node, and
paralogous w.r.t. G if lcaG(x, y) is a duplication node.
Therefore a DS-tree induces a set of orthology/paralogy relationships
between genes.
Constraint graph: A constraint is simply an unordered pair of genes
{x, y} ∈
(
G
2
)
. A set of orthology/paralogy constraints on G (or simply a
constraint set) is a pair C = (CO, CP ) of subsets CO, CP ⊂
(
G
2
)
such that
CO ∩ CP = ∅. CO represents the orthology constraints and CP the paralogy
constraints. We say that C is a full constraint set if CO ∪ CP =
(
G
2
)
. For
example, a history H for G induces a full constraint set.
We represent a constraint set C = (CO, CP ) by an edge-bicoloured undi-
rected graph R = (V,E, U), called a constraint graph, with vertex set V = G,
and two edge sets E = CO and U =
(
G
2
)
\ (CO ∪ CP ). Said differently, two
genes are linked by an edge of E if they are constrained by orthology, un-
linked if they are constrained by paralogy, and linked by a “special” edge of
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U if the relation between the two genes is unknown. We refer to the edges of
E as the orthology edges , to those in U as the unknown edges and we refer
to the unlinked pairs of genes as the paralogy non-edges . An example of a
partial constraint graph is given in Figure 6.1.
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Figure 6.1: Constraint graph, satisfiability and consistency. A
constraint graph R = (V,E, U) with E and U depicted by solid
and dotted edges, along with with two satisfiable realizations
R1 = R({d1e1}) and R2 = R({d1c2}). The gene names correspond
to their respective species in the species tree S. The tree G1 is a
DS-tree that satisfies R1 while G2 is a DS-tree that satisfies R2.
Duplication nodes in G1 and G2 are indicated by a green square.
G1 is not consistent with S because for instance, G1 has the spe-
ciation triplet s(a1)s(d1)|s(e1) = ad|e while S has the de|a triplet.
The tree G2 is consistent with S.
If C is a full constraint set then U = ∅. R is called a full constraint graph
in this case. The complement of R is the graph R obtained by the alternative
choice of linking paralogs instead of orthologs. Formally, R = (V,E \ U,U),
where E is the complement of E defined by e ∈ E iff e /∈ E. Notice that
R and R share the same set U of unknown edges. We denote by R[X] the
graph R induced by X ⊆ V , i.e. R[X] = (X,E(X), U(X)) where E(X)
(resp. U(X)) are the edges of E (resp. U) having both endpoints in X. Note
that if U = ∅, R[X] corresponds to the usual definition of the graph induced
by X.
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Satisfiability and consistency Given a constraint set C (or similarly a
constraint graph R), is C possible, i.e. can we find a history for G inducing
the orthology and paralogy constraints of C? As an orthology constraint for
two genes belonging to the same genome cannot be induced by a history for
G, we assume in the rest of this paper that the set C˜P = {{x, y} ∈
(
G
2
)
:
s(x) = s(y)} is included in CP . A trivial set of paralogy constraints is a set
CP restricted to C˜P .
The question whether C is possible is in two parts: (1) is C satisfiable,
i.e. can we find a DS-tree G inducing C and (2) is there such a G which is
consistent with a species tree? Formal definitions follow.
Definition 6.4. Let R = (V,E, U) be a constraint graph and G be a DS-tree
with L(G) = V . We say that G satisfies R if for two genes x, y ∈ L(G), if
xy ∈ E then they are orthologous w.r.t. G, and if xy ∈ E \ U then they are
paralogous w.r.t. G. We say that R is satisfiable if there exist a DS-tree G
that satisfies R.
If U 6= ∅, then R being satisfiable means that we can make a choice for
the unknown edges as orthology edges and paralogy non-edges to obtain a
full constraint graph that is satisfiable. For F ⊂ U , the realization of R
by F corresponds to choosing F as orthology edges, and U \ F as paralogy
non-edges, leading to the full constraint graph R(F ) = (V,E ∪F, ∅). We call
R(∅) and R(U) the empty and full realizations, respectively.
As a history is a DS-tree, a set of constraints that is not satisfiable
is clearly not possible, i.e. there is no history that depicts the orthol-
ogy/paralogy relationships given by the constraints. Moreover, satisfiability
is not sufficient to ensure the possibility of such an history, as a DS-tree
is not always consistent with a species tree. Figure 6.1 shows an example
of a constraint graph R along with two satisfying realizations R1 and R2.
However, R1 cannot be made consistent with a given species S whereas R2
can.
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Definition 6.5. Let R be a constraint graph for G. We say that R is con-
sistent with a species tree S if and only if there is a realization of R which
is satisfiable by a DS-tree G which is consistent with S. More generally, we
say that R is consistent if and only if there is a species tree S such that R is
consistent with S.
The three following sections are respectively dedicated to the three follow-
ing questions: (1) Given a constraint graph R = (V,E, U), is R satisfiable?
(2) Given a satisfiable constraint graph R = (V,E, U), and a species tree S, is
R consistent with S? (3) Given a satisfiable constraint graph R = (V,E, U),
is R consistent, i.e. can we find a species tree S such that R is consistent
with S?
6.4 Satisfiability of a constraint graph
The problem of constraint graph satisfiability has been addressed in [80]
in the restricted case of a full set of constraints. The following theorem is a
reformulation of one of the main results of this paper.
Theorem 6.6 ([80]). A full constraint graph R is satisfiable if and only if R
is P4-free (or equivalently, iff R is P4-free since P4 is self-complementary),
meaning that no four vertices of R induce a path of length 4.
Consider now the general case of a constraint graph R = (V,E, U) with
U 6= ∅. Then the problem is to find a realization R(F ) that is itself satisfiable,
i.e. P4-free. It turns out that this problem is a reformulation of the well-
known Graph sandwich problem for P4-free graphs. It can be stated as follows
: given two graphs G1 = (V,E1) and G2 = (V,E2), with E1 ⊆ E2, does there
exist a P4-free graph G = (V,E) such that E1 ⊆ E ⊆ E2. That is, G must
contain every edge of G1 and every non-edge of G2. It is then clear that this
is equivalent to finding a P4-free realization of R = (V,E1, U = E2 \ E1). A
O(|V |3) algorithm was proposed in [66] to solve this problem. In this section,
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we restate under our formalism some of the useful results of this paper, and
give a modified version of the proposed algorithm that outputs a DS-tree
that satisfies R whenever there is one. We will make use of the following
well-known characterization of P4-free graphs.
Lemma 6.7. A graph Γ is P4-free if and only if, for any subset X of vertices
of Γ with |X| ≥ 2, either Γ[X] or Γ[X] is disconnected.
The next lemmata establish an important heritability property on satis-
fiable graphs: every restriction R[X] of R must be satisfiable for R to be
satisfiable.
Lemma 6.8. Let G be a DS-tree that satisfies a realization R(F ), for some
F ⊆ U . Let X ⊆ V and let FX = {ab ∈ F : a, b ∈ X}. Then G|X is a
realization of R[X](FX).
Proof. Let a, b ∈ X. First observe that a and b have the same orthol-
ogy/paralogy relationship in R(F ) and R[X](FX). Let c = lcaG(a, b). Now,
c is also an internal node of G|X , and moreover c = lcaG|X (a, b). As c has the
same Dup or Spec label as in G, c correctly displays the relationship between
a and b. Thus G|X satisfies every relationship in R[X](FX).
The heritability property is then immediate.
Lemma 6.9. A constraint graph R = (V,E, U) is satisfiable if and only if
for any X ⊆ V , R[X] is satisfiable.
Theorem 6.10. [66] A constraint graph R is satisfiable if and only if at least
one of the two following holds :
1. R(∅) is disconnected, and all of its connected components are satisfiable;
2. R(U) is disconnected, and all of its connected components are satisfi-
able.
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Proof. ⇐ For 1.: Suppose R(∅) is disconnected. Let {R1, . . . , Rk} be the
connected components of R(∅) with k > 1, all being satisfiable. As each
Ri is satisfiable, there is a DS-tree Gi that satisfies a realization Ri(Fi) of
Ri. Let F = ∪1≤i≤kFi. Then the realization R(F ) of R is a full constraint
graph with k full constraint components Ri(Fi) in which no two components
share an edge. In other words, there is a paralogy non-edge between each
pair of genes from two different components. Therefore, joining the roots
of G1, . . . , Gk under a common duplication node yields a DS-tree for R(F ),
which shows that R is satisfiable. The proof when 2. holds is the same,
except that we root G at a speciation node since the components of R(U)
are pairwise-complete in R(U).
⇒ Suppose that both conditions do not hold. If R(∅) or R(U) has a
component that is not satisfiable, then by Lemma 6.9, R is not satisfiable.
So instead suppose that each of R(∅) and R(U) has a single connected com-
ponent. Let F ⊆ U . The realization R(F ) of R must be connected as R(∅) is
already connected and E(R(∅)) ⊆ E(R(F )). R(F ) must also be connected,
as choosing all edges of U leaves R(U) connected and E(R(U)) ⊆ E(R(F )).
Since both R(F ) and R(F ) are connected, by Lemma 6.7 R(F ) is not P4 free,
and thus not satisfiable by Theorem 6.6. As this is true for any realization
R(F ) of R, i.e. for any F ⊆ U , it follows that R is not satisfiable.
Theorem 6.10 suggests the recursive algorithm BuildDSTree that begins
by finding out if one of R(∅) or R(U) is disconnected. If so, it creates a node
of the appropriate type, gives it the identified components as children and
repeats the process on each such component.
If n is the number of genes in G, the algorithm creates a DS-tree G
with at most n − 1 internal nodes (or stops before if R is unsatisfiable).
For each such internal node v, the time taken to go through the algorithm
is dominated by (at most) two depth-first searches that are performed on
L(Gv), and the rest of the work is handled by children nodes. So the time
taken to handle v is bounded by the number of edges/non-edges in R[L(Gv)],
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which is O(|L(Gv)|
2) ⊆ O(n2). So in total is O(n3).
Algorithm BuildDSTree (R = (V,E,U), v)
where R is a (possibly induced) constraint graph and v is the current
node of G we are creating
IF |V | = 1; RETURN;
R(∅) = (V,E, ∅)
Find the connected components CC of R(∅) through
a depth-first search
IF |CC| > 1;
type← Dup
ELSE
R(U) = (V,E, ∅)
type← Spec
Find the connected components CC of R(U) through
a depth-first search
IF |CC| = 1; output “Unsatisfiable”, and halt the recursion
END IF
v.type← type
FOR C ∈ CC;
Add child node vC to v
BuildDSTree(R[C], vC)
END FOR
RETURN
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6.5 Consistency with a given species tree
Let R = (V,E, U) be a constraint graph for G and S be a species tree for
Σ. We want to know whether the orthology/paralogy constraints represented
by R can be induced by a history for G consistent with S. More precisely,
is there a realization R(F ) of R that is satisfiable and such that the DS-tree
satisfying R(F ) is consistent with S? If R is not satisfiable, then the answer
is clearly no. Therefore hereafter we assume that R is satisfiable. We first
show that the problem at hand still has the heritability property.
Lemma 6.11. R is consistent with S if and only if for any X ⊆ V , R[X] is
consistent with S.
Proof. The ’⇐’ part is trivial since we can choose X = V to show that R is
consistent with S. Conversely, assume R is consistent with S. Let G be a
DS-tree for some realization of R such that G is consistent with S, and let
X ⊆ V . By Lemma 6.8, G|X is a DS-tree for R[X]. Let ab|c ∈ trS(G|X).
Since going from G|X to G only involves adding subtrees on branches of G|X ,
it follows that ab|c ∈ trS(G). Therefore, trS(G|X) ⊆ trS(G). Now, since S
displays trS(G), G|X is a realization of R[X] that is consistent with S.
We need to introduce one last notation before stating the main theorem
for characterizing consistency of a constraint graph R with a species tree
S. Let R(F ) be a realization of R, and let CC = {R1, . . . , Rk} be the
connected components of R(F ). Notice that the components of CC are
pairwise complete in R(F ). A speciation partition P = {P1, . . . , P|P |} is a
non-trivial partition of CC (i.e. |P | > 1) such that lcaS(s(Pi)) is unrelated
to lcaS(s(Pj)) whenever i 6= j.
Theorem 6.12. R is consistent with S if and only if at least one of the
following conditions holds:
131
1. R(∅) is disconnected and each connected component is consistent with
S;
2. R(U) is disconnected, its components admit a speciation partition and
each component in this partition is consistent with S.
Proof. ⇐ For 1., Let {R1, . . . , Rk} be the connected components of R(∅),
each Ri having a DS-tree Gi consistent with S. We can then join the roots
of G1, . . . , Gk under a common duplication parent. This yields a DS-tree G
that satisfies R as each pair of components of R(∅) are related by paralogy.
Furthermore, all rooted triplets of G that were not in any Gi are rooted at
r(G), a Dup node. Therefore, trS(G) = ∪1≤i≤ktrS(Gi), which S displays.
⇐ 2.: Let P = {P1, . . . , Pk} be a non-trivial speciation partition of the
connected components of R(U). By assumption every Pi ∈ P has a DS-tree
Gi that is consistent with S, implying that S displays ∪1≤i≤ktrS(Gi). Here
all elements of P are components of R that are pairwise-complete, and we
obtain a DS-tree G for R by joining G1, . . . , Gk under a common speciation
parent. Let T = trS(G)\∪1≤i≤ktrS(Gi). Every triplet of T is rooted at r(G).
Thus if three genes a, b, c of L(G) form a speciation triplet s(a)s(b)|s(c) ∈ T ,
then a and b are in some part Pi while c is in another part Pj. But by
the definition of speciation partitions, lcaS(s(Pi)) is unrelated to lcaS(Pj),
implying that s(a)s(b)|s(c) ∈ tr(S). It follows that S displays T .
⇒ : suppose both conditions are not met, but that R is consistent with
S. If R(∅) is disconnected but has an inconsistent component, then R is
inconsistent by Lemma 6.11. So we assume R(∅) is connected. If R(U) is
also connected, then we saw in Theorem 6.10 that R is not even satisfiable.
If R(U) is disconnected and admits a speciation partition, but a member of
this partition is not consistent, then again by Lemma 6.11, R is not consis-
tent. So we assume that R(∅) is connected, and R(U) is disconnected but
admits no speciation partition. Let G be a DS-tree for R consistent with S.
Suppose r(G) is a duplication node and let r1, r2 be two children of r(G).
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We have that every gene in L(Gr1) is paralogous with every gene in L(Gr2)
and vice-versa. This implies that L(Gr1) and L(Gr2) are two components of
R(∅) that share no edge, a contradiction since we assume R(∅) is connected.
So r(G) is a speciation node. Let r1, . . . , rk be the children of r(G). The
sets L(Gr1), . . . , L(Grk) form a partition P of the connected components of
R(U). Since S displays trS(G), it follows that for two distinct Pi, Pj ∈ P ,
lcaS(s(Pi)) and lcaS(s(Pj)) are unrelated. Hence P is a speciation partition,
a contradiction.
This theorem suggests a small modification to algorithm BuildDSTree.
Connected components of R(∅) are handled in the same manner, but in the
case of a disconnected R(U), we need to find a speciation partition P after
having found its connected components CC. To accomplish this, it suffices
to observe that some C1, C2 ∈ CC must be in the same part of P when
lcaS(s(C1)) is on the path from lcaS(s(C2)) to the root of S (or vice-versa).
Thus for each Pi ∈ P , we can find the member of C ∈ Pi that has lcaS(s(C))
the closest to the root of S, then any other component C ′ having lcaS(s(C
′))
in the subtree rooted at lcaS(s(C)) will be in Pi. FindSpeciationParti-
tion uses that fact to find P through a pre-order traversal of S.
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Algorithm FindSpeciationPartition(CC, s, P, Pi)
where CC is the set of components to partition, s ∈ V (S) is the current
node of S in the pre-order traversal, P is the partition of CC, and
Pi is the current part of P we are adding components to
FOR C ∈ CC such that lcaS(C) = s;
IF Pi is not set; let Pi be a new empty set and add Pi to P
Add C to Pi
END FOR
FOR s′ ∈ children(s);
FindSpeciationPartition(CC, s′, P, Pi)
END FOR
Assuming constant time lca lookups, we can precompute lcaS(s(C)) in
time |C| for each C ∈ CC. If CC has a total of k nodes, by mapping each
s ∈ S to the list of C ∈ CC with lcaS(s(C)) = s, the whole algorithm
takes time O(k + |S|). We need to call this algorithm in up to n− 1 calls of
BuildDSTree. We argued that one call on a node v of G in BuildDSTree
takes time O(|L(Gv)|
2), so adding this step makes it O(|L(Gv)|
2 + |S| + k).
Noting that k = |L(Gv)|, and assuming that |L(Gv)| ≥ |S|, this modified
algorithm still runs in time O(n3), where n = |G|.
6.6 Consistency of a satisfiable constraint graph
Now let R = (V,E, U) be a constraint graph for G and suppose the
species tree for Σ is unknown. The question is to know whether the graph R
is consistent, and if so to output a species tree S such that R is consistent
with S. As above, we assume that R is satisfiable. Note that unlike the two
previous problems, we cannot treat each connected component of R(∅) or
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R(U) independently, as two (or more) components might give gene histories
consistent by themselves but not together.
Consider now a full constraint graph R. The results in [80, 82] suggest a
polynomial-time algorithm for solving the consistency problem that consists
in building a DS-tree G satisfying R, extracting all speciation triplets of
G and checking their consistency with a species tree. Here we propose an
alternative polynomial-time algorithm for the same problem, avoiding the
first step of a DS-tree construction. We first introduce the following subset
P3(R) of triplets of
(
V
3
)
inducing a path of size 3 in R:
P3(R) = {s(x)s(y)|s(z) : {x, y, z} ∈
(
V
3
)
, zx, zy ∈ E and xy /∈ E ∪ U}
Notice that s(x)s(y)|s(z) ∈ P3(R) implies that any DS-tree G satisfying
R has s(x)s(y)|s(z) ∈ trS(G). Indeed, since xy /∈ E ∪ U , lcaG(x, y) is a
duplication node. And since both x and y are related to z by speciation,
lcaG(x, z) = lcaG(y, z) and xy|z must be a speciation triplet of G.
For example, consider the vertices b1, c2, e1 of the R graph in Figure 6.1,
which form a path of length 3 with e1 in the center. In the DS-tree G1,
lcaG1(b1, c2) is a duplication, and lcaG1({b1, c2, e1}) is a speciation. Restrict-
ing G1 to the three vertices yields the triplet b1c2|e1 rooted at a specia-
tion, and therefore, s(b1)s(c2)|s(e1) ∈ trS(G1). The same holds for the
s(c1)s(c2)|s(e1) triplet implied by the P3 induced by c1, c2, e1. Notice however
that in both DS-trees, s(b1)s(c1)|s(e1) is a speciation triplet, though b1, c1, e1
do not induce a P3. We show that this kind of speciation triplet is implied by
the other two aforementioned P3, and that the P3 subgraphs actually imply
every mandatory speciation triplet.
Theorem 6.13. Let R = (V,E, U = ∅) be a satisfiable full constraint graph.
Then R is consistent if and only if there exists a species tree S displaying all
the triplets of P3(R).
Proof. ⇒ : since s(x)s(y)|s(z) ∈ P3(R) implies that s(x)s(y)|s(z) ∈ trS(G),
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it follows that any species tree S consistent with R must display every triplet
of P3(R).
⇐ : we first obtain a least-resolvedDS-treeG for R in terms of speciation.
Let G′ be a consistent DS-tree satisfying R, and let S be a species tree
displaying P3(R). If G
′ has any speciation node v that has a speciation child
w, we obtain G′′ by contracting v and w (delete w and give its children to v).
Since v and w are both speciations, this operation does not change the label
of lcaG(x, y) for any two leaves x and y and G
′′ still satisfies R. Moreover,
trS(G
′′) ⊂ trS(G
′), so there is no risk of breaking consistency. We obtain a
DS-tree G by repeating this operation until we cannot find such a v and w.
Let xy|z be a triplet of G rooted at a speciation node. We have that
lcaG(z, x) = lcaG(z, y) is a speciation, and that zx, zy ∈ E. If lcaG(x, y)
is a duplication node, then xy /∈ E. So {x, y, z} induces a P3 in R, and S
displays s(x)s(y)|s(z). Suppose instead that lcaG(x, y) is a speciation node.
Because G is a least resolved DS-tree, there must be a duplication node u
on the path between lcaG(x, y) and lcaG(x, z). This implies there is a leaf
d in Gu such that x and y are related to d by duplication, but with d and
z related by speciation. In R, we then have zd ∈ E, and xd, yd /∈ E. Thus
both {x, d, z} and {y, d, z} induce a P3 in R with z being the middle vertex,
and s(x)s(d)|s(z), s(y)s(d)|s(z) ∈ P3(R) are both displayed by S. This is
only possible if there is a node in S that has all of s(x), s(y), s(d) in one child
subtree and s(z) in another. Therefore, S must display s(x)s(y)|s(z). Having
taken care of both types of speciation triplets, we deduce that displaying
P3(R) is sufficient to display trS(G).
Therefore the consistency problem for a full constraint graph reduces to
the problem of verifying whether the set P3(R) of triples can be displayed
in a species tree for Σ. This is in fact a well know problem with a solution
presented in [144]: given a triplet setR, there is a polynomial-time algorithm,
called BUILD [1], that, when applied to R either outputs a species tree that
displays R or recognizes that R is inconsistent. Therefore, in the case of a
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full constraint graph, the consistency problem is resolved in polynomial time
by first constructing the set P3(R), and then applying the BUILD algorithm.
Consider now the general case of a constraint graph R = (V,E, U) with
U 6= ∅. The branch-and-bound algorithm CHECKCONS iterates over the
edges of U , tries to make them edges and non-edges but stops as soon as
one decision creates a set of P3 that is inconsistent. Since at worst, every
possibility is tested, it follows that this algorithm is exact, though exponential
in the worst case.
Algorithm CHECKCONS (R = (V,E, U))
Obtain a species tree S by running BUILD on P3(R)
IF S is not set (i.e. BUILD failed), RETURN FALSE
IF R is not satisfiable, RETURN FALSE
IF U = ∅, return (R,S)
Let e ∈ U and let Re = (V,E ∪ {e}, U \ {e})
(R′, S)← CHECKCONS(Re)
IF (R′, S) is set (i.e. CHECKCONS succeeded), RETURN (R′, S)
Otherwise let Re = (V,E,U \ {e})
(R′, S)← CHECKCONS(Re)
IF (R′, S) is set (i.e. CHECKCONS succeeded), RETURN (R′, S)
Otherwise RETURN FALSE
Possible improvements of this algorithm include removing as many edges
from U as possible, and choosing an ordering of the edges that may speed
up the branch-and-bound process. For instance, it may be worthwhile to
first identify every induced P4 of R(∅). The P4 subgraphs that admit only
one possibility for removal, i.e. the P4 can only be removed by making a
unique edge e ∈ U an orthology edge, can be corrected before entering the
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algorithm. Note that the same applies for the edges of U that must be edges
of R(U). We may then prioritize the handling of the other P4 by considering
the edges that resolve them first. Similarly, it would also be possible to
identify edges of U that are mandatory in E by finding the P3 subgraphs of
R(∅) that are not in P3(R), but that disagree with a triplet of P3(R). For
instance, R(∅) might have a P3 with edges xz, zy, but this P3 is not in P3(R)
because xy ∈ U . If say s(y)s(z)|s(x) is in P3(R), then xy is forced in E as
otherwise the contradictory s(x)s(y)|s(z) triplet would be present.
6.7 Experiments
We show how the developed algorithms for checking satisfiability and con-
sistency can be used, in combination with an orthology detection tool such as
ProteinOrtho [105], to infer a robust set of orthology and paralogy constraints.
Given a set of protein sequences, Proteinortho infers homologous gene fami-
lies as well as orthology relationships within these families, based on various
similarity scores. Proteinortho does not infer paralogy relationships. How-
ever, if we choose a set of parameters leading to a loose characterization of
orthologs, then we can assume that unpredicted constraints should represent
paralogy. Different combinations of parameters therefore lead to different
constraint sets that can be analyzed for satisfiability and consistency.
ProteinOrtho has been run on 265 gene families of vertebrates, each repre-
senting the leaf-set of an Ensembl [61] gene tree. Trees were chosen randomly
among the Ensembl gene trees containing at least 20 leaves. For each family,
five different parameter settings, numbered from −2 to +2, were tested, 0
representing the default parameter choice of ProteinOrtho, and the smaller
the number, the looser is the induced characterization of orthology. For each
parameter setting i, we define the full constraint graph Ri where all gene
pairs not predicted as orthologs are interpreted as paralogs. Typically, a
graph R− for a negative number (−1 or −2) contains more orthology (and
thus less paralogy) constraints than R0, while the converse is true for a graph
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R+. Combining two constraint graphs R− and R+ consists in keeping only
orthology and paralogy edges that are common to both, and completing the
graph with unknown edges.
Table 6.I summarizes the results on satisfiability and consistency with
the Ensembl species tree S, obtained for each gene family and each param-
eter setting or combination. Among the 265 gene families, only 112 (42%)
produced at least one satisfiable full constraint graph and only 44 (15%) pro-
duced such a graph which is also consistent with the Ensembl species tree.
However, combining loose and strict parameter settings lead to much better
results with at least 95% satisfiability and 56% consistency with S. The par-
tial orthology/paralogy constraints obtained from combinations correspond
to about half of the constraints of a full graph, as illustrated by the last
column of the table.
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# satisfiable families # consistent
families
% constraints
when consistent
-2 82 (30.9%) 30 (11.3%)
-1 44 (16.6%) 13 (4.91%)
0 26 (9.81%) 9 (3.40%)
+1 48 (18.1%) 14 (5.28%)
+2 55 (20.8%) 18 (6.79%)
-2/+2 260 (98.1%) 172 (64.9%) 42.0%
-2/+1 258 (97.4%) 172 (64.9%) 44.8%
-1/+1 254 (95.8%) 149 (56.2%) 50.6%
-1/+2 255 (95.9%) 157 (59.2%) 47.5%
Tableau 6.I: The results over 265 gene families from Ensembl. The first five
rows correspond to the full constraint sets obtained from ProteinOrtho
for the five classes of parameters. The last four rows correspond to the par-
tial constraint sets obtained after combining two graphs over two types of
parameters. The first column is the number of families for which the settings
of ProteinOrtho yielded a satisfiable graph, the second that number con-
sistent with the Ensembl species tree. The last column shows the percentage
of constraints that were not unknown when a consistent solution was found
(which is 100% for the first five rows).
In order to get a rough idea of the accuracy of the obtained partial or-
thology/paralogy predictions for each gene family G, we compared them with
those resulting from the labeling of the Ensembl gene tree nodes as dupli-
cation and speciation nodes. An orthology disagreement refers to orthol-
ogy predictions on the four combined graphs depicted in Table 6.I, that are
rather inferred as paralogs from the Ensembl gene tree labeling. A paralogy
disagreement refers to the reverse situation. Overall, the orthology disagree-
ment percentage is between 15.1% and 15.9% depending on the two classes
of parameters combined. For paralogy disagreement, it varies between 11%
and 17%, depending on the 2 parameters combined (-2/+1 and -2/+2 were
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around 11.2% while -1/+1 and -1/+2 were around 17.4%).
Notice that Ensembl annotates many duplication nodes as “dubious”. If
we ignore orthology disagreements caused by a dubious duplication node, the
orthology disagreement percentage drops to an average of 5.0%, strengthen-
ing the doubts on those duplication nodes.
6.8 Conclusion
In this work we have developed methods to assess the plausibility of a
partial set of orthology and paralogy relationships between pairs of homolo-
gous genes. In particular, we showed how extending algorithms for the Graph
sandwich problem can solve, in time O(|V (R)|3), the problems of satisfiabil-
ity and consistency with a species tree. The complexity of verifying whether
it is possible to construct G such that it is consistent with some species tree
S remains open. We have elaborated on the P3 property of R that lead to a
branch-and-bound algorithm, but it remains possible that this property could
be used to create a more efficient method. While previous work consisted
in verifying whether a full set of relationships was satisfiable or consistent,
admitting uncertainty within these relationships makes it possible to bring
the theory from [82] into practice, as current orthology (or paralogy) infer-
ence methods based on sequences cannot guarantee 100% accuracy in their
predictions. We show how a confidence set of such predictions can be inferred
using our methods and Proteinortho. One possible application of finding solid
predictions is to compare them with the relationships present on actual gene
trees, then correct these trees in case of disagreement.
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CHAPITRE 7
RECONSTRUCTING A SUPERGENETREE MINIMIZING
RECONCILIATION
Manuel Lafond1 , Aı¨da Ouangraoua2 , Nadia El-Mabrouk1
Cet article est axe´ sur la construction d’arbre de ge`nes plutoˆt que sur la
correction. Plus pre´cise´ment, on cherche a` combiner des arbres de´ja` constru-
its en un seul superarbre. Nous supposons ici que l’ensemble d’arbres donne´
est compatible, et on cherche donc un superarbre qui les contient tous. Une
des motivations est la suivante. Il existe plusieurs bases de donne´es d’arbres
de ge`nes (par exemple Ensembl Compara [165], Hogenom [122], Phog [38],
MetaPHOrs [127], PhylomeDB [85], Panther[111]). Ainsi, a` une famille de
ge`nes peut correspondre plusieurs arbres, et la question de comment les com-
biner me`ne au proble`me des superarbres. Par ailleurs, les me´thodes de re-
groupement en familles de ge`nes peuvent produire des familles trop e´largies,
faisant en sorte qu’on y retrouve des ge`nes distants et difficiles a` aligner. Le
re´sultat est que les me´thodes d’infe´rence d’arbres de ge`nes sur cette famille
seront plus sujettes a` l’erreur. Une solution est de raffiner de telles familles
en plus petits groupes de ge`nes, construire un arbre pour chacun d’entre eux,
ensuite les “amalgamer” en un superarbre.
Il peut toutefois exister un nombre exponentiel de solutions, et on peut
se demander comment en choisir une. Fide`le aux the`me de cette the`se, la
re´ponse passe ici par la re´conciliation. C’est-a`-dire, parmi tous les superar-
bres possibles, quel est celui qui minimise le nombre de duplications et pertes?
On montre que trouver une re´ponse a` cette question n’est pas facile; en fait,
meˆme si on se limite a minimiser seulement les duplications, le proble`me
est NP-complet. Il est meˆme difficile a` approximer a` un ratio O(n1−ǫ), ou`
1DIRO, Universite´ de Montre´al, Canada
2De´partement d’informatique, Universite´ de Sherbrooke
n est le nombre d’e´tiquettes des arbres donne´s et 0 < ǫ < 1. Ceci veut
dire que pour tout algorithme en temps polynomial A, la solution propose´e
par A a` ce proble`me contient parfois Ω(n1−ǫ) fois plus de duplications que
le minimum possible et ce, pour une infinite´ d’instances du proble`me (sauf
si P = NP ). Ce re´sultat s’applique aussi si on ne compte que les noeuds
de duplications associe´s a` la racine de S selon le lca-mapping. De plus, le
proble`me reste NP-complet meˆme si les arbres n’ont aucun ge`ne en com-
mun. Nous proposons un algorithme exact base´ sur Build et All-min-trees
ne´cessitant un temps Ω(n · (n/2)n/2), un autre algorithme exact de program-
mation dynamique reque´rant un temps O(4n) et une heuristique base´e sur le
proble`me Max-Cut.
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7.1 Abstract
Combining a set of trees on partial datasets into a single tree is a classical
method for inferring large phylogenetic trees. Ideally, the combined tree
should display each input partial tree, which is only possible if input trees do
not contain contradictory phylogenetic information. The simplest version of
the supertree problem is thus to state whether a set of trees is compatible,
and if so, construct a tree displaying them all. Classically, supertree methods
have been applied to the reconstruction of species trees. Here we rather
consider reconstructing a super gene tree in light of a known species tree
S. We define the supergenetree problem as finding, among all supertrees
displaying a set of input gene trees, one supertree minimizing a reconciliation
distance with S. We first show how classical exact methods to the supertree
problem can be extended to the supergenetree problem. As all these methods
are highly exponential, we also exhibit a natural greedy heuristic for the
duplication cost, based on minimizing the set of duplications preceding the
first speciation event. We then show that both the supergenetree problem
and its restriction to minimizing duplications preceding the first speciation
are NP-hard to approximate within a n1−ǫ factor, for any 0 < ǫ < 1. Finally,
we show that a restriction of this problem to uniquely labeled speciation
gene trees, which is relevant to many biological applications, is also NP-
hard. Therefore, we introduce new avenues in the field of supertrees, and set
the theoretical basis for the exploration of various algorithmic aspects of the
problems.
7.2 Introduction
A fundamental task in evolutionary biology is to combine a collection of
rooted trees on partial, possibly overlapping, sets of data, into a single rooted
tree on the full set of data. This is the goal of supertree methods, mainly
designed and used for the purpose of reconstructing a species supertree from
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a set of species trees (see overviews of early methods in [12, 13, 18], and more
recent methods in [7, 35, 116, 129, 130, 152, 155]).
Ideally, the combined supertree should “display” each of the input tree,
in the sense that by restricting of the supertree to the leaf set of an input
tree, we obtain the same input tree. However, this is not always possible,
as the input trees may contain conflicting phylogenetic information. Note
that considering a set of input trees that are not all compatible leads to the
questions of correcting input gene trees or finding a subset of compatible
input trees or subtrees [141]. Here, we leave open these questions and study
the more direct formulation of the supertree problem that is to consider
a set of compatible input trees and find a supertree displaying them all.
The BUILD algorithm by Aho et al. [1] can be used to test, in polynomial
time, whether a collection of rooted trees is compatible, and if so, construct
a compatible supertree, not necessarily fully resolved. This algorithm has
been generalized in [34, 115] to output all compatible supertrees, and adapted
in [142] to output all minimally resolved compatible supertrees.
Although supertree methods are classically applied to the construction of
species trees, they can be used as well for the purpose of constructing gene
trees. Several gene tree databases are available (see for example Ensembl
Compara [165], Hogenom [122], Phog [38], MetaPHOrs [127], PhylomeDB
[85], Panther[111]). For a gene family of interest, many different gene trees
can therefore be available, and finding one single supertree displaying them
all leads to a supertree question. On the other hand, given a gene of inter-
est, a homology-based search tool is usually used to output all homologs in
a set of genomes. The resulting gene family may be very large, involving
distant gene sequences that may be hard to align, leading to weakly sup-
ported trees - or even worse, highly supported gene trees that are in fact
incorrect. A standard way of reducing such errors is then to use a clustering
algorithm based on sequence similarity, such as OrthoMCL [106], InPara-
noid [10], Proteinortho [105] or many others (see Quest for Orthologs links at
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http://questfororthologs.org/), to group genes into smaller sets of orthologs
or inparalogs (paralogs that arose after a given speciation). Trees obtained
for such partial gene families can then be combined by using a supertree
method.
Considering input trees as parts of gene trees rather than as parts of
species trees does not make any difference regarding the compatibility test
procedure. However, for reconstructing a compatible “super gene tree”, if
a species tree is known for the taxa of interest, then it can be used as an
additional information to choose among all possible supertrees displaying
the input partial gene trees. Indeed, a natural optimization criterion is to
minimize the reconciliation cost, i.e. either the duplication or the duplication
plus loss cost, induced by the output tree. We call the problem of finding
a compatible supertree minimizing a reconciliation cost the supergenetree
problem.
In this paper, we first show how the exact methods developed for the
supertree problem can be adapted to the supergenetree problem. As for the
original algorithms, all the extensions have also exponential worst-time com-
plexity. We then exhibit a heuristic, which can be seen as a greedy approach
classically used for the supertree problems, that consists in constructing pro-
gressively the tree from its root to its leaves. The main module of this
heuristic is to infer the minimum number of duplications preceding the first
speciation, which we call the Minimum pre-Speciation Duplication problem.
We show that the supergenetree problem for the duplication cost, and even
its restricted version the Minimum pre-Speciation Duplication problem, are
NP-hard to approximate within a n1−ǫ factor, for any 0 < ǫ < 1 (n being
the number of genes). Moreover, these inapproximability results even hold
for instances in which there is only one gene per species in the input trees.
Finally we consider the supergenetree problem with restrictions on input
trees that are relevant to many biological applications. Namely, we require
each gene to appear in at most one tree, and genes of any tree to be related
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through orthology only. This is for example the case of gene trees obtained
for OrthoMCL clusters called orthogroups [106]. We show that even for this
restriction, the supergenetree problem remains NP-hard for the duplication
cost.
The following section introduces preliminary notations that will be re-
quired in the rest of the paper.
7.3 Preliminaries
Notations on trees. Given a set L, a tree T for L is a rooted tree whose
leafset L(T ) is in bijection with L. We denote by V (T ) the set of nodes and
by r(T ) the root of T . Given an internal node x of T , the subtree of T rooted
at x is denoted Tx. The degree of an internal node x of T is the number of
children of x. If T is binary, we arbitrarily set one of the two children of x as
the left child xl and the other as the right child xr. We call (L(Txl),L(Txr))
the bipartition of a node x of degree 2 (note that the term ‘bipartition’ is
sometimes used, in the context of unrooted trees, to denote the nodes or
leaves of the two components obtained after removing a given edge. To avoid
confusion, note that this is not what we mean here by ‘bipartition’).
A node x is an ancestor of y if x is on the (inclusive) path between y and
the root, and we then call y a descendant of x. Two nodes x and y are sepa-
rated in T if none is an ancestor of the other. The lowest common ancestor
(lca) of a subset L′ of L(T ), denoted lcaT (L
′), is the ancestor common to all
nodes in L′ that is the most distant from the root. The restriction T |L′ of
T to L′ is the tree with leafset L′ obtained from the subtree of T rooted at
lcaT (L
′) by removing all leaves that are not in L′, and contracting all internal
nodes of degree 2, except the root. We generalize this notation to a set of
trees: For a set T of trees on L, T |L′ = {T |L′ : T ∈ T }. Let T
′ be a tree
such that L(T ′) = L′ ⊆ L(T ). We say that T displays T ′ iff T |L′ is the same
tree as T ′.
A triplet is a binary tree on a set L with |L| = 3. For L = {x, y, z}, we
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denote by xy|z the unique triplet t on L with root r(t) for which lcat(x, y) 6=
r(t) holds.
A polytomy (or star tree) over a set L is a tree for L with a single internal
node, which is of degree |L|.
A resolution B(T ) of a non-binary tree T is a binary tree respecting all
the ancestral relations given by T . More precisely, B(T ) is a binary tree such
that L(B(T )) = L(T ), and for any u, v ∈ V (T ), if u is an ancestor of v in T ,
then lcaB(T )(L(Tu)) is an ancestor of lcaB(T )(L(Tv)).
Gene and species trees. Figure 7.1 is an illustration of the notations
defined in this section.
Figure 7.1: A gene tree T for the gene family Γ = {a1, a2, b1, c1, c2, c3} and a
species tree S for the set of species Σ = {a, b, c} and where, for any x and any
i, xi is a gene in genome x. The label of an internal node x of T corresponds
to s(x). Speciation nodes are represented by circles and duplication nodes
by squares. The pre-speciation duplication nodes (here only one node) are
grey-colored. The dotted lines represent losses that are inferred by a most
parsimonious reconciliation algorithm. The duplication cost of T is 3 and its
reconciliation cost is 5.
A species tree S for a set Σ = {σ1, · · · , σt} of species represents an ordered
set of speciation events that have led to Σ: an internal node is an ancestral
species at the moment of a speciation event, and its children are the new
descendant species. Inside the species’ genomes, genes undergo speciation
when the species to which they belong do, but also duplications and losses
(other events such as transfers can happen, but we ignore them here). A gene
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family is a set of genes Γ accompanied with a mapping function s : Γ → Σ
mapping each gene to its corresponding species.
Consider a gene family Γ where each gene x ∈ Γ belongs to a species s(x)
of Σ. The evolutionary history of Γ can be represented as a gene tree T for Γ,
which is a rooted binary tree with its leafset in bijection with Γ, where each
internal node refers to an ancestral gene at the moment of an event (either
speciation or duplication). The mapping function s is generalized as follows:
if x is an internal node of T , then s(x) = lcaS({s(x
′) : x′ ∈ L(Tx)}).
An internal node x of T is called a speciation node if s(xl) and s(xr) are
separated in S. Otherwise, x is a duplication node preceding the speciation
event lcaS(s(xl), s(xr)) if lcaS(s(xl), s(xr)) is an internal node of S, otherwise
it is a duplication inside the extant species lcaS(s(xl), s(xr)). A duplication
node x such that s(x) = r(S) is called a pre-speciation duplication node.
A gene tree T with all internal nodes being speciation nodes is called a
speciation tree. Two genes x, y of L(T ) are orthologs in T if their lcaT (x, y)
is a speciation node.
The duplication cost of T is the number of duplication nodes of T . It re-
flects the minimum number of duplications required to explain the evolution
of the gene family inside the species tree S according to T . A well-known
reconciliation approach [26, 28] allows to further recover, in linear time, the
minimum number of losses underlined by such an evolutionary history. We
refer to the minimum number of duplications and losses required to explain T
with respect to S as the reconciliation cost of T with respect to S, or simply
the reconciliation cost if there is no ambiguity on the considered trees.
Supergenetree problem statement. A set G of gene trees is said
consistent if there is a tree T , called a supergenetree for G displaying
each tree of G, and inconsistent otherwise. A supergenetree T for G is
said compatible with G. For example, the four triplets in Figure 7.2 are
consistent, and the gene tree T of Figure 7.1 is compatible with them.
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However, adding the dotted tree to the set of triplets makes the gene tree
set incompatible. Consistency of a set of trees can be tested in polynomial
time [1]. For a consistent set of trees, the problem considered here is to find
a compatible gene tree of minimum reconciliation cost with respect to a
given species tree. A formal statement of the general problem follows.
Minimum SuperGeneTree Problem (MinSGT problem):
Input: A species set Σ and a binary species tree S for Σ; a gene family Γ,
a set Γi,1≤i≤k of subsets of Γ, and a set G = {G1, G2, · · · , Gk} of consistent
gene trees where, for each 1 ≤ i ≤ k, Gi is a tree for Γi.
Output: Among all gene trees for Γ compatible with G, one tree T of
minimum reconciliation cost.
When the considered cost is the duplication cost, the problem is called
the Minimum Duplication SuperGeneTree Problem (MinDUPSGT problem).
7.4 From the SuperTree to the SuperGeneTree Problem
The classical supertree problem is to state whether or not a set of partial
trees are consistent, and if so construct a tree containing them all. Here, we
introduce the classical methods for solving this problem, and explore natural
generalizations to the supergenetree problem.
Figure 7.2: Genes trees (left and middle) and their corresponding triplet
graphs (right). Plain edges of the graph correspond to the four triplet trees,
while dotted edges correspond to the triplets of the four-leaves tree.
Let Γ be a set of n taxa (usually species in case of the supertree problem,
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and genes in case of the supergenetree problem), Γi,1≤i≤k be a set of possibly
overlapping subsets of Γ, and G = {G1, G2, · · · , Gk} be a set of trees where,
for each 1 ≤ i ≤ k, Gi is a tree for Γi. Let tr(G) be the set of triplets of
G defined as tr(G) = {xy|z : ∃ 1 ≤ i ≤ k such that Gi|{x,y,z} = xy|z}. Let
T (Γ, E) be the triplet graph with the set of vertices Γ and the set of edges
E = {xy : ∃ z ∈ Γ such that xy|z ∈ tr(G)} (see Figure 7.2 for an example).
The classical BUILD algorithm [1] determines, in polynomial time,
whether a set of triplets is consistent and if so constructs a tree T , pos-
sibly non-binary, compatible with them. The algorithm takes as input the
graph T = T (Γ, E). Let C(T ) = {C1, · · · , Cm} be the set of connected
components of T . If T has at least three vertices and |C(T )| = 1, then G
is inconsistent, and the algorithm terminates. For example, the set of five
gene trees of Figure 7.2 is inconsistent, as the corresponding triplet graph
(including dotted lines) is connected. Otherwise, if |V (T )| ≥ 3, a poly-
tomy is created over C(T ), the internal node of the polytomy being the root
r(T ) of the compatible tree T under construction and its children being m
subtrees with leafsets V (C1), . . . , V (Cm), with their topology yet to be de-
termined (where V (Ci) ⊆ Γ denotes the set of taxa appearing in Ci). The
algorithm then recurses into each connected component, i.e. the subtree for
V (Ci) is determined recursively from the graph T (V (Ci), E|Ci) defined by
E|Ci = {xy : ∃ z ∈ Γ such that xy|z ∈ tr(G|V (Ci))}. If, at any step, the con-
sidered graph has a single component containing more than two vertices, then
G is reported as an inconsistent set of trees and the algorithm terminates.
Otherwise, recursion terminates when the graph has at most two vertices,
eventually returning a supertree T . See Figure 7.3 for an example.
The BUILD algorithm has been generalized in an algorithm called All-
Trees [115] to output all supertrees compatible with a set of triplets in case
consistency holds. Instead of taking each element of C(T ) as a separate leaf
of r(T ), all possible groupings, in other words all partitions of C(T ), are con-
sidered (see Figure 7.3, right, for a choice of bipartitions). For each partition
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P(C(T )) of C(T ), a polytomy is created over P(C(T )). The algorithm then
iterates by considering each possible partition of each subgraph induced by
each element of P(C(T )). The algorithm is polynomial in the size of the
output that may be exponential in the size of the input.
Figure 7.3: Left: Execution of the BUILD algorithm on the set of given four
triplets. This example requires two iterations of the algorithm (delimited by
a dotted line). At the first iteration, the triplet graph contains three compo-
nents, leading to a polytomy with three leaves. The algorithm then iterates
on the component {a1, a2, c1}, which terminates the supertree reconstruction
procedure. Notice that the gene tree of Figure 7.1, which is compatible with
the four triplets, is not a resolution of this non-binary tree ; Right: A variant
of the BUILD algorithm, with the triplet graph components grouped into bi-
partitions - in this case leading to a fully resolved tree. This tree is actually
the gene tree T of Figure 7.1.
A tree T compatible with G such that no internal edge of T can be con-
tracted so that the resulting tree is also compatible with G is called a mini-
mally resolved supertree. Minimally resolved supertrees contain all the infor-
mation about all supertrees compatible with G but in a “compressed” format.
By exhibiting some properties on graph components, Semple shows in [142]
how some partitions of the triplet graph components can be avoided without
loss of generality. The new developed algorithm, named AllMinTrees [142],
outputs a minimally resolved tree in polynomial time. However, it was shown
in [87] that the cardinality of the solution space can be exponential in n = |Γ|,
leading to an exponential time algorithm with complexity Ω(n
2
n
2 ).
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Notice that, in general, the trees output by all these methods are non-
binary trees.
Extensions to the SuperGeneTree problem. Natural exact solutions
for the supertree problem can be extended to the supergenetree problem as
follows:
(1) Use AllMinTrees to output all minimally resolved supertrees, and for
each one which is non-binary in general, find in linear time a resolu-
tion minimizing the reconciliation [101, 177] or duplication [176] cost.
Among all optimally resolved trees, select one of minimum cost. Clearly
this approach has the same complexity as the AllMinTrees algorithm,
multiplied by a factor of n to resolve each tree, which is Ω(n · n
2
n
2 ).
(2) As we are seeking a binary tree, each created node x of the su-
pergenetree T under construction should determine a bipartition
(L(Txl),L(Txr)). Therefore, the AllTrees algorithm can be simplified
by considering, instead of all partitions of C(T ), only all bipartitions
of the triplet graph components set. See an example in Figure 7.3,
right. Notice that this simplification approach is not applicable to the
AllMinTrees algorithm, as by imposing bipartitions, the minimum res-
olution condition cannot be guaranteed.
A branch-and-bound approach. The tree space which is explored by
the two exact methods described above can be reduced by using a branch-
and-bound approach. Consider for example method (1) using the AllMinTrees
algorithm. At each iteration of computing one minimally resolved tree, re-
solve the intermediate non-binary tree obtained at this step, using for ex-
ample the linear-time algorithm presented in [101]. If its reconciliation cost
is greater than the cost of a full tree already obtained at a previous stage
of the AllMinTrees algorithm, then stop expanding this tree as this can only
increase the reconciliation cost.
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A dynamic programming approach. The recursive top-down method
(2) can instead be handled by a dynamic programming approach computing
the minimum reconciliation cost of a tree on a subset of Γ according to the
reconciliation costs of trees on smaller subsets, similarly to the wrok done
in [73].
More precisely, let P be an arbitrary subset of Γ, and denote by R(P ) the
minimum duplication cost of a tree T |P having leafset P and compatible with
the set G|P = {G1|P , G2|P , · · · , Gk|P}. Let T (P,E|P ) be the BUILD graph
restricted to P and G|P , and C(T ) = {C1, . . . , Cm} the set of its connected
components. If C ⊆ C(T ), by V (C) we mean
⋃
Ci∈C
V (Ci). Denote the
complement of C by C = C(T ) \ C. Finally set d(V (C), V (C)) to 0 if
s(V (C)) and s(V (C) are separated in S, in which case (V (C), V (C)) is the
bipartition of a speciation node, and 1 otherwise i.e. if (V (C), V (C)) is the
bipartition of a duplication node. Then:
R(P ) = min
C⊂C(T )
R(V (C)) +R(V (C)) + d(V (C), V (C))
the value of interest being R(Γ). First note that, assuming constant-time lca
queries over S, d(V (C), V (C)) can be computed in constant time if s(V (C))
and s(V (C)) can be accessed in constant time, since if suffices to check
that the lca of s(V (C)) and s(V (C)) differs from both. To achieve this, we
precompute s(X) for every subset X of Γ of size 1, 2, . . . , n in increasing
order. Noting that if |X| > 1, then for any x ∈ X, s(X) = lcaS(s(X \
{x}), s(x)), s(X) can be computed in constant time assuming that s(X \{x})
was computed previously and assuming constant-time lca queries. As there
are 2n subsets of Γ, each computed in constant time, this preprocessing step
takes time O(2n).
As for R(Γ), we can simply ensure that each R(P ) is computed at most
once by storing its value in a table for subsequent accesses (i.e. when R(P )
is needed, we use its value if it has been computed, or compute it and store
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it otherwise). In this manner, each subset P takes time, not counting the
recursive calls, proportional to |P ||G|+ |P |+ 2|C(T )| to construct T (P,E|P ),
find C(T ), and evaluate each bipartition of C(T ). We will simply use the fact
that |P ||G| + |P | + 2|C(T )| is in O(2n). As this has to be done for, at worst,
each of the 2n subsets of Γ, we get a total time O(2n + 2n · 2n) = O(4n).
Note that this analysis probably overestimates the actual complexity of the
algorithm, as we are assuming that each subset P and each component set
C(T ) are both always of size n. It is also worth mentioning that the R(P )
recurrence can easily adapted to the mutation cost (duplications + losses).
A greedy heuristic for the duplication cost. Instead of trying all
partitions of the triplet graph components set at each step of the AllTrees or
AllMinTrees algorithms, if the goal is to minimize the duplication cost, then
a natural greedy approach would be to choose the best partition at each
iteration, namely the one allowing to minimize the number of duplications
preceding each speciation event. Such an approach would result in pushing
duplications down the tree. It leads to the following restricted version of the
supergenetree problem.
Minimum Pre-Speciation Duplication Problem (MinPreSpeDup
problem):
Input: A species set Σ and a binary species tree S for Σ; a gene family Γ,
a set Γi,1≤i≤k of subsets of Γ, and a set G = {G1, G2, · · · , Gk} of consistent
gene trees where, for each 1 ≤ i ≤ k, Gi is a tree on Γi.
Output: Among all gene trees for Γ compatible with G, one tree T with
minimum pre-speciation duplication nodes.
We will show in the following section that even this restricted version of
the supergenetree problem is hard. Here, we give the intuition of a natural
way of solving this problem, that reduces to repeated applications of the
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Max-Cut problem. Although known to be NP-hard, efficient heuristics exist
(up to a factor of 0.878 [64]), that can be used for our purpose.
For the supertree problem, the triplet graph T = T (Γ, E) represents
all triplets of the input trees that have to be combined. In the case of the
supergenetree problem, another tree is available, the species tree S. A triplet
xy|z found in the input trees G can be reconciled with S, and if r(xy|z) is a
duplication, then any tree compatible with G must contain this duplication.
Say that r(xy|z) is a required duplication mapped to r(S) if s(r(xy|z)) = r(S)
and r(xy|z) is a duplication. Let us include this information in T . More
precisely, let C = C(T ) denote the set of connected components of T , and
let T (C) be the graph whose vertex set is C, and C1, C2 ∈ C share an edge
if C1 has vertices x, y and C2 has a vertex z such that xy|z is a triplet in G
with r(xy|z) being a required duplication mapped to r(S). If there are, say,
d distinct such triplets, one can possibly set a weight of d to the C1C2 edge.
See Figure 7.4 for an example.
Consider the problem of clustering the components of T (C) into two parts
B1, B2 of a bipartition in a way minimizing the number of duplications pre-
ceding the speciation event r(S). For each C1 ∈ B1 and C2 ∈ B2 such that
C1C2 is an edge of T (C), a tree T rooted at the bipartition (B1, B2) contains
the required duplications mapped to r(S) represented by the C1C2 edge. If
there are k such edges between B1 and B2 totalizing a weight of w, the sin-
gle duplication at the root of T contains those w required duplications. In
other words, we have “merged” w required duplications into one. It then
becomes natural to find the bipartition of T (C) that merges a maximum of
duplications, i.e. that contains a set of edges crossing between the two parts
of maximum weight. This is the well-known Max-Cut problem. For instance
in Figure 7.4, the Max-Cut has a weight of 3 and leads to the optimal tree
T1. Any other bipartition sends a required duplication to a lower level and is
hence suboptimal. The T2 tree is obtained from first taking the suboptimal
({a1, b1, d1}, {c1, e1, f1}) bipartition, which creates a duplication at the root
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Figure 7.4: Example of how Max-Cut can be applied to the MinPreSpeDup
problem. S is a species tree, G = {G1, G2, G3} and T is the BUILD graph
(solid edges). Its connected components are enclosed in circles, and the
dotted edges represent required duplications mapped to r(S). The edge of
weight 2 is explained by the a1d1|c1 and d1b1|e1 triplets, whereas the edge of
weight 1 is explained by the c1e1|f1 triplet. A Max-Cut creates the biparti-
tion ({a1, b1, d1, f1}, {c1, e1}), leading to the T1 tree which merges all required
duplications at its root. The tree T2 is obtained from the suboptimal bipar-
tition ({a1, b1, d1}, {c1, e1, f1}) and has 2 duplications.
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and defers the c1e1|f1 required duplication for later.
Note however that the components of T may contain required duplica-
tions themselves, which are not represented by the edges of T (C). Thus, a
Max-Cut must then be applied recursively on both parts of the chosen bi-
partition. Therefore, this method does not benefit directly from the efficient
approximation factor known for the Max-Cut problem, as the approxima-
tion error stacks with each application. In the next section, we show that,
unlike Max-Cut, the MinPreSpeDup problem cannot admit a constant factor
approximation (unless P = NP).
7.5 Inapproximability of the MinDupSGT and MinPre-
SpeDupSGT problems
Through the rest of this section, we denote by n = |Γ| the size of the
considered gene family. We show that both the MinDupSGT problem and
its restriction the MinPreSpeDupSGT problem are NP-hard.
Theorem 7.1. The MinDupSGT and MinPreSpeDupSGT problems are both
NP-hard to approximate within a factor of n1−ǫ for any constant 0 < ǫ < 1.
Moreover, this result holds for both problems even when restricted to instances
having at most one gene per species in Γ.
Proof. We use a reduction from the minimum k-colorability problem. Recall
that a graph H = (V,E) is k-colorable if there is a partition {V1, V2, . . . , Vk}
of V into independent sets (i.e. if x, y ∈ Vi for some 1 ≤ i ≤ k, then xy /∈ E).
It is now well-known [179] that the smallest k for which H is k-colorable
cannot be approximated within a factor of |V |1−ǫ unless P = NP .
Now, given a graph H = (V,E), we construct a gene set Γ, a set of rooted
triplet gene trees G and a species tree S such that H is k-colorable if and only
if G is compatible with some gene tree T having at most k − 1 duplications
when reconciled with S. Using the same construction, we also show that H
is k-colorable if and only if G is compatible with some gene tree T having
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at most k − 1 pre-speciation duplications when reconciled with S. In both
cases, the gene-species mapping s is bijective, proving the second part of the
theorem statement.
Let Γ = {v1, v2 : v ∈ V } and for each edge vw ∈ E, add the triplets
v1v2|w1, v1v2|w2, w1w2|v1 and w1w2|v2 to G. Observe that this forces any
tree T that displays G to display the tree ((v1, v2), (w1, w2)). Add one species
to Σ for each gene of Γ so that the gene-species mapping s is bijective.
As for S, first let S1 be any binary tree with one leaf for each member of
{s(v1) : v ∈ V }, and in the same manner let S2 be any binary tree with one
leaf for each member of {s(v2) : v ∈ V }. Obtain S by connecting the root
of S1 and the root of S2 under a common parent r(S). Thus s(v1) and s(v2)
are separated by r(S) for any v ∈ V . Clearly, G and S can be constructed
in polynomial time.
Claim 1 : if H is k-colorable, then we can find a tree T compatible with
G having at most k − 1 duplications. Moreover each such duplication x is a
pre-speciation duplication (i.e. s(x) = r(S)).
Let {V1, V2, . . . , Vk} be a k-coloring of H. For each 1 ≤ i ≤ k, let Ti
be the tree with leafset V ′i = {v1, v2 : v ∈ Vi} that has only speciations,
i.e. Ti is S|s(V ′i ) (because all genes in V
′
i belong to a different species).
Notice that s(r(Ti)) = r(S), since r(S) separates v1 from v2 for all v ∈ V .
Obtain T by taking any binary tree on k leaves (and hence k − 1 internal
nodes), then replacing each leaf by a distinct Ti. In this manner, T has
k − 1 duplications since only the internal nodes of T that do not belong
to any Ti need to be duplications. Moreover, each duplication node x has
s(x) = r(S). It remains to show that T is compatible with G. It suffices to
observe that all triplets of G are of the form v1v2|wh with h ∈ {1, 2}, and
that such a triplet being in G implies that vw ∈ E. For such a triplet, we
must then have v ∈ Vi and w ∈ Vj with i 6= j, implying v1, v2 ∈ V
′
i and
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wh ∈ V
′
j . By the construction of T , v1v2|wh must be a triplet of T , as desired.
Claim 2 : if there is a tree T compatible with G having k − 1 duplica-
tions, then H is k-colorable. Moreover if T has k − 1 duplications such that
each duplication x has s(x) = r(S), then H is k-colorable.
Let T be a tree compatible with G having k − 1 duplications. Call a
node x of T S-maximal if x is not a duplication node mapped to r(S)
but every proper ancestor of x is a duplication mapped to r(S). Let
X = {x1, x2, . . . , xm} be the set of S-maximal nodes of T . Note that if
y 6= r(T ) is a duplication mapped to r(S), then so is the parent of y. This
implies that every leaf ℓ of T has at least one ancestor xi in X, since xi is
the highest (i.e. closest to the root) ancestor of ℓ that is not a duplication
mapped to r(S) (such an xi always exists, since ℓ is itself one such node).
Moreover, xi is unique, as no other xj ∈ X can be the ancestor of xi. There-
fore, {L(Tx1), . . . ,L(Txm)} is a partition of L(T ). We next show that m ≤ k.
Let T ′ be the tree obtained by removing all descendants of xi in T , for all
1 ≤ i ≤ m. Then T ′ is a binary tree with m leaves, and all its m− 1 internal
nodes are duplications mapped to r(S). Since T has no more than k− 1 du-
plications (in either cases of the claim), T ′ has at most k − 1 internal nodes
and therefore at most k leaves. We deduce that m ≤ k.
Observe that if vw ∈ E, then α = lca(v1, v2, w1, w2) must be a duplication
such that s(α) = r(S). Indeed, α separates lca(v1, v2) from lca(w1, w2) since
T displays ((v1, v2), (w1, w2)). But since s(lca(v1, v2)) = s(lca(w1, w2)) =
r(S) by the construction of S, s(α) can only be r(S) as well, and so α must
be a duplication.
Now, let Vi = {v : v1 is a descendant of xi} for each 1 ≤ i ≤ m. Take
v, w ∈ Vi for some i. We show that vw /∈ E, and thus that {V1, . . . , Vm} forms
a coloring of H with at most k colors. The argument applies whether each
duplication maps to r(S) or not, proving both parts of the claim. Suppose for
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the sake of contradiction that vw ∈ E, but v, w ∈ Vi. In T , lca(v1, w1) must
be a descendant of xi, since xi is a common ancestor of v1 and w1 by the def-
inition of Vi. Moreover, lca(v1, w1) 6= xi since lca(v1, w1) = lca(v1, v2, w1, w2)
is a duplication mapped to r(S), as shown above, while xi is not such a du-
plication, by its definition. Therefore, lca(v1, w1) is a proper descendant of
xi. But s(lca(v1, w1)) = r(S) = s(xi) implies that xi is a duplication mapped
to r(S), a contradiction. We conclude that {V1, . . . , Vm} with m ≤ k is a
proper coloring of H.
This reduction, together with the fact that the k-coloring problem is NP-
hard to approximate within a n1−ǫ factor, proves the Theorem.
7.6 Independent Speciation trees
We now consider the MinDupSGT problem in the special case where
the input gene trees are independent speciation trees, meaning: (1) each
gene of Γ appears in at most one gene tree leafset, and (2) gene trees of
G = {G1, G2, · · · , Gk} are all speciation trees with respect to the species
tree S. Our objective is to find a gene tree T compatible with G minimizing
duplications that also maintains the orthology relationships specified by
G. In other words, we require that for every Gi ∈ G, T |L(Gi) has only
speciations. We say that a gene tree T that satisfies this property preserves
the speciations of G. Note that if T preserves the speciations of G, then it is
necessarily compatible with G. We call T |L(Gi) the copy of Gi in T .
Minimum Speciation SuperGeneTree (MinSpecSGT problem):
Input: A species set Σ and a binary species tree S for Σ; a gene family Γ,
a set Γi,1≤i≤k of disjoint subsets of Γ, and a set G = {G1, G2, · · · , Gk} of
consistent independent speciation trees such that, for each 1 ≤ i ≤ k, Gi is a
tree for Γi.
Output: Among all gene trees for Γ that preserve the speciations of G, one
tree T of minimum duplication cost.
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Notice that, since no gene of Γ appears more than once in the set of input
trees, G always admits a solution. Indeed, taking any binary tree on k leaves
and replacing each leaf by a distinct Gi achieves the desired result. However,
while apparently easier, we show that finding such a gene tree T minimizing
the number of duplications is still hard.
Theorem 7.2. The decision version of the MinSpecsSGT problem is NP-
complete, i.e. it is NP-complete to decide if a species tree S and a set of
independent speciation trees G admit a supertree T that preserves its specia-
tions with at most k duplications.
Proof. The problem is easily seen to be in NP, as it is easy to verify in
polynomial time that a given gene tree T is compatible with G, preserves its
speciations and has k duplications. For NP-hardness, we turn to the decision
version of the k-colorability problem. That is, for a given k, deciding if a
graph H = (V,E) is k-colorable is NP-hard. We create from H a species tree
S and a set of independent speciation trees G such that H is k-colorable if
and only if S and G admit a supertree T with at most k − 1 duplications.
Let n = |V |, and denote V = {v1, . . . , vn}. To create S, start with any
binary tree S ′ on
(
n
2
)
. denote this leafset W = {wi,j : 1 ≤ i < j ≤ n}
so that there is a one-to-one correspondence between W and the unordered
pairs of V . Then, add a special leaf a by joining it with the root of S ′ under
a common parent p, and finally obtain S by adding another special leaf b
by joining it with p under a common parent. Therefore, the species set is
Σ = L(S) = W ∪ {a, b}.
For the construction of each gene tree G ∈ G, we ease up notation by
labeling each leaf g of G by s(g) directly (e.g. if we say that G is of the
form (a, b), we mean that G has two leaves ga, gb such that s(ga) = a and
s(gb) = b). In this manner, since all trees of G contain only speciations, each
tree G ∈ G must be a subtree of S (or it is obtained from such a subtree by
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contracting edges). Also recall that we are assuming that each gene appears
in at most one gene tree of G, and so the genes from two distinct trees must
also be distinct (even if they share the same label).
In G, we first add k trees of the form (a, b), plus one tree Gi for each
vertex vi in H. The tree Gi corresponding to vi ∈ V is a copy of S from
which we remove every leaf except those wj,k for which one of j = i or k = i
holds, and vjvk ∈ E (i.e. we keep the leaves of W that correspond to an
edge incident to vi). Also contract the degree 2 nodes of Gi. Notice that if
vivj ∈ E and i < j, then both Gi and Gj contain a gene in the wi,j species.
Also, if vivj /∈ E, then Gi and Gj have no genes from a common species.
Claim 1 : if H is k-colorable, then S and G admit a supertree T having
at most k − 1 duplications.
Let {V1, . . . , Vk} be a k-partition of V into independent sets. Take
any h such that 1 ≤ h ≤ k. Recall that if vi, vj ∈ Vh, then Gi and Gj
share no gene from a common species (since vivj /∈ E). Thus the trees in
Gh = {Gi : vi ∈ Vh} are all disjoint in terms of species. Let Σh be the set of
species that appear in some tree of Gh. Then, the tree S|Σh contains a copy
of each tree in Gh, and none of these copies overlap. Obtain Th by joining
a gene labeled a to r(S|Σh) under a common parent p, then joining a gene
labeled b to p under a new common parent. Now, Th contains a copy of each
tree in Gh and a copy of one of the (a, b) trees. By taking a tree with k leaves
(where at worst, each k − 1 internal node is a duplication), and replacing
each leaf by the speciation trees T1, . . . , Tk, we obtain a gene supertree T ,
which preserves the speciations of G and has at most k − 1 duplications.
Claim 2 : if S and G admit a supertree T having k − 1 duplications,
then H is k-colorable.
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We first show that if T has k− 1 duplications, then it must have exactly
k speciations mapped to r(S). It cannot have more, as there would then be
more than k − 1 duplications. Suppose instead that there are k′ < k such
speciations, and denote them x1, . . . , xk′ . Note that there must be at least
k′ − 1 duplications in the ancestors of the xis. Now, for 1 ≤ i ≤ k
′, Txi must
contain a certain number of copies of a and b. Let mi(a) and mi(b) denote,
respectively, the number of copies of a and b contained in Txi , noting that in
total, there are k copies of each since there are k subtrees of the form (a, b)
in G. Since xi is a speciation mapped to r(S), it separates the a copies from
the b copies, thus the Txi subtree must contain at least mi(a)− 1+mi(b)− 1
duplications. Denote by d(T ) the number of duplications in T . It follows
that d(T ) ≥ k′− 1+
∑k′
i=1(mi(a) +mi(b)− 2) = k
′− 1− 2k′+
∑k′
i=1mi(a) +∑k′
i=1mi(b) = −k
′ − 1 + k + k = 2k − k′ − 1 > k − 1 when k′ < k, a
contradiction.
Now, we can let x1, . . . , xk be the k speciation nodes of T mapped to
r(S). The k − 1 duplications of T must then all be ancestors of the xi, and
they are all mapped to r(S). Therefore the Tx1 , . . . , Txk subtrees each contain
only speciations. For any Gi ∈ G corresponding to vi, one of the Txh must
contain the copy of Gi (for otherwise, the root of the copy of Gi in T would
be a duplication, while it should be a speciation). Take any h such that
1 ≤ h ≤ k. We claim that Vh = {vi : Txh contains the copy of Gi} forms an
inpedendent set. Since Txh contains only speciations, it cannot contain genes
from the same species. Thus for any Gi, Gj contained in Txh , we must have
vivj /∈ E, as otherwise Gi and Gj would share a gene from the same species.
Therefore Vh is an independent set. Thus {V1, . . . , Vk} form a k-coloring of
H, and the proof is completed.
It is interesting to note that this does not show the NP-hardness of the
special case in which the input trees are only triplets. Indeed, a tree Gi
created in this reduction has as many leaves as the number of neighbors of its
corresponding vertex vi. Therefore, if H is a cubic graph (ie. 3-regular), one
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can generate an input with only triplets. However, deciding if a cubic graph
is k-colorable can be done in linear time, and thus the triplets case cannot be
shown NP-hard through this reduction. The 3-colorability problem is NP-
hard on 4-regular graph though, showing the NP-hardness of the problem on
input trees having at most 4 leaves.
7.7 Conclusion
We introduce the supergenetree problem which aims at constructing a
supertree that displays a set of input gene trees while minimizing the recon-
ciliation cost with respect to an input species tree. This problem is a natural
formulation of the question of combining a set of gene trees obtained for
subsets of a gene family into a full gene tree for the whole gene family.
The supergenetree problem is an extension of the classical supertree prob-
lem on a set of input leaf-labeled trees, where the input trees are gene trees
and a species tree is used in order to evaluate the reconciliation/duplication
cost of a supergenetree. We show how existing exact and greedy heuristic
algorithms for the supertree problem can be used to devise approaches for
solving the supergenetree problem. The resulting approaches have exponen-
tial worst-time complexity as the original supertree algorithms.
We show that the supergenetree problem for the duplication cost is NP-
hard to approximate within a factor essentially better than n, and this com-
plexity remains the same even when the problem is restricted, in a greedy
approach, to finding a supertree with a minimum number of duplications be-
fore each speciation of the species tree. We also consider a restriction of the
supergenetree problem relevant to many biological applications where sub-
sets of orthologs are studied separately and then amalgamated into a single
tree. Even this restriction is shown to be NP-complete. The reconciliation
cost remains to be studied, although we conjecture all of the above mentioned
problems are hard in this case also.
These negative complexity results are not surprising though as they ex-
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tend an already large set of problems related to supertrees that are known
to be NP-hard. We think that appropriate heuristics for various classes of
input trees are worth to be considered in future projects. Removing the as-
sumption that the input gene trees are compatible would also lead to new
interesting problems. A promising avenue would be to consider constructive
FPT algorithms that can be integrated in greedy heuristics or dynamic pro-
gramming algorithms. Also other restrictions on the input gene trees can
be explored, hopefully leading to polynomial problems. Constructing gene
trees by amalgamating smaller trees for subsets of orthologous genes is a
natural way of constructing large trees that would benefit from a thorough
theoretical and algorithmic analysis.
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CHAPITRE 8
CONCLUSION
Dans cette the`se, nous avons e´tudie´ plusieurs avenues algorithmiques per-
mettant d’ame´liorer un arbre de ge`nes dans le mode`le DLS. Plus pre´cise´ment,
nous avons de´crit comment y de´tecter et corriger des erreurs potentielles,
notamment en transformant les branches faiblement supporte´es de l’arbre
en polytomie, puis en re´arrangeant cette polytomie de fac¸on a` minimiser le
nombre de duplications et pertes. Nous avons aussi vu que si l’on avait en
main une me´thode parfaite d’infe´rence d’orthologie, celle-ci pouvait servir a`
de´tecter et corriger des proble`mes de fausses paralogies au niveau d’un arbre
de ge`nes. Bien e´videmment, il n’existe pas de me´thode parfaite, et on se doit
de ve´rifier que les relations d’orthologie et paralogie donne´es par une me´thode
d’infe´rence sont fiables. Nous avons de´veloppe´, dans cette the`se, les outils
algorithmiques ne´cessaires permettant d’effectuer l’une des ve´rifications les
plus fondamentales par rapport a` de telles relations: il doit bel et bien ex-
ister une histoire e´volutive de´peignant ces relations. Dans cette optique,
la re´conciliation s’ave`re eˆtre un crite`re inte´ressant puisqu’elle me`ne a` des
proble`mes algorithmes pouvant eˆtre re´solus en temps polynomial, du moins
dans le mode`le DLS. Pour ce qui est de combiner plusieurs arbres en un seul
superarbre dans ce meˆme mode`le, nous avons vu que malheureusement, la
re´conciliation est d’une utilite´ limite´e puisqu’elle me`ne a` des formulations de
proble`mes NP-complets, et meˆme difficile a` approximer.
Les me´thodes pre´sente´es dans cette the`se peuvent toutes eˆtre incorpore´es
au sein d’une meˆme e´tude phyloge´ne´tique. La Figure 8.1 illustre une propo-
sition de “pipeline” de construction et correction d’arbres de ge`nes. Ce
processus peut s’adapter a` n’importe quelle me´thode de reconstruction phy-
loge´nique, qu’elle produise en sortie un arbre binaire ou non-binaire, ou meˆme
plusieurs arbres. Il est a` noter qu’il reste encore a` de´velopper un algorithme
Méthode de construction
(e.g. PhyML, RAxML) 
Construction d'un
superarbre de gènes
(Chapitre 7) 
Contraction des
branches faibles
Résolution de polytomie
(Chapitre 4)
Identification des orthologues 
et/ou paralogues
(e.g. OrthoMCL, proteinortho)
Validation/correction 
des relations
(Chapitre 6)
Correction des relations
de l'arbre de gènes
(Chapitre 5)
Arbre corrigé
arbre non-résolu
arbre binaire
plusieurs
arbres
arbre binaire
arbre non-résolu
arbre binaire
relations
relations
Figure 8.1: Pipeline de correction d’arbre incorporant les me´thodes
pre´sente´es dans cette the`se. Les me´thodes de la the`se contribuant a` ce
pipeline sont encadre´es en bleu. Le point de de´part est la construction d’un
arbre initial (ou de plusieurs arbres initiaux) a` partir de n’importe quelle
me´thode.
applicable en pratique pour le proble`me de superarbre. Malgre´ le fait que
le proble`me soit NP-complet et meˆme difficiles a` approximer, il est possi-
ble que certaines instances soient traitables, par exemple s’il n’y a pas trop
d’arbres. Aussi, alors qu’il est possible de valider des relations d’orthologie
et de corriger un arbre par rapport a` celles-ci, on ne sait pas traiter de fac¸on
efficace des relations d’orthologie et paralogie. Il reste encore bien du travail
a` accomplir dans cette direction.
Toutes les me´thodes e´tudie´es dans cette the`se supposent que l’arbre
d’espe`ces S est connu et exact. C’est d’ailleurs ce que font presque toutes
les me´thodes de correction d’arbres de ge`nes de´veloppe´es a` ce jour. Les ar-
bres d’espe`ces sont toutefois sensibles a` la plupart des sources d’erreurs dont
nous avons fait e´tat pour les arbres de ge`nes. Il n’existe pourtant pas de
me´thode qui tienne compte de cette impre´cision. Une premie`re ide´e serait
de permettre un degre´ d’incertitude dans l’arbre d’espe`ces, par exemple en
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contractant les branches ayant un faible support. Il est possible de de´finir
la re´conciliation avec un arbre d’espe`ces non-binaire [153] et ainsi formuler
un proble`me d’optimisation de re´solution de polytomies analogue a` celui du
chapitre 4. A` la connaissance de l’auteur, les seuls travaux faits a` ce sujet sont
dans [175], ou` l’on propose de re´soudre a` la fois l’arbre de ge`nes G et l’arbre
d’espe`ces S. Trouver les meilleures re´solutions est NP-complet, et les auteurs
de´crivent une heuristique qui re´sout d’abord S, puis ensuite G se´pare´ment.
Des me´thodes de correction d’arbres de ge`nes sans arbre d’espe`ces seraient
aussi envisageables. Par exemple, le proble`me de consistance du chapitre 6
requiert seulement qu’il existe un arbre d’espe`ces consistant avec un arbre
corrige´ - aucune supposition n’est initialement faite sur la topologie exacte de
l’arbre d’espe`ces. La question d’identifier des proprie´te´s propres aux ge`nes
qui pourraient servir a` le corriger tout en e´tant libre d’un arbre d’espe`ces
demeure toutefois ouverte.
Notons par ailleurs que toutes les me´thodes de´crites dans cette the`se
sont base´es sur le mode`le de duplications, spe´ciations et pertes. On suppose
donc que toutes les histoires des familles de ge`nes peuvent s’expliquer ex-
clusivement par ces trois types d’e´ve´nements. Les me´thodes de construction
d’arbres e´nume´re´es dans le chapitre 3 sont d’ailleurs base´es sur la meˆme hy-
pothe`se. Par contre, il serait inte´ressant de lever, ou du moins de relaxer,
ces hypothe`ses, puisqu’on sait que d’autres e´ve´nements tels que la coales-
cence profonde, l’hybridation ou les transferts late´raux de contenu ge´ne´tique
participent a` l’e´volution. Les erreurs au sein des arbres de ge`nes sont peut-
eˆtre alors dues au fait que ces e´ve´nements ne sont pas conside´re´s lors de
la construction. Ceci ouvre la porte a` une multitude de questions. Au
sens large, peut-on e´tendre les me´thodes de´crites ici a` ces nouveaux types
d’e´ve´nements? Peut-on de´tecter si une erreur est due a` une mauvaise con-
struction ou a` un e´ve´nement e´volutif non-conside´re´? Comment re´soudre
une polytomie en pre´sence de transfert horizontaux (un de´but de re´ponse
est dans [117])? Par ailleurs, la pre´sence de transferts ou d’hybridation
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donne lieu a` un nouveau type de relation entre ge`nes, soit la xe´nologie (deux
ge`nes sont xe´nologues s’il y a pre´sence de transfert/hybridation sur le chemin
menant a` leur anceˆtre commun). Est-ce que les questions de satisfaisabilite´
et consistance s’appliquent aussi lorsque certains ge`nes sont xe´nologues? A`
l’instar du graphe de relations de´fini dans le chapitre 6, peut-on parler d’un
graphe d’orthologie/paralogie/xe´nologie? Si oui, y a-t-il des proprie´te´s qui
doivent eˆtre satisfaites par ce graphe?
Mais meˆme en se limitant aux relations d’orthologie et paralogie, cette
the`se laisse des questions sans re´ponses. Que faire avec un graphe de re-
lations insatisfaisable ou inconsistant? Ce dernier ne´cessite bien suˆr d’eˆtre
corrige´. Or, nous avons de´montre´ dans [97] que trouver un minimum d’areˆtes
a` modifier est NP-complet. Une formulation en programmation line´aire du
proble`me a e´te´ publie´e [81], mais on ne sait pas s’il existe un algorithme
d’approximation borne´ a` ce proble`me, ni meˆme s’il y a des heuristiques sus-
ceptibles d’eˆtre efficaces en pratique.
Dans un autre ordre d’ide´es, cette the`se pre´sente une multitude de
re´sultats a` saveur plutoˆt the´orique. La question de l’utilisabilite´ pratique de
ces re´sultats demeure ouverte, et la suite logique des choses serait d’effectuer
une e´tude empirique sur des arbres de ge`nes re´els. A` ce jour, certains travaux
par rapport a` la re´solution de polytomies ont de´ja` e´te´ entrepris. L’algorithme
pre´sente´ au chapitre 4 a e´te´ imple´mente´ et nomme´ ProfileNJ1. La me´thode
permet aussi de raffiner le choix de solution: parmi toutes les re´solutions qui
minimisent le couˆt de re´conciliation, on choisit celle qui optimise le crite`re
Neighbor-Joining (d’ou` le nom du programme). Des re´sultats pre´liminaires
sur des donne´es simule´es montrent que la me´thode de reconstruire l’arbre,
contracter les branches faibles et appliquer ProfileNJ, est plus rapide que
d’autres me´thodes de correction telles que NOTUNG et TreeFix, et retrouve
le vrai arbre environ aussi souvent. Le logiciel a aussi e´te´ utilise´ sur les ar-
bres d’Ensembl afin de les corriger. On observe que malgre´ une le´ge`re baisse
1Disponible a` l’adresse https://github.com/UdeM-LBIT
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au niveau de la vraisemblance des arbres corrige´s, ceux-ci peuvent servir a`
infe´rer le contenu en ge`nes de ge´nomes ancestraux avec plus de pre´cision.
Quant a` la correction par orthologie et paralogie, nous avons propose´ a`
la fin du chapitre 6 une fac¸on d’infe´rer des relations: exe´cuter un logiciel
d’infe´rence (e.g. OrthoMCL [106], proteinortho [105]) plusieurs fois avec
une multitude de parame`tres, et conserver les relations communes a` toutes
les infe´rences. On ne sait pas vraiment a` quel point les relations partielles
infe´re´es par cette technique sont pre´cises - des tests plus approfondis sont
ne´cessaires afin de valider cette me´thode. De plus, les relations pourraient
eˆtre accompagne´es par un poids (e.g. une probabilite´) plutoˆt que d’eˆtre
orthologie/paralogie/inconnu. Ce poids pourrait eˆtre base´ sur la fre´quence
a` laquelle la relation apparaˆıt dans les exe´cutions du logiciel d’infe´rence.
Ceci soule`ve plusieurs questions algorithmiques, notamment l’extension des
algorithmes connus aux relations avec poids. Pour ce qui est des superar-
bres, bien que les re´sultats du chapitre 7 soient quelques peu de´courageants,
l’applicabilite´ pratique de la re´conciliation a` la cre´ation de superarbres n’est
pas exclue. Les algorithmes exacts exponentiels sont analyse´s selon leur pire
cas, mais on ne sait pas quelles en sont les performances sur de vrais arbres.
De plus, on croit que le proble`me est re´soluble a` parame`tre fixe´ (fixed pa-
rameter tractable en anglais) sur le nombre d’arbres. C’est-a`-dire, s’il n’y a
pas trop d’arbres, le proble`me de trouver un superarbre minimisant le couˆt
de re´conciliation peut se re´soudre rapidement. Un algorithme accomplissant
cette taˆche nous permettrait alors de tester l’impact de la re´conciliation sur
de vrais arbres.
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