We investigate the effects of interpixel cross talk and detector noise on the areal storage density of holographic data storage. A numerical simulation is used to obtain the bit-error rate ͑BER͒ as a function of hologram aperture, pixel fill factors, and additive Gaussian intensity noise. We consider the effect of interpixel cross talk at an output pixel from all possible configurations of its 12 closest-neighbor pixels. Experimental verification of this simulation procedure is shown for several fill-factor combinations. The simulation results show that areal density is maximized when the aperture coincides with the zero order of the spatial light modulator ͑SLM͒ ͑Nyquist sampling condition͒ and the CCD fill factor is large. Additional numerical analysis including finite SLM contrast and fixed-pattern noise show that, if the fixed-pattern noise reaches 6% of the mean signal level, the SLM contrast has to be larger than 6:1 to maintain high areal density. We also investigate the improvement of areal density when error-prone pixel combinations are forbidden by using coding schemes. A trade-off between an increase in areal density and the redundancy of a coding scheme that avoids isolated-ON pixels occurs at a code rate of approximately 83%.
Introduction
Digital holographic data storage has become the focus of study of many researchers in the past few years [1] [2] [3] [4] [5] [6] [7] [8] because of its potential use in storage with fast parallel access and high storage density. The technique consists of storing a large number of digital pages in a thick photosensitive medium as superimposed gratings produced by the interference between coherent object and reference laser beams.
One of the most widely used configurations in holographic data storage is the Fourier transform configuration ͑a 4f system͒, as shown in Fig. 1 . Information to be stored is encoded with a programmable-pixel device, a spatial light modulator ͑SLM͒, located in the front focal plane of lens L 1 . A collimated and expanded laser beam ͑the object beam͒ is transmitted through the SLM and focused with lens L 1 in the photosensitive medium, which for our purposes can be simplified to a square aperture of area D 2 . The storage material is placed at or near this Fourier transform plane to maximize areal density. If the SLM pixels could be made extremely small ͑ϳ5 m͒, an image-plane geometry could become attractive. 9 A hologram is written when a second coherent laser beam ͑the reference beam͒ intersects with the object beam and their interference fringes are recorded as a diffraction grating in the medium. The informationbearing object beam can then be reconstructed by illumination of the stored diffraction grating with the reference beam. By use of a second lens L 2 to perform a second Fourier transformation, the digital information can be retrieved by a CCD camera in parallel. The SLM and the CCD camera are typically pixelated: Each pixel on the SLM has a corresponding pixel on the CCD camera.
The high areal densities needed to make digital holographic data storage a feasible technology are achieved by the superimposition of multiple holograms within the same region of storage material ͑a stack of holograms͒. However, the diffraction efficiency of each hologram scales as 1 over the square of the number of overlapping exposures. Therefore it is crucial to minimize the exposure area of each hologram with a small aperture. An aperture also allows reuse of the same set of reference angleswavelengths in neighboring storage locations without creating interstack cross talk. However, the small aperture acts to spatially low-pass filter the databearing object beam. High-spatial-frequency components of the data pattern displayed on the SLM will not be recorded by the holographic medium. As a result, the light propagated from a SLM pixel is spread to the neighboring pixels of the intended target CCD pixel. Depending on the pattern of the nearby pixels displayed on the SLM, the retrieved data might no longer be able to be decoded correctly. 10 -11 This source of deterministic errors is called interpixel cross talk.
For a modest amount of interpixel cross talk, although there could be no decoding errors, the separation between the brightest OFF pixel and the darkest ON pixel is reduced ͓the signal-to-noise ratio ͑SNR͒ is decreased͔. Even a small amount of additional random noise ͑from the detector electronics, for instance͒ will begin to cause decoding errors. In general, a holographic system that can tolerate more random noise can afford to reduce its signal levels and thus superimpose more holograms. So part of the SNR budget is used to tolerate interpixel cross talk and increase density by minimization of the stack area, and part of the SNR budget is used to tolerate random noise and increase density by an increase in the number of holograms per stack.
In this study we use a numerical algorithm to obtain a set of design parameters that produces a digital holographic data-storage system with the optimal areal density for a given target bit-error rate ͑BER͒. We account for several of the important noise sources present in a practical holographic system: deterministic sources of signal variation, such as interpixel cross talk, fixed-pattern noise, and limited SLM contrast, and random noise sources, such as detector noise. The effects of detector alignment and optical aberrations are not included in this analysis. Using these simulations, we can model any linear fill factor in the SLM and in the CCD camera, as well as various spatial cutoff frequencies in the Fourier transform plane.
In Section 2 we describe the numerical algorithm to evaluate the BER as a function of the SLM and the CCD fill factors, the aperture in the Fourier plane, and the relative amount of additive noise. Simulations at several fill-factor combinations are compared with experimental BER measurements to validate the approach. Simulated BER maps for the full range of fill-factor choices indicate that each aperture has its own best SLM and CCD fill-factor combination. By relating the amount of random noise to the number of holograms that can be stored, we determine the areal density as a function of the target BER. We show that density is maximized by pushing the system toward the Nyquist sampling condition and that large SLM and CCD fill factors are appropriate for systems dominated by detector noise. The effects of finite SLM contrast and fixed-pattern noise are then included, and the possible benefits of low-pass modulation coding are evaluated.
Review of the Method
Our numerical algorithm considers the system model described in Fig. 1 . Lenses L 1 and L 2 form a 4f system of unity magnification that images the SLM exactly onto the CCD detector array. We assume a SLM with pixels of a linear dimension ⌫ and a linear fill factor g SLM , a CCD camera also with pixels of an identical linear dimension ⌫ but a linear fill factor g CCD , and a square aperture of area D 2 located in the common focal plane of lenses L 1 and L 2 . We assume that the system has a space-invariant impulse response ͑point-spread function͒ that is due solely to the aperture. The possible effects of magnification, focus, and registration errors and of lens aberrations are not included.
For uniform plane-wave illumination and a linear fill factor g SLM , the transmission-field amplitude of a single SLM pixel centered at the optical axis is given by
By use of the Rayleigh-Sommerfeld diffraction theory, 12 the electric-field amplitude in the Fourier transform plane of lens L 1 is the two-dimensional ͑2-D͒ spatial Fourier transform of Eq. ͑1͒:
where is the laser wavelength and f is the focal length of lenses L 1 and L 2 . If these lenses are assumed to be diffraction limited and of infinite extent, the range of frequency components that are stored in the medium is limited by the square aperture of linear dimension D ͑located in the back focal plane of L 1 ͒, which can be expressed mathematically as
The electric-field amplitude at the CCD can be obtained directly by the application of the scalar diffraction theory again: where
So U d ͑x, y, z ϭ 4f ͒ is the pixel-spread function: the field distribution along the x-y direction in the CCD plane resulting from a single SLM pixel of linear fill factor g SLM centered at x ϭ y ϭ 0 and an aperture of linear width D. By use of the convolution theorem, this can be described as the convolution of the pointspread function ͓the Fourier transform of Eq. ͑3͔͒ with the original pixel shape ͓Eq. ͑1͔͒. There is a particular choice of aperture D that will become important in the simulation: D ϭ f͞⌫ ϵ D N . If the aperture is thought of as a low-pass filter of bandwidth D N ͞2 and the pixel spacing at the CCD camera as a sampling at the frequency f͞⌫, then the aperture D N corresponds to the Nyquist sampling condition. With temporal signals this condition is usually met if one chooses to sample at twice the low-pass filter bandwidth. In this context the sampling rate is fixed by the CCD pixel spacing, and it is the lowpass filter of aperture D N that is chosen. In describing our simulation results, we describe aperture sizes in terms of the ratio D͞D N . This allows the results to be independent of the particular choice of , f, and ⌫ up to the point at which an absolute areal density is evaluated. In our simulation this pixel-spread function is evaluated by a 2-D fast Fourier transform, a 2-D low-pass operation, and a second 2-D fast Fourier transform for one pixel. The input SLM pixel is represented as a grid of 51 ϫ 51 subpixels centered at x ϭ y ϭ 0. A large number of subpixels ensures the accuracy of the algorithm 11 and increases the number of fill factors that can be simulated. This ON pixel is surrounded by 10 OFF pixels ͑51 ϫ 51 subpixels each͒ to increase the resolution with which the aperture can be specified. The limit on the total number of input subpixels is the memory requirement of the fast Fourier transform. After the space-invariant pixel-spread function has been evaluated for a particular SLM fill factor g SLM and aperture D, the next step is to use linear superposition to synthesize the response at the CCD to an arbitrary input pattern of neighboring pixels on the SLM.
In previous studies of interpixel cross talk 10, 11 only the influence of the four closest neighboring SLM pixels was considered. In this paper we investigate the interpixel cross talk when the 12 nearest neighboring SLM pixels are taken into account. A schematic of our procedure is shown in Fig. 2 . As the field at the CCD plane for a single SLM pixel is known ͓Eq. ͑4͔͒, evaluation of the field at the target CCD ͓pixel ͑0, 0͔͒ is simple. For each of the 13 pixels under consideration the electric-field distribution for the pixel-spread function is translated by the appropriate pixel increment, multiplied by the corresponding SLM brightness value, and summed at the subpixel level. This results in the total amplitude distribution over the 51 ϫ 51 subpixels of the central CCD pixel. Integrating the output intensity over the square subpixel area defined by the CCD linear fill factor g CCD gives the signal seen by the CCD pixel at that particular fill factor.
It is important to note that we are normalizing the integrated intensity over a single pixel-spread function to 1, independently of the aperture or the SLM fill factor. That is, reduction in the CCD pixel signal value can come from a low CCD fill factor but not from having a small aperture or a low SLM fill factor. In practice, this implies that a small aperture or a low SLM fill factor is counteracted by longer hologram exposures, so the same diffraction efficiency is reached in the end. When the M͞# of the system ͑which is the constant of proportionality between the diffraction efficiency and the number of holograms squared͒ is independent of the aperture ͑transmis-sion geometry but not 90°geometry͒, 13 the result is a loss of recording rate but not of dynamic range.
Mathematically the superposition procedure can be expressed as follows: The brightness of the ͑i, j͒th SLM pixel is written as c ij . Initially, we assume a SLM contrast of infinity, so c ij takes only the value 0 or 1. The amplitude-field distribution at ͑ x, y, z ϭ 4f ͒ in the CCD plane is given by The signal received by the target CCD pixel with a linear fill factor g CCD is obtained as
The quantum efficiency for the detection of photons in the CCD and other scaling factors are omitted. The value of I T in Eq. ͑7͒ is the received signal for a particular 13-pixel pattern combination at the SLM described by the c ij values of Eq. ͑6͒. The next step is to evaluate the intensity of all the 2 13 equally likely combinations and build a discrete histogram.
The 2 13 possible combinations are separated into two classes according to the state of the central ͑de-sired͒ SLM pixel, and occurrences are accumulated in a finite number of brightness bins. Figure 3 shows an example of a discrete histogram for the case of both SLM and CCD fill factors equaling 100% and at the Nyquist aperture. The bin size was 1͞1000 of the normalized intensity. The histogram shows deterministic variations coming from interpixel cross talk. If the aperture were made large, the histogram would coalesce to two delta functions, located at 0 and 1. However, the histograms shown in Fig. 3 are not representations of a probability density function: More samples will not reveal previously hidden structure at the tails of the distribution. If the two intensity distributions do not overlap, they will never overlap. However, ON and OFF intensity distributions that are far away from each other seem more desirable than those that are close but do not overlap.
The reason for this is that all systems are subject to random fluctuations, either quantum ͑shot noise͒ or thermal ͑Johnson noise͒. In practical holographic systems the noise associated with detector electronics tends to overshadow the shot noise. This noise source can be modeled with Gaussian statistics. 14 Thus, to represent the statistical fluctuation from random noise, we convolve each intensity bin in the discrete histogram with a Gaussian distribution of standard deviation d . The standard deviation d is expressed as a percentage of the incoming signal level ͑that is, normalized to 1.0 on our histogram's x axis͒. Now we have real probability density functions for both distributions and can derive the BER.
If there are N 0 bins corresponding to the histogram of a target OFF pixel, we call ͕w i,0 ͖ iϭ1,N 0 the number of counts in the bin at the intensity value ͕ i,0 ͖ iϭ1,N 0 . The variables N 1 , ͕w i,1 ͖ iϭ1,N 1 , and ͕ i,1 ͖ iϭ1,N 1 are defined analogously for the ON distribution. So we have a set of shifted and scaled equal-variance Gaussians, with ij describing the shifting and w ij the scaling.
If
where erfc is the complementary error function. 15 For given ON and OFF distributions the BER depends on the selected threshold intensity ⌰. To obtain the minimum BER for each situation, we evaluated Eq. ͑8͒ repeatedly until the best value of ⌰ was found. In summary, this numerical procedure evaluates the BER, given four dimensionless input parameters:
1. A linear SLM fill factor g SLM , expressed as a fraction of ⌫.
2. An aperture size D, expressed as a fraction of D N .
3. A linear CCD fill factor g CCD , expressed as a fraction of ⌫.
4. Additive detector noise d , expressed as a fraction of the signal strength in an ideal system ͑no cross talk and a 100% fill factor͒.
Experimental Validation
To verify the results of our simulations, we measured the BER as a function of aperture size experimentally for some specific SLM-CCD fill factors in a photorefractive information-storage material ͑PRISM͒ tester. 6 The SLM was a chrome-on-glass mask with 100% and 50% linear fill factors, and the CCD camera had a 100% fill factor.
The results are shown in Fig. 4 , with the BER shown as a function of the aperture ͑in units of the Nyquist aperture͒. Note that, with a focal length of 89 mm, a pixel spacing of 18 m, and a 514.5-nm wavelength, the Nyquist aperture corresponds to 2.54 mm in real units. Figure 4͑a͒ corresponds to the case of both SLM and CCD fill factors equaling 100%, and in Fig. 4͑b͒ the linear SLM fill factor is equal to 50%. In both situations a value of d could be found at which simulation and experiment showed excellent agreement. When the SLM and the CCD fill factors were both 100%, the BER increased monotonically as the aperture size decreased. However, if the SLM fill factor was smaller than 100%, the BER initially increased, then passed through a local minimum in the BER at 1.08 times the Nyquist aperture, and finally increased rapidly for smaller apertures. This is because the Fourier transform consists of a set of multiple orders at regular spacing, each one containing the complete information of the data page and weighted by the sinc pattern of one pixel. At the Nyquist aperture all the orders except the zero order are blocked, whereas at apertures larger than the Nyquist aperture there exists a competition between the zero order of the SLM and incomplete copies of the various Ϯ1 orders ͓Fig. 4͑b͔͒. Figure 4 provides evidence that our numerical procedure provides an accurate representation of real holographic systems and shows that there is a difference in the behavior of the BER as the SLM-CCD fill factors vary. To investigate this difference further, we computed the BER for a small set of apertures but varied the SLM and the CCD fill factors over a large number of possible values. A constant amount of detector noise relative to the signal level was assumed.
Bit-Error Rate Maps and Areal Density
The results are shown in Fig. 5 . Contour plots of the BER as a function of the SLM and the CCD linear fill factors are shown for two different apertures: the Nyquist aperture and twice the Nyquist aperture. For small BER values the contour lines are not smooth because of the inaccuracy of the numerical algorithm. Detector noise of 5% was assumed ͑that is, the standard deviation of the additive Gaussian noise was 5% of the no-cross-talk ON signal level͒. Two interesting effects can be seen from the results. As the aperture increases, the location of the minimum BER moves from small to large SLM fill factors, whereas large CCD fill factors are always advantageous. At the Nyquist aperture, the minimum BER was approximately 10 Ϫ6 , whereas at twice the Nyquist aperture it was of the order of 10 Ϫ20 . Apparently, having a large aperture tends to be beneficial because the system can tolerate more additive noise before reaching the target BER. For a practical system this target BER is dictated by the error-correction coding and tends to be approximately 10 Ϫ3 -10 Ϫ4 . Depending on one's frame of reference, more additive noise can mean either increased noise and constant signal strength ͑like our model͒ or decreased signal strength and a constant noise floor ͑like the physical holographic system͒. If the aperture is large more detector noise ͑or equivalently, lower signal levels͒ could be tolerated, and therefore more holograms could be stored. Therefore on the basis of Fig. 5 it is necessary to quantify these concepts to understand the trade-off between the number of holograms and the aperture size in terms of areal density. To obtain a value of the areal density ͑the number of stored bits per area͒ for a given BER target, we returned to the numerical method described in Section 2. We reiterate our assumptions:
͑a͒ The location of the aperture is exactly at the Fourier plane.
͑b͒ Only detector and interpixel cross-talk noise are included. Noise sources such as interpage or interstack noise are not considered in this numerical study.
͑c͒ No optical aberrations are taken into account in the optical system ͑the point-spread function is assumed to be space invariant͒. To solve for the areal density, it is assumed that we stop recording holograms when
where n d is the number of detector-noise electrons per pixel, n s is the number of signal electrons detected by a CCD pixel, and d is the relative standard deviation of the detector noise at which the BER hits the target level ͑of the order of 1%-10%͒. The procedure is to select a set of fill factors and an aperture and increase d until our numerical simulation indicates that the target BER has been reached. Given a detector-noise specification ͑say, 100 noise electrons͒, we can solve for the minimum number of signal electrons we must have. To relate this to readout power and integration time, we write the number of signal electrons per ON pixel as
where N ON is the number of ON pixels in the SLM, which, assuming half of the total number of pixels N p is ON, can be replaced by N p ͞2. The term P ref ͞h is the number of photons per second in the reference beam, hologram is the diffraction efficiency of the holograms, opt is the efficiency of the optical system, which includes all the optical losses between the media and the camera ͑but not the dead spaces from the CCD pixel fill factors͒, e is the camera quantum efficiency, and t int is the integration time of the camera. In addition, the diffraction efficiency of the holograms can be expressed in terms of the M͞# of the holographic system and the number of stored holograms M, 13 
As expected, a higher M͞#, more readout power, or more integration time means more holograms can be stored. The effect of a smaller aperture arises through a smaller d value from the simulation. In effect, a larger portion of the SNR budget goes to interpixel cross talk, leaving less for detector noise and thus reducing M. However, a smaller aperture may be better in terms of areal density: Substituting Eq. ͑12͒ into Eq. ͑13͒ yields the areal density in the form
To verify that Eq. ͑14͒ has validity, we can try to predict the areal density achieved in the DEMON (demonstration platform) system. 8 In this system 1200 holograms were superimposed, with 46,000 user bits͞hologram. Although a large aperture was used in the demonstration, recent results show that an identical performance could be expected with an aperture as small as 5 mm. This is an achieved areal density of 2.2 bits͞m 2 . By putting the parameters for this demonstration into Eq. ͑14͒, i.e., M͞# ϳ 0.2,
Ϫ , opt ϳ 0.4, e ϳ 0.3, t int ϳ 0.016 s, and D ϳ 5 mm, we obtain 1.9 bits͞m 2 . So there is some support for using Eq. ͑14͒ to predict absolute areal densities.
In Fig. 6 the areal density achievable at a BER of 10 Ϫ4 is shown as a function of the aperture ͑in units of the Nyquist aperture͒ for three different SLM-CCD design parameters. For curve ͑a͒ each data point has its own unique SLM-CCD fill-factor pair that gives the minimum BER for that aperture, as obtained from BER maps like those in Fig. 5 . The other two curves show the density with a fixed pair of fill factors: large SLM and CCD fill factors ͑90% and 87%, respectively͒ for curve ͑b͒ and small SLM and CCD fill factors for curve ͑c͒. None of the curves shown in Fig. 6 includes any effects from aberrations, interpage cross talk, or interstack cross talk, and they
The maximum areal density is achieved when the aperture is slightly larger ͑1.08ϫ͒ than the Nyquist aperture, the SLM has a 40% linear fill factor, and the detector array has an 88% linear fill factor, and it corresponds to a number of holograms equal to 400 ͑by use of the parameters described above͒. However, if large SLM and CCD fill factors are used ͓curve ͑b͔͒, Fig. 6 shows that the best areal density ͑also located at 1.08 times the Nyquist aperture͒ is just 10% lower than the maximum of curve ͑a͒. When the CCD fill factor is small, as shown by curve ͑c͒, the maximum areal density is almost 50% lower than for the case depicted by curve ͑a͒. In addition, for the case represented by curve ͑c͒ there are aperture sizes for which it is not possible to attain the target BER of 10
Ϫ4
. As expected, for apertures smaller than the Nyquist aperture not all the SLM information is transmitted through the aperture, and a low BER cannot be achieved even for a few holograms.
In summary, our simulations show that areal density is maximized by use of the Nyquist aperture and large CCD fill factors, but it is reasonably independent of the SLM fill factors. Given this latter ambiguity, it is desirable to have large SLM fill factors to decrease the recording rate and improve the optical efficiency in the object beam.
Spatial Light Modulator Contrast and Fixed-Pattern Noise
All the simulations up to this point assumed that the SLM has infinite contrast, that is, the intensity of the OFF pixels is zero at the SLM. In a real holographic device the OFF pixels always transmit some light. For example, the Epson liquid-crystal SLM in the DEMON platform 8 has an ON-OFF contrast ratio of 25:1. Therefore it is important to include the effects of finite SLM contrasts on the areal density. In addition, we introduce a second deterministic noise source, fixed-pattern noise, which comes from spatial variations in the ON level across the SLM. 16 Thus identical pixel patterns can have different intensities in the CCD plane, depending on their locations within the SLM page. This is a problem because the last step in most detection schemes is the thresholding of a small block of pixels by a common threshold. 8, 17 This threshold can be calculated explicitly or it can be an implicit by-product of the modulation decoder. Spatial variations within the pixel block will tend to broaden the ON and the OFF distributions seen by the threshold and thus increase the BER.
To include fixed-pattern noise in our system model, we convolve the bins of the discrete histograms corresponding to a target ON pixel with a Gaussian with a larger standard deviation than before. Because fixed-pattern noise is a truly deterministic pattern noise, this convolution can be done only if global thresholding is assumed. For local thresholding the Fig. 6 . Areal density as a function of the aperture for ͑a͒ the best combination of fill factors ͑obtained with BER maps such as those shown in Fig. 5͒ , ͑b͒ a SLM linear fill factor of 90% and a CCD linear fill factor of 87%, and ͑c͒ a SLM linear fill factor of 60% and a CCD linear fill factor of 40% ͑corresponding to the DEMON system 8 ͒.
mean of the intensity values, as well as the standard deviations of the different blocks, would change.
Therefore for global thresholding we have
where d is the standard deviation of the detector noise and p is the standard deviation of the deterministic pattern noise. Both are expressed as functions of the no-cross-talk, no-noise signal level. Similarly, the bins of the discrete histograms corresponding to a target OFF pixel are convolved with a Gaussian of standard deviation
where c is the SLM contrast ͑the ratio between the intensity of the ON and the OFF pixels͒ at the SLM. The BER is then computed by use of the procedure described above. BER maps similar to those shown in Fig. 5 show that, when fixed-pattern noise and SLM contrast are introduced, the BER values rise but the location of the minimum remains invariant ͑the best-case fill factors are unchanged͒. The effects of fixed-pattern noise and the contrast ratio are shown in Fig. 7 . The areal density is shown as a function of the fixed-pattern noise. The absolute parameters used are the same as for Fig. 6 . The numerical simulations were done at the Nyquist aperture with a 90% SLM linear fill factor and an 87% CCD linear fill factor. Contrasts of infinity, 10, 6, 4, and 2 are compared. When there is no fixed-pattern noise in the holographic system, the areal density does not change substantially for different SLM contrasts. However, as the fixed-pattern noise increases, the effect of the SLM contrast on the areal density at a given BER is dramatic. Figure 7 demonstrates that, if the holographic data-storage system can tolerate 6% fixed-pattern noise, a contrast of at least 6:1 would be needed to maintain high areal density. Alternatively, the recently developed predistortion technique could allow one to reduce the deterministic contributions of both intersymbol interference and fixed-pattern noise. 16 This was demonstrated experimentally for small fill factors, 16 but its success for large fill factors will depend on the tradeoff between equalizing the ON pixel response and minimizing additional diffraction into the OFF pixels.
Low-Pass Coding
Interpixel cross-talk studies from previous reports 10, 11 indicate that ON pixels surrounded by four adjacent OFF pixels and OFF pixels surrounded by four adjacent ON pixels are the first candidates for producing errors in reconstructed holograms. In those previous studies the intensity value at the target CCD pixel was evaluated, but no value for the BER was derived. As described in Sections 3 and 4, we developed algorithms that can evaluate the BER. We used these algorithms to compute the areal density for the case of the Nyquist aperture and for large SLM and CCD fill factors ͑90% and 87%, respectively͒ when those isolated-ON and isolated-OFF SLM combinations are forbidden ͑by use of suitable coding schemes͒. The rest of the pixels in the 13-pattern combinations were allowed to have all possible binary combinations. Such a coding scheme 18 is advantageous only if the gain in areal density is larger than the inverse of the code rate ͑there is no point, for example, in a 50% code rate for a 5% density improvement͒. The results-the areal density as a function of the BER-are shown in Fig. 8 . The curves represent ͑a͒ no forbidden patterns, ͑b͒ both isolated-ON and isolated-OFF forbidden pixels, and ͑c͒ only isolated-ON forbidden pixels. The absolute parameters used for the evaluation of the areal density are the same as in Sections 3 and 4. According to our simulations, avoiding the isolated-OFF pixels seemed to have a negligible effect on the areal density improvement. The similarity between curves ͑b͒ and ͑c͒ implies that the isolated-ON combination has the greater effect on the BER. Furthermore, according to our simulations, in the range of relevant BER values ͑10 Ϫ7 -10 Ϫ4 ͒ the overall areal density increases if the code rate for avoiding isolated-ON pixels is larger than 83%.
Conclusions
We have developed a numerical method that evaluates the BER of a holographic data-storage system in a 4f configuration for a given SLM fill factor, a given CCD fill factor, and an aperture in the Fourier plane. Interpixel cross talk, detector noise, fixed-pattern noise, and a finite SLM contrast have been considered. Experiments measuring the BER as a function of aperture size for several SLM-CCD fill-factor combinations showed excellent agreement with our simulations.
Areal densities for a target BER have been computed for different design parameters by quantification of the trade-off between the number of holograms and the aperture size. Results from the simulations showed that high areal densities could be achieved if the Nyquist aperture and large CCD fill factors were used. ͑The Nyquist aperture is the same size as the zero order of the SLM's Fourier transform.͒ Further studies with a varying SLM contrast have also been carried out. According to the simulations, if the holographic system contains 6% fixed-pattern noise, SLM contrasts of at least 6:1 will be needed to maintain high areal density. In addition, we have analyzed the effects on the areal density when isolated-ON and isolated-OFF SLM combinations were forbidden with appropriate coding schemes. According to our simulations, only the isolated-ON pixel affected the final BER substantially. To realize an increase in the areal density by elimination of these combinations, it would be necessary to have code rates greater than 83%. Fig. 8 . Areal density as a function of the BER with the Nyquist aperture and large fill factors ͑SLM, 90%; CCD, 87%͒ when ͑a͒ all possible 13-pixel pattern combinations are considered, ͑b͒ all the combinations with an isolated-ON pixel ͑the four closest neighbors to the center are OFF͒ are forbidden, and ͑c͒ both isolated-ON and isolated-OFF pixels ͑central pixels OFF; four nearest neighbors ON͒ are forbidden.
