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Abstract—Unsupervised domain adaptation aims to generalize
the supervised model trained on a source domain to an unlabeled
target domain. Marginal distribution alignment of feature spaces
is widely used to reduce the domain discrepancy between the
source and target domains. However, it assumes that the source
and target domains share the same label distribution, which
limits their application scope. In this paper, we consider a
more general application scenario where the label distributions
of the source and target domains are not the same. In this
scenario, marginal distribution alignment-based methods will
be vulnerable to negative transfer. To address this issue, we
propose a novel unsupervised domain adaptation method, Deep
Conditional Adaptation Network (DCAN), based on conditional
distribution alignment of feature spaces. To be specific, we
reduce the domain discrepancy by minimizing the Conditional
Maximum Mean Discrepancy between the conditional distribu-
tions of deep features on the source and target domains, and
extract the discriminant information from target domain by
maximizing the mutual information between samples and the
prediction labels. In addition, DCAN can be used to address a
special scenario, Partial unsupervised domain adaptation, where
the target domain category is a subset of the source domain
category. Experiments on both unsupervised domain adaptation
and Partial unsupervised domain adaptation show that DCAN
achieves superior classification performance over state-of-the-art
methods. In particular, DCAN achieves great improvement in
the tasks with large difference in label distributions (6.1% on
SVHN→MNIST, 5.4% in UDA tasks on Office-Home and 4.5%
in Partial UDA tasks on Office-Home).
Index Terms—Domain adaptation, Image classification, Max-
imum mean discrepancy, Conditional distribution discrepancy,
Mutual information.
I. INTRODUCTION
DEEP Convolutional Neural Networks (CNNs) haveachieved great success in a variety of computer vision
and machine learning applications [1]–[3]. A number of recent
results show that when the deep networks are trained in
large-scale datasets, the features show good generalization
performance over a wide range of datasets and computer vision
tasks [4], [5]. However, due to the dataset bias problem, test
errors of these deep classification networks are large when
the training set and test set have a significant gap in data
distributions. Fine-tuning provides a straightforward way to
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reduce feature bias on deep networks [6]. Unfortunately, fine-
tuning deep network parameters in a new dataset requires a
significant amount of labeled data, which are not available
in many scenarios. Therefore, it is necessary and important
to design algorithms that can transfer discrimination features
from a labeled source domain to another related but unlabeled
domain.
To address this problem, a more practical task called unsu-
pervised domain adaptation (UDA) has been studied recently.
UDA learns a classifier for the unlabeled target domain by
transferring knowledge from a labeled source domain [7],
[8]. Previous UDA methods are mainly based on shallow
models [8]–[13], which are roughly divided into two cate-
gories, i.e., instance-based methods and feature-based meth-
ods. Instance-based adaptation methods [8], [9] reweigh sam-
ples in the source domain to better represent the target domain
distribution, while feature-based methods [10]–[13] attempt to
learn a shared and invariant feature space. However, limited by
the model’s representation capacity, the performance of these
methods does not exceed the deep UDA approach.
In recent years, with the development of deep neural
networks, more robust models have been proposed to deal
with UDA tasks [14]–[20]. These methods can be roughly
classified into two categories: pixel-level methods and feature-
level methods. Pixel-level methods [18]–[20] utilize deep
generative models, such as generative adversarial network
(GAN) [21], to learn a mapping function between the source
and target domains. Thus they can transfer the supervised
model on the source domain to the target domain. Feature-level
methods [14]–[17] follow the idea that domain discrepancy
becomes smaller in the deep feature space [4], [5], thus domain
adaptation can be done by matching the deep features of
the source and target domains. Let Z represent the features
obtained by a deep network. To project data from different
domains to a shared deep feature space, existing methods often
rely on marginal distribution alignment, which reduces the
discrepancy between P s(Z) and P t(Z). A common strategy
is to minimize the maximum mean discrepancy (MMD) [22]
or introduce the adversarial training [16], [23]. In addition,
some methods use an extra entropy regularization to extract
discriminant information in the target domain for better trans-
fer performance [15], [24].
Deep UDA methods have achieved great success in many
computer vision applications, but they are still challenged
by the following issues. 1) Pixel-level methods focus on
generating real images and therefore cannot fully leverage
the representative power of supervised CNNs. 2) Marginal
distribution alignment-based methods may suffer negative
ar
X
iv
:2
00
6.
07
77
6v
1 
 [c
s.C
V]
  1
4 J
un
 20
20
2(a) Source-Only (b) MMD
SVHN 0
SVHN 1
SVHN 2
MNIST 0
MNIST 1
MNIST 2
(c) CMMD
(d) Source-Only (e) MMD
SVHN 0
SVHN 1
SVHN 2
MNIST 1
MNIST 2
(f) CMMD
Fig. 1. Feature visualization with different methods on the task SVHN →
MNIST. Solid and hollow points represent the sample features of the source
and target domains, respectively. Top: UDA task; Down: Partial UDA task. In
particular, the target domain contains only two classes in the Partial UDA
setting. (a) Visualization with the Source-Only model. (b) The results of
aligning P s(Z) and P t(Z) by MMD. There is negative transfer between the
source and target domains, and some samples of digit 0 in the target domain
are incorrectly aligned. (c) The results of aligning P s(Z|Y ) and P t(Z|Y )
using CMMD. The categories in the target domain are correctly aligned with
those in the source domain. (d)∼(f) correspond to the Partial UDA setting,
and similar results to UDA are obtained.
transfer resulting from the label distribution differences be-
tween source and target domains. In real-life scenarios, the
label distributions of source and target domains are generally
different. For example, on the UDA task SVHN → MNIST,
the number of digit 0 in SVHN is much less than that of 1
or 2, while these three classes are balanced in MNIST [25].
The visualization results with different methods are shown in
Figure 1. In Figure 1(b), the marginal distribution alignment of
feature spaces causes a portion of digit 0 in the target domain
to be incorrectly matched to digit 1 in the source domain,
thereby suffer from negative transfer. The Partial UDA task
studied by recent literature [26], [27] also has this dilemma. In
Figure 1(e), the marginal distribution alignment-based method
leads to a more serious negative transfer problem in Partial
UDA tasks. Therefore, marginal distribution alignment-based
methods cannot deal with (Partial) UDA problems well. 3) The
entropy regularization ignores the overall discriminant infor-
mation, instead, only considers the discriminant information
of a single sample. This manner makes the training process
very unstable and may cause model degradation.
In order to tackle these challenges, we propose a new
feature-level domain adaptation method, named Deep Condi-
tional Adaptation Network (DCAN), which can align effec-
tively the conditional distributions and extract discriminant
information from the source and target domains. We first
project the conditional distributions of features to the Repro-
ducing Kernel Hilbert Space (RKHS) [28] with a nonlinear
kernel function, and then use Conditional Maximum Mean
Discrepancy (CMMD) [29] to measure the discrepancy be-
tween conditional distributions of source and target domains.
The conditional distribution alignment with CMMD uses label
information to learn the conditional domain-invariant features,
thus can be used to reduce the domain discrepancy and miti-
gate negative transfer, as shown in Figure 1(c) and Figure 1(f).
In addition, we introduce mutual information to measure how
much information is represented by the predicted category.
By maximizing the mutual information between predicted
category and sample on the target domain, we can extract the
discriminant features effectively on the target domain. This
mechanism helps us to transfer the classifier on the source
domain to the target domain. DCAN does not enforce that the
source and target domains share the same label distribution,
thus it can also be used to deal with Partial UDA. We evaluate
DCAN on four commonly used UDA benchmarks, i.e., Digit
Datasets, Office-31, ImageCLEF-DA and Office-Home. We
also evaluate DCAN under Partial setting on the Office-31
and Office-Home datasets for demonstration. The experiment
results show that DCAN achieves state-of-the-art performance
in all these tasks.
Our contributions are summarized as follows.
1) We propose a new deep domain adaptation approach,
DCAN, to address both UDA and Partial UDA problems.
DCAN can be trained in an end-to-end manner.
2) We introduce CMMD metric to match the conditional
distributions of source and target domains, rather than
the marginal distributions, thus DCAN alleviates the
negative transfer problem. Mutual information is used to
extract the discriminant information on target domain.
3) Extensive experiment results show that DCAN outper-
forms state-of-the-art UDA and Partial UDA methods
on several image benchmarks. In particular, the average
accuracy of three commonly used UDA tasks on digit
datasets increases by 5.1%, the average accuracy of 12
UDA tasks on Office-Home increases by 5.4%. The
average accuracy of 12 Partial UDA tasks on Office-
Home increases by 4.5%.
The rest of this paper is organized as follows. Section II
briefly reviews closely related works. In Section III, we
introduce DCAN in detail. Two algorithms dealing with both
UDA and Partial UDA problems are presented. In Section IV,
experiment results and analysis are presented, and DCAN
is compared with several state-of-the-art methods. Section V
concludes this paper.
II. RELATED WORKS
In this section, we briefly review the visual domain adaption
techniques from two directions, i.e., UDA and Partial UDA.
Some preliminary of CMMD is also presented.
A. Unsupervised Domain Adaptation
MMD is the most common statistic used to measure domain
discrepancy. Deep Domain Confusion (DDC) [14] combines
the classification loss with a MMD-based domain confusion
loss to learn a domain-invariant feature space. Deep Adapta-
tion Networks (DAN) [15] use MMD of all task-specific layers
to reduce domain discrepancy, and it achieves more robust
results than DDC. Joint Adaptation Networks (JAN) [30]
extends this idea by using joint maximum mean discrepancy to
3match the joint distributions of the source and target domains.
Residual transfer network (RTN) [17] introduces additional
residual structures and entropy minimization to implement
classifier adaptation. These methods need to align the marginal
distributions, thus may suffer negative transfer resulting from
the label distribution differences between source and target
domains. Recently, this problem has received more atten-
tion. Weighted Domain Adaptation Network (WDAN) [25]
proposes a weighted MMD to align feature distributions. It
reweighs the samples in source domain to eliminate class
weight bias across domains. Balanced Distribution Adaptation
(BDA) [31] simultaneously aligns the marginal and conditional
distributions between domains to deal with the class imbalance
issue in UDA. There are several major differences between our
DCAN and these methods. 1) Compared with WDAN, DCAN
also uses the discriminant information contained in the target
domain when aligning feature distributions, but does not need
to calculate the weight. 2) BDA uses the sum of MMD on each
class to estimate the conditional distribution divergence, while
DCAN introduces CMMD to directly estimate the conditional
distribution divergence. 3) BDA requires a separate feature
extraction process, while DCAN learns representative features
in an end-to-end manner.
GAN is another common method for measuring domain
discrepancy. Domain adversarial neural network (DANN) [16]
introduces a domain discriminator to classify features of
the source and target domains, while the feature extraction
network learns domain-invariant features as much as possible
to confuse the domain discriminator. Adversarial Discrimi-
nation Domain Adaptation (ADDA) [23] extends this idea
by using different networks to extract the source and target
features respectively. Conditional Domain Adversarial Net-
work (CDAN) [32] trains a conditional generative adversarial
network by the discrimination information conveyed in the
classifier.
Heterogeneous domain adaptation (HDA) is another prob-
lem in the UDA literature, as multiple attributes, such as
modalities, distributions and dimensions of data, are different
across domains. Regularized Semi-Paired Kernel Canonical
Correlation Analysis (RSP-KCCA) [33] introduces the KCCA
to learn a domain-invariant feature space and proposes an
effective optimization algorithm. Cross-domain neural-kernel
networks (CNKN) [34] proposes the neural-kernel networks
consisting of two coupled stream neural networks and a
Fourier features-based feature mapping. Conditional distri-
bution alignment also plays an important role in extracting
favorite features for heterogeneous data matching. However,
considering the specific characteristics of HDA, such as multi-
modalities and different dimensions, DCAN as is cannot di-
rectly tackle the difficulties. By designing additional networks
or using special kernel functions, DCAN may be extended to
adapt HDA tasks.
B. Partial Unsupervised Domain Adaptation
Partial domain adaptation problem is originally proposed
by [26], [27], where the target domain label space is a subset
of the source domain label space. Recently, several methods
are proposed to deal with partial domain adaptation problem.
Importance Weighted Adversarial Net (IWAN) [35] introduces
an additional domain classifier to calculate the weight of
each sample in the source domain, and then uses GAN to
align target domain features with this weighted source domain
features. Partial Adversarial Domain Adaptation (PADA) [27]
uses the predicted distribution on the target domain to weight
the class space of the source domain and then aligns feature
space via GAN in the shared label space. Hard Adaptive
Feature Norm (HAFN) [24] requires that the feature norms of
the source and target domains be close to an identical larger
value to complete domain adaptation, thus the assumption of
identical label space can be ignored.
C. Conditional Maximum Mean Discrepancy
CMMD is first proposed to deal with supervised learning
problems [29]. In this subsection, we briefly review the basic
principles of CMMD. Let φ and ψ denote the nonlinear
mappings for Y and Z, respectively. For the conditional
distribution P (Z|Y ), given a sample y, the conditional kernel
mean embedding µZ|y can be defined as [36],
µZ|y = EZ|y[ψ(Z)] =
∫
Ω
ψ(z)dP (Z|y) = CZ|Y φ(y), (1)
where CZ|Y denotes the conditional embedding of P (Z|Y ),
which can be calculated as,
CZ|Y = CY ZC
−1
Y Y . (2)
CY Z denotes a cross-covariance operator [37], i.e.,
CY Z = EY Z [φ(Y )⊗ ψ(Z)]− µY ⊗ µZ ,
where ⊗ is the tensor product operator. Given a dataset
DY Z = (yi, zi)ni=1 from P (Z|Y ), CZ|Y can be estimated by
ĈZ|Y = Ψ(K + λI)−1Φ>, where Ψ = [ψ(z1), · · · , ψ(zn)],
Φ = [φ(y1), · · · , φ(yn)], K = Φ>Φ is the kernel function,
and λ is a positive regularization parameter.
Based on Eqs. (1) and (2), the conditional distributions
are projected to a series of points in the RKHS. Since φ(y)
is a constant vector for a fixed y, the distance between the
conditional kernel mean embeddings can be calculated by
comparing the difference between the conditional embeddings.
As a result, the CMMD between two conditional distribution
P (Z1|Y ) and P (Z2|Y ) is defined as ‖CZ1|Y − CZ2|Y ‖2F⊗G .
III. METHOD
We first introduce the motivation and notations in Sec-
tion III-A. Then, two important modules in DCAN, i.e., the
conditional distribution matching module and the discrimi-
nant information extraction module, are introduced in Sec-
tions III-B and III-C, respectively. The final objective function
and optimization algorithm of DCAN in Section III-D. In
addition, Section III-E extends DCAN to address the Partial
UDA problem.
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Fig. 2. An overview of DCAN. The source and target domains share network weights of the Deep CNN and Classifier. We obtain the deep features by
the Deep CNN, and then input these deep features into the Classifier to get predicted probabilities, which are used to calculate the cross-entropy loss and
mutual information. At the same time, we select high-confidential samples in the target domain to assign pseudo-labels. The deep features with the labels and
pseudo-labels are then used to estimate the CMMD loss to achieve conditional distributions alignment.
A. Motivation and Notations
The deep feature-level UDA methods assumes that there
exists a deep feature space shared by the source domain and
the target domain. In this feature space, both the labeled source
samples and the unlabeled target samples can be classified
as correctly as possible. Generally, this shared feature space
should satisfy to the following two characteristics: 1) The fea-
ture space should be domain-invariant for each category, which
also means conditional distribution alignment. If the source
and target domains have the same conditional distribution,
then the classifier trained on the source domain can correctly
classify samples in the target domain. 2) The feature space
should be able to extract discrimination information of the
source domain and target domain simultaneously. This would
be helpful to alleviate over-fitting on the source domain, thus
learning a more generalized predictive model.
In order to learn a feature space which has the two properties
as shown above, DCAN contains two interdependent modules:
conditional distribution matching and discriminant information
extraction. On the one hand, CMMD is used to measure
the distance between conditional distributions of the source
and target domains, and then the conditional distributions are
aligned by minimizing CMMD. On the other hand, in addition
to extracting discrimination information of the source domain
using the cross-entropy loss, more representative features are
captured from the target domain by maximizing the mutual
information between samples and the prediction labels.
Several important notations are listed here. In the UDA task,
there are generally two related but different datasets, i.e., the
source domain Ds = (xsi , ysi )nsi=1 with ns labeled samples and
the target domain Dt = (xti)nti=1 with nt unlabeled samples,
where yi denotes a one-hot encoding vector of the category.
Let P s(X,Y ) and P t(X,Y ) represent the joint distribution
on the source domain and target domain, respectively. Let
Cs = {1, · · · , cs} and Ct = {1, · · · , ct} denote the label
space of Ds and Dt, respectively. In this paper, we consider a
more common UDA scenario where Ds and Dt have the same
label space but different label distributions, i.e., Cs = Ct and
P s(Y ) 6= P t(Y ). Furthermore, we also consider the Partial
UDA task, which requires Ct ⊂ Cs.
B. Conditional Distribution Alignment by CMMD
In this section, we design the conditional distribution match-
ing module with CMMD. The CMMD metric can project the
conditional distribution into the Reproducing Kernel Hilbert
Space (RKHS), and measure the distance between P s(Z|Y )
and P t(Z|Y ) by calculating the distance between their pro-
jections.
Let φ and ψ denote the nonlinear mappings for Y and Z,
respectively. Then, the kernel mean embedding of P (Y ) and
P (Z) can be denoted by µY = EY [φ(Y )] =
∫
Ω
φ(Y )dP (Y )
and µZ = EZ [ψ(Z)], respectively. We can project a marginal
distribution to a point in the RKHS via kernel mean embed-
ding. Similarly, we can project the conditional distribution to a
series of points in the RKHS via the conditional kernel mean
embedding. Based on Eqs. (1), given a sample y, the con-
ditional kernel mean embedding of conditional distributions
P s(Z|Y ) and P t(Z|Y ) can be defined as,
µsZ|y = EZs|y[ψ(Z)] =
∫
Ω
ψ(z)dP s(Z|y) = CsZ|Y φ(y),
µtZ|y = EZt|y[ψ(Z)] =
∫
Ω
ψ(z)dP t(Z|y) = CtZ|Y φ(y),
(3)
where CsZ|Y and C
t
Z|Y denote the conditional embedding of
P s(Z|Y ) and P t(Z|Y ), respectively.
To calculate the distance between P s(Z|Y ) and P t(Z|Y )
on the RKHS, we can calculate the distance between µsZ|y
and µtZ|y by fixing Y = y. Based on the theory of CMMD,
5this distance can be calculated by comparing the difference
between CsZ|Y and C
t
Z|Y . Therefore, the CMMD loss between
P s(Z|Y ) and P t(Z|Y ) as be written as,
LCMMD = ‖CsZ|Y − CtZ|Y ‖2F⊗G . (4)
By minimizing the CMMD loss, the difference between
conditional distributions of Ds and Dt will be reduced. In
particular, based on Theorem 3 of [29], when LCMMD reaches
its minimum value, P s(Z|Y ) = P t(Z|Y ) for each fixed y.
In practice, we need to estimate the CMMD loss in a
batch-wise manner. To obtain the consistent estimator, we
randomly sample two datasets DsY Z = (ysi , zsi )ni=1 and DtY Z =
(yti, zti)
n
i=1 from P
s(Z|Y ) and P t(Z|Y ), respectively. Then,
an empirical estimation of CMMD between the conditional
distribution of the source and target domains can be written
as
L̂CMMD =‖ĈsZ|Y − ĈtZ|Y ‖2F⊗G
=‖Ψs(Ks + λI)−1Φ>s −Ψt(Kt + λI)−1Φ>t ‖2F⊗G
=Tr(KsK˜−1s LsK˜−1s ) + Tr(KtK˜−1t LtK˜−1t )
− 2 · Tr(KtsK˜−1s LstK˜−1t ),
(5)
where Ψs = [ψ(zs1), · · · , ψ(zsn)], Φs = [φ(ys1), · · · , φ(ysn)],
Ks = Φ>s Φs, K˜s = Ks + λI, Ls = Ψ>s Ψs. Accordingly, Ψt,
Φt, Kt, K˜t and Lt are defined on dataset DtXY in a similar
way. Kts = Φ>t Φs, Lst = Ψ>s Ψt.
Notice that the label information in the target domain is
required for estimating the LCMMD, which cannot be satisfied
in the UDA tasks. As with some UDA methods [38], [39], we
obtain pseudo-labels of samples with high confidence in the
target domain. In order to improve the representation capacity
of the model and the accuracy of pseudo-labels, we use a
deep CNN network as feature extractor and a fully-connected
network with softmax activation as classifier. Figure 2 shows
the network structure of DCAN. During the training process,
we first input the samples of the source and target domains into
the deep CNN to obtain the deep features, which are then input
into the classifier to obtain the predicted labels. The predicted
distribution yˆti for any sample xti in the target domain is input
into a sample selection program. If the maximum value of yˆti
is larger than a threshold γ0, we consider this sample as high
confidence and then assign this sample corresponding pseudo-
label. Finally, the features and pseudo-labels of the selected
target domain samples and the features and labels of the source
domain samples are combined to calculate the CMMD loss.
C. Discriminant Information Extraction
In Section III-B, we proposed the CMMD-based conditional
distribution matching module, which helps to achieve con-
ditional distribution alignment in the shared feature space.
On this basis, we expect to learn a more effective model
by simultaneously extracting discriminant information in the
source and target domains.
As shown in Figure 2, we connect a shared classifier behind
the deep CNN to predict the class distribution. Let P (Yˆ |X)
denote the predicted class distribution. We use cross entropy
loss as the classification loss function of the source domain.
Suppose there is a dataset with batch-size n, i.e., Dsbatch =
{(xsi , ysi )}ni=1, sampled from the source domain Ds. The cross-
entropy loss LSC can be estimated as
L̂SC =
1
n
n∑
i=1
[−P (ysi |xsi ) logP (yˆsi |xsi )] . (6)
Now we focus on extracting discriminant information from
the target domain, in which all the samples are unlabeled,
thus it is difficult to extract classification information by
a supervised method. In probability theory and information
theory, the mutual information between two variables X and
Y measures how much information Y is contained in X .
Therefore, we can extract more representative features in the
target domain by maximizing the mutual information between
Xt and Yˆt. The mutual information loss LMI of the target
domain can be defined as follow,
LMI = I(Xt, Yˆt) = H(Yˆt)−H(Yˆt|Xt), (7)
in which H(Yˆt) denotes the information entropy of P t(Yˆ ) and
H(Yˆt|Xt) denotes the conditional entropy of P t(Yˆ |X). By
maximizing the mutual information loss, we simultaneously
minimize the entropy of category conditional distribution and
maximize the entropy of category marginal distribution. In
the UDA literature [15], [24], the entropy of conditional
distribution, also known as low-density separation criterion,
has been used to constrain the classification boundary trained
on the source domain through the low density region of the
target domain feature space to prevent over-fitting. However,
minimizing the entropy of the conditional distribution may
result in excessive aggregation of the samples, further result
in multiple categories of samples being grouped into one
category. Different from these methods, we also maximize the
entropy of marginal distribution to alleviate class imbalance
problem and extract more discrimination features.
In practice, given a dataset with batch-size n, i.e., Dtbatch =
{xti}ni=1, sampled from the target domain Dt, we can obtain the
corresponding prediction classification probability P (yˆti|xti)
through the deep network. Then, the mutual information loss
can be estimated as
L̂MI = H[
1
n
n∑
i=1
P (yˆti|xti)]−
1
n
n∑
i=1
H[P (yˆti|xti)]. (8)
D. DCAN & Training Procedure
Now we can define the objective function of DCAN by
combining these three loss functions (4), (6), (7) as follow,
min
w
LSC + λ0LCMMD − λ1LMI , (9)
where w denotes all the network parameters in the deep
network, λ0 and λ1 are hyper-parameters.
DCAN consists of two successive training phases. First, to
ensure that the deep network can obtain more high-confidence
pseudo-labels at the initial transfer, we pre-train the deep
network using the samples in the source domain. Next, we
minimize the objective function (9) by mini-batch stochastic
6gradient descent method. Based on the chain rule, the gradient
of the loss function on a mini-batch can be written as
n∑
i=1
[
(
∂yˆsi
∂w
)>
∂L̂SC
∂yˆsi
− λ1(∂yˆ
t
i
∂w
)>
∂L̂MI
∂yˆti
+ λ0
n∑
j=1
(
∂L̂CMMD
∂zsij
∂zsij
∂w
+
∂L̂CMMD
∂ztij
∂ztij
∂w
)]
,
where zij denotes the j-th dimensional feature representation
of xi. For simplicity, the gradients of L̂SC and L̂MI are
omitted here. For CMMD, Eq. (5) can be expressed as
L̂CMMD = Tr(GsLs) + Tr(GtLt)− 2 · Tr(GtsLst),
where Gs = K˜−1s KsK˜−1s , Gt = K˜−1t KtK˜−1t and Gts =
K˜−1t KtsK˜−1s . Since Gs, Gt and Gts are constant matrices,
∂L̂CMMD
∂zsij
can be calculated as,
∂L̂CMMD
∂zsij
=
∂Tr(GsLs)
∂zsij
− 2 · ∂Tr(GtsLst)
∂zsij
= Tr(Gs
∂Ls
∂zsij
)− 2 · Tr(Gts ∂Lst
∂zsij
).
Similarly, ∂L̂CMMD
∂ztij
can also be computed. All the gradients
can be easily computed in the Pytorch framework. The overall
algorithm of DCAN is summarized in Algorithm 1.
Algorithm 1 DCAN for UDA
Input: Ds = {(xsi , ysi )}nsi=1, Dt = {xti}nti=1.
Output: The network parameters w.
1: Pre-train the deep network with samples in Ds.
2: while not converged do
3: Random sample a mini-batch Dsbatch and Dtbatch from
Ds and Dt, respectively;
4: Generate yˆti for each sample xti ∈ Dtbatch by current
classifier, and predict pseudo-labels for samples with
high confidence;
5: Estimate the CMMD loss, cross-entropy loss and mu-
tual information loss by Eqs. (5), (6), and (8), respec-
tively;
6: Compute the gradients of Eqs. (5), (6), and (8) w.r.t. w
on Dsbatch and Dtbatch;
7: Update w by gradient descend to minimize Eq. (9);
8: end while
E. Extension to Deal with the Partial UDA Problem
In this subsection, we extend the DCAN algorithm to
accommodate the Partial UDA tasks. As shown above, the
objective of CDAN contains three loss functions, i.e., CMMD
loss for conditional distribution alignment, cross-entropy loss
for extracting discriminant information of Ds, and mutual
information loss for extracting more representative information
of Dt. The CMMD loss and cross-entropy loss are unaffected
by the change of the label space and thus can be used in
the Partial UDA task. The mutual information loss can be
decomposed into the difference between H(Yˆt) and H(Yˆt|Xt).
In the partial setting, we cannot accurately estimate P (Yt) by
P (Yˆt), Thus the mutual information loss needs to be modified
to accommodate the Partial UDA task.
In the partial setting, maximizing H(P (Yˆt)) will cause
the target domain samples to be distributed evenly to each
category of Ds, which perhaps result in negative transfer. To
solve this problem, one method is to remove the constraint
on H(P (Yˆt)). However, as we mentioned above, minimizing
H(P (Yˆt|Xt)) may lead to excessive aggregation of samples
in Dt, and maximizing H(P (Yˆt)) can help to mitigate this
problem. To avoid the excessive aggregation of target domain
samples, we introduce a threshold γ1 to control the effect of
H(P (Yˆt)). When H(P (Yˆt)) < γ1, we maximize H(P (Yˆt)) to
ensure class balance, and when H(P (Yˆt)) > γ1, we remove
the effect of H(P (Yˆt)). The mutual information loss under
the partial setting is
LPMI = min{H(Yˆt), γ1} −H(Yˆt|Xt). (10)
The objective function of Partial DCAN is then formulated by
min
w
LSC + λ0LCMMD − λ1LpMI . (11)
Eq. (11) can be optimized in an end-to-end manner, and the
main steps for addressing Partial UDA are shown in Algorithm
2.
Algorithm 2 DCAN for Partial UDA
Input: Ds = {(xsi , ysi )}nsi=1, Dt = {xti}nti=1.
Output: The network parameters w.
1: Pre-train the deep network with samples in Ds.
2: while not converged do
3: Random sample a mini-batch Dsbatch and Dtbatch from
Ds and Dt, respectively;
4: Generate yˆti for each sample xti ∈ Dtbatch by current
classifier, and predict pseudo-labels for samples with
high confidence;
5: Estimate the CMMD loss, cross-entropy loss and partial
mutual information loss by Eqs. (5), (6), and (10),
respectively;
6: Compute the gradients of Eqs. (5), (6), and (10) w.r.t.
w on Dsbatch and Dtbatch;
7: Update w by gradient to minimize Eq. (11);
8: end while
IV. EXPERIMENT RESULTS AND ANALYSIS
In this section, we evaluate DCAN method on four visual
datasets. We first test its classification accuracy on UDA and
Partial UDA tasks, and compare it with several state-of-the-
art deep learning methods. Then, we evaluate its effectiveness
from several views, i.e., parameter sensitivity, evaluation of
each component, impact of the number of classes, feature
visualization and time complexity.
A. Datasets and Experimental Setup
All experiments are conducted on four visual datasets, i.e.,
Digit, Office-31, ImageCLEF-DA and Office-Home, which are
widely used to test DA algorithms. Some image samples of
these datasets are shown in Figure 3.
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Fig. 3. Sample images of four datasets, Digit Datasets, Office-31, ImageCLEF-DA and Office-Home. Samples in the same row belong to the same domain,
and samples in the same column belong to the same class.
Digit Datasets contains 10 categories of digital images
(0-9) from three domains, i.e., MNIST [40], USPS [41]
and SVHN [42]. MNIST includes 70,000 handwritten digital
images of 10 classes, and each image has 28× 28 size. USPS
is also handwritten digital images dataset, which consists of
9,298 gray images with size of 16 × 16. SVHN consists of
73257 color digital images with size of 3×32×32, which are
all captured from house numbers. We conduct three widely-
used UDA tasks (i.e., MNIST→USPS, USPS→MNIST and
SVHN→MNIST) to evaluate the DCAN method. Specifically,
we follow the protocol established in literature [12], and ran-
domly sample 2000 samples from MNIST and 1800 samples
form USPS in the UDA experiments between MNIST and
USPS.
ImageCLEF-DA1 dataset includes 1791 real scenes images
in 12 common categories which are shared by the follow-
ing three domains, i.e., ImageNet (I), Pascal VOC (P), and
Caltech-256 (C). On this dataset, we evaluate DCAN method
across all six UDA tasks.
Office-31 [43] is the most popular dataset for UDA task,
which collects 4,110 images of office supplies in 31 classes
from three distinct domains: Amazon (A) consisting of online
web images, DSLR (D) consisting of digital SLR camera
images, and Webcam (W) consisting of web camera images.
In order to conduct the Partial UDA experiment, we follow the
literature [27] to use the common sub-dataset from Office-31
and Office -10 as target domain. We evaluate DCAN method
across all six UDA tasks and six Partial UDA tasks.
Office-Home [44] is a more challenging dataset for UDA
task, which contains 15588 images of common objects in 65
categories from four different areas: Art (Ar), Clipart (Cl),
Product (Pr) and Real-World (Rw). In the Partial UDA task,
we follow the setting in literature [27] to use all the samples
of a domain as the source domain, and the samples from the
first 25 categories (in alphabetic order) in another domain as
the target domain. We conduct all 12 UDA tasks and 12 Partial
UDA tasks to evaluate DCAN method.
In the MNIST→USPS and USPS→MNIST tasks, we resize
the samples in USPS to 28× 28 to match the MNIST image
size. For the SVHN→MNIST task, we resize the MNIST
images to 32 × 32 and then extend these images to three
channels to match the image size in SVHN. In the rest of the
1http://imageclef.org/2014/adaptation
tasks, we use a unified data processing protocol. Specifically,
for an image, we use the following four operations in turn:
1) resize this image to 3× 224× 224, 2) horizontally flip the
this image randomly with a probability of 0.5, 3) convert this
image in the range [0, 255] to a tensor in the range [0.0, 1.0],
4) normalize this tensor with mean [0.485, 0.456, 0.406] and
standard deviation [0.229, 0.224, 0.225].
Some implementation details are summarized as follows. In
the transfer tasks of the digital datasets, we use the simple
modified LeNet [40] used in literatures [16], [23] as the
baseline network structure and randomly initialize the network
weights. In the other transfer tasks, we follow the setting in
benchmark approaches [17], [32] and use the Pytorch-provided
ResNet-50 [45] pre-trained model as the baseline network
structure. In all experiments, we fix the hyper-parameters as
λ0 = 0.1, λ1 = 0.2, γ0 = 0.95, γ1 = 1.5 and the batch-size
as n = 32. To estimate the CMMD loss, we use a mixture
kernel function obtained from an average of five Gaussian
kernels, where the bandwidth is set to 0.1, 1, 10, 100, and
1000, respectively. We replace the fully connected (FC) layer
of ResNet-50 with a FC network to accommodate the new
category number. Specifically, we use one FC-layer for Office-
Home, while two FC-layers (2048-512-31) for Office-31 and
ImageCLEF-DA. For digital transfer tasks, we use ADAM
optimization algorithm [46] with learning rate 2e-4. For the
other three datasets, we set a learning rate of 2e-4 for the
FC-layers, while the other layers are 2e-5. We follow the
standard training and evaluation settings in UDA, i.e., using
the labeled samples of Ds and the unlabeled samples of Dt
for training, and then testing the classification accuracy in
Dt. In each experiment, we repeat DCAN three times with
different random initialization, and report the mean accuracy
and standard deviation following [24].
B. Experiment Results on UDA Tasks
In this section, we report the classification performance
of DCAN on the UDA tasks, and compare it with sev-
eral state-of-the-art methods, e.g., ResNet [45], DAN [15],
BDA [31], DDC [14], DANN [16], Deep Reconstruction-
Classification Network (DRCN) [47], Coupled Generative
Adversarial Network (CoGAN) [18], Generate To Adapt
(GTA) [48], RTN [17], ADDA [23], JAN [30], WDAN [25],
Conditional Domain Adversarial Networks (CDAN) [32]. For
8TABLE I
COMPARISON WITH STATE-OF-THE-ART METHODS ON THE DIGIT
DATASETS FOR UNSUPERVISED DOMAIN ADAPTATION.
Method SVHN→MNIST MNIST→USPS USPS→MNIST
LeNet [40] 60.1±0.01 75.2±0.01 57.1±0.02
BDA [31] - 88.56 82.8
DANN [16] 73.9 77.1±1.8 73.0±2.0
DRCN [47] 82.0±0.16 91.8±0.09 73.7±0.04
CoGAN [18] - 91.2±0.8 89.1±0.8
ADDA [23] 76.0±1.8 89.4±0.2 90.1±0.8
WDAN [25] 80.5±2.5 90.2±0.1 89.2±0.5
GTA [48] 92.4±0.9 92.8±0.9 90.8±1.3
DCAN(ours) 98.45±0.1 96.11±0.1 96.87±0.1
a fair comparison, the same network protocol is used to
evaluate the performance of BDA [31] and WDAN [25].
For the rest methods, the reported results are cited from the
original papers or from [30].
We first evaluate DCAN on three tasks of the dig-
ital datasets, i.e., SVHN→MNIST, MNIST→USPS and
USPS→MNIST. The results are shown in Table I. We can
see that DCAN achieves state-of-the-art results in all three
tasks. In particular, the average classification accuracies of
DCAN on these tasks are 98.45%, 96.11% and 96.87%, which
outperform the second best results by 6.05%, 3.31% and
6.07%.
Tables II and III show the results of DCAN on six tasks of
Office-31 dataset and six tasks of ImageCLEF-DA dataset,
respectively. We can see that DCAN achieves comparable
performance on all of these tasks. DCAN achieves the average
classification accuracies over all six tasks of 88.1% and
89.0%, which are 0.4% and 1.3% better than the state-of-the-
art method CDAN, respectively. In particular, for the more
difficult transfer tasks, such as D→A, W→A in Office-31
and P→I, C→P in ImageCLEF-DA, DCAN improves the
average accuracy by about 3%, which further validates the
effectiveness of our method.
Office-Home contains 65 different categories, and the cate-
gory distribution difference across different domains are even
larger, thus it provides a more challenging UDA benchmark.
Table IV shows classification accuracies of DCAN and the
compared methods on all 12 transfer tasks. Note that DCAN
reports the average accuracy and standard deviation over three
run cycles, while the compared methods report the optimal
accuracy. We obtain the following observations from Table
IV: 1) Marginal distribution alignment-based methods, such as
DAN and DANN, perform poorly in Office-Home, and it can
be attributed to the negative migration phenomenon. 2) CADN
uses Conditional GAN to align feature spaces and achieves
better performance than DANN and ADDA, which verifies
the role of conditional distribution matching in UDA tasks. 3)
Our DCAN uses CMMD to directly measure the difference
between two conditional distributions, which is more effective
than BDA, WDAN and CDAN. Experiment results validate the
effectiveness of our method. As we can see from Table IV, the
average accuracy of DCAN is 71.17%, which is 5.37% higher
than the compared approaches.
C. Experiment Results on Partial UDA Tasks
In this section, we report the performance of DCAN on
the partial UDA tasks, and compare it with several state-of-
the-art methods, i.e. ResNet [45], DAN [15], DANN [16],
ADDA [23], RTN [17], JAN [30], BDA [31], IWAN [35],
PADA [27], Two Weighted Inconsistency-reduced Networks
(TWINs) [49], WDAN [25], HAFN [24] and Instance Adaptive
Feature Norm (IAFN) [24]. For a fair comparison, the same
network backbone is used to evaluate the performance of
BDA [31] and WDAN [25]. For the rest methods, the reported
results are cited from the original papers or from [27].
Under the Partial UDA settings, the classification accuracy
on 6 tasks of the Office-31 dataset and 12 tasks of the Office-
Home dataset are shown in Tables V and VI, respectively.
We observe that the classification results obtained by marginal
distribution alignment-based methods, such as DANN, ADDA
and JAN, are even worse than directly finetune the ResNet-50.
It indicates that marginal distribution alignment is seriously
affected by negative transfer. Our DCAN uses conditional
distributions, rather than marginal distributions, to achieve
feature space alignment, thus it avoids the negative transfer
effect. For Office-31, Our DCAN surpasses other algorithms
on most tasks, and the average of all six tasks achieves
95.04%, which exceeds the second-order method by 1.44%.
For Office-Home, DCAN improves significantly compared to
the state-of-the-art methods, and increase by 4.51% in the
average of all 12 tasks. These indicate that our new method
can handle the Partial UDA Problems effectively.
D. Effectiveness Analysis
1) Parameter Sensitivity: There are four important hyper-
parameters in DCAN, i.e., λ0, λ1, γ0 and γ1. To evalu-
ate the sensitivity of CDAN against these hyper-parameters,
we run CDAN with λ0 ∈ {0.01, 0.05, 0.1, 0.5, 1}, λ1 ∈
{0.01, 0.1, 0.2, 0.5, 1}, γ0 ∈ {0.3, 0.6, 0.9, 0.95, 0.99}, and
γ1 ∈ {0.5, 1, 1.5, 2, 2.5}. We investigate λ0, λ1 and γ0 with
the UDA tasks on Office-31 and investigate γ1 with the Partial
UDA tasks on Office-Home. The experiment results are shown
in Figure 4. From Figures 4(a) and 4(b), we can see that
the accuracy of DCAN has a similar trend for a majority
of tasks when hyper-parameters λ0 and λ1 vary. The best
choice of weight hyper-parameters λ0, λ1 are 0.1 and 0.2,
respectively. γ0 is the threshold for controlling pseudo-labels
generation. A small threshold will reduce the accuracy of
pseudo-labels, while a large threshold will reduce the number
of pseudo-labels, thus a suitable threshold can neither be too
large nor too small. The results shown in Figure 4(c) validate
our motivation that the classification accuracy first increases
and then decreases, and DCAN obtains the best results when
γ0 ∈ {0.9, 0.95}. γ1 is used to control the entropy of P (Yˆ )
in Partial DCAN. From Figure 4(d), we observe that DCAN
obtains a robust result against γ1, and the optimal parameter
is selected from {1, 1.5, 2}.
2) Feature Visualization: We use the t-SNE [50] method
to visualize the embedding subspace of different methods in
the R→P task on the Office-Home dataset. The results are
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COMPARISON WITH STATE-OF-THE-ART METHODS ON OFFICE-31 FOR UNSUPERVISED DOMAIN ADAPTATION (RESNET-50).
Method A→W D→W W→D A→D D→A W→A Avg
Resnet-50 [45] 68.4±0.2 96.7±0.1 99.3±0.1 68.9±0.2 62.5±0.3 60.7±0.3 76.1
DAN [15] 80.5±0.4 97.1±0.2 99.6±0.1 78.6±0.2 63.6±0.3 62.8±0.2 80.4
DDC [14] 75.6±0.2 96.0±0.2 98.2±0.1 76.5±0.3 62.2±0.4 61.5±0.5 78.3
BDA [31] 83.4 97.5 99.6 80.5 67.7 68.7 82.9
DANN [16] 82.0±0.4 96.9±0.2 99.1±0.1 79.7±0.4 68.2±0.4 67.4±0.5 82.2
RTN [17] 84.5±0.2 96.8±0.1 99.4±0.1 77.5±0.3 66.2±0.2 64.8±0.3 81.6
ADDA [23] 86.2±0.5 96.2±0.3 98.4±0.3 77.8±0.3 69.5±0.4 68.9±0.5 82.9
JAN [30] 85.4±0.3 97.4±0.2 99.8±0.2 84.7±0.3 68.6±0.3 70.0±0.4 84.3
WDAN [25] 84.3±0.4 98.0±0.3 99.9±0.6 80.4±0.6 66.0±1.8 62.3±1.0 82.0
GTA [48] 89.5±0.5 97.9±0.3 99.8±0.4 87.7±0.5 72.8±0.3 71.4±0.4 86.5
CDAN [32] 93.1±0.2 98.2±0.2 100±0.0 89.8±0.3 70.1±0.4 68.0±0.4 86.6
CDAN+E [32] 94.1±0.1 98.6±0.1 100±0.0 92.9±0.2 71.0±0.3 69.3±0.3 87.7
DCAN(ours) 92.7±0.4 98.4±0.1 100±0.0 90.7±0.3 73.5±0.2 73.4±0.4 88.1
TABLE III
COMPARISON WITH STATE-OF-THE-ART METHODS ON IMAGECLEF-DA FOR UNSUPERVISED DOMAIN ADAPTATION (RESNET-50).
Method I→P P→I I→C C→I C→P P→C Avg
ResNet-50 [45] 74.8±0.3 83.9±0.1 91.5±0.3 78.0±0.2 65.5±0.3 91.2±0.3 80.7
DAN [15] 74.5±0.4 82.2±0.2 92.8±0.2 86.3±0.4 69.2±0.4 89.8±0.4 82.5
BDA [31] 75.0 79.5 91.5 83.7 71.7 84.5 81.0
DANN [16] 75.0±0.6 86.0±0.3 96.2±0.4 87.0±0.5 74.3±0.5 91.5±0.6 85.0
RTN [17] 74.6±0.3 85.8±0.1 94.3±0.1 89.5±0.3 71.7±0.3 91.2±0.4 83.9
JAN [30] 76.8±0.4 88.0±0.2 94.7±0.2 89.5±0.3 74.2±0.3 91.7±0.3 85.8
WDAN [25] 77.1±0.7 91.3±0.3 94.4±0.4 89.3±0.3 73.2±0.2 94.5±0.4 86.6
CDAN [32] 76.7±0.3 90.6±0.3 97.0±0.4 90.5±0.4 74.5±0.3 93.5±0.4 87.1
CDAN+E [32] 77.7±0.3 90.7±0.2 97.7±0.3 91.3±0.3 74.2±0.2 94.3±0.3 87.7
DCAN(ours) 77.8±0.5 93.3±0.4 96.9±0.1 91.9±0.1 77.9±0.3 96.2±0.2 89.0
TABLE IV
COMPARISON WITH STATE-OF-THE-ART METHODS ON OFFICE-HOME FOR UNSUPERVISED DOMAIN ADAPTATION (RESNET-50).
Method A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Avg
Resnet-50 [45] 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DAN [15] 43.9 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3
BDA [31] 46.4 64.8 67.8 42.1 60.9 61.7 49.7 43.3 71.2 59.0 50.5 77.1 57.9
DANN [16] 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
JAN [30] 45.9 61.2 68.9 50.4 59.7 61.0 45.8 43.4 70.3 63.9 52.4 76.8 58.3
WDAN [25] 47.1 69.1 74.0 58.0 64.9 68.8 53.7 45.6 75.6 67.4 53.3 80.4 63.2
CDAN [32] 49.0 69.3 74.5 54.4 66.0 68.4 55.6 48.3 75.9 68.4 55.4 80.5 63.8
CDAN+E [32] 50.7 70.6 76.0 57.6 70.0 70.0 57.4 50.9 77.3 70.9 56.7 81.6 65.8
DCAN(ours) 57.95 76.17 79.28 67.27 76.08 75.61 65.37 55.99 80.67 74.18 61.18 84.23 71.17
±0.33 ±0.03 ±0.17 ±0.16 ±0.26 ±0.15 ±0.08 ±0.22 ±0.10 ±0.27 ±0.60 ±0.34
shown in Figure 5. As shown in Figure 5(a), the Source-
Only model cannot align feature spaces effectively because
of the domain discrepancy. Figures 5(b) and 5(c) show the
embedding space of DCAN and Partial DCAN, respectively.
We obtain the following observations: 1) DCAN achieves
conditional distribution alignment very well. 2) The inter-class
scatter in the feature space of DCAN is larger. It indicates that
DCAN can simultaneously achieve conditional distribution
alignment and discriminant information extraction.
3) Evaluation of Each Component: In order to achieve
conditional distribution matching, DCAN contains three loss
functions: 1) cross-entropy loss to extract discriminant infor-
mation in the source domain, 2) CMMD loss to minimize the
difference between conditional distributions, and 3) mutual
information loss to extract target discrimination information
from the target domain. Compared with other UDA methods,
DCAN mainly introduces two new terms, i.e., CMMD and
H(P (Yˆ )). Let No-CMMD and No-H2 denote the DCAN
models without CMMD and H(P (Yˆ )), respectively. We eval-
uate the performance of these models on the UDA tasks
and the Partial UDA tasks. Experiment results are shown in
Figure 6. We observe that the performance of No-CMMD and
No-H2 is better than Source-Only, but worse than DCAN.
This indicates the importance of CMMD and H(P (Yˆ )) for
improving classification performance in both UDA and Partial
UDA tasks. In Figure 6(b), we observe that the performance
of No-CMMD is worse than No-H2 under the Partial UDA
setting. This indicates that CMMD is more important than
H(p(Yˆ )) when the label distribution difference between source
and target domains is large.
4) Effects of Batch-size: During the training process of
DCAN, we need to estimate CMMD and mutual information
on a mini-batch dataset. The accuracy of these estimators
depends on the batch-size n. To test the effects of the set-
ting of batch-size, we run DCAN with different batch-sizes
n ∈ {8, 16, 32, 64, 128}. The experiment results are shown in
Figure 7. It can be observed that DCAN achieves a robust
classification performance with regard to a wide range of
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TABLE V
COMPARISON WITH STATE-OF-THE-ART METHODS ON OFFICE-31 FOR PARTIAL UNSUPERVISED DOMAIN ADAPTATION (RESNET-50).
Method A→W D→W W→D A→D D→A W→A Avg
Resnet-50 [45] 54.5 94.6 94.3 65.6 73.2 71.7 75.6
DAN [15] 46.4 53.6 58.6 42.7 65.7 65.3 55.4
DANN [16] 41.4 46.8 38.9 41.4 41.3 44.7 42.4
ADDA [23] 43.7 46.5 40.1 43.7 42.8 46.0 43.8
RTN [17] 75.3 97.1 98.3 66.9 85.6 85.7 84.8
JAN [30] 43.4 53.6 41.4 35.7 51.0 51.6 46.1
BDA [31] 77.6 95.6 98.7 82.2 86.5 86.4 87.8
PADA [27] 86.5 99.3 100 82.2 92.7 95.4 92.7
WDAN [25] 85.1 98.9 100 84.7 94.0 92.8 92.6
TWINs [49] 86.0 99.3 100 86.8 94.7 94.5 93.6
DCAN(ours) 90.51±1.03 99.78±0.19 100±0.00 88.73±0.38 95.09±0.31 95.03±0.24 95.04
TABLE VI
COMPARISON WITH STATE-OF-THE-ART METHODS ON OFFICE-HOME FOR PARTIAL UNSUPERVISED DOMAIN ADAPTATION (RESNET-50).
Method A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Avg
Resnet-50 [45] 38.57 60.78 75.21 39.94 48.12 52.90 49.68 30.91 70.79 65.38 41.79 70.42 53.71
DAN [15] 44.36 61.79 74.49 41.78 45.21 54.11 46.92 38.14 68.42 64.37 45.37 68.85 54.48
DANN [16] 44.89 54.06 68.97 36.27 34.34 45.22 44.08 38.03 68.69 52.98 34.68 46.50 47.39
RTN [17] 49.37 64.33 76.19 47.56 51.74 57.67 50.38 41.45 75.53 70.17 51.82 74.78 59.25
BDA [31] 46.17 63.53 73.00 55.65 55.69 63.22 52.43 41.73 71.45 59.23 50.21 73.73 58.84
PADA [27] 51.95 67.00 78.74 52.16 53.78 59.03 52.61 43.22 78.79 73.73 56.60 77.09 62.06
WDAN [25] 52.42 74.51 81.28 63.73 66.11 72.39 63.08 51.34 80.34 73.00 56.24 80.00 67.87
HAFN [24] 53.35 72.66 80.84 64.16 65.34 71.07 66.08 51.64 78.26 73.45 55.28 79.02 67.51
±0.44 ±0.53 ±0.50 ±0.48 ±0.30 ±1.04 ±0.68 ±0.42 ±0.51 ±0.13 ±0.37 ±0.19
IAFN [24] 58.93 76.25 81.42 70.43 72.97 77.78 72.36 55.34 80.40 75.81 60.42 79.92 71.83
±0.50 ±0.33 ±0.27 ±0.46 ±1.39 ±0.52 ±0.31 ±0.46 ±0.78 ±0.37 ±0.83 ±0.20
DCAN(ours) 60.18 85.30 89.01 73.77 76.88 83.64 71.66 59.40 88.04 79.55 63.28 85.34 76.34
±0.12 ±0.21 ±0.06 ±0.39 ±1.00 ±0.14 ±0.19 ±0.59 ±0.42 ±0.19 ±0.84 ±0.44
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Fig. 4. (a)∼(c) Sensitivity of DACN on UDA tasks to the hyper-parameter λ0,λ1,γ0, respectively. (d) Sensitivity of DACN on Partial UDA tasks to the
hyper-parameter γ1.
n values, and the classification performance of DCAN is
degenerated when the value of batch-size is particularly small,
such as n = 8. This demonstrates the robustness of DCAN
under the batch-size n. It also indicates that we do not need
to deliberately fine-tune the batch-size in real implementations.
5) DCAN with Ground Truth Labels: When estimating the
CMMD between the conditional distributions, we replace the
missing label information on the target domain with pseudo-
labels, which affects the accuracy of the CMMD estimator.
To further verify the effectiveness of DCAN, we evaluate
the classification performance of DCAN on Office-31 when
the ground truth labels of target domain are used to estimate
CMMD during training. The results are shown in Figure 8.
The classification performance of DCAN with real labels is
greatly improved compared to DCAN with pseudo-labels. On
A→W and A→D tasks, the classification accuracy of DCAN
with real labels is close to 100%. On more challenging W→A
and D→A tasks, the classification accuracy of DCAN with
real labels increases by about 20%. These results indicate that
DCAN can effectively transfer the classification information
by aligning conditional distributions when the ground truth of
target labels are given.
6) Number of Classes in Target Domain: We evaluate the
impact of category number in the target domain. Figure 9
shows the experiment results of three methods, i.e., Source-
Only, DANN [16] and DCAN, in the C→P task of Office-
Home dataset. In this experiment, the source domain has 65
different categories, and the category number in the target
domain is gradually reduced from 65 to 5. We see that as
the category number decreases, the classification accuracy of
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Fig. 5. T-SNE visualization in the task R→P on Office-Home dataset. (a) Visualization of Source-Only model. (b) T-SNE visualization of our DCAN. (c)
T-SNE visualization of our DCAN under partial setting. The circle and plus represent the source and target samples, respectively. Better viewed in color.
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Fig. 6. (a) Evaluation of each component on UDA tasks. (b) Evaluation of
each component on Partial UDA tasks.
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Fig. 7. Sensitivity of DACN to the batch-size n on Office-31.
DANN gradually decreases, even lower than the Source-Only
model. Our DCAN shows robustness against the category
number in the target domain, and achieves more than 75%
classification accuracy on all tasks. This indicates the effective-
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Fig. 8. The classification performance of DCAN on Office-31 dataset when
pseudo-labels and real labels are used to estimate CMMD, respectively.
5 15 25 35 45 55 65
Number of target classes
30
40
50
60
70
80
90
A
cc
ur
ac
y(%
)
DCAN
Soure-Only
DANN
Fig. 9. The classification accuracy curve of different numbers of the target
domain classes in the C→P task on Office-Home dataset.
ness of DCAN on UDA tasks when the category distribution
of Ds and Dt are different.
7) Time Complexity of DCAN: To show the computational
complexity of DCAN, we count the GPU time on four different
tasks, i.e., A→W, D→A, R→C and C→P. The time is cost
by one epoch, and it is compared with that of two widely
used methods DDC [14] and DANN [16]. All experiments are
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TABLE VII
TRAINING TIME (S) OF DDC, DANN AND DCAN.
Method A→W D→A R→C C→P
DDC 10.99 7.86 55.99 53.44
DANN 10.46 7.41 53.88 51.61
DCAN 11.05 8.16 58.06 54.60
run on a device with an NVIDIA GTX1080Ti GPU. From
the experiment results as shown in Table VII, we obtain the
following observations: 1) The training time of DCAN and
DDC is about 6% longer than DANN. The reason is that they
both need to calculate the kernel matrix K. The computational
complexity for calculating K is O(n2m), where n is the batch-
size and m is the dimension of features. In practice, m is
usually large, which makes it time-consuming to calculate K.
2) The training time of DANN is about 2% longer than that
of DDC. This is because the CMMD term needs to calculate
the inverse of K. The computational complexity of this step is
O(n3). Fortunately, n is usually small in deep learning, which
means that it does not take much time to calculate the inverse
of K.
V. CONCLUSION
This paper presents a novel domain adaptation method,
DCAN, to learn domain conditional-invariant features for
image classification. DCAN introduces the CMMD metric to
achieve conditional distribution alignment of the source and
target domains. Since the marginal distribution alignment is
not required, DCAN does not assume that the source and target
domains share the same label distribution, thus it has wider
application scenarios, such as Partial UDA. In addition, an
extra mutual information is introduced to extract discriminant
information from the target domain. DCAN is evaluated on
four benchmark databases, and the results show that it achieves
state-of-the-arts performance in both UDA and Partial UDA
tasks.
How to introduce metric learning module to DCAN, and
deal with more general problems such as HDA and zero-shot
classification, are our future work.
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