Autonomous robots are increasingly used to respond to disaster scenarios. Sensor systems for those robots must deliver reliable 3D information for both day and night operation. Infra-red stereo camera systems are often used to deliver 3D information 24/7. However, reliable calibration of a 3D stereo sensor is both difficult and crucial. This paper presents a novel method to reliably extract circle-like shapes from infra-red images of specific calibration patterns. Based on these circle positions the calibration of an infra-red stereo vision sensor system can be achieved. Experimental evaluations of our approach show that our automated method is both robust and reliable.
Introduction
Autonomous systems such as robots are increasingly used to support emergency response teams in disaster scenarios. Sensor systems for these robots must be able to reliably deliver 3D information of the environment under extremely varying conditions such as day, night, fog and rain [1, 3, 5] .
Infra-red stereo camera systems are prone to deliver 3D information for 24/7 operation. However, stereo sensors in general must be carefully and precisely calibrated to deliver dense and reliable 3D information of the environment [4] . Calibration in the visible light domain is usually achieved using some kind of chess board. For thermal infra-red stereo vision systems geometrically aligned calibration plates emit heat to generate a specific pattern for the calibration. Since the precision of the pattern is crucial for 3D calibration of stereo sensors, the reliable and precise extraction of the thermal pattern from images is of high importance.
This paper describes our novel approach of detecting blob-patterns in infra-red images. These blobs derive from circles of a uniquely design calibration board emitting thermal radiation. A novel method of how the circles are reliably extracted is presented which is structured in several sections. In section 2 the paper starts with a description of the autonomous system the infra-red stereo vision system is used for. Sections 4 and 5 describe our novel approach and the applied technology. Finally, sections 6 and 7 present a detailed analysis supported by experimental results.
System Concept
The autonomous vehicle is based on a X60 MAN truck typically used by the Austrian military. This vehicle is upgraded with different sensors and actuators which enables it to autonomously navigate through the area. For a safe and reliable navigation, information needs to be extracted from the environment. This information is provided by a state of the art sensor rack. The sensor rack consists of three optical sensors, a GPS unit and an inertial measurement unit. The sensors are mounted on a frame made of Robotunits rods. The rack is depicted in figure 1 . • IR cameras (1): The FLIR PathFindIR cameras perceive the environment by capturing thermal infra-red light.
• Visible light cameras (2): The Basler cameras are two high-resolution grayscale cameras and a RGB camera.
• Laserscanner (3): The Velodyne HDL-32E laser scanner provides a very detailed description of the environment represented in a point-cloud.
State of the Art Pattern Recognition
Pattern recognition is an essential part in the camera calibration process. Camera calibration is a well-known process which was covered by many authors before. The used calibration technique derives from the influential work of [8] and was implemented with the OpenCV 2.1 library [2] . The probably most popular approach to calibrate visible light cameras, whether it is a single or a stereo framework, is achieved with a printed chessboard. One of the latest approaches is described in [10] and [11] . In these two papers the SUSAN [6] corner detection algorithm is used and improved to reliably detect chessboard corners in images. Computationally speaking, a kernel or nucleus runs through the image until it finds a point where white and black squares meet. Within that nucleus the intensity is compared to a threshold value. If the intensity has a certain level a corner is found.
Another very recent approach to calibrate cameras provided by the OpenCV community is the "findCirclesGrid()"-function first provided in [7] . This function, like any other pattern detection function requires the image, the pattern size and the resulting array of found centers. It is based on a blob detector which locates dark circles on light background. However, this approach was not used for our purposes since it fails when the circles become too small in case of greater distance between board and camera.
Evidently, the Hough transform can also be used for circle detection and center estimation. This approach turned out to be quite robust and reliable once the size of the circles is known. However, due to the multi-view calibration approach ( [14] and [13] ) that was adopted, the circle size eventually varies dramatically which made this approach also inadequate for our purposes because it would lag in terms of an automated detection process. It was tested within Matlab R2009b and with the OpenCV 2.1 [2] library and only worked reliably in case the circles were big enough and the distortions were kept to a minimum.
Compared to visible light pattern recognition (390nm − 750nm) with chessboards the IR approach is based on a light spectrum ranging from 750nm − 1mm and is not visible to the human eye. Consequently, using a printed chessboard does not apply to IR cameras, even though the authors from [9] tried to accomplish that. They used a regular printed chessboard which was heated with a flood lamp and exposed it to the camera. The poor result they achieved proves that this approach is not suitable for IR camera calibration in any case because crisp edges and corners with high contrast needed for chessboard calibration could not be provided.
The profound paper [9] continues with a new approach by using a mask of an opaque material consisting of a number of perfectly align squares, a geometry differing from chessboards and also used in [14] . This mask is held in front of a backdrop with a different thermal radiance than the mask to provide a good level of contrast. The result has a much higher quality in terms of crisp edges and corners and is much more adequate for IR camera calibration.
Our Infra-Red Pattern Recognition Approach
Contrary to the approach from [9] we focused on a calibration technique based on a board with circles instead of squares. An example can be seen in figure 3 where two different boards are depicted. Therefore, we created a novel pattern recognition algorithm which is described in the following sections. The recognition task is divided into four subtasks. These subtasks are:
• Image Processing: The image is processed into a binary image where the circle pattern remains as a white blob pattern.
• Blob Position Estimation: The positions of the remaining blobs, also false blobs from possible disturbances in the scene, are estimated.
• Separate Correct Blob Pattern: Throughout geometric neighborhood relations the pattern can be found and false blobs can be eliminated. For effortless computation the centers of the blobs are processed as a linked list.
• Calculate Center of Gravity (CG) for Each Blob: Based on the center estimation a weighted calculation of the centers of gravity provides the exact center of each blob. Figure 2 shows our approach in more detail. Before the steps of the proposed algorithm will be explained explicitly the uniquely manufactured calibration boards will be presented in the following section. It shall be noted that the algorithm is optimized due to functionality, robustness and reliability and is not time critical. 
Thermal Circle Pattern
In the development process two boards were manufactured based on two ideas. The first idea was to design a board which can be used for both visible light cameras and IR cameras. Thus the coin board was designed and built having black painted coins integrated in a white painted wooden board as it is depicted in figure 3 (B). The high contrast enables visible light cameras to take advantage of that board. In order to use it for IR cameras, the coins serve as resistances wired together in two electric circuits. Once current flows through the circuits the coins heat up and illuminate in the IR spectrum of light. View figure 4 (1) to see it demonstrated. However, the relatively small circle design, 20mm in diameter, could not overcome occurring disturbances in real-life scenery. This flaw led to out second idea, the mask-based board. The mask pattern was designed also to be easily changed to other circle arrangements. The idea is to have one framework providing the IR light and a couple of different masks one can choose from. The manufactured board is illustrated in figure 3 (A). Two heating plates with the size 300mm × 600mm and the thickness 7mm emit IR light and are contained by a frame made of oriented strand board (OSB). The mask consists of an extruded polystyrene foam board with 20mm thickness and is fixed to the framework. Due to the thickness of the OSB material a gap is created which avoids the direct contact between the heating plates and the mask. This design protects the polystyrene foam from being overheated. The mask material provides a low thermal conductivity of 1.7 W/mK which leads to a high contrast in the thermal image, view figure 4 (4). A B
Image Processing
The image processing stage involves several steps to preeliminate disturbances from the original image and to convert it into a binary image for further processing. This step is slightly different for both the coin pattern and the mask pattern. The images are 8-Bit grayscale images with a resolution of 320 × 240 pixels. Due to the little blobs of the coin pattern (20mm in diameter, depicted in figure 4 (1)) this process involves the steps (in order): Laplace transform, binary transform, erode and dilate. Due to the larger blobs of the mask (50mm in diameter, depicted in figure 4 (4)) the Laplace transform is not necessary which concludes to: histogram expansion, binary transform, erode and dilate.
• Histogram Expansion. The original image is an 8-Bit grayscale image which means a theoretical range for each pixel of 0 − 255. The actually retrieved images range from approximately 15 to 230, depending on the scenery. The histogram expansion is performed to expand the image to the maximum allowed 8-Bit range to gain the maximum possible contrast in images. This allows further image processing to be more effective and to obtain the pattern in a robust manner. Therefore, according to [9] , equation (1) was used to determine the new value I ′ for each pixel at position u and v (figure 4 (5)):
• Laplace Transform. The Laplace Transform is widely used to detect edges in an image by calculating the second derivative and considering the point of inflection as the actual edge. An experimental procedure showed that this algorithm is also suitable to enhance the image to make the circle pattern more present in the image by diminishing bigger blobs such as the head of the person, depicted in figure 4 (2).
• Binary Image. With a threshold set to 95% of the maximum value of 255 the binary image is computed. Throughout this process some disturbances are eliminated. Still, the remaining image does not provide a good basis for further computation. That is why an erode process is initiated as well as a dilate process to almost completely eliminate existing disruptions. The result is depicted in figure 4 (3) and (6). 
Blob Position Estimation
For a rough and quick estimation of the position the white pixels of each blob are registered and it's coordinates are stored. Also the image is transformed into an array which has the same size as the image, 320 columns and 240 rows. The array is initialized with zeros and each item in it will become one at the exact same position as a white pixel appears in the binary image. This enables one to spare computing time since the blobs which are already registered can be easily deleted in the array and the binary image remains untouched. While looping through the array the algorithm stops in case of a white pixel, represented by the number one. Then a kernel with an adaptive size is put over the desired area where a blob is supposed to be. Within this kernel, the white pixels are counted and the coordinates of the according pixels are stored. According to equation (2) the center of gravity − − → CG can then be calculated.
Note, that this is the first estimation in order to sort out the correct pattern. After the sorting algorithm (see section 4.4 and 4.5) was applied, the centers of gravity will be recalculated based on a weighted calculation to obtain exact results for the blob centers (see section 4.6). In the evaluation section we show why the re-calculation is necessary.
Separate Correct Blob Pattern
After image processing succeeded the first step in the separation process is to find the top left corner of the pattern. Because the centers were calculated in the previous step the middle of the pattern can also be estimated. From that position an algorithm searches for the top left corner by stepping left and up, from blob to blob, until no more point is found. The stepping process requires that the considered points have nearly the same distance to each other within a certain tolerance.
Once a point is considered a corner the next step is to confirm that by finding its direct neighbors. By our convention it can only have one neighbor to the east and one to the south. Figure 5 illustrates the process in case of a simple, undistorted image. Here the corner point and its two neighbors form a rectangular triangle. According to the law of isosceles right triangles the hypotenuse is exactly 41.42% larger than both its legs, in theory. This law is only applicable when no distortions occur, which is unwanted for camera calibration. Therefore, as long as the two legs are smaller than the hypotenuse and as along as the hypotenuse is within 30 − 50% larger than its legs, a point will serve as a corner and will serve as a basis for the following steps. Evidently, applying such tolerances limits the recognition process in terms of possible distortions. However, we retrieved good results which will be shown in the evaluation section.
The next step is to fix the orientation of the pattern by finding the entire first row and the entire first column of the pattern. Our proposed patterns have either 6 × 8 points (coin pattern) or 4 × 5 points (mask pattern) which are parameters that need to be passed to the algorithm before the detection process starts. Although the pattern dimension is known, it is not known how the pattern is displayed in the image and what its orientation might be. Therefore, by finding and counting the points to the south and to the east the orientation can be investigated. This is done by calculating the distance between the first points in east direction and in south direction. Then a next point will be considered and if its distance to the previous one is almost the same, which means within 15%, it is a valid member of either column or row, respectively. The tolerance was determined throughout an experimental procedure.
After the orientation is fixed, the rest of the pattern can finally be found. It is evident, that in case of a skewed pattern the distance values might strongly diverge. The distance can either become smaller, larger or, although unlikely, it remains the same. To account for such distortions, the distance values do adapt throughout the process and enable a reliable pattern detection. One can imagine, if the distance value would remain fixed, that in the end of a row the difference of two distances might likely be higher than 15% so that the pattern cannot be found completely.
Throughout this process and the implied geometric relations within the pattern, all disturbances and expandable points are eliminated. In order to provide a robust stereo calibration, the points in the pattern are required to be reordered and linked correctly.
Re-ordering and Linking Points
While the entire pattern is found by the previous process, the points are re-ordered and linked. This is done to provide a robust data structure for the following calibration process, which is based on the algorithm from OpenCV 2.1 [2] . Also, since the same scene is viewed by both cameras, the points must be registered in the same way so that similar points can easily be addressed in both images.
The data structure in OpenCV requires a list structure of the point coordinates instead of a two-dimensional linked list structure as it was used until this point. However, the linked-list structure provides effortless handling to quickly transform it into a list where it can link each point to its neighbors in any direction. In order to transform a two-dimensional linked list into a linear list one direction is investigated. Instead of setting each row south of the upper row, the first point of each row is put after the last point of the previous row. Therefore, the first point of each row is set east of the last point of the previous one. Across all rows all points are then linked together east and west of each other. This creates a linear list which then can be further processed by OpenCV.
Calculate Exact Positions of Points
After all points were found and registered successfully each point is re-calculated to determine their exact locations in terms of their centers. This is done with a slightly different method as it was described earlier.
Based on the estimated center an algorithm puts a region of interest (ROI) over these coordinates. Within the ROI all pixels above a certain threshold value (section 5) are considered to be part of the actual thermal circle on the board. Again, the pixels have a depth of 8-Bit which ranges from 0 − 255. All values of the considered pixels are summed up as well as their u-and v-coordinates. Then the intensity of each pixel is multiplied with either its u-or v-coordinate and divided by the sum or weight of the entire blob. The weighted center of gravity − −− → wCG can be calculated according to equation (3) . n is the number of pixels above the given threshold, m is the number in vdirection and k is the number in u-direction of those pixels and I ′ (u, v) denotes the intensity of each pixel at position (u|v) of the histogram expanded image. Figure 6 illustrates the weighted calculation for one random blob or circle. Evidently, the issue here is that the edge of the circle is not as sharp as one would want it to be. In addition, since the circles of the coin board are only 20mm in diameter, the further the board is put from the cameras, the more the accuracy will suffer because less pixels will hold the information of the thermal circle. The general influence of distance related to an object is depicted in figure 7 . From this relation it can be derived, that a small range in depth can only be used for calibration purposes. Eventually, at some point the 20mm circles will become to small and will vanish in the image-processing task. Another limitation derives from the baseline of the stereo cameras. The further apart the cameras are assembled the greater the minimum distance. For example, considering the dimensions of the coin board, a baseline of 300mm requires a minimum distance of approximately 1415mm to be fully visible to both cameras. 
Threshold
As explained earlier for the weighted calculation it is a matter of setting the threshold to a level that satisfies the calibration process in the end. Therefore, throughout an experimental procedure, centers were calculated based on several different threshold levels for the blob of the coin pattern, illustrated in figure 6 . Table 1 sums up the results. These three centers are depicted as small dots in figure 6 and the mean center is depicted as a cross. The circle in figure 6 illustrates where the circle on the board might be and is indeed a circle since the board was held parallel towards the camera. The values in table 1 are fairly similar and only diverge within a small pixel range. The task of choosing the threshold level to be used in the final calculation, therefore, is not crucial as long as the same procedure and threshold level is used across all calculations of all images of both cameras. In the evaluation section we compare different threshold levels and their outcome and effect on the stereo calibration based on the coin pattern.
The threshold level for the mask pattern was chosen throughout a different experimental procedure. The board was put parallel to the image plane of a camera and pictures where taken every 250mm in depth. This was done from a distance of 250mm to 5000mm. The mask's physical geometry is 4 × 5 circles with a diameter of 50mm and a bridge between the circles of also 50mm. It is evident that the IR camera will not generate an image with as crisp edges as a visible light camera would provide it. Nevertheless, the physical relation of circle diameter and bridge shall remain, which is 50mm. This relation transferred into pixel related to the distance is expressed by the black line in figure 7 . By applying the threshold of 100 the two red dash-dotted lines appear. By applying the 80% threshold to it, the green dotted lines are generated. This means, that the closer these two lines come towards the black theoretical line the more the IR image resembles the physical relation of circle diameter and circle distance. 
Evaluation of Proposed Technique
For the evaluation of the proposed algorithm several sets of images of the calibration boards were considered. To provide a solid foundation by means of a scientific approach and to evaluate the algorithm in all possible ways, the calibration boards were viewed by both cameras in different angles and also were held towards the cameras in portrait mode and landscape mode. The different views were constructed by means of pitch and yaw angles. To further ensure a qualitative experiment these resulting four perspectives from pitch and yaw where constructed in landscape and portrait mode where the board was additionally rolled in each view. Finally, ten views were evaluated at different depths in all possible areas in the image frame. The only obvious limitation was the company logo in the top right corner. Figure 8 illustrates all employed views for both maskbased and coin board. Also the influence of different threshold levels on the coin pattern was thoroughly investigated. The results are shown in section 6.4.
Experiment I: 10 Sets of Mono-View Images
The experiment was conducted in an office environment with a room temperature of approximately 25
• C. The coin board was powered with 95W which provided a good foundation in terms of bright spots. The resulting numbers can be reviewed in table 2 where the rate of correct pattern recognition is displayed and the according number of im- The results for experiment I turned out great except for view 4. That low number derived from two problems during the experiment: First, a hand was at an unfortunate position and was detected as part of the pattern. Second, the occurring distortions while moving the board around provoked the algorithm to fail a complete detection. All in all the results are good due to an average recognition rate of 82.06%.
To summarize the results the main issue is the person holding the board in combination with the board's design. It cannot be avoided that at least one hand is visible to the camera. Eventually, this hand influences the recognition process because it has the same size as one of the blobs and, unfortunately, almost the same distance to the outer blobs as the distance between the blobs. This problem derives from the unfortunate design of the coin board and is only possible to eliminate by an extensive algorithm extension.
The same experiment was conducted with the maskbased board, the results are displayed in table 3. The heating plates were set to a power of 95W to provide an even heat distribution among the board. Compared to the previous board, the mask-based approach provides higher contrast and, therefore, a more stable recognition. This is because the spots of the board appear much brighter compared to the coin board. The spots of the coin board have an average intensity in the image of 160 of 255 whereas the spots of the mask board guarantee an average intensity of at least 205 of 255. This is a huge advantage since almost no disturbances provoked by the person holding the board are left after applying a suitable threshold to the image. The big circles of the mask board is another advantage com-pared to the coin board. In case of some disturbances are still in the image after transforming it into a binary image, bigger circles allow a greater number for the eroding process described in section 4.2. Consequently, this enhances the deletion of unwanted information in the image.
As it turned out in this experiment, the insulating material of the mask heats up with time which has an unfortunate influence on the recognition result. The blobs start growing slowly until a point where they grow together. This effect also occurs by pitching or yawing the board to an extreme angle. The distortion then cannot be handled any more by the algorithm. However, these problems are easy to fix by maintaining a reasonable angle of the board to the camera and by cooling down the heating plates eventually.
Finally, the mask-based board employs a more robust and reliable pattern recognition since each view provides a recognition rate above 80% and an overall rate of 94.74%. 
Experiment II: 1 Set of Multi-View Images
In section 6.1 every single view was evaluated and the overall recognition rate was also provided for that experiment.
To gain more confidence about the correctness of these numbers a second experiment was conducted with more than 1000 images. This set contained random images in no particular order but all of which provide a fully visible pattern. To keep the disturbances to a minimum the experiment was performed in the same labor environment as described in section 6.1. The result for the coin board can be reviewed in table 2 and the result of the mask-based board can be reviewed in table 3. Both of which are entitle View 11.
Because the previous experiment with the coin board showed a dramatic decrease at View 4 the board was not held by a person no longer. Instead it was put on supportive furniture with little thermal radiance which resulted in zero disturbances. A recognition rate of 94.85% rewarded this action to be fruitful in terms of a considerable increase from the previous 82.06%.
The experiment with the mask board does not require such action. The board was again held and moved by a person in a random order where disturbances provoked by body temperature did also occur. The recognition rate of 95.45% is again very high and promotes the mask-based board to be more suitable for calibration in the field due to its robustness and reliability.
Experiment III: Incomplete Pattern
To complete the evaluation section a final experiment was performed to prove that the algorithm fails if the expected number of circles are not visible to the camera. In the tables 2 and 3 the resulting rates are entitled View 12 and are 0% for both boards.
Evaluation Stereo Calibration
In order to evaluate the influence of different threshold levels in a good way, several sets of images where generated. Each set contains an equal amount of images of the proposed views in figure 8 and is compiled of either landscape or portrait images. The number of image pairs was set to 20 across all sets. In addition, several images were considered for this evaluation: the original image, the Laplacetransformed image and the binary image which are used for center estimation. Also, no image appears twice in one of the sets or across all sets. The average error presented is computed based on the epipolar geometry constraint [12] where, initially, the fundamental matrix implicitly provides all the output information of both images. This calculation is already included in the program code of OpenCV [2] .
It is evident from table 4 that the center calculation based on the binary image only suits for rough estimations. As stated in section 5 choosing a threshold level is not crucial to stereo camera calibration considering the calculated 
Conclusion
This paper presented a novel circle pattern recognition technique based on the calculation of the center of gravity. The inherited advantage is that any blob shape can be calculated as long as they are physically correctly ordered. Manufacturing patterns with a circular geometry is considered easy which is another advantage of the proposed approach. The results in the evaluation section showed, that our approach is robust and reliable and fully functional for the application of stereo camera calibration. Future research will also offer a new perspective on the mask-based approach. Detecting the circles is much more robust because disruptions can be eliminated more easily due to the pattern design. Experiments already showed that calibrating with this pattern is functional as well, but it requires more thorough investigation prior to publishing.
