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A widely-known paradigm in optomechanical systems involves coupling the square of the position of a me-
chanical oscillator to an electromagnetic field. We discuss how, in the so-called resolved sideband regime, this
system allows to simulate dynamics similar to ordinary optomechanics, where the position of the oscillator is
coupled to the field, but with the roles of the oscillator and the field interchanged. We show that realisation of
this system is within reach, and that it opens the door to an otherwise inaccessible parameter regime.
I. INTRODUCTION
The field of optomechanics1 has in recent years achieved
some long sought-after milestones [1, 2]. Following the first
observations of the cooling of a mechanical oscillator using
radiation pressure [3] came that of strong coupling [4], and
a host of architectures have appeared that incorporated me-
chanical elements in optical or microwave cavities. Cooling
of a mechanical oscillator to its ground state first by cryo-
genic cooling [5] and then by means of radiation pressure [6]
opened the door to experimenting with solid-state mechanical
systems in the quantum regime, culminating in the observa-
tion of squeezed states of motion [7, 8] and mechanical entan-
glement [9].
One of the long sought-after goals of optomechanics is to
demonstrate manifestly quantum-mechanical behavior in the
motion of a macroscopic mechanical oscillator. This has given
rise to proposals discussing how, for example, one may ob-
serve jumps in the occupation number of the mechanical os-
cillator by monitoring the electromagnetic field leaking out of
a cavity [10, 11]. The standard model within which this is ex-
plored is the so-called membrane-in-the-middle system [12],
where a reflective membrane is placed at a node or antin-
ode of a cavity field. All such models share a common in-
teraction Hamiltonian that couples the photon number of the
light field—aˆ†aˆ, with aˆ being the corresponding annihilation
operator—to the square of the position quadrature of the mem-
brane, i.e., xˆ2. The interaction Hamiltonian therefore reads
Hˆquad = ~ g aˆ†aˆ xˆ2, wiere g is a, typically small, parameter that
quantifies the strength of the interaction. This is the model that
will form the basis of this paper. It stands in contrast to the
more widely-studied linear optomechanics model [1], where
the interaction Hamiltonian takes the form Hˆlin = ~ g aˆ†aˆ xˆ.
The most significant limitation of this latter interaction is that
g is typically very small compared to the other frequency
scales of the problem. This requires that one must consider
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1 We take “optomechanics” here to also include systems based on mi-
crowaves and circuit QED
the case where the cavity field has a macroscopic coherent
component α (assumed real and positive for simplicity), such
that to lowest order Hˆlin ≈ ~G (aˆ + aˆ†) xˆ, where G = αg  g
is an amplified coupling constant. The key drawback of op-
erating under these conditions is that the resulting Hˆlin is, to
a very good approximation, quadratic in the operators. As a
result, initially Gaussian states (which are ubiquitous in na-
ture and which tend to be quasi-classical) remain Gaussian
at all times, making it exceedingly difficult to observe non-
classical behavior. This is the problem that we will tackle in
this paper, by turning a quadratically-coupled optomechanical
system into a quantum simulator (cf. also Ref. [13]).
II. MODEL
We will consider a system consisting of one mode of the
electromagnetic field coupled to one mechanical oscillator
(Fig. 1). In the following, the operator aˆ will denote the
annihilation operator of the field and ωc its frequency. The
operator xˆ (pˆ) will denote the position (momentum) of the
oscillator, the parameter m its mass, and ωm its frequency.
The free Hamiltonian of the system can be written Hˆ′free =
~ωc aˆ†aˆ + 12 mωm xˆ
2 +
pˆ2
2m . Introducing the annihilation op-
FIG. 1. The system we consider in this work. (a) The simulator
takes the form of a quadratically-coupled optomechanical system,
such as a membrane-in-the-middle setup [12]. (b) Suitable driving
emulates a linearly-coupled optomechanical system with the roles
of the light and mechanics reversed. (c) The full protocol we con-
sider requires squeezing and displacement operations to simulate the
“mechano-optical” Hamiltonian. Hˆint symbolises the respective in-
teraction Hamiltonian.
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2erator for the mechanical field, bˆ, through the relations xˆ =√
~/(2mωm)
(
bˆ+ bˆ†
)
and pˆ = −ı√~mωm/2(bˆ− bˆ†), allows us
to write Hˆ′free = ~ωc aˆ
†aˆ + ~ωm
(
bˆ†bˆ + 12
)
.
We assume that the field is driven by a classical source of
strength E at a frequency ωs. This is modelled by means of
a Hamiltonian Hˆ′dr = ~
(E∗ eı ωs t aˆ + E e−ı ωs t aˆ†). It is conve-
nient to transform to a frame rotating at the frequency of the
source, and to neglect constant terms; we will drop the prime
symbol to denote Hamiltonians in this rotating frame. This
yields Hˆfree = −~∆ aˆ†aˆ + ~ωm bˆ†bˆ and Hˆdr = ~(E∗ aˆ + E aˆ†),
where ∆ = ωs−ωc, which could be negative or positive, is the
detuning between the source and field frequencies.
We also assume that the interaction term between the field
and oscillator is quadratic and reads Hˆquad = ~ g˜ aˆ†aˆ xˆ2 =
~ g aˆ†aˆ
[
bˆ†bˆ + 12
(
bˆ2 + bˆ†2 + 1
)]
, where the coupling strength
g is defined as g := ~ g˜/(2mωm). Next, define Hˆ :=
Hˆfree + Hˆdr + Hˆquad, which governs the unitary evolution of
the system. The cavity field is assumed to couple to the ex-
ternal electromagnetic vacuum at a rate κ. This is conve-
niently modelled using an open systems formalism whereby
the system is best described by means of its density matrix ρ,
which obeys the master equation ρ˙ = 1
ı~
[
Hˆ, ρ
]
+ L[ρ], with
L[ρ] := κ [2 aˆ ρ aˆ† − (aˆ†aˆ ρ + ρ aˆ†aˆ)]. A set of non-unitary
terms similar to L[ρ] exists acting on the mechanical mo-
tion; however, as a simplifying assumption we will confine
ourselves to evolution times significantly smaller than the de-
coherence time of the mechanical oscillator, which in turn al-
lows us to ignore these terms in the master equation. It is
useful to displace the field operators by a complex number
α. For this purpose define Dˆ(α) := exp(α aˆ† − α∗ aˆ), such
that Dˆ†(α) aˆ Dˆ(α) = aˆ + α. For reasons that will become
clearer in the next step, we will introduce a squeezing opera-
tor, Sˆ(z) := exp[− 12 (z∗bˆ2 − zbˆ†2)], which acts on the mechani-
cal state to yield, e.g., Sˆ†(z) b Sˆ(z) = cosh(r) bˆ+ eıθ sinh(r) bˆ†,
where z = r eıθ.
Choose α = −E/(Ωc − ıκ) self-consistently, where
we have defined an effective frequency Ωc := −∆ +
1
2 g
√
ωm
/(
ωm + g |α|2), and set r = − 12 arctanh[g |α|2 /(ωm +
g |α|2)]. Finally, define HˆDS := [Dˆ(α)Sˆ(r)]†Hˆ[Dˆ(α)Sˆ(r)].
This achieves two goals: (i) it removes a spurious mechani-
cal squeezing term in the Hamiltonian and (ii) it eliminates all
the terms in the master equation linear in the field operators.
By means of a suitable choice for the phase reference for E,
we can assume that α is real for convenience. We find that
HˆDS = ~Ωc aˆ†aˆ + ~Ωm bˆ†bˆ + ~g0
(
aˆ + aˆ†
)
bˆ†bˆ
+ ~ g aˆ†aˆ
[
bˆ†bˆ + 12
(
bˆ2 + bˆ†2
)]
+ ~2 g0
(
aˆ + aˆ†
)(
bˆ2 + bˆ†2
)
, (1)
where g0 := gα and Ωm :=
√
ω2m + 2 gωm |α|2, and where we
omitted constant terms.
We now argue that the terms in the second line of the above
equation can be ignored. First, we will consider the situa-
tion where g is very small, such that a large |α| is used in or-
der to effectively amplify the interaction; this is the situation
most frequently encountered in present-day optomechanical
systems [1]. Terms of order |g| = |g0/α|  |g0| can therefore
be ignored safely. We also assume that |α| is, conversely, small
enough to avoid any bistable or unstable dynamics (cf. Appli-
cations, below). Second, because we will also assume that
Ωm  κ ∼ Ωc it is possible to invoke the rotating-wave ap-
proximation (RWA) [14, 15], also commonly used in optome-
chanics, to drop the second term. We note at this point that ap-
plying the rotating-wave approximation directly to Hˆquad ne-
glects the mechanical squeezing produced by the mean field
α, and will therefore give incorrect results when |α| is large.
In the next section we will show that the evolution opera-
tor derived from HˆDS is approximately equal to one derived
from a greatly simplified model corresponding to the usual op-
tomechanical Hamiltonian, but with the optical and mechani-
cal fields interchanged.
From HˆDS to “mechano-optics.”—We want to compute the
time evolution operator UˆDS(t) := exp(−ıHˆDSt/~) induced
by the Hamiltonian (1). Operating under the assumption
that g/Ωm  1, and that |α|  1, we can treat the term
Hˆsmall := ~ g aˆ†aˆ
[
bˆ†bˆ + 12
(
bˆ2 + bˆ†2
)]
as a small perturbation.
Next, we define the “mechano-optical” Hamiltonian
HˆMO := ~Ωcaˆ†aˆ + ~Ωmbˆ†bˆ + ~g0
(
aˆ† + aˆ
)
bˆ†bˆ, (2)
and the auxiliary term Hˆaux := ~2g0
(
aˆ + aˆ†
)(
bˆ2 + bˆ†2
)
, such
that HˆDS = HˆMO + Hˆaux + Hˆsmall. Operating under the as-
sumption that Hˆsmall is a perturbation, it is possible to write
a concise expression for UˆDS(t) in terms of the evolution op-
erator UˆMO(t) := exp(−ıHˆMOt/~); this calculation is detailed
elsewhere (see Appendix). Our immediate aim is to quantify
how similar the evolution of a state under the action of UˆMO(t)
is to that under UˆDS(t). Let us introduce the fidelity F (t) :=
|〈ψDS(t)|ψMO(t)〉|2, which measures the overlap between the
states |ψDS(t)〉 = UˆDS(t)|ψ0〉 and |ψMO(t)〉 = UˆMO(t)|ψ0〉 for
some arbitrary initial pure state |ψ0〉. We find, after some cal-
culations (see Appendix), that
F (t) = 1 + [〈ψ0|Eˆ1(t)|ψ0〉2 − 〈ψ0|Eˆ21(t)|ψ0〉], (3)
to second order in the small parameter g0/Ωm, where we have
introduced
Eˆ1(t) = 12
∫ t
0
dt′ g0(t′)
(
aˆ e−ıΩc t
′
+ aˆ† eıΩc t
′)
× (bˆ2 e−2 ıΩm t′ + bˆ†2 e2 ıΩm t′), (4)
allowing g0 to inherit an explicit time-dependence from
α. Equation (3) may be simplified further for times t 
1/maxt{|g0|}, yielding
F (t  1maxt{|g0 |} ) = 1 − Funi(t) − 〈ψ0|EˆNO(t)|ψ0〉, (5)
where EˆNO(t) is a normally-ordered sixth-order polynomial
function of aˆ, aˆ†, bˆ, and bˆ† that is of order
(
g0/Ωm
)2. The
function Funi(t) ≥ 0 is a universal quantity independent of the
initial state. For constant g0 it can be written as
Funi(t) = 2 g20
[
sin2
(
Ω+t
)
Ω2+
+
sin4
(
Ω−t/2
)
Ω2−/4
]
, (6)
3Oscillation Mechanical Base tem- Cavity field Mechanical Quadratic opto-
frequency decay rate perature HWHM linewidth squeezing (max.) mechanical coupling
Parameter ωm γm T κ rmax g
Mechanics 2pi × 140 kHz 2pi × 1.4 mHz 500 mK 2pi × 70 kHz −0.54 5.2 × 10−4/s
Reference [16] [16] [16] [17, 18] [8] [16, 18]
cQED 2pi × 300 MHz 2pi × 17 kHz 10 mK 2pi × 330 kHz −0.54 19 × 103/s
Reference [19] [8] [8] [8] [8] [19]
TABLE I. The numerical values used to illustrate the feasibility of the system presented here. Two sets of numbers are shown; the first
(“Mechanics”) refers to an optomechanical system with a macroscopic mechanical oscillator in an optical cavity, whereas the second (“cQED”)
is based on an electromechanical system that reproduces the quadratic optomechanical Hamiltonian, albeit with coupling strengths orders of
magnitude larger than in the optical domain.
with Ω± = Ωc ± 2 Ωm. Starting from the vacuum state |ψ0〉 =
|0〉 we therefore obtain
Fvac(t  1maxt{|g0 |} ) = 1 − Funi(t). (7)
Our result (7) allows us, from now on, to consider situations
where F (t) ≈ 1 during the relevant time period. Therefore,
to a good approximation, we can claim that the Hamiltonian
governing the system is HˆMO, which is identical in form to
the usual linear optomechanical interaction Hamiltonian with
g0 playing the role of the single-photon coupling rate and—
crucially—the roles of the optical field and mechanical oscil-
lator reversed. This is the central result of this paper and yields
what we will refer to as “mechano-optical” dynamics. Explic-
ity, HˆDS ≈ HˆMO. Note also that the three frequencies Ωm, Ωc,
and g0 are all independent free parameters of the model. From
this point on, we shall assume that g0 is constant.
Since Sˆ(r) and Dˆ(α) are unitary operations it follows that,
as illustrated in Fig. 1,
Sˆ†(r) Dˆ†(α) exp(−ıHˆt/~) Dˆ(α) Sˆ(r) ≈ exp(−ıHˆMOt/~). (8)
At this point we note two things about the effective Hamilto-
nian HˆMO. First, the sign and magnitude of the single-phonon
coupling strength, g0, can now be set at will by means of an
appropriate choice of the driving strength E. This was noted,
but not discussed at length, in the context of a somewhat re-
lated model studied in Ref. [20]. This freedom of choice al-
lows us to implement experimental protocols that cannot be
performed otherwise. For example, it allows us to simulate the
non-equilibrium thermodynamics of optomechanical systems
undergoing sudden quenches [21] by turning this interaction
on or off as required. Second, the effective single-photon cou-
pling strength in this model may be made very large. The sys-
tem presented here therefore provides a much-needed short-
cut towards simulating strong-coupling physics and makes it
possible to effectively enter the single-photon strong-coupling
regime of optomechanics; something which, despite signif-
icant theoretical [22–24] and experimental [25–27] progress
in recent years, has thus far proven to be elusive, although
atom-optomechanical systems have started approaching this
regime [28].
III. REALISABILITY
The key approximations made in the above derivation were
two. First, we assumed that conditions are such that the
terms in the second line of Eq. (1) can be ignored. Our fi-
delity calculations provide justification for the correctness of
this statement. Second, we assumed that the entire proto-
col and evolution can be performed in a time much shorter
than the mechanical decoherence time, such that no mechan-
ical dissipative terms need to be included in the master equa-
tion. Ref. [8] demonstrates a mechanical oscillator with fre-
quency ωm = 2pi × 5.8 MHz and mechanical linewidth γm =
2pi × 8 Hz operating in a dilution refrigerator at a base tem-
perature T = 10 mK, the number of phonons in steady-state
is np = 1/
[
e~ωm/(kBT ) − 1] ≈ 35 (kB is Boltzmann’s constant).
This yields a decoherence time of 1/(γmnp) ≈ 0.6 ms, which
equates to nosc & 20 000 oscillation periods. The greatest
squeezing generated in Ref. [8] is reported as 4.7±0.9 dB; the
mean corresponds to a maximal squeezing parameter |rmax| =
−rmax = − 12 ln
(
10−4.7/10
) ≈ 0.54.
A mechanical oscillator closer in form to the one illustrated
in Fig. 1 is explored in Ref. [16], which has a motional mass
m = 1 ng, ωm = 2pi × 140 kHz, γm = 2pi × 1.4 mHz and
at T = 500 mK [18] (np ≈ 74 000) has a decoherence time
equating to nosc & 1 300 oscillations. Temperatures down
to 14 mK (nosc & 47 000) are achievable [29], but uncom-
mon, for this kind of system. Using the second derivative of
the cavity mode frequency from Ref. [18] and the mechani-
cal parameters from Ref. [16] yields g = 5.2 × 10−4/s for an
effective quadratic coupling generated by exploiting avoided
crossings between cavity resonances. The cavity is assumed
to have a finesse of 60 000, consistent with the values reported
in Ref. [17] for a similar setup, yielding a half-width at half-
maximum linewidth κ ≈ 2pi × 70 kHz  ωm.
Current mechanical realisations of quadratically-coupled
systems suffer from a very small quadratic coupling strength
normalised to the cavity linewidth, g/κ. A means for over-
coming this problem was suggested in Ref. [19], using cavity
QED (“cQED”) techniques to realise an all-electronic analog
of a quadratically-coupled optomechanical system. This al-
lows to achieve relative coupling strengths many orders of
magnitude larger than would otherwise be possible. Com-
bining this technique with experimentally-achieved numbers
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FIG. 2. (Color online.) Simulating the single-photon strong-coupling regime of optomechanics. The first (second) row represents the Wigner
function of the optical (mechanical) field; from left to right the images show t = 0, pi/Ωc, and 2pi/Ωc. Here we show the “cQED” system (cf.
Table I) explicitly but the situation is very similar for the “Mechanics” system, with appropriately chosen parameters. The right-most figures
should be compared with Figs. 2(e) and 3(a) in Ref. [30], respectively; note that the optical and mechanical fields have had their roles switched.
The parameters have been chosen such that g0 = 0.5Ωc, and the initial state as product of coherent states |1〉a ⊗ |1〉b.
from Ref. [8], it is possible to envisage a system with an ef-
fective mechanical frequency ωm = 2pi×300 MHz. Assuming
a finesse of around 18 000 [8] for both resonators yields an
optical linewidth κ = 2pi × 330 kHz and a mechanical decay
rate γm = 2pi × 17 kHz. Finally, using the data in Fig. 12
of Ref. [19], with m = 2, n = 0, 1, and Φ0ext/Φ0 = 0.4, yields
g ≈ 19×103/s for this system. Operating at a base temperature
of 10 mK yields a thermal population np ≈ 0.3, which implies
that the effective mechanical oscillator can be assumed to be
in its ground state, and nosc & 50 000, so that any decay and
decoherence processes can be safely neglected. These values,
summarised in Table I, were used for the examples that will
be presented below.
IV. APPLICATIONS
In this section we will outline two applications of our tech-
niques, which have far-reaching consequences. First, we can
apply the system we discussed to simulating the dynamics of
optomechanical systems in the single-photon strong-coupling
regime. For concreteness, we discuss explicitly the “cQED”
system in Table I; the “Mechanics” system can be treated sim-
ilarly but requires stronger squeezing to overcome the decay
of the optical field. Setting Ωc = 2g0 to approach the single-
photon strong-coupling regime and choosing our parameters
self-consistently (α ' 80 752) we can reproduce dynamics
reminiscent of the study in Ref. [30]; see Fig. 2 for further de-
tails. Of interest are two facts. First, despite the rather small
bare coupling coefficient g we have obtained effective strong-
coupling dynamics. Second, the mechanical state acquires
a strongly non-classical character, as shown by the strongly
negative Wigner function. This is different from the stan-
dard single-photon strong-coupling regime in optomechanics,
where under simple driving it is the optical field that acquires
a non-classical character. We neglect decay processes in the
figure because the last time-step shown is at 2pi/Ωc, which is
smaller than the decay time 1/κ. In the example illustrated
in Fig. 2 the fidelity between the dynamics generated by HˆMO
and HˆDS is ≥ 99.58%.
The second application we propose is aimed at probing the
instabilities that naturally arise in this system. It is not diffi-
cult to show that the eigenvalues λn,l of the mechano-optical
Hamiltonian HˆMO have the form
λn,l = ~
[
nΩc + lΩm
(
1 − l g20
Ωm Ωc
)]
, (9)
where n, l ∈ N, and the corresponding eigenstates |λn,l〉 have
the form |λn,l〉 := Dˆ†(l g0Ωc ) |n〉a ⊗ |l〉b. For all l ≥ lmax :=
ΩmΩc/g20, these eigenvalues are negative for some values of n,
which introduces instabilities if the state of the oscillator has
significant overlap with |l ≥ lmax〉b. Our scheme allows to ac-
cess these regimes, which are otherwise inaccessible—using
the parameters in Ref. [8], for example, the instability is ex-
pected to become noticeable at temperatures around 0.6 GK,
since lmax ∼ 1012. In our case, however, one can bring lmax
to a low value and trigger instabilities in the system since it
no longer has a well-defined Gibbs state. We note in passing
that for large enough displacements any realisable mechanical
potential becomes anharmonic; this instability is therefore not
easily observable otherwise. Indeed, adding a non-linearity
of the form ~χ(bˆ†bˆ)2 to HˆMO, with χ ≥ g20/Ωc, restores the
positivity of all eigenvalues.
5V. CONCLUSION
We have introduced a mechanical quantum simulator based
on a quadratically-coupled optomechanical system. This sys-
tem can effectively reproduce the dynamics of a standard op-
tomechanical system, but where the roles of the optical and
mechanical fields are switched, and where the single-photon
coupling strength can be chosen by driving the system appro-
priately. As an example, we have shown how to apply our
system to simulate the single-photon strong-coupling regime,
and have discussed its role in exploring instabilities in quan-
tum systems. Our work opens the door to an entirely new use
case for optomechanical systems.
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6Appendix A: Evolution operator for a time-dependent coupling strength
We start with the Hamitonian
HˆMO(t) = ~Ωcaˆ†aˆ + ~Ωmbˆ†bˆ + ~g0
(
aˆ† + aˆ
)
bˆ†bˆ, (A1)
where we allow g0 to be time dependent, i.e., g0 → g0(t). Define the four hermitian operators
Nˆa := aˆ†aˆ, (A2)
Nˆb := bˆ†bˆ, (A3)
Gˆ+ := (aˆ† + aˆ)bˆ†bˆ, and (A4)
Gˆ− := ı(aˆ† − aˆ)bˆ†bˆ. (A5)
The set of operators {Nˆa, Nˆb, Nˆ2b , Gˆ+, Gˆ−} forms a closed Lie algebra. To exploit this fact, define also
Uˆa(t) := e−ıFa(t)Nˆa , (A6)
Uˆb(t) := e−ıFb(t)Nˆb , (A7)
Uˆ(2)b (t) := e
−ıF(2)b (t)Nˆ2b , (A8)
Uˆ+(t) := e−ıF+(t)Gˆ+ , and (A9)
Uˆ−(t) := e−ıF−(t)Gˆ− , (A10)
where the real time-dependent functions Fb(t), F
(2)
b (t), Fa(t), F+(t), and F−(t) are still be determined. It is not difficult to show
that
Uˆa(t) Gˆ+ Uˆ†a(t) = cos[Fa(t)] Gˆ+ − sin[Fa(t)] Gˆ−, (A11)
Uˆa(t) Gˆ− Uˆ†a(t) = cos[Fa(t)] Gˆ− + sin[Fa(t)] Gˆ+, and (A12)
Uˆ+(t) Gˆ− Uˆ†+(t) = Gˆ− + 2F+(t)Nˆ
2
b . (A13)
Next, the evolution operator U(t) corresponding to HˆMO(t) is defined as
U(t) =
←T exp
[
− ı
~
∫ t
0
dt′ HˆMO(t′)
]
, (A14)
where
←T is the time ordering operator. Using the techniques in Ref. [31] we can always write this as
Uˆ(t) = Uˆb(t) Uˆ
(2)
b (t) Uˆa(t) Uˆ+(t) Uˆ−(t), (A15)
which is accompanied by the differential equation
HˆMO(t) = F˙b(t)Nˆb + F˙
(2)
b (t) Nˆ
2
b + F˙a(t) Nˆa + F˙+(t) Uˆa(t)G+ U
†
a(t) + F˙−(t) Nˆb + F˙−(t) Uˆa(t) Uˆ+(t) Gˆ− Uˆ
†
+(t) Uˆ
†
a(t). (A16)
It is this differential equation that determines the functions Fb(t), F
(2)
b (t), Fa(t), F+(t), and F−(t), together with Fb(0) = F
(2)
b (0) =
Fa(0) = F+(0) = F−(0) = 0. Indeed, after some algebra we obtain
Fa(t) := Ωc t, (A17)
Fb(t) := Ωm t, (A18)
F(2)b (t) := −2
g(t)√
ΩcΩm
sin(Ωct′)
∫ t
0
dt′ g(t′) cos(Ωct′), (A19)
F+(t) :=
∫ t
0
dt′ g(t′) cos(Ωct′), and (A20)
F−(t) :=
∫ t
0
dt′ g(t′) sin(Ωct′). (A21)
These expressions, together with the decomposition of the time evolution operator Eq. (A15), represent a compact solution for
the time evolution of a mechano-optical (or an optomechanical) system whose coupling constant is allowed to depend on time.
7Appendix B: Simplification of the time evolution operator
We want to compute, and obtain a simplified form for, the time evolution operator
UˆDS(t) =
←T exp
[
− ı
~
∫ t
0
dt′HˆDS(t′)
]
, (B1)
induced by the Hamiltonian
HˆDS = ~Ωcaˆ†aˆ + ~Ωmbˆ†bˆ + ~g0
(
aˆ + aˆ†
)
bˆ†bˆ + ~gaˆ†aˆ
[
bˆ†bˆ + 12
(
bˆ2 + bˆ†2
)]
+ ~2g0
(
aˆ + aˆ†
)(
bˆ2 + bˆ†2
)
. (B2)
Here, the time-ordering operator
←T is defined such that time is ordered in decreasing order from left to right. As in the main text,
we will assume that the condition α  1 holds. This allows us to write
UˆDS(t) = UˆMO(t)
←T exp
[
− ı
~
∫ t
0
dt′U†MO(t
′) Hˆaux UˆMO(t′)
][
1 − ı
~
∫ t
0
dt′′U†MO(t
′′) Hˆsmall UˆMO(t′′)
]
+ O
( 1
α2
)
, (B3)
where we have introduced
Hˆsmall = ~gaˆ†aˆ
[
bˆ†bˆ + 12
(
bˆ2 + bˆ†2
)]
, (B4)
HˆMO = ~Ωcaˆ†aˆ + ~Ωmbˆ†bˆ + ~g0
(
aˆ + aˆ†
)
bˆ†bˆ, and (B5)
Hˆaux = ~2g0
(
aˆ + aˆ†
)(
bˆ2 + bˆ†2
)
, (B6)
as per the main text, and defined
UˆMO(t) = exp
(
− ı
~
∫ t
0
dt′HˆMO(t′)
)
. (B7)
To zeroth order in 1/α, we therefore have
UˆDS(t) = UˆMO(t)
←T exp
[
− ı
~
∫ t
0
dt′U†MO(t
′) Hˆaux UˆMO(t′)
]
. (B8)
Calculations yield
UˆDS(t) = UˆMO(t)
←T exp
(
−ı
∫ t
0
dt′g0(t′)
[
Aˆ+ cos(Ωc t′) + Aˆ− sin(Ωc t′)
]
× {Bˆ+ cos[2(Ωm + g0 Aˆ+)t′] + Bˆ− sin[2(Ωm + g0 Aˆ+)t′]}), (B9)
where we have allowed g0 to have an explicit time-dependence and defined
Aˆ+ := aˆ† + aˆ, (B10)
Aˆ− := −ı(aˆ − aˆ†), (B11)
Bˆ+ := bˆ†2 + bˆ2, and (B12)
Bˆ− := −ı(bˆ2 − bˆ†2). (B13)
At this stage we note that our main decoupling result, Eq. (B9), allows us to write the time evolution operator in such a way that
UˆDS(t) factors out. The rest of the expression can be treated as a correction term. Our goal is to show that this term does not
contribute significantly to the time evolution of the system, and to quantify this contribution.
If we assume further that g0/Ωm  1, we can approximate
cos
[
2(Ωm + g0Aˆ+)t′
]
= cos
(
2Ωmt′
)
(B14)
to first order in g0/Ωm. At this order of approximation, we therefore have
UˆDS(t) = UˆMO(t)
←T exp
{
−ı
∫ t
0
dt′
g0(t′)
2
[
cos(Ωc t′) Aˆ+ + sin(Ωc t′) Aˆ−
] [
cos
(
2 Ωm t′
)
Bˆ+ + sin
(
2 Ωm t′
)
Bˆ−
]}
. (B15)
8to zeroth order in 1/α and first order in g0/Ωm. The full formula from which this expression was derived reads
UˆDS(t) = UˆMO(t)
←T exp
(
−ı g0
∫ t
0
dt′
[
2 F−(t′) cos(Ωc t′) bˆ†bˆ − 2 F+(t′) sin(Ωc t′) bˆ†bˆ + cos(Ωc t′) Aˆ+ + sin(Ωc t′) Aˆ−]
× e−4 ı F(2)b (t′) Uˆ†−(t′)
{
cos
[
2 Fb(t′) + 2 F+ Aˆ+(t′) + 4 F(2)b (t
′) bˆ†bˆ
]
Bˆ+
+ sin
[
2 Fb(t′) + 2 F+ Aˆ+(t′) + 4 F(2)b (t
′) bˆ†bˆ
]
Bˆ−
}
Uˆ−(t′)
)
. (B16)
From this formula we can see that the entire exponential in the time-ordered part is multiplied by g0
Ωm
which is assumed to be
significantly smaller than 1. Therefore, this exponential contributes to at least first order. More importantly, from the reasoning
below, we argue that the genuine second order corrections, those denoted by hˆ2, will not contribute. Therefore, we can safely
approximate all functions to their zeroth order, which means F± = F(2)b ≈ 0 and Fb ≈ η. All our results are valid for Ωm t  1.
Appendix C: Error from neglecting correction in UˆDS(t)
First, introduce |ψ(t)〉 := Uˆ(t)|ψ(0)〉 and |χ(t)〉 := Uˆ0|ψ(0)〉 for some arbitrary initial state |ψ(0)〉. We want to compute an
approximate expression for the fidelity F (t) := |〈χ(t)|ψ(t)〉|2. We consider the rather generic case where
Uˆ(t) = Uˆ0(t)
(
1 − ı
~
∫ t
0
dt′ hˆ1  +
1
~2
∫ t
0
dt′ hˆ1
∫ t′
0
dt′′ hˆ1 2 − ı
~2
∫ t
0
dt′ hˆ2 2
)
+ O(3), (C1)
where the parameter  is such that   1, and where hˆi (i = 1, 2, 3) are generic hermitian operators. Notice, now, that there are
two contributions to second order in  in the above expression. The first comes from the square of the first-order contribution.
The second is a genuine second-order contribution.
For convenience of presentation we rewrite Eq. (C1) as
U(t) =Uˆ0(t)
(
1 − i
~
Eˆ1  − 1
~2
←
Eˆ11 2 − i
~2
Eˆ2 2
)
+ O(3)
U(t)† =
(
1 +
i
~
Eˆ1  − 1
~2
→
Eˆ11 2 +
i
~2
Eˆ2 2
)
Uˆ0(t)† + O(3), (C2)
where we have introduced
Eˆ1(t) :=
∫ t
0
dt′hˆ1(t′),
←
Eˆ11(t) :=
∫ t
0
dt′
∫ t′
0
dt′′hˆ1(t′)hˆ1(t′′)
→
Eˆ11(t) :=
∫ t
0
dt′
∫ t′
0
dt′′hˆ1(t′′)hˆ1(t′)
Eˆ2(t) :=
∫ t
0
dt′hˆ2(t′). (C3)
Proceeding, it is straightforward to see that, to second order in ,
F (t) = |〈χ(t)|ψ(t)〉|2 (C4)
= |〈χ(t)|Uˆ(t)|ψ(0)〉|2 (C5)
= |〈χ(t)|Uˆ0(t)|ψ(0)〉|2 − ı
~
〈χ(t)|Uˆ0(t)|ψ(0)〉〈ψ(0)|Eˆ1(t)Uˆ†0(t)|χ(t)〉 +
ı
~
〈ψ(0)|Uˆ†0(t)|χ(t)〉〈χ(t)|Uˆ0(t)Eˆ1(t)|ψ(0)〉
− ı
~2
〈χ(t)|Uˆ0(t)|ψ(0)〉〈ψ(0)|Eˆ2(t)Uˆ†0(t)|χ(t)〉 +
ı
~2
〈ψ(0)|Uˆ†0(t)|χ(t)〉〈χ(t)|Uˆ0(t)Eˆ2(t)|ψ(0)〉
− 1
~2
〈χ(t)|Uˆ0(t)|ψ(0)〉〈ψ(0)|
→
Eˆ11(t)Uˆ
†
0(t)|χ(t)〉2 −
1
~2
〈ψ(0)|Uˆ†0(t)|χ(t)〉〈χ(t)|Uˆ0(t)
←
Eˆ11(t)|ψ(0)〉2
+
1
~2
〈χ(t)|Uˆ0(t)Eˆ1(t)|ψ(0)〉〈ψ(0)|Eˆ1(t)Uˆ†0(t)|χ(t)〉2. (C6)
9Let us recall, however, that we want to study the particular scenario where |χ(t)〉 = Uˆ0(t)|ψ(0)〉. Then, Eq. (C4) simplifies
dramatically to
F (t) = 1 + 1
~2
|〈ψ(0)|Eˆ1(t)|ψ(0)〉|22 − 1
~2
〈ψ(0)|
←
Eˆ11(t)|ψ(0)〉2 − 1
~2
〈ψ(0)|
→
Eˆ11(t)|ψ(0)〉2, (C7)
which also guarantees formally that the fidelity F (t) satisfies F (t) ≤ 1.
To simplify this equation, notice that
→
Eˆ11(t) +
←
Eˆ11(t) = Eˆ21(t). The proof of this statement is rather straightforward. Either it is
clear from the unitarity definition of the time evolution and the fact that it must satisfy U(t)U(t)† at all orders, or
d
dt
[→
Eˆ11(t) +
←
Eˆ11(t)
]
= Eˆ1(t)hˆ1 + hˆ1Eˆ1(t), (C8)
and
d
dt
Eˆ21(t) = Eˆ1(t)hˆ1 + hˆ1Eˆ1(t), (C9)
meaning that these two quantities are identical up to a constant. Since all these operators are equal to zero for t = 0, then this
constant must also be equal to zero. This proves the statement. Therefore we have
F (t) = 1 + 1
~2
[
|〈ψ(0)|Eˆ1(t)|ψ(0)〉|2 − 〈ψ(0)|Eˆ21(t)|ψ(0)〉
]
2, (C10)
which is non-negative, always smaller than or equal to 1, and manifestly real—as expected and required.
To proceed we define a dimensionless time variable η = Ωmt (and, similarly, η′ = Ωmt′). Given the form of our time evolution
operator Uˆ(t)→ UˆDS(t), and that  = g0/Ωm  1, we have
F (η) = 1 −
( g0
Ωm
)2(
〈ψ(0)|
{∫ η
0
dη′
[
Aˆ+ cos
(
Ωc
Ωm
η′
)
+ Aˆ− sin
(
Ωc
Ωm
η′
)][
Bˆ+ cos(2η′) + Bˆ− sin(2η′)
]}2
|ψ(0)〉
−
{∫ η
0
dη′〈ψ(0)|
[
Aˆ+ cos
(
Ωc
Ωm
η′
)
+ Aˆ− sin
(
Ωc
Ωm
η′
)][
Bˆ+ cos
(
2η′
)
+ Bˆ− sin
(
2η′
)]|ψ(0)〉}2), (C11)
which is correct only for (g0/Ωm)η  1.
Let us simplify Eq. (C11). We start by computing Eˆ1(η). We have
Eˆ1(η) = F++(η)Aˆ+Bˆ+ + F−−(η)Aˆ−Bˆ− + F+−(η)Aˆ+Bˆ− + F−+(η)Aˆ−Bˆ+, (C12)
where we have introduced the functions
F++(η) :=
1
2
∫ η
0
dη′
g0(η′)
Ωm
cos
(
Ωc
Ωm
η′
)
cos
(
2 η′
)
,
F+−(η) :=
1
2
∫ η
0
dη′
g0(η′)
Ωm
cos
(
Ωc
Ωm
η′
)
sin
(
2 η′
)
,
F−+(η) :=
1
2
∫ η
0
dη′
g0(η′)
Ωm
sin
(
Ωc
Ωm
η′
)
cos
(
2 η′
)
, and
F−−(η) :=
1
2
∫ η
0
dη′
g0(η′)
Ωm
sin
(
Ωc
Ωm
η′
)
sin
(
2 η′
)
. (C13)
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When g0 is constant these can be calculated explicitly to yield
F++(η) =
Ωm
2
 sin
(
Ωc−2Ωm
Ωm
η
)
Ωc − 2Ωm +
sin
(
Ωc+2Ωm
Ωm
η
)
Ωc + 2Ωm
, (C14)
F−−(η) =
Ωm
2
 sin
(
Ωc−2Ωm
Ωm
η
)
Ωc − 2Ωm −
sin
(
Ωc+2Ωm
Ωm
η
)
Ωc + 2Ωm
, (C15)
F+−(η) =
Ωm
2
cos
(
Ωc−2Ωm
Ωm
η
)
Ωc − 2Ωm −
cos
(
Ωc+2Ωm
Ωm
η
)
Ωc + 2Ωm
 − 2Ω2mΩ2c − 4Ω2m , and (C16)
F−+(η) =
Ωm
2
cos
(
Ωc−2Ωm
Ωm
η
)
Ωc − 2Ωm +
cos
(
Ωc+2Ωm
Ωm
η
)
Ωc + 2Ωm
 − ΩcΩmΩ2c − 4Ω2m . (C17)
The second term in Eq. (C11) is more complicated and requires the evaluation of sixteen terms; its explicit expression is not
illuminating. However, we note that, after some calculations, it is possible to see that it has the general form
F (η) = 1 − Funi(η) −
( g0
Ωm
)2
〈ψ(0)|EˆNO(η)|ψ(0)〉, (C18)
where EˆNO(η) is an operator made of normal-ordered sestic, quartic, and quadratic combinations of the operators aˆ†, aˆ, bˆ†, and
bˆ, while Funi(η) is a function of η but independent of the initial state that can be obtained after some algebra. In particular, if we
start with the vacuum for both modes aˆ and bˆ, i.e., |ψ(0)〉 = |0〉, we obtain the vacuum fidelity Fvac(η) that reads
Fvac(η) = 1 − Funi(η). (C19)
Furthermore, it can be shown that
Funi(η) = 2
[
F++(η) − F−−(η)]2 + 2[F+−(η) + F−+(η)]2 (C20)
= 2
( g0
Ωm
)2[
η2 sinc2
(
Ωc + 2Ωm
Ωm
η
)
+
(
Ωc − 2Ωm
2Ωm
)2
η4 sinc4
(
Ωc − 2Ωm
2Ωm
η
)]
. (C21)
This expression is used, in terms of the time variable t, in the main text.
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