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1. INTRODUCTION 
We are concerned here with mean continuous Gaussian processes x(t), 
0 < t < 1, of mean zero, and properties of the probability measure induced 
onL,[O, I], or on CIO, I], if the paths are continuous. 
Theorem 2.1 concerns the measure on L,[O, l] induced by a general mean 
continuous process. Theorem 3.1 is the analogous result in CIO, l] for a 
process with continuous paths. Section 4 gives conditions under which the 
support of the measure in C[O, I] induced by a stationary process is all of 
CIO, 11. In the last section, it is shown that for certain classes of eigenfunc- 
tions, the Kolmogoroff alternative holds for non-stationary processes. 
Either the paths are unbounded with probability 1 or they are continuous. 
It is assumed that the process x(t) is separable. Then it is completely 
determined by the covariance function 
ws, t) = m(s) $01, 
which can be any symmetric positive definite continuous function on the 
unit square 0 < s, t < 1. If we denote by A,,,” the set of eigenvalues of the 
integral equation 
J 1 w, thw ds = X2+(t), 
then La > 0, and 
% t> = f Xn29w4vln(t>~ (1) 
?Z=l 
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if{&(t)} is the corresponding orthonormal sequence of eigenfunctions. Also, 
the paths of the process have the Karhiinen-Lo&e expansion 
(converging in L,[O, l]), where (0,) is a sequence of independent normal 
random variables of mean zero, variance 1 (Ref. 10, p. 478). It follows from 
(1) that 
zl An2 = ,: R(t, t) dt < co. 
More explicitly, x(t) = x(t, w), where w is a point of some underlying 
probability space Q, but the second argument will usually be suppressed. 
2. PROCESSES IN L,[O, l] 
Let LR denote the closed subspace of LJO, l] spanned by {G(t)}. Then the 
following result holds: 
THEOREM 2.1. With probability I, x(t) gLR . For f0 E L,[O, 11, the nezgh- 
borhood 
-lfEL2 : llf -fo II2 < 4 
has positive probability for all E > 0 if and only if f. E LR . (Thus the support 
of the measure in L, is Lx .) 
PROOF. The representation (3) shows that x(t) ELM with probability 1. 
If f,, EL, , f. $ LR , then f. has a positive distance l a from LR . If E < E,, , 
the sphere of radius E about f. does not intersect LR , hence it has measure 
zero. 
Now suppose f. E LB . Then it has an expansion 
with 
fdt) = 2 &PnMth 
n=l 
Using the representation (3), we have 
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By the independence of {e,}, this is at least as large as 
if N is any positive integer. Choose N so that 
Then 
and 
which is positive. This completes the proof. 
3. PROCESSES IN C[O, l] 
In this section, we assume that x(t) is continuous with probability 1. Then 
the process induces a measure on the space of continuous functions on [O, 11. 
Define CR to be the closed linear subspace of C[O, l] generated by finite linear 
combinations of the {d,}, with the usual metric 
It will be shown that C, plays the role here that LR did in Section 2. Before 
the theorem, some lemmas are necessary. 
LEMMA 3.1. Let ,u(t) be a function of bounded variation. Then 
I 
1 
x(t) dp(t) = 0 
0 
with probability 1, if and only if 
s 1 o Mt> 44) =0, ?a = 1, 2,... . 
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PROOF. It follows by Theorem 112.5 (p. 60) of Ref. 2 that x(t) = x(t, W) 
is measurable on the product space JL x [0, 11, using the product of proba- 
bility measure on !J and Lebesgue measure on [0, 11. If m is any non-negative 
measure on [0, l] which assigns positive mass to any interval, the same is true 
when m is used instead of Lebesgue measure. (For, there is a continuous 
mapping 7 - t of some interval [0, TJ onto [0, I] such that, Lebesgue 
measure on [O, 7i] induces m-measure on [0, 11. If we define ~(7, w) = x(t, w), 
the quoted theorem can be applied to y(~, w).) dp can be expressed as the 
difference of two such measures. It follows that x(s, W) x(t, w) is measurable 
on Q x [0, l] x [0, l] with dP x dp x dp measure, and the integral 
exists, if the integral 
r= I nx[o l~x[~ 1,x(s’ w) ‘ct, w) dp(w) 1 d/+) [ 1 dp(t) 1 I , 
is finite. By Schwarz’ inequality and Fubini’s Theorem, 
I’ < J-1 1 1 ~=WP, ~17 E[x(t> w)“l I 444 I I G(t) I 
= (j: 4% t) I d&t) lj2 -c ~0. 
Hence I exists, and it can be evaluated by Fubini’s Theorem. Integrating 
over .Q first, 
11 
I= 
J-i % t) 444 dv(t>. 0 0 
Integrating over [0, l] X [0, l] first, 
I = E I( j:, 44 w) 4(tf/ . 
Equate these expressions, and use the series expansion (1). The series for 
R(s, t) converges uniformly. Hence the order of summation and integration 
can be interchanged, and the result is 
E I( j: x(6 w) d/4))‘/ = fl 4’ ( j: h(t) d/4t))2- 
This proves the lemma. 
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The next lemma is of interest in itself, and can be applied to processes in 
L, , as well as in CIO, I]. 
LEMMA 3.2. Let X be a random vector in n-dimensional Euclidean space, 
whose distribution has a density p(x), symmetric about 0 (i.e., p(- x) = p(x)), 
with the property that for any h > 0, the set 
ix : P(x) > 4 
is convex. Let C be a convex region, symmetric about 0, and for any vector y, 
denote by C(y) the region resulting from a translation of C by y. Then 
rn? P(x E C(y)) = P(X E C) 
PROOF. It is sufficient to prove this result when p(x) is constant over 
some convex set A, symmetric about 0, and zero outside A, for in general, 
p(x) can be approximated by a linear combination of such functions, with 
positive coefficients. Then we need to show that the following inequality 
holds between volumes: 
Vol [A n C(y)] < Vol (A n C). 
Let x1 be a point of A n C(y) and xs a point of A n C( - y). Then 
xl, ~2~4 
$1 - y, 3 + y  E c. 
By the convexity of A and C, (x1 + x2)/2 E A n C. Thus we have 
+AnC(y)++AnC(-y)CAnC. 
The sets A n C(f y) have equal volume by the symmetry of A and C. 
Hence by the Brtin-Minkowsky inequality (Ref. 3) 
VOI (A n C) 3 Vol [g A n C(y) + & A n C(- y)] 2 Vol [A n C(y)]. 
LEMMA 3.3. If OUY process x(t) has continuous paths, then for any E > 0, 
w x(t) /ICC < 4 > 0. 
PROOF. Let { fV , Y = I,2 ,... } be a dense sequence in C[O, 11. Then the sets 
S” = if: Ilf -fw Ilm < 4 
cover C[O, I]. It follows that 
f W”) > 1. 
U=l 
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In particular, for some rz, 
P(Ls,) > 0. 
Let {te} be a dense set of points on [0, 11. Then for any integer K, we have 
&%a) G P{I x(b) -fn(b) I < E, h = l,..., K) 
< P(l X(&J 1 < E, h = l,..., K), 
by Lemma 3.2, applied to the K-dimensional distribution of x(tr),..., x(tK). 
Since x(t) is continuous with probability 1, 
JYII x(t) IL < 4 = gz P{I X(tp) ( < c, h = l,..., K} 
Now the theorem of this section can be proved. 
THEOREM 3.1. If the process x(t) has continuous paths, then x(t) E CR with 
probability 1. For any function fo(t) E C[O, 11, the neighborhood 
{f E cc09 11 : llf -fll IL <4 
has positive probability for every E > 0, if and only ;f f0 E CR . Furthermore, 
CR coincides with CIO, l] if and only if the equation 
s 
l R(s, t) dp(t) = 0, O<s<l, 
0 
is satis$ed by no function p(t) of bounded variation which is not constant on 
[O, 11. 
PROOF. If we denote by A4 the set of all functions p(t) of bounded variation 
on [0, I], then the integrals 
I,(f) = j,li(tbWt) 
range over all the bounded linear functions on CIO, l] as p ranges over M 
(Ref. 4, p. 162). It follows that if we denote by MR the subset of M for which 
I,(dn) = 0, n = 1, 2,..., (3) 
we have 
fECR”I,(f) =0 for all CLEMR. 
Furthermore, MR is the set of functions for which 
i 
’ R(s, t) dp(t) = 0, O<s<l, 
0 
(4 
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for by the uniform convergence of the series (l), 
and the orthonormality of {&} implies that (3) is equivalent to (4). Thus 
CR = CIO, l] if and only if MR contains no non-constant functions, proving 
the last assertion of the theorem. Also, Lemma 3.1 implies that x(t) E CR 
with probability 1. As in the proof of Theorem 2.1, any functionf, $ CR has 
neighborhoods of zero probability. 
Suppose f0 E CR , and let E > 0 be arbitrary. Then for some n and con- 
stants a, ,..., a, , 
Ipo-pu+$. 
Put 
Then xn(t) is a Gaussian process satisfying all the hypotheses on x(t). We have 
< i I V, - a, I max I d,(t) I + II x, Ilm + +. 
v=l 
xn(t) and 0, ,..., 0, are independent. Hence 
The first factor on the right is certainly positive. The second factor is positive 
by Lemma 3.3. This completes the proof of the theorem. 
4. STATIONARY PROCESSES 
The Gaussian process x(t, w) is stationary if R(s, t) depends only on the 
difference s - t. In that case if we set n(t) = R(0, 1 t I) for - I < t < 1 
we get 
R(s, t) = A(s - t>, o<s, t<1. (5) 
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The function A(t) can be extended to a positive definite function on (- co, co) 
(Ref. 5). Hence it has the representation 
A(t) = j’: eiut dG(u), (6) 
where G(u) is a nondecreasing function of bounded variation (Ref. 2, p. 519). 
The basic tool in this section is the following: 




R(s, t) dp(t) = 0, s E [O, 11, (7) 
0 
can have a nonconstant solution p(t) of b ounded variation in [0, l] only if G(u) 
is a pure jump function with isolatedjumps. 
PROOF. Substituting for R(s, t) in (7) according to (5) and (6) we get 
1 +m 
J-I eiu(s-t) dG(u) dp(t) c 0, s E [O, 11. 0 --m 
Multiplying by dp(s) and integrating we get 
1 1 +m ix eiu(s-t) dG(u) dp(t) dp(s) = 0. 0 0 --m 
Changing order of integration we can write the latter expression in the form 
eius dp(s) 1’ dG(u) = 0. (8) 
For convenience let us introduce the function 
e(u) = j: eius 4(s). 
We see that (8) implies that dG(u) assigns all its mass to the set where 6(u) = 0. 
However, since e(u) is an entire function of u, it either vanishes identically 
or has only isolated zeros. In the first case p(t) would have to be a constant; 
in the second case dG(u) would have to concentrate all its mass on a set 
consisting of isolated points. This establishes the lemma. 
We see that combining Lemma 4.1 with Theorem 3.1 the following 
theorem holds: 
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THEORRM 4.1. Let the process x( t, W) have continuous paths and its covari- 
ante function have a representation of the form 
~(s, t> = J-11 eiu(s-t) dG(u), 
where G(u) is not a pure jump function with isolated jumps. Then the map F(w) 
of Q into CIO, I] which is induced by x(t, w) induces a measure on CIO, l] with 
C[O, l] as its support. In other words under the above hypotheses x(t, W) must 
enter every open set of CIO, I] with positive probability. 
It is worthwhile to point out that from our proofs the following result on 
integral equations can also be deduced, which seems to be new: 
THEOREM 4.2. Let the kernel R(s, t) have a representation of the form 
R(s, t) = 111 eiutspt) dG(u) 
with a continuous nondecreasing bounded G(u). Let &, q&. ,..., &, ,... be a 
complete set of eigenfunctions of the integral equation 
I 
l R(s, t) 4(t) dt = P+(s), s E [O, 11. 
0 
Then, not only is q51a  complete set in the sense of L, , but in fact every continuous 
fun&ion in [0, I] can be uniformly approximated by functions of the form 
cdd4 + *** + Ga54#). 
5. PROCESSES WITH UNBOUNDED PATHS 
We show here that for certain systems of eigenfunctions {&}, the Gaussian 
process (2) has paths which are either continuous with probability 1, or are 
essentially unbounded with probability 1. As a byproduct, we can construct 
processes whose paths are essentially unbounded in every subinterval of [0, 11. 
A similar result is known to hold for stationary processes, regardless of the 
eigenfunctions (Ref. 6). 
If {t&(t)) is any uniformly bounded orthonormal system of continuous 
functions on [0, I], equation (2) defines a mean-continuous Gaussian process, 
if 
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for this condition makes the series (1) for R(s, t) converge uniformly. The 
following theorem, with an extra condition imposed on {$,J, states when the 
two alternatives (continuous paths or unbounded paths) apply. 
‘~‘HEOREM 5.1. Let {&(t)} be a uniformly bounded orthonormal sequence of 
continuous functions on [0, 11, orthogonal to &,(t) = 1, such that 
i 1 M&)12 b,(t) -es A,(t) dt = 0 (9) 
for k i>- 1, n, 3 0, nl ,..., nk > 1, and n, , n, ,..., nk distinct. Then the paths 
of the process (2) have positive probability of being essentially bounded if and 
only if 
I f  this condition is satisjied, the paths are continuous with probability 1. 
PROOF. Let B be a constant bounding j g&(t) / , n 3 1. Suppose there is 
an event E of positive probability and a constant M such that 
ess sup j x( t, w) 1 < M, WEE; (111 
O<i<l 
we shall proceed to show that (10) must follow. To this end we introduce 
an auxiliary sequence of functions 
where, for each w E Q, Q,(W) = sgn 8,,(w). We see that for all w, t &(t, w) > 0. 
By (9) we necessarily have 
s 
1 SPN(t, co) dt = 1. (12) 
0 
Further, again by (9), it is easily deduced that 
I 1 QN(t, OJ) x(t, OJ) dt = ; -$ A, 1 O,(U) 1 . u=l 
From (11) and (12) we get thus 
s These are the “Riesz products” familiar in the theory of Fourier series. 
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Integrating this inequality over E gives 
(13) 
Now, observe that if 8 is a non-negative random variable and c is so small 
that P(E) > i P{B < E}, then 6 3 E in at least half of E. So we get 
s E B dP > + P(E). 
Since 8r , 8, ,..., 6, ,... are identically distributed, then for each event E of 
positive measure we have a constant C(E) > 0 such that 
I I ‘%(w) I dp t C(E), u = 1, 2,... . E 
Thus (13) implies (10). 
To complete the proof of Theorem 5.1, we need only observe that if (10) 
is satisfied, then with probability one we must have 
indeed 
Thus with probability one (in view of the assumptions) the series (2) con- 
verges uniformly. This completes the proof of the theorem. 
An example of a set of eigenfunctions satisfying the hypotheses of the 
theorem is 
$&n(t) = 1/z cos (394, 71 = 1, 2,... . 
For these functions, the conclusion of the theorem can be strengthened, 
because on any interval [3-9, 3-7k + l)], the functions beginning with 
the (k + I)-th, when renormalized, have the same properties as the original 
sequence on [0, 11. Thus we have the 
COROLLARY. If&(t) = d/z cos (3%t), n 3 1, then the paths of the process 
(2) are essentially unbounded with probability 1 in every subinterval of [O, l] 
;fChla = co. 
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