[1] With the purpose of operational real-time forecasting for arrival times of flare/ coronal mass ejection associated shocks in the vicinity of the Earth, a one-dimensional hydrodynamic (HD) shock propagation model is established by a novel numerical scheme, the space-time conservation element and solution element (CESE) method. The required observational data inputs to this new one-dimensional CESE-HD model are the low coronal radio Type II drift speed, the duration estimation, and the background solar wind speed for a solar eruptive event. Applying this model to 137 solar events during the period of February 1997 to August 2002, it is found that our model could be practically equivalent to the STOA, ISPM, HAFv.2, and SPM models in forecasting the shock arrival time. The absolute error in the transit time from our model is not larger than those of the other four models for the same set of events. These results may demonstrate the potential capability of our model in terms of improving real-time forecasting because the CESE method can be extended to three-dimensional magnetohydrodynamics (3D-MHD) from the solar photosphere to any heliospheric position. 
Introduction
[2] For many years interplanetary transient events are believed to be the major cause of nonrecurrent disturbances of geomagnetic field. These geomagnetic activities, such as geomagnetic storms, are known to be well associated with interplanetary (IP) shocks. Many models have been developed based on the relationship between features of solar activity and IP shocks. To this end, scientists proposed both empirical and physics-based models for solar disturbance propagation through the corona and interplanetary space. For example, Manoharan et al. [2004] provided an empirical method to predict the IP shock transit time to 1 AU based on the CME initial speed. Also, Schwenn et al. [2005] presented a prediction function of the shock's arrival time at Earth that used the lateral expansion speed of the CME. Gopalswamy et al. [2001] gave an empirical model to predict the 1 AU arrival of coronal mass ejections (CMEs), based on an effective interplanetary (IP) acceleration described by Gopalswamy et al. [2000] that the CMEs are subject to, as they propagate from the Sun to 1 AU. Vršnak and Gopalswamy [2002] proposed a model for estimating the ICME transit time when the only force acting upon the ICME in interplanetary space is the aerodynamic drag. They assumed that the drag force was linearly proportional to the relative velocity. Owens and Cargil [2004] compared three existing models (Gopalswamy et al. [2000] model: constant acceleration or deceleration; Gopalswamy et al. [2001] model: cessation of acceleration before 1 AU; Vršnak and Gopalswamy [2002] model: aerodynamic drag) of interplanetary coronal mass ejection (ICME) transit between the Sun and the Earth with coronagraph and in situ observation to find that three models are found to perform with a similar level of accuracy (i.e., an average error between observed and predicted 1 AU transit times of approximately 11 h). Both the removal of the plane of sky projection (as suffered by coronagraph derived speeds of Earth directed CMEs) and the use of observed values of solar wind speed, fail to significantly improve transit time prediction. Kim et al. [2007] evaluated the travel times of 91 interplanetary (IP) shocks at 1 AU associated with coronal mass ejections (CMEs) by the empirical shock arrival (ESA) model of Gopalswamy et al. [2005] based on a constant IP acceleration. We have no attention to go further by exhausting arrival time prediction methods. In what follows, focusing on our purpose of this paper we here present in some details four physics-based models for the arrival time prediction of IP shocks at Earth using available solar data as input parameters. These models utilize empirical equations based on observation, simple models, and numerical simulations. These models are: the shock time of arrival (STOA) model, the interplanetary shock propagation model (ISPM) and Hakamada-Akasofu-Fry (HAF) model and SPM model. An overview of the present modeling state-of-art, including several empirical approaches, has been published by Dryer [2007] . The aforementioned four pioneering space weather studies, based on first principles, are briefly described in the following subsections.
STOA Model
[3] The STOA (shock-time-of-arrival) model is proposed according to the similarity theory of blast waves, modified by the piston-driven concept, that emanate from point explosions Smart et al., , 1986 Smart and Shea, 1985; Lewis and Dryer, 1987] . The model assumes that an interplanetary shock propagates explosively like a supernova explosion and predicts the shock arrival time at the Earth using the velocity of the disturbance within the corona determined from observation of type II solar radio bursts at metric wavelengths. In this model, the shock decelerates to a blast wave as it expands outward with V s / R N (where N = À 1 2 , and R is the heliocentric radial distance). Required observational data are as follows: the initial shock speed, the flare's solar longitude; start time of the metric type II radio drift (essentially the peak time of the soft X-ray flux); the proxy piston-driving time duration; and the L1 solar wind velocity at the time of the flare, V sw .
[4] Noting observational and numerical findings that the radial dependence of shock wave velocity depends on initial shock wave velocity, Moon et al. [2002] suggests a simple modified STOA model (STOA-2) with a linear relationship between initial coronal shock wave velocity (V s ) and its deceleration exponent (N), N = 0.05 + 4 Â 10 À4 V s , where V s is a numeric value expressed in units of km/s. Moon et al. [2002] shows that the STOA-2 model not only removes a systematic dependence of the transit time difference predicted by the previous STOA model on initial shock velocity, but also reduces the number of events with large transit time differences.
ISPM Model
[5] The ISPM (interplanetary shock propagation model) procedural model is based on a parametric study of 2.5-D MHD simulations [Smith and Dryer, 1990] . In their study, the net energy input into the solar wind is the main organizing parameter. If the net energy ejected into the solar wind by a solar source and its longitude are known, then the transit time and strength of the shock to 1 AU may be computed from algebraic equations given in this model. Smith and Dryer [1995] give the details of this model and the functions in energy-longitude space. Since the energies of solar ejecta are not available from observations, a method is given to estimate the net input energy from proxy input data. The model has predicted arrival times using input parameters: the velocity of disturbance (based on observation of type II solar radio bursts), the duration of flare (observed by the GOES satellite), and the location of flare occurrence on the Sun. The ISPM also gives an estimate of the shock strength index (SSI) providing a threshold below which shocks decay to MHD waves and SSI is used as an indicator of confidence in the prediction.
HAFv.2 Model
[6] The HAFv.2 model is a ''modified kinematic'' model described by Hakamada and Akasofu [1982] , Fry [1985] , Fry et al. [2001] , Sun et al. [1985], and Fry et al. [2003] : ''kinematic'' in that the model kinetically projects the flow of the solar wind from inhomogeneous sources near the Sun out into interplanetary space and ''modified'' in that the model adjusts the flow for stream-stream interactions as faster streams overtake slower ones. It can predict solar wind conditions (speed, density, and interplanetary magnetic field) at the Earth based upon observations of the Sun. It is a useful tool for the study of large-scale solar wind structure, especially for the investigation of propagation of the disturbances in interplanetary space. The HAF model has two components: background solar wind and eventdriven solar wind. The background solar wind is established by the inner boundary conditions. For details the reader is suggested to refer to Smith et al. [2000 Smith et al. [ , 2004 , Fry et al. 
SPM Model
[7] This shock propagation model (SPM) combines the analytical study of the propagation of a blast wave from a point source in a moving, steady state medium with variable density [Wei, 1982; Wei and Dryer, 1991] , with the energy estimation method in the ISPM model Dryer, 1990, 1995] . This new shock propagation model (SPM) for predicting the arrival time of interplanetary shocks at Earth has been recently presented in the work of Feng and Zhao [2006] . They add a statistical revision according to the dimensionless energy E 0 (i.e., DT(E 0 ) = 12.789 + 24.692lg(E 0 ) + 10.8314[lg(E 0 )] 2 ) included in the SPM predictions. The model uses the following parameters as input: start time of the solar eruptive event, the duration time of flare (observed by the GOES satellite as mentioned above), the initial velocity of the shock disturbance (based on real-time observation of type II solar radio bursts or CME kinematics observed by SOHO/LASCO), angular width and background solar wind speed to obtain the arrival time at any radial position during the passage from Sun to Earth.
[8] The forecasting skill of the four above mentioned physics-based models have been evaluated and the statistical comparisons between them revealed that the performances of these four models were almost identical in forecasting the shock arrival time [Smith et al., 2000 [Smith et al., , 2004 Fry et al., 2003; McKenna-Lawlor et al., 2006; Feng and Zhao, 2006; Li et al., 2008; Feng et al., 2009] . But, they are presently the prevalent physics-based models that can be in operational use although there are setbacks or rooms for further improvements.
[9] After recalling the above four operational forecasting models for arrival time prediction, we turn attention to our establishment of the shock transit time. In the present paper, an operational 1-D CESE-HD model for predicting arrivals of IP shocks at Earth is presented. The model is set up through two steps. First, based on conservation element and solution (CESE) numerical method, a 1-D time-dependent ideal HD solar wind model is established in spherically symmetrical geometry of solar-terrestrial space. Then, shock transit time prediction is established, as in the abovediscussed models, by considering the initial shock speed V s (determined by radio-burst type II observation), duration time t of the flare (observed by the GOES satellite), and the observed solar wind speed V sw measured at L1 at the time of the flare. Selected 137 solar transient events during the period from February 1997 to August 2002 are used for the validation study of the present method. The statistical comparisons among the arrival times obtained from 1-D CESE-HD, the observations and those from the STOA, ISPM, HAFv.2, and SPM models will be also discussed in this paper.
[10] The present paper is organized as follows. In section 2, we describe the 1-D CESE-HD solar wind model, including its associated disturbance model, in order to obtain the shock transit time for a specific event. Section 3 provides the results of the 1-D CESE-HD model through the prediction test of 137 solar disturbance events. The comparisons of the 1-D CESE-HD model prediction results between our method and the STOA, ISPM, HAFv.2, and SPM models are also presented in this section. Summary and conclusions are made in section 4.
Model Description

One-Dimensional HD Equations
[11] It is well known that the 1-D ideal HD equations in spherical coordinates [Steinolfson and Dryer, 1984] can be written as follows:
where
Here, as usual, r denotes density, v r is the radial speed, p is the thermal pressure, g is the polytropic index, G is the gravitational constant, and M s is the solar mass. Physical parameters r, v, p, t, r will be nondimensionalized by critical point values r c , v c , p c , t c , and r by R s (the solar radius),
CESE Method
[12] The space-time conservation element solution element (CESE) method was applied to solve both fluid mechanics and magneto hydrodynamics problems [Chang, 1995 [Chang, , 2003 Zhang et al., 2002 Zhang et al., , 2006 Feng et al., , 2007 . The space-time CESE method is a high-resolution and genuinely multidimensional method for solving conservation laws. It has a solid foundation in physics and yet is simple in mathematics. Its nontraditional features are (1) a unified treatment of space and time, (2) the introduction of conservation element (CE) and solution element (SE) as the vehicles for enforcing space-time flux conservation, and (3) a time marching strategy that has a space-time staggered stencil at its core and, as such, can capture shocks without using Riemann solvers.
[13] In the following, a brief description of how to implement CESE for the governing equation (1) is presented. First, we rewrite the 1-D HD solar wind equation (1) as
with m = 1, 2, 3. Assume that (r, t) is the coordinate of twodimensional Euclidean space E 2 (see Figure 1a) , and V is a connected domain in E 2 . Then we apply Gauss's divergence theorem to integrate equation (5) where S(V) is the boundary of domain V, ds stands for the unit outer normal vector of S(V),h m = (u m , f m ) is the spatial flux. Let (j, n) be the grid point of the calculated domain (Figure 1 ), n = 0, ±1/2, ±1, ±3/2, Á Á Á. A staggered grid point arrangement is employed in the space-time coordinate as shown in Figure 1a . The index j refers to the spatial direction and the index n to the time direction. On the basis of the grid point arrangement, the solution element SE(j, n) defined for point (j, n) is enclosed by dashed curves as shown in Figure 1a . It includes a vertical line segment, a horizontal line segment, and their immediate neighborhood. A SE is very close to, but not in contact with the others in spatial and time direction. The surface of two SE forms one CE as shown in Figure 1b . That is, surfaces of SE(j, n) and
2 ) form the CE À (j, n), while the surfaces of SE((j, n) and SE(j + 1 2 , n + 1 2 ) form the CE + ((j, n)). On the basis of this treatment, time and space are treated as an entity. This is the key difference between the CESE method and traditional numerical methods.
[14] Inside the SE((j, n)), the parameters' distribution is assumed as smooth and follows the first-order Taylor series expansion as
, (u mt ) j n and ( f mt ) j n are defined as constants inside SE((j, n) and refer to the values at grid point (j, n). The time differential terms (u mt ) j n and ( f mt ) j n can be expressed as follows:
Since ( f ) j n is a function of (U) j n , (f r ) j n can be further expressed by the product of the Jacobian matrix F, defined by (U) j n , and (U r ) j n as (f r ) j n = (F) j n (U r ) j n . Thus, equation (9) can be further expressed as
With equation (8), (f t ) j n can also be expressed by (U) j n and (U r ) j n in a similar way as
From (10) and (11), it can be seen that equations (7) and (8) can be denoted by (U) j n and (U r ) j n inside SE((j, n)). In the CESE method the first-order spatial derivatives (U r ) j n are introduced as solving variables. Note the physical parameters are defined to have smooth profiles inside a SE, while between SEs or in CEs, they may be disconnected. This is the key reason why the CESE method can capture a sharp discontinuity (a shock, for example) within a few grid points. Considering local flux conservation in a CE, the corresponding integral conservation form of equation (6) becomes
withh* m = (u m *, f * m ). While substituting equations (7) - (11) and equations (10) - (11) into equation (12),we arrive at
In this way, solving equation (5) is to find the solution u m to equation (12). Obviously, equation (12) is a nonlinear equation of u m due to the existence of the source term m. For the treatment of the source term, we can resort to the method as done by Feng et al. [ , 2007 by directly solving equation (12) implicitly with Newtonian iteration. After knowing u m , a standard aÀa scheme for the CESE method [Chang, 1995 [Chang, , 2003 Feng et al., , 2007 Luo et al., 2007 ] is adopted for obtaining its spatial derivative:
for m = 1, 2, 3, 4, 5, where
with a being an adjustable constant (for instance, take a = 1 or 2). The reason for this weighted procedure for the spatial derivative is to introduce an artificial dissipation to damp out numerical instability that arises from the smooth region of a solution. The spatial derivative can also be obtained by the minmod function as follows:
Here, min mod(a, b) is defined: min mod(a, b) = sgn(a) Á min mod(a, b), if a Á b > 0; otherwise, min mod(a, b) = 0.
[15] Another way of obtaining u m is explicitly using the Runge-Kutta method for the source term. The governing equations (equation (1)) are first divided into a homogeneous part with m = 0 and an inhomogeneous part, yielding:
where U hom denotes the solution of the homogeneous part in which the source terms are ignored. Source terms are only presented in the inhomogeneous part of the second equation in (17) and are calculated by using U hom . The complete solution is then obtained by integrating the inhomogeneous part. The main strategy of this numerical method is that the homogeneous part is solved by the space-time CESE method introduced above, and the inhomogeneous part will be solved by applying the so-called Runge-Kutta procedure. For the second integration in time with the source terms, a different time step is used, which is due to the stiffness introduced by the source terms:
then for i = 0,. . ., kÀ1,
mðU ðiÞ Þ;
and
Finally, for i = kÀ1,
[16] Equation (18) is repeated until the total time reaches the time step Dt constrained by CFL condition used in the first integration, i.e.,
It should be noted that all the source term effects are treated based on the solution at the new time step. In the present paper we set k = 4. It should be noted that the method for equation (16) and (17) is employed for establishing our prediction model.
[17] Owing to the large-scale of the computational domain from 1 Rs to 215 Rs, during which the solar wind velocity changes from subsonic to supersonic, we choose r( j À 
Initial and Boundary Conditions
[18] The initial value condition will be the 1-D steady solar wind or Parker solar wind solution. Solving 1-D steady state solar wind model or Parker's solar wind model is now well known. Here is just a brief description. Consider 1-D steady state solar wind model in dimensionless form
with a = g * R s and g being the gravity constant at the solar surface, from which we arrive at an ordinary differential equation
where a 2 = gp/r is the local sound speed. The critical points for dv/dr = 0 are located at r = r c = a 2a 2 c , v c 2 = a c 2 = g p c r c where the solar wind changes from subsonic to supersonic states. Now we can write the above ordinary differential equation as
From equations (20) and (21), it is easy to see that if the temperature at the critical point is given, the position and velocity at the critical point will be determined and then by using the Newtonian iteration method for equation (21) we can obtain the distribution of velocity depending on r in the whole calculation domain. Further, from equation (20), there follow both density and pressure.
[19] Practically, we choose a typical temperature T c0 = 1.48 Â 10 6 K for a critical point and g = 1.2, then the critical sound speed a c0 = 171 km/s and position r c0 = 3.25 R s are achieved. At this time, it is known from equation (21) that the solar wind speed at 1 AU will be V sw0 = 410.22 km/s. This set of parameters T c0 , a c0 , r c0 , V sw0 is typical. Using this set of parameters the solar wind solution can be obtained for every given observed solar wind speed at 1 AU since v a c is determined by r r c via equation (21) . If the observed solar wind speed V sw at 1 AU is known, then it follows that a c = a c0 V sw V sw0 from V sw0 a c0 = V sw a c , which is the critical sound speed under this solar wind speed V sw . Thus, the critical position r c = gR s /2a c 2 is known. With r c and a c , v at various position r can be obtained from equation (21).
[20] With solar wind speed obtained, we can resort to the last two equations of (20) for density r and pressure p if the density at a certain position is given such as the observed proton number density at 1 AU. Another way of getting the proton number density is to employ the solar wind momentum flux density. Statistical analysis [Steinitz and Eyni, 1980; Mullan, 1983; Phillips et al., 1995; Leinert and Jackson, 1998; McComas et al., 2003] by Vela 3, Helios 1, Mariner 2, and Ulysses spacecrafts shows that the solar wind momentum flux density F m = m p n p v 2 at 1 AU has a value about 1.30 Â 10 16 amu Á cm À1 Á s À2 , which is little lower near the equator 10°but does not change during a solar cycle along latitude. Here m p is the proton mass, n p is the number density, and v is the solar wind speed. By using this statistical result we can also obtain the solar wind density r 1AU = F m /(10 5 Â V SW ) 2 at 1 AU if the observed V SW at 1 AU is given. The number density calculated in this way can range from 3.3 to 7.0 cm À3 , which is consistent with satellite observation.
[21] With the density r 1AU at 1 AU available, combining the known solar wind speed and mass flux (rvr 2 ) conservation we are able to obtain the critical density r c = Àg provides the distribution of r and p. In our code, the physical parameters in the governing equations are nondimensionalized by the corresponding values r c , a c at the critical point.
[22] In the practical implementation, U are unknown to be from a time-marching procedure. Instead, the initial value of U r can be directly obtained from the derivative form of equation (20) by using the known U, or U r is given by the upwind difference from U.
[23] Both the inner (at 1 R s ) and outer (at 1 AU) boundary conditions must be given. Following Chang It should be noted that in the CESE method the first-order spatial derivatives (U r ) n are introduced as solving variables. This property differs greatly with other numerical methods. In contrast to the modern upwind scheme, there is no need to employ the reconstruction or Riemann solver (the cornerstone of the Godunov upwind scheme) for the present scheme; thus, the splitting of the Jacobian matrix is avoided. Owing to the treatment of scheme implementation from the point of view of the conservative concept for the governing equations, the shock capturing property can be ensured.
Disturbance Model
[24] After obtaining the steady state solar wind solution, a time-dependent pulse superimposed on the solar surface map is used to introduce the coronal explosion event such as flare and CME. Following the method of the HAF model, a high-speed stream is introduced into the background solar wind stream, which propagates into the interplanetary region and causes the interplanetary shock. The temporal profile of the shock speed at the Sun is considered to be governed by a time constant (t) that appears in the exponential expression [Hakamada and Akasofu, 1982; Fry et al., 2001 ]:
V ðtÞ ¼ V s ðt=tÞ expð1 À t=tÞ where the t value is determined from the integrated X-ray flux in the 1 -8 Angstrom GOES channel as a proxy diagnostic. It is estimated, on the usual logarithmic flux scale, by the time duration measured at one-half the distance from the preevent background level to the peak. The shock speed rises exponentially to an assumed maximum (V s , the Type II drift speed) and falls to a final decayed value of the background solar wind speed [Akasofu, 2001] .
Criteria for Judging Arrivals of IP Shocks at Earth
[25] Here, following the method used by the HAF model, a threshold of shock search index (SSI) is introduced to judge arrivals of IP shocks at Earth. In HAF model, the shock arrival time (SAT) is determined by computing predicted solar wind speed, density, and dynamic pressure at L1 spacecraft position for several days into the future. The predicted SATs are extracted from automatic scans of the temporal profiles of the dynamic pressure simulated at L1 using a SSI: SSI = log (DP/P min ), where P is either the dynamic pressure or momentum flux; DP is the difference in P during consecutive 1-h time steps, and P min is the minimum P value for these time steps. Shock arrival time was identified as the time of maximum SSI as long as SSI exceeds the threshold, which was found to be À0.35 in HAFv.2 model [Fry et al., 2003] . For our present method, the threshold of SSI is assumed to be À1.6, which will be validated below by the 137 events data taken from Fry et al.
[2003] and McKenna-Lawlor et al. [2006] .
Prediction Results and Comparisons
[26] For the 1D CESE-HD Model, the input parameters are the initial shock speed V s , the duration of the solar event t, and the background solar wind speed V sw . Figure 2 shows that the dependence of the transit time to 1AU predicted by the 1-D CESE-HD Model on the initial shock speed for different t and different V sw . It can be seen from Figure 2a that the transit time decreases with the increase of the initial shock speed. And the background solar wind speed is lower; the trend of the change is more obvious. Decreasing the background solar wind speed can weaken the dependence of the transit time on the initial shock speed, particularly at the latter's lower values (for example, < 1000 km/s). Figure 2b gives the shock transit time T versus the initial shock speed for different t. We also found that the transit time decreases with the increase of the initial shock speed. And the transit time decreases with the shock driving time for an initial shock speed. But the duration time t does not impact on the transit time obviously when it is higher than 5 h.
[27] For testing purposes, we selected 137 solar transient events during the period from February 1997 to August 2002, which are taken from Fry et al. [2003] and McKennaLawlor et al. [2006] . The events without a corresponding IP shock arrival at 1 AU and those with an ambiguous relationship between the solar event and the shock at 1 AU are not included here.
[28] By applying the 1-D CESE-HD Model to the data set of 137 events, we obtained the original results on the prediction of the shock arrival time. The prediction error is defined by DT = T À T o , where T o is the observed transit times and T is the predicted transit times by 1-D CESE-HD Model. Figure 3 gives the observed transit times T o plotted against the original predicted transit times T. The solid line denotes the linear fitting of T o with T, T o = 27.452 + 0.613 Â T. This linear fitting does not fit the realist one (dotted line). The prediction errors of 1-D CESE-HD Model are probably induced by many factors. One is that the 1-D model does not take into account the location of the transient event, which contributes to the shock arrival time. Another is that the background solar wind speed also has an important effect on the shock arrival time. Also, the model is spherically symmetric; thus, it cannot reflect the realistic inhomogeneous solar wind. However, the background solar wind for every event cannot be given by the present models.
Heinemann [2002] presented that the prediction errors would be within 9 -15 h if the inhomogeneities of background solar wind was not considered. Taking all of these arguments into account, we revise the results for predicting the transit times as follows: T 0 = 27.452 + 0.613 Â T, where T 0 stands for the modified transit times.
[29] The result (confirming Heinemann's analytical study) shows that, for the 137 events, the original mean error DT j j of the 1-D CESE-HD Model is 15.9 h, while the mean error is 14.16 h after our modification of the first prediction results. The prediction result is improved after this modification. Table 1 gives the mean absolute errors of STOA, ISPM, HAFv.2, SPM, and 1-D CESE-HD models. The mean errors of STOA, ISPM, HAFv.2, and SPM models are 14.57 h, 14.69 h, 14.79 h, and 14.13 h, respectively. The mean absolute errors of these models are nearly identical, which shows similar capability of forecasting the IP shock arrival time among these models.
[30] Figure 4 gives the histogram of error in the predicted transit time for the 1-D CESE-HD model. The histogram shows a Gaussian distribution with a peak around zero after modified the prediction results. This property of approximate normal distribution demonstrates that the propagation of the interplanetary disturbances is mainly accounted for the model and may be influenced additionally by other factors. However, other error sources, such as coronal density distribution, complex heliospheric environments, and solar wind inhomogeneities [Moon et al., 2002; et al., 2003] , can also influence the propagation and arrival of IP shocks and may lead to complicated distributions of the predicted transit time. And these error sources can explain, at least partly, the fact that the mean absolute error of the model are all above 12 h.
[31] As for the relative error of predictions, i.e.,
The prediction test for s shows that for selected 137 events, 25% of all the events have the relative error less than 10%, 69% have relative error less than 30%, and 88% have the relative error less than 50% before modification of the prediction results. But after modification, 26% of all the events have the relative error less than 10%, 70% have the relative error less than 30%, and 88% have the relative error less than 50%. It is found that the prediction result is improved for the relative error less than 10% after modification. For the STOA model, 23%, 64%, and 79% of all the events have the relative error less than 10%, 30%, and 50%, respectively. For the ISPM model, 21%, 51%, and 61% of all the events have the relative error less than 10%, 30%, and 50%, respectively. For the HAFv.2 model, 27%, 63%, and 82% of all the events have the relative error less than 10%, 30%, and 50%, respectively. For the SPM model, 26%, 74%, and 85% of all the events have the relative error less than 10%, 30%, and 50%, respectively (see Table 2 ). We can see from Table 2 that the performances of the five models in terms of relative errors are nearly identical as well.
Conclusion and Discussions
[32] By using the space-time conservation element and solution element (CESE) method, a 1-D CESE-HD model for interplanetary shock propagation is established to predict the arrival time of interplanetary shocks at 1 AU. The inputs to this model are the initial shock speed V s (determined by radio-burst type II observation), duration time t of the flare (observed by the GOES satellite's soft X-ray observations), and the observed solar wind speed V sw measured at L1 at the time of the solar disturbance or flare/CME. This model can give us the result of arrival time in less than 15 min if run on the currently used PC with CPU 2.93 GHz and thus provide us much more advance time in prediction. The prediction test for selected 137 events tells us that 26% of all the events have the relative error less than 10%, 70% have the relative error less than 30%, and 88% have the relative error less than 50%. This shows that our model could be practically equivalent to the STOA, ISPM, HAFv.2, and SPM models in forecasting the shock arrival time. The absolute error in the transit time from our model is not larger than those of the other four models for the same set of events. These results might demonstrate the potential capability of our model in terms of real-time forecasting.
[33] However, like other similar arrival time prediction models, this present 1-D model is just a simple as well as ideal one with its own shortcomings. On the one hand, the model cannot take into account of other factors, such as coronal density inhomogeneities, coronal holes, helmet streamers, structure of the heliospheric current sheet (HCS), interaction of disturbances, fluctuation in solar wind speed, inhomogeneous background solar wind structures such as corotating interaction regions and their precursor stream -stream interactions, interplanetary manifestations of complex coronal mass ejecta such as magnetic clouds and their combinations, which would contribute to the shock's transit time to 1 AU. As shown by previous studies [Heinemann, 2002; Moon et al., 2002; Wu et al., 2004 Wu et al., , 2005a Wu et al., , 2006 Feng and Zhao, 2006] , there are complicated interactions between the shocks and/or the discontinuities in the accelerated ambient medium, which will thus affect the propagation of IP shocks. On the other hand, not all solar transient phenomena can arrive at Earth because of the attenuation during their propagation in the interplanetary space and/or their propagation direction far away from the Sun-Earth line. All former numerical studies to the SAT predictions for event study with 3-D MHD codes [e.g., Wu et al., 2005b Wu et al., , 2008 Case et al., 2008] has also found that the background solar wind speed will affect the SAT at Earth. For solar disturbances with sufficiently large momentum inputs, this factor is minor. For instance, former parametric 3-D MHD studies in the super-Alfvénic region (20 or 30 solar radii beyond) by Wu et al. [2005b] and Case et al. [2008] found that the shock arrival time at Earth depends on the background solar wind speed, the initial shock speed, size, and location of the solar disturbances. And the shock arrival time at Earth will not be significantly affected by the background solar wind speed when the solar disturbance is fast enough. Case et al. [2008] also characterized this deceleration by the velocity of the upstream ambient solar wind, and the effects of varying solar wind parameters on the ICME transit time are quantified to explain the observed spread in transit times for ICMEs of the same initial velocity. Third, except the factors of the preevent conditions mentioned above, the realistic mimicking of a solar disturbance or imitation mechanism must be understood. Generally speaking, an existing and important deficiency of these 3-D MHD models with parametric study of arrival times by Wu et al. [2005b] and Case et al. [2008] is that they are initialized in the supersonic/super-Alfvén regime of the steady state solar wind, at 18 R S or even 30 R S in the latter study. Thus, they were unable to consider the disturbance's evolution in the subsonic/sub-Alfvén regime. Nor did we introduce initialization conditions that would explicitly resemble plasmoids, flux ropes, or magnetic clouds. Instead, they introduced a ramp-up/ramp-down velocity pulse or cone model-like disturbance fits to coronagraph observations.
[34] It has been proved that 3-D model enables us to predict with improved fidelity the arrival of shocks and ICMEs, shock strength, solar wind parameters, and even magnetic field strength and orientation of the magnetic field in the sheath region between the shock and ejected plasma cloud [e.g., Odstrcil et al., 2004; Wu et al., 2008] . We believe that the physics-based realistic 3-D model will be the next step in accurately predicting arrival times as well as other plasma and magnetic field parameters.
