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1 XSEDE – Accelerating Scientific Discovery 
The Extreme Science and Engineering Discovery Environment (XSEDE) aspires to be the place 
to go to access digital research services. Driven by community needs, XSEDE accelerates open 
scientific discovery by enhancing the productivity of researchers, engineers, and scholars and 
making advanced digital resources easier to use. XSEDE is a virtual organization that provides a 
dynamic distributed infrastructure, support services, and technical expertise that enable 
researchers, engineers, and scholars to address the most important and challenging problems 
facing the nation and world. XSEDE supports a growing collection of advanced computing, high-
end visualization, data analysis, and other resources and services.  
XSEDE’s goals are to: 
 Deepen and extend the impact of eScience infrastructure on research and education; 
in particular, solving problems heretofore intractable and reaching communities that have 
not previously made use of it; 
 Prepare the current and next generation of researchers, engineers, and scholars in 
the effective use of advanced digital technologies; 
 Collaborate with institutions to ensure a more seamless use of the advanced 
technology capabilities in the national eScience infrastructure;  
 Create an open and evolving environment that facilitates integration and sharing of 
heterogeneous digital services into a comprehensive national eScience infrastructure. 
 Expand the environment through the integration of new capabilities and resources such 
as instruments and data repositories based on the identified needs of the community. 
 Deepen and expand the array of technical expertise and support services provided to 
the community; 
 Raise awareness of the value of eScience infrastructure and in particular, the critical 
technical expertise and support services. 
1.1 Project Context 
Scientists, engineers, social scientists, and humanities experts around the world—many of them at 
colleges and universities—use advanced digital resources and services every day. Computational 
technologies and resources such as supercomputers, visualization systems, storage systems and 
collections of data, software, and networks are critical to the success of those researchers, who 
use them to address the most important and challenging problems facing the nation and world. 
XSEDE integrates these resources and services, makes them easier to use, and helps more people 
use them. XSEDE supports a growing collection of advanced computing, high-end visualization, 
data analysis and other resources and services across the nation.  
Digital services, meanwhile, provide users with seamless integration to NSF's high-performance 
computing and data resources. XSEDE's integrated, comprehensive suite of advanced digital 
services is developing and implementing tools, methods, and policies to federate with other high-
end facilities and with campus-based resources, serving as the foundation for a national 
cyberinfrastructure ecosystem. Common authentication and trust mechanisms, global namespace 
and filesystems, remote job submission and monitoring, and file transfer services are examples of 
XSEDE's advanced digital services. XSEDE's distributed systems architecture allows open 
development for future digital services and enhancements. 
XSEDE also provides the expertise to ensure that researchers can effectively use the 
supercomputers and tools. Those include: 
 Extended Collaborative Support that includes teaming with individual research groups or 
with research communities to extend their capabilities. 
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 An advanced hardware and software architecture rooted in user requirements and 
hardened by systems engineering that allows for individualized user experiences, 
consistent and enduring software interfaces, improved data management, and ways for 
campus resources to be transparently integrated into the overall XSEDE infrastructure. 
 The XSEDE User Portal, a web interface that allows users to monitor and access XSEDE 
resources, manage jobs on those resources, report issues, and analyze and visualize 
results. 
 Coordinated allocations of NSF's high-end resources and digital services. 
 A powerful and extensible network, in which each XSEDE service provider is connected 
to a Chicago-based hub at 10 gigabits per second and has a second 10 gigabit-per-second 
connection to another national research and education network. 
 Specialized community-provided services that serve a particular function and allow for 
rapid innovation and experimentation. 
 Advanced cybersecurity to ensure that XSEDE resources and services provide 
confidentiality, integrity and availability of information 
 Training, Education, and Outreach efforts that expand the scope and scale of activities to 
foster greater community participation in XSEDE-based projects through curriculum 
development, live and web-based training offerings, outreach at professional society 
meetings, and engagement of under-represented faculty and students. 
 Advanced support for novel and innovative projects. 
 A fellowship program that brings Campus Champions working closely with Extended 
Collaborative Support Service staff on user identified challenges for up to a year. 
 The Technology Insertion Service, which allows researchers to recommend technologies 
for inclusion in the XSEDE infrastructure and enables the XSEDE team to evaluate those 
technologies and incorporate them where appropriate. 
1.1.1 Communities Served 
The national, and global, user community that relies on XSEDE for advanced digital research 
services has grown tremendously. XSEDE continued to see increased HPC resource user numbers 
in during Program Year 2—the number of active user accounts grew by 11.1% to 2,496. For the 
first time the number of open individual accounts exceeded 7,000. Gateway users consistently 
increase the number of active users each quarter by 40% or more, peaking at 1,858 gateway users 
in Q2 2013. During the year, compute jobs were charged by 4,389 distinct users from 519 
different institutions in all 50 states plus the District of Columbia and Puerto Rico, and 10,697 
distinct user accounts were open at some point in the year. Throughout the year, PIs requested 
3.866B SUs, SPs made available 1.72B SUs, and reviewers recommended awarding 1.81B SUs – 
1.52B SUs were awarded after adjustments. 
Further details can be found Appendix E. 
1.2 Project Highlights 
As summarized in §2 of this report, XSEDE has supported and enabled an ongoing series of 
scientific and engineering research and education successes. They are an ongoing testament to the 
importance of XSEDE to the research community supporting greater productivity and making 
many advances practical on an advanced time scale. 
A significant amount of PY2 activity was in refining many processes and procedures established 
in PY1. Throughout PY2 we have successfully utilized our planning and management processes 
to improve the effectiveness of the program. In particular, after a difficult first year for the 
Architecture & Design team, we have been making great strides in defining the XSEDE 
architecture and beginning to work the elements of that design through the XSEDE engineering 
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processes. XSEDE has developed more than 60 Use Cases to encapsulate the needs of the 
community and drive every aspect of the program.  
XSEDE continues to provide a high level of support to researchers with our Extended 
Collaborative Support Services (ECSS) staff engaged in over 74 active projects during PY2 
covering a variety of areas. Of particular note, we had our second example of executing our 
flexible hires strategy to bring on board expertise to assist prospective users that XSEDE does not 
already have. Multi-site workflows have been identified as a new area where ECSS could extend 
its expertise. We have hired Mats Rynge (USC-ISI) and Marlon Pierce (IU) to provide this 
expertise. 28% of projects allocated via the XSEDE allocations process use multiple sites. We 
suspect many XSEDE users are using less than optimal solutions to construct their own multi-site 
workflows and would benefit from expertise in this area. This effort will be coordinated through 
ESSGW. In PY2, the NIP team helped launch 57 startup grants and mentored the successful 
development of 8 XRAC projects. Team members are involved in the technical execution of 13 
ECSS projects; they are leading the planning of 5 possible future ECSS projects. 
ECSS also invests significant effort serving as mentors for the Campus Champions Fellows 
program. This program pairs selected Campus Champions with an ECSS staff member for a full 
year to work side by side on real-world projects. Fellows are paid a stipend to allow time to focus 
on the work. After a very successful first year working with 4 Fellows, 6 new Fellows have been 
selected for a one-year endeavor beginning July, 2013. We look forward to guiding this program 
through its second year. 
In a joint effort between ECSS and the XSEDE Outreach team, specifically with the Campus 
Champions program, we have initiated a pilot project to enlist “Domain Champions” from among 
our most active and influential users in the areas covered by the NIP task forces. The desired 
objective is for the Domain Champions to specifically discuss their XSEDE experiences in their 
publications and presentations, as well as in their social media, educational, and other broad 
impact activities they undertake. Their colleagues who become interested in XSEDE as a result of 
these activities would then be referred to the NIP staff members for mentoring.  
The integrated XSEDE training program reached an incredible number of users in the project 
year: more than 35,000 via 56 training events (i.e. in-person classes, webcasts) and online 
training. Training offerings included our first large multi-site classes, outreach training to three 
MSI campuses, 44 modules for online training, and content for the new Stampede and Keeneland 
systems. In addition, we collaborated with NCSA’s Blue Waters project to develop the Extreme 
Scaling Workshop which will be held early in PY3. 
The XSEDE User Portal (XUP) was extended to add the ability for users to send in their science 
stories to XSEDE. Users are encouraged to report the impact XSEDE has had on their science 
and it is recorded and archived in the XSEDE central database and sent to the external resources 
group. The XUP team also greatly expanded the training service to include the ability to list 
multiple training sessions of multiple types (in person, web cast, online) with a single course and 
the ability to designate wait lists with each course. Also, publications were expanded to make the 
user interface easier to use and the ability to have multiple allocations per publication. 
During PY2, the annual survey was revamped from the PY1 format to make it shorter and more 
focused on user satisfaction with XSEDE services. This format will be used in the PY3 annual 
survey. An average of one focus group was held per quarter in PY2 and this rate will be 
continued in PY3. Focus groups topics will center, where feasible, on XSEDE WBS elements 
(i.e. allocations, training, ECSS, etc).  
The Education and Outreach activities have achieved the goals and objectives set forth for the 
year through the engagement of over 6,000 people during PY2. The activities have included 
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offering more than workshops, visiting campuses, participation in conferences, the involvement 
of students, 20% growth in the number of Campus Champion institutions, XSEDE allocations of 
time for faculty from Minority Serving Institutions, the release of Campus Bridging software, 
enhanced attention to dissemination of information among the community, extensive formative 
evaluations of XSEDE activities, and numerous other activities.  
The team worked with several institutions on formal computational science programs and made 
visits to multiple institutions to talk with faculty, administrators, staff and students. We completed 
work on a new index of computational science education materials based on the competencies for 
undergraduate and graduate education and began the process of indexing available materials. 
Significant work was conducted to improve the HPC University changing its look and feel while 
adding the functionality to make it a reference site for computational science education materials, 
events, and opportunities for student and faculty.  
The Campus Champion program continues to be a phenomenal success comprising with 147 
institutions and 204 Champions at the close of PY2. The group continues to engage in 
conversations addressing challenges they have found in performing their duties as Champions and 
in supporting their campus researchers. What is striking is that the Champions have begun to 
effectively support one another with less reliance on XSEDE staff to answer questions and 
provide support marking an important transition for this community. The Campus Champions 
Fellowship program engaged four Fellows partnered with four ECSS consultants. An application 
and selection process was conducted in the spring to select a new set of Fellows for PY3. The 
new set of six Fellows for PY3 will be announced at the annual XSEDE13 Conference, with their 
activities beginning in July. 
The Campus Bridging team continued to disseminate information about XSEDE’s Campus 
Bridging via videos produced in the previous quarter: https://pti.iu.edu/campusbridging/what-is-
campus-bridging and https://pti.iu.edu/campusbridging/penguin-computing-and-iu. The bulk of 
Campus Bridging efforts were in the area of moving the GFFS Pilot project forward and in the 
software packaging projects. One report describing priorities for Campus Bridging in years 2-5 
was published, and a detailed plan for cluster software distribution was drafted and disseminated 
within XSEDE for comment. 
More broadly, in PY2 XSEDE focused heavily upon the documentation of Use Cases—
encapsulations of stakeholder requirements in terms of “what stakeholders want to do with 
XSEDE resources and services,” that follow a consistent format containing various required 
fields including attributes stating in a quantifiable way how the resource or service must perform. 
Two important breakthroughs resulted from this accelerated approach. First, the A&D team was 
able to quickly identify inefficiencies and bottlenecks in the A&D processes as part of the overall 
XSEDE software engineering process, and second, common requirements across the architectural 
areas were identified. A&D continues to focus on improving efficiency of its processes as part of 
an overall software engineering team goal of accelerating the delivery of new services and 
capabilities to XSEDE users. We continue to roll out the documentation of the architecture and 
have also established a Use Case registry to track the progress of development of the Use Cases 
(see: https://software.xsede.org/registry-dev/index.php). 
Software Development & Integration’s (SD&I’s) mission is to: 1) deliver deployment ready 
software and services that implement XSEDE’s architecture to Operations, and 2) to provide 
software and service maintenance in response to user and Operations requests, and in response to 
evolving technology and infrastructure. 
In PY2 SD&I made several significant engineering processes improvements, most notably in the 
areas of engineering documentation, how software activities (i.e. projects) are identified and 
tracked, how software activities are prioritized for upcoming delivery increments, and how 
 16 
resulting software products are distributed to customers. This is all part of out ongoing efforts to 
improve our organizational effectiveness and particularly our efficiency in executing the XSEDE 
engineering processes. During PY2 SD&I management undertook a thorough review, 
reorganization, and rewrite of engineering process documentation first drafted during PY1. The 
S&SE, A&D, SD&I, and Operations teams, who collectively deliver the XSEDE Architecture to 
users, established Active Design Reviews (ADRs) as the primary mechanism to translate the 
emerging collection of architecture use cases and the baseline security architecture into a set of 
development and integration activities that deliver the necessary components to users. To 
facilitate new software distribution in PY2 SD&I established three software distribution 
repositories that will be used by XSEDE Operations to deliver production software to service 
providers, users, and campuses; by the TEOS Campus Bridging team to distribute XSEDE’s 
cluster distribution software to campuses; and by development and integration teams, such as 
SD&I, to deliver candidate production software to Operations. Consistent with its mission, during 
PY2 SD&I teams delivered to Operations a significant set of new and upgraded software 
capabilities through two successive 6-month development and integration increments: increment 
2 between July and December 2012, and increment 3 between January and June of 2013. 
The major focus for TIS over the last program year was concluding the integration of TIS into the 
XSEDE project. During this time, development of the Technology Evaluation Database (XTED) 
continued. At the beginning of the year there were less than five technologies in the database. By 
the end of the year there were over fifty. The evaluation process has been refined and thoroughly 
documented. Recently, TIS staff have engaged staff in the European Grid Initiative (EGI) who are 
working on similar issues with a BoF planned for XSEDE13 to further their discussion and 
potentially leverage work across the infrastructures. 
XSEDE operations continue to exhibit exceptional performance—during PY2 no XSEDE 
centralized services experienced less than 94% availability with most experiencing well above 
99% availability. This was still maintained even though we fully transitioned the XSEDEnet 
infrastructure from National Lambda Rail to Internet2 services in which all Level 1 Service 
Providers (SP) participated. In addition, we executed the successful deployment of and transition 
to a new ticket system (RT), deployed the comprehensive Nagios system for IT infrastructure 
monitoring, and the drafted of a new Acceptable Use Policy (AUP) for all XSEDE users. Other 
accomplishments in PY2 include the completed evaluation of file system software (GPFS, Lustre, 
and SLASH2) for the XSEDE Wide File System (XWFS), hardware configuration specification 
for the XWFS, and initial deployment of the XWFS which will be implemented in production in 
PY3. The ST&D group, in collaboration with the Architecture & Design (A&D) team, accepted 
six software components for production deployment this year. This joint activity has successfully 
introduced and utilized a mature and robust XSEDE software engineering approach to agile 
delivery of new software and services, implementing appropriate readiness checking for quality 
assurance. 
1.2.1 Continuous Improvement 
Dating back to the first major review of XSEDE in June 2012 and as an outcome of multiple 
interactions with NSF, the review panel during the first two reviews, and others, XSEDE has been 
working very hard to develop and put in place a set of processes to drive continuous improvement 
of the organization. Most of these activities are transparent to the majority of our stakeholders, 
but they stand to benefit greatly from a more effective XSEDE organization and program. To 
more effectively manage these activities, it is clear that a new WBS element within the Program 
Office is organically developing to pull together these efforts. Specifically, this area would be 
concerned with overall performance management and organizational improvement with a focus 
of topics like adaptation of the Baldrige Criteria and the Logic Model to the XSEDE context. In 
addition, XSEDE senior management and staff are working very hard to develop a more mature 
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set of statements of XSEDE’s vision, mission and goals and also to develop clear performance 
metrics associated with those goals and the activities supporting them.  
While we certainly expect to see ongoing improvement in XSEDE as an organization, we 
anticipate a transformation of the reports provided (such as this one) over the coming PY3. As we 
continue to develop the metrics—and in particular the key performance indicators (KPIs)—we 
will be incorporating those into our reporting.  We anticipate this will lead to a much crisper 
reporting of progress against goals though we also anticipate we will need proceed in an iterative 
fashion in which NSF and also review panels will provide feedback on this reporting.  We 
commit to having all activity areas of the project to be reporting in this fashion by the end of PY3 
and thus our full PY3 annual report will be based on this reporting methodology. 
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2 Science and Engineering Highlights 
2.1 Economics: Fast Construction of Nanosecond Level Snapshots of Financial 
Markets (Mao Ye, University of Illinois College of Business) 
Most economists agree that the millisecond stock trades enabled by automated trading have 
improved the efficiency and fairness of the 
markets. Subsequent advances in 
technology, which reduced the time 
necessary for a trade to the nanosecond 
scale, have however posed potential 
problems not balanced by further 
improvements in efficiency. In particular, 
the use of massive, fast trades to 
manipulate the market, as well as the 
profound effects of inadvertent software 
bugs such as the “Flash Crash” of May 6, 
2010, suggest that ever-faster trades may 
actually be destabilizing the markets. In 
earlier work, Mao Ye and collaborators 
used PSC Blacklight to show that 20 
percent of NASDAQ trades — and more 
than half of some major stocks such as 
Google — are done automatically in “odd 
lots” that have not previously been 
reportable to the moment-by-moment 
TAQ “ticker tape.” This work contributed 
to a coming October 2013 change in 
NASDAQ and New York Stock Exchange 
rules, such that all trades are reportable 
and visible moment-by-moment. Following up on that retrospective study of the markets, and 
with the help of SDSC staff, Ye used SDSC Gordon, TACC Stampede, and PSC Blacklight to 
optimize the code for analyzing market data, speeding the analyses by as much as 126-fold. 
Future work, particularly with SDSC Gordon and PSC Blacklight (the latter for memory-
intensive calculations), holds the promise of speeding analyses of multiple stocks such that 
researchers and regulators can follow and understand automated trades over whole markets in 
near-real-time. 
2.2 Chemistry: Clean Air Technologies: XSEDE resources help chemists develop 
new tools for cleaner air, energy production (Brian Space, University of South 
Florida) 
Chemists at the University of South Florida and King Abdullah University of Science and 
Technology have discovered a more efficient, less expensive, and reusable material for carbon 
dioxide (CO2) capture and separation. The breakthrough could have implications for a new 
generation of clean-air technologies and offers new tools for confronting the world's challenges in 
controlling carbon.  
The international group of scientists has identified a previously underused material — known as 
SIFSIX-1-Cu — that offers a highly efficient mechanism for capturing CO2. The discovery 
addresses one the biggest challenges of capturing CO2 before it enters the atmosphere: energy 
costs associated with the separation and purification of industrial commodities currently 
 
Figure 2.1.1 The May 6, 2010, “Flash Crash” revealed how 
profoundly even inadvertent flaws in trading software can 
destabilize markets. DIJA:  Dow Jones Industrial Average; 
S&P 500: Standard & Poor’s 500. 
 19 
consumes 15 percent of global energy production. The demand for such commodities is projected 
to triple by 2050.  
To confirm their findings, the researchers used 
supercomputing simulations enabled by the National Science 
Foundation's XSEDE cyberinfrastructure: Ranger (TACC), 
Blacklight (PSC) and Trestles (SDSC). They initially used 
Blacklight to simulate the behavior of small numbers of gas 
molecules with each other and with metal-organic-materials 
(MOMs). Predicting the exact behavior of even small numbers 
of molecules requires a huge amount of computer memory, for 
which Blacklight is particularly well suited. The researchers 
then used the results to simulate, at a coarser level, the 
behavior of the gasses and the MOMs in bulk on Ranger and 
Trestles. 
The scientists believe SIFSIX-1-Cu has three significant 
applications: carbon-capture for coal-burning energy plants; 
purification of methane in natural gas wells; and the 
advancement of clean-coal technology. The next step is to collaborate with engineers to 
determine how the materials can be manufactured and implemented for real-world uses.  
These research results were published online in the journal Nature in February 2013 with the title: 
"Porous materials with optimal adsorption thermodynamics and kinetics for CO2 separations."  
2.3 Fluid Dynamics: Sculpting Flow: XSEDE supercomputers help microfluidics 
researchers make waves at the microscopic level (Baskar 
Ganapathysubramanian, Iowa State University) 
In May 2013, researchers from UCLA, Iowa State and 
Princeton reported in Nature Communications on a new way 
of sculpting tailor-made fluid flows by placing tiny pillars in 
microfluidic channels. By altering the speed of the fluid, and 
stacking many pillars with different widths, placements and 
orientations in the fluid's path, they showed that it’s possible 
to create an impressive array of controlled flows. This method 
could allow clinicians to better separate white blood cells in a 
sample, increase mixing in industrial applications, and more 
quickly perform lab-on-a-chip-type operations.  
Using advanced computing resources in the National Science 
Foundation’s (NSF) XSEDE cyberinfrastructure, the 
researchers ran more than 1,000 simulations representing 
combinations of speeds, thicknesses, heights or offsets that 
produced unique flows. The equations used to determine the 
fluid flows were fairly straightforward, but the number of 
configurations needed to solve the problem required them to use the Ranger supercomputer at the 
Texas Advanced Computing Center (TACC) and the Nautilus and Kraken systems at the National 
Institute for Computational Science (NICS), all of which were XSEDE-allocated resources. 
(Ranger, funded by the NSF, served the national open science community for five years and was 
replaced by Stampede, the sixth most powerful supercomputer in the world, in January 2013).  
With this method, Baskar Ganapathysubramanian says it is possible to create a sequence of pillars 
that would push white cells to the boundaries of a channel to separate them, and then return them 
 
Figure 2.2.1 The metal-organic 
framework material at the center of a 
new discovery by chemists at the USF 
and KAUST is shown under a 
microscope. It is a promising 
breakthrough in developing better 
carbon-control technologies. 
 
Figure 2.3.1 Exploring the phase space 
of fluid deformations using high 
throughput computing: each 
configuration of a microfluidic system 
(pillar diameter, channel height, and 
flow speed) is a specific fluid 
deformation. XSEDE resources were 
used to classify these deformations. 
Such classification is fundamental to 
subsequent fluid sculpting. 
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to the center to be recaptured, or design a series of pillars to enhance mixing, which would be 
useful for removing heat from microprocessor fabrication as well as nano- and micro-scale 
controlled manufacturing. 
Overall, this library of fluid flow transformations determined through computer simulations will 
help the broader community design and use sculpted fluid flows. Eventually, 
Ganapathysubramanian wants to crowd-source the identification of critical flow transportations 
that will have implications to industry. 
2.4 Biology: Investigating the Dark Matter of Life: Supercomputer-enabled 
metagenomic research explores ecosystems in oceans and microbes in the 
human esophagus (Andrey Tovchigrechko and Shibu Yooseph, J. Craig 
Venter Institute) 
Between August and October 2005, the Sorcerer II sailed the 
tropical Indian Ocean collecting samples of seawater from 17 
sites in the first survey of life along the Indian Ocean transect. 
The voyage was part of the Global Ocean Sampling 
Expedition, a continuing effort by the J. Craig Venter Institute 
(JCVI) to dive into the microbial diversity of the oceans and 
provide a baseline of the organisms that live there. Back at 
JCVI's Rockville, Maryland laboratory, researchers from the 
voyage extracted DNA from the microbial cell and viral 
particle in samples and sequenced this information using a 
combination of technologies. What emerged were several 
billion pieces of DNA representing an ecosystem that scientists know very little about.  
This approach to biology is called metagenomics and it represents the next frontier of genetic and 
microbial ecology research. According to a 2011 study, 85 percent of the world's organisms are 
unnamed and unknown. This "dark matter of life,” organisms that resist culturing and traditional 
sequencing methods, is all around us. Metagenomics makes it possible to investigate microbes in 
their natural environments, but requires massive computing power.  
Thus, researchers from JCVI used the National Science Foundation XSEDE-allocated Ranger 
supercomputer from the Texas Advanced Computing Center (TACC) to determine the bacterial 
and viral diversity of the Indian Ocean. Reporting in the October 2012 edition of PLOS One, the 
researchers described the method by which they analyzed the samples and the relationships 
among organisms. It was the first study to holistically explore the dynamics of aquatic viruses 
across multiple size classes and provided unprecedented insight into virus diversity, metabolic 
potential, and virus-host interactions in the region.  
The researchers are now taking the science further by applying a metagenomic approach to the 
human esophagus and the microbial imbalances there that may play a role in certain kinds of 
gastric acid reflux and esophageal cancer. 
2.5 Molecular Dynamics Simulation of assembling behavior of a triplex complex 
formed by amylose, beta-lactoglobulin, and alpha-linoleic acid. (Dr. Bruce 
Hamaker and Dr. Osvaldo Campanella, Whistler Center for Carbohydrate 
Research, Purdue University) 
 
Figure 2.4.1 A map of the Indian Ocean 
indicating where researchers from the J. 
Craig Venter Institute (JCVI) Global 
Ocean Sampling Expedition collected 
samples for metagenomic analysis. 
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Figure2.5.1 Structural snapshots from simulations of amylose 
(shown in lines) and α-linoleic acid (shown in VDW) complex. 
 
 
Figure2.5.2. Geometrical rearrangement of amylose complex. (a) RMSD of the 
entire amylose and α-linoleic acid complex; (b) RMSD calculated for amylose 
alone. RMSD was calculated by superimposing the backbone atoms of amylose 
domains GLC, GLM and GLK, onto the crystal structure. Low RMSD values 
indicate similarity to the crystal structure. 
Food science researchers have 
recently become aware of the 
XSEDE resources. At the Whistler 
Center for Carbohydrate Research, 
Purdue University, researchers study 
fundamental structure-function 
relationships of carbohydrates and 
other biopolymers for their practical 
implications. Structure-function 
relationships are normally 
determined via elucidation of 
chemical and three-dimensional 
structures. With recent computer 
hardware advancements, 
computational methods are 
becoming a critical part of food science research and expanding into other areas of studies. 
XSEDE resources assist Bruce Hamaker, professor at the Whistler Center in studies of the 
detailed complexion 
behavior of amylose and α-
linoleic acid at atomic level 
in order to understand the 
binding mechanism of 
small molecules to 
amylose. They had run 
simulations on a small set 
of lab computers, which 
limited them to only 2-10 
ns simulation over a 10-day 
period, insufficient to 
produce conclusive data to 
explain experiment 
observations. With the help 
of Purdue’s XSEDE 
campus champion, this 
group began to utilize 
XSEDE resources for their 
MD simulations in 2013 
and have run on Stampede, 
Kraken and Lonestar systems. 
This computation now 
typically uses 64-128 cores. 
The initial result of 500 ns 
all-atom MD simulations 
starting from the initial 
structure including α-
linoleic acid indicates a 
large-scale order-to-
disorder conformational 
transition within the first 
200ns, suggesting weak 
coupling between amylose 
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Figure 2.6.1 The image shows a snapshot of ground motion 
of the 2008 magnitude-5.4 Chino Hills earthquake in an east-
to-west direction; the red-yellow and green-blue colors depict 
the amplitude of shaking. The simulation indicates that small-
scale heterogeneities (causing the highly irregular pattern of 
shaking in the image) may significantly affect ground motion 
in geologic basins. Simulation by Efecan Poyraz/UC San 
Diego and Kim Olsen/San Diego State University. 
Visualization by Efecan Poyraz; map image courtesy of 
Google. 
 
and α-linoleic acid. Upon closer inspection, it is clear that α-linoleic acid is necessary and 
sufficient for amylose to reach the thermodynamically stable configuration. Such a result 
demonstrates the importance of real-time dynamics in the formation of thermodynamically stable 
configuration of the complex, which have broad implications for understanding amylose small 
molecular binding behaviors. The results improve models characterizing such systems, which are 
important in both natural and manmade materials. The results also enhance understanding of how 
the local, particle-scale interactions within these materials lead to collective or emergent 
properties.  
The Whistler Center is a university-industry research center that conducts fundamental research 
related to practical applications of food carbohydrates, provides analytical services, and provides 
training and education. Its research and service directly impact the U.S. food industry and its 
computational need has the potential to grow to a much larger scale.  
2.6 Seismology: Multi-GPU Implementation of a 3D Finite Difference Time 
Domain Earthquake Code on Heterogeneous Supercomputers (Yifeng Cui, 
San Diego Supercomputer Center, UC San Diego) 
A team of researchers at the San Diego Supercomputer Center (SDSC) and the Department of 
Electronic and Computer Engineering at UC San Diego has developed a highly scalable computer 
code that promises to dramatically cut both research times and energy costs in simulating seismic 
hazards. 
The team, led by SDSC computational scientist Yifeng Cui, performed GPU-based benchmark 
simulations of the 5.4 magnitude earthquake that occurred in July 2008 below Chino Hills, near 
Los Angeles. Compute systems used in the project included Keeneland, an XSEDE resource 
managed by Georgia Tech, Oak Ridge National Laboratory (ORNL), and the National Institute 
for Computational Sciences (NICS).  
The simulation, performed on Keeneland 
utilizing 128 NVIDIA M2090 GPUs, 
indicates that small-scale heterogeneities 
(causing the highly irregular pattern of 
shaking in the image) may significantly 
affect ground motion in geologic basins. 
The work on Keeneland was 
instrumental to the team’s ultimately 
achieving 5-fold speedup over the 
heavily optimized CPU code on Cray’s 
XK7, and a sustained performance of 
two petaflop per second on the tested 
system. A previous benchmark of the 
AWP-ODC code reached only 200 
teraflops (trillions of calculations per 
second) of sustained performance. 
By delivering a significantly higher level 
of computational power, researchers can 
provide more accurate earthquake 
predictions with increased physical 
reality and resolution, with the potential 
of saving lives and minimizing property 
damage. “The increased capability of 
GPUs, combined with the high-level 
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GPU programming language CUDA, has provided tremendous horsepower required for 
acceleration of numerically intensive 3D simulation of earthquake ground motions,” said Cui, 
who recently presented the team’s new development at the NVIDIA 2013 GPU Technology 
Conference (GTC) in San Jose, Calif. 
 
The project is part of a larger computational effort coordinated by the Southern California 
Earthquake Center (SCEC). A technical paper based on this work will be presented June 5-7 at 
the 2013 International Conference on Computational Science Conference in Barcelona, Spain.  
2.7 Aeronautics and astronautics — Turbulence Modeling: Droplet-laden 
Isotropic Turbulence (Antonino Ferrante, William E. Boeing Department of 
Aeronautics and Astronautics, University of Washington, Seattle) 
While most people think of turbulence as the source of unsettling bouts of chaotic airflow during 
a flight on an airplane, physicists have a much deeper perspective. In fact, Nobel Laureate and 
theoretical physicist Richard Feynman once said, “Turbulence is the most important unsolved 
problem of classical physics.” Probing the puzzling nature of turbulence is essential because of its 
impact on the flow physics of liquids and gases, and, by extension, the influence of those 
fundamental states of matter flowing outside and inside things — whether the setting is the 
atmosphere (pollution and volcanic ash) or a jet engine, a combustor, or a nuclear reactor, for 
example. Antonino Ferrante of the University of Washington, Seattle, is leading a research team 
employing turbulence simulations and modeling to investigate fluid dynamics (both gases and 
liquids in motion). Resolving the wide-range scales of motion requires fine computational grids 
with billions of points. “Without high-performance computing (HPC), turbulence simulation 
would just not be feasible, and our understanding of turbulent flows would not progress much,” 
he says. Moreover, as HPC becomes more robust, he adds, it will allow researchers to address the 
challenges of reducing fuel consumption and CO2 emissions. XSEDE’s Extended Collaborative 
Support Services provided an avenue for Ferrante and his team to access the HPC resources and 
expertise offered by the University of Tennessee’s National Institute for Computational Sciences 
and by the National Center for Supercomputing Applications at the University of Illinois at 
Urbana–Champaign. Ferrante worked with Vince Betro, a NICS computational scientist and a 
member of ECSS, to make it possible to simulate turbulent flows as well as turbulence coupled 
with other phenomena — including 
chemically reactive and multiphase 
turbulent flows — while getting results in a 
reasonable time. The team worked closely 
with David Bock, a NCSA Visualization 
Programmer, and Darren Adams, an NCSA 
Research Programmer, both members of 
ECSS. They were able to provide Petascale 
scaling and deployment, development of a 
high-level HDF5 parallel I/O layer 
(H5DNS), and custom visualization of 
simulation results. Variables such as 
velocity and pressure had to be advanced in 
time in billions of grid points; minimum 
resolution was 1024
3
 data points. Kraken 
enabled the researchers to address the 
challenge. Ferrante says: “For the first time, 
we are simulating the effects of droplets on 
turbulence. In practice, we are running a 
real-life experiment on a supercomputer 
 
Figure 2.7.1 Fully resolved droplet-laden decaying 
isotropic turbulence. The plotted cube is a 512th of the 
entire cubic box simulated using a mesh of 10,243 grid 
points and 7,000 droplets. 
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rather than a wind-tunnel.” The result was a turbulence model that can be coupled with flow-
solver computer applications to better understand fluid flow and design all manner of objects 
affected by fluids (e.g., air and water). 
2.8 Biophysics: Large-scale molecular dynamics simulations of anesthetic effects 
on ion channels (Pei Tang, University of Pittsburgh School of Medicine) 
Anesthetics work by interfering with aspects of neurotransmission. One example is inhibiting or 
promoting the passage of ions through channels in the cell walls. Pentameric ligand gated ion 
channels (pLGICs) are a family of structurally similar cationic and anionic channels involved in 
neurotransmission. GLIC is a prokaryotic cationic pLGIC. Potential of mean force (PMF) 
calculations predict that four specific mutations of GLIC, transforming it into GLIC4, converts 
the channel from Na
+
 to highly Cl
− 
permeable (see figure). Measurements in Xenopus oocytes 
expressing GLIC4 showed that GLIC4 had indeed become anion selective, with an 18-fold 
preference for Cl
–
 ions over Na
+
 ions (see figure). Furthermore, the functional measurements 
showed that GLIC4 became insensitive to the anesthetics propofol and etomidate as well as the 
channel blocker picrotoxin, while GLIC is not. Molecular dynamics (MD) simulations revealed 
why. Propofol binding to an intra-subunit site of GLIC shifted the tilting angles of the pore-lining 
helix TM2 towards closure at the hydrophobic gate region, resulting in different pore radius and 
hydration profiles, consistent with propofol inhibition of GLIC. In contrast, the pore of GLIC4 
was much more resilient to perturbation from propofol binding. The combined computational and 
experimental studies underscore the importance of pore dynamics and conformation to anesthetic 
effects on channel functions.  
Each simulation system contains ~168,000 atoms. The PMF and MD simulations were performed 
using the NAMD package [1,2] on XSEDE resources. Blacklight, Kraken and Ranger were used 
alternatively depending on availability of each machine at the time of the job submission. 
Although the NAMD package has been well optimized for calculations like this, the research 
progress has benefited from advice on minimizing queue-waiting times at each XSEDE site. 
This work has been published in the Biochemical Journal; see Tillman, T. S., Cheng, M. H., 
Chen, Q., Tang, P. and Xu, Y. Reversal of ion charge selectivity renders the pentameric ligand-
 
Figure 2.8.1. (a) Crystal structure of GLIC showing three mutations at the selectivity filter (SF) and one at the 
hydrophobic gate (HG). The mutant is named GLIC4. (b) Comparison of MD−calculated single ion PMFs for 
transporting Cl− (thick lines) or Na+ (thin lines) ion along the channel centerline of GLIC4 (black) and wild type GLIC 
(gray). (c) Reversal-potential measurements in Xenopus oocytes expressing GLIC4 show that GLIC4 is selective for Cl–. 
Asymmetric IV curves for GLIC4 with 130 mM NaCl (▲), choline chloride (◻) and sodium gluconate (●) in the 
external solution. Error bars represent standard error, n=5. The 60 mV positive shift in reversal potential on replacement 
of chloride with gluconate is indicative of chloride selectivity.  
 25 
gated ion channel GLIC insensitive to anesthetics. Biochem. J. 2012 Dec 07; 449 (part 1), 61-68. 
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2.9 Biochemistry: Evaluating and improving the performance of RNA force fields 
in molecular dynamics simulations (Thomas Cheatham, University of Utah 
College of Pharmacy) 
Thomas Cheatham’s group focuses on adjusting the 
parameters of RNA force fields to better fit either 
experimentally determined data (NMR, X-ray 
crystallography, and others) or highly accurate quantum 
mechanical data. Making such comparisons, the group 
has identified potentially anomalous simulated 
conformations of the RNA molecule’s sugar ring. 
Adjusting the force field parameters provided a better 
match with the quantum mechanical results and thus 
improved simulation accuracy, enhancing understanding 
of this biologically pivotal molecule and offering the 
potential for future therapeutic targets. These quantum 
calculations are extremely memory intensive, and the 
Blacklight machine at PSC was critical for performing 
them due to its large shared memory capability. The 
group’s current work, testing these results in realistic 
molecular dynamic simulations of RNA, require 
simulating on long enough timescales for the RNA to 
convert between various conformations. Simulations of 
several microseconds of real time are necessary. To 
mitigate the months of traditional CPU hardware time 
that would otherwise be needed, the investigators have 
performed GPU-accelerated molecular dynamics on the NICS Keeneland machine. An alternative 
to long timescale simulations, enhanced sampling methods via replica exchange molecular 
dynamics, employs an ensemble of simulations (typically 10-50) run simultaneously at different 
temperatures and exchanging at defined intervals. They found that a special variant of replica 
exchange, called "reservoir replica exchange", works best for studying a small oligonucleotide. In 
this variant, a high temperature reservoir of structures is pre-generated using a conventional MD 
on a GPU. This reservoir is then coupled to the replica exchange procedure and drives 
convergence much faster than "regular" replica exchange  They are now using the method to test 
new force fields and solvation conditions. The computational demands of this work would not 
have been achievable without allocations on Kraken at NICS, Ranger at TACC, and Gordon at 
SDSC. 
 
 
Figure 2.9.1  The Cheatham group’s work 
revealed that some simulations 
inaccurately predicted which of two 
conformations the sugar moiety in RNA 
would take: C3'-endo (top) or C2'-endo. 
 26 
2.10 Molecular and Cellular Biosciences: Simulations of DNA damage and repair 
processes (PI: Suse Broyde, New York University) 
A person doesn't have to go far to find a polycyclic aromatic hydrocarbon (PAH). These 
carcinogen precursors are inhaled through automobile exhaust during the morning commute, are 
present in cigarette smoke, and are part of any barbequed meal. Once ingested or inhaled, the 
multi-ringed molecules are converted into reactive carcinogenic compounds that can bind to 
DNA, sometimes literally bending the double helix out of its normal shape, to form areas of 
damage called lesions. The damaged DNA can create errors in the genetic code during 
replication, which may cause cancer-initiating mutations. It is the job of the nuclear excision 
repair (NER) system to repair damage caused by PAH lesions by removing the segment of DNA 
where the lesion is bound and patching up the resulting gap. But some lesions are especially 
resistant to this repair machinery, making them more likely to cause mutations. A research team 
at New York University (NYU) has gained new insights 
into the ability of certain PAH-derived lesions to evade 
the DNA repair machinery. Suse Broyde, a biology 
professor at NYU, and her team turned to Longhorn, 
Lonestar and Ranger at TACC to create the simulations. 
They revealed the lesions caused by the most potent 
carcinogens were the most resistant to repair because the 
lesions themselves stabilized the DNA they damaged. 
This made it difficult for a certain repair protein to mark 
the lesion for repair. Their research was published earlier 
this year in the February 2012 issue of Biochemistry and 
further articles about NER and DNA lesions appeared in 
Nucleic Acids Research in July and August. The stability 
of the DNA double helix is a key feature that determines 
whether DNA is flagged for repair in the first place by a 
protein called XPC. The protein patrols the genome looking for weakened areas. When it finds 
weak spot, it slips a structure called a beta-hairpin between the strands, marking the DNA for 
NER. But if a lesion makes DNA more stable, the strands become more difficult to separate and 
the beta hairpin can't signal for repair. Broyde and her team examined six different lesions types 
(caused by three chemicals with two different geometric configurations each). The simulations 
revealed that those caused by dibenzo[a,l]pyrene, the most tumorigenic PAH investigated, were 
the most resistant to repair. The five-ringed structure of the carcinogen provided ample stacking 
opportunities, which stabilized the DNA much better than the four and three-ringed structures of 
the other PAHs that were examined. Knowing which lesions are the most repair-resistant could 
play an important role in preventative medicine, said Broyde, as individuals harboring them could 
be counseled to avoid further exposure, particularly in the case of smokers. 
2.11 Biomass Research: Cellulase Enzyme Structure-Function Relationships 
(Gregg T. Beckham, National Renewable Energy Laboratory) 
Plant cell wall polysaccharides such as cellulose and hemicellulose offer a vast renewable 
resource for the sustainable production of transportation biofuels and commodity chemicals 
through industrial processing, but plants have evolved these structural polymers as natural 
defense mechanisms to resist infection and degradation. As plants represent a vast source of 
energy for organisms from all kingdoms of life on Earth, many biological paradigms have 
evolved to deconstruct these polymers to sugars. These natural biological degradation strategies 
offer an obvious starting point for harnessing their capability in an industrial context to produce 
biofuels. To that end, Beckham and colleagues use a variety of computational methods at varying 
resolution, from quantum mechanical calculations to large, atomistic molecular dynamics 
 
Figure 2.10.1  Models showing the steric 
hinderance between different lesions 
(colored yellow and turquoise)and DNA. 
Steric hinderance causes double helix 
destabilization and refers to the degree of 
crowding between different atoms. 
 
. 
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simulations, up to coarse-grained 
resolution models to understand the 
mechanisms that Nature employs to 
break down cellulose and 
hemicellulose into their component 
sugars. Understanding the various 
steps required for biomass 
degradation at different length and 
time scales requires a broad range of 
computer architectures, which 
makes XSEDE resources ideal for 
this type of work. In particular, 
Beckham and colleagues conduct 
quantum mechanical calculations to examine the electronic structure of plant cell wall 
carbohydrates and to understand enzymatic reactions to break polysaccharides down into the 
component sugars. These types of calculations require significant memory, which are ideal for 
PSC and SDSC resources. Classical molecular dynamics simulations of enzymes and large 
crystalline substrates, as would be found when an enzyme is degrading cellulose in the plant cell 
wall, require computer architectures with fast interconnects for parallelization and fast compute 
nodes. These types of simulations are ideal for resources at NICS and TACC. Overall, the variety 
of XSEDE resources available is enabling the group’s multiple types of projects to occur 
simultaneously and efficiently, with the overall aim of understanding and engineering enzymes 
for more efficient conversion of lignocellulosic biomass to renewable biofuels. To date, the 
NREL group has predicted new roles for glycosylation on cellulase enzymes, elucidated new 
roles for the individual sub-domains in cellulases, and revealed new understanding about 
inhibition of enzymes by their disaccharide product, cellobiose. More recently, they have used 
quantum mechanical calculations and hybrid quantum mechanical/molecular mechanics methods 
to elucidate various aspects of cellulose hydrolysis. 
2.12 Novel Studies of Gene Regulation in Brain Development May Mean New 
Treatment of Mental Disorders 
A research team at UC San Diego and the Institut Pasteur, Paris has come up with a novel way to 
describe a time-dependent brain development based on coherent–gene-groups (CGGs) and 
transcription-factors (TFs) hierarchy. The findings could lead to new drug designs for mental 
illnesses such as autism-spectrum disorders (ASD) and schizophrenia. 
In the paper, published November 22 as an online-first publication in the journal Genes, Brain 
and Behavior, the researchers identified a hierarchical tree of CGG–TF networks that determine 
the patterns of genes expressed during brain development and found that some “master 
transcription factors” at the top level of the hierarchy regulated the expression of a significant 
number of gene groups.  
Instead of taking the approach that a single gene creates a single response, researchers used 
contemporary methods of data analysis and SDSC’s Gordon supercomputer to identify CGGs 
responsible for brain development, which can be affected for treatment of mental disorders. The 
relevant drugs must be delivered at very specific times of development to be effective.  
“We have proposed a novel, though still hypothetical, strategy of drug design based on this 
hierarchical network of TFs that could pave the way for a new category of pharmacological 
agents that could be used to block a pathway at a critical time during brain development as an 
effective way to treat and even prevent mental disorders such as ASD and schizophrenia,” said 
lead author Igor Tsigelny, a research scientist with SDSC, the UC San Diego Moores Cancer 
Figure 2.11.1 The Family 7 cellobiohydrolase from T. reesei. 
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Center and the university’s Department of Neurosciences. “On a broader scale, these findings 
have the potential to change the paradigm of drug design.”  
Using samples taken 
from three different 
regions of the brains of 
rats, the researchers 
used Gordon and 
SDSC’s 
BiologicalNetworks 
server to conduct 
numerous levels of 
analysis, starting with 
processing of 
microarray data and 
SOM (self-organizing 
maps) clustering, 
before determining 
which gene zones were 
associated with 
significant 
developmental changes 
and brain disorders. 
Researchers then 
conducted analyses of 
stages of development 
and quick comparisons 
between rat and human brain development, in addition to pathway analyses and functional and 
hierarchical network analyses. The team then analyzed specific gene–TF interactions, with a 
focus on neurological disorders, before investigating further directions for drug design based on 
analysis of the hierarchical networks. 
2.13 Atomic, Molecular and Optical Physics: Dissociative Recombination of 
Electrons with Molecular Ions and Rotationally Inelastic Collisions of 
Rotating Molecules and Atoms (A. Peet Hickman, Lehigh University) 
Physicist A. Peet Hickman of Lehigh University and colleagues used Abe at the National Center 
for Supercomputing Applications and Blacklight at the Pittsburgh Supercomputing Center in 
quantum-mechanical studies. In findings reported in Chemical Physics Letters (March 2012), 
they investigated dissociative recombination (DR), the process by which electrons combine with 
molecular ions to form an excited molecule that breaks up into neutral fragments. DR is important 
in many low-density plasmas because it affects charge balance, transforming two oppositely 
charged particles into two neutral particles. Hickman’s calculations (using GAMESS, primarily 
with Abe) addressed the DR reaction involving N2H
+
, important for understanding nitrogen 
chemistry in the interstellar medium. Their study provided theoretical confirmation that it is 
unlikely that low-energy DR can rupture the strong N2 bond. In a more recent project, Hickman 
and colleagues investigated the collision between rotating molecules and other atoms, which is 
very relevant for  experiments at Lehigh University of rotating NaK (sodium-potassium) colliding 
with other atoms (such as He, Ar, or K). The researchers used Blacklight (to run code that 
Hickman wrote) for extensive electronic-structure calculations of a potential-energy surface, 
including dependence on the NaK bond length. Their theoretical results are in good agreement 
with some of the main features of the experimental results (see figure), and provide several 
 
Figure 2.12.1 Diagram showing the hierarchy of TFs and CGGs networks and the 
novel strategy of drug design based on hierarchical gene–TF network analysis. The 
blue squares are schizophrenia-related; the red squares are autism-related CGGs and 
TFs. Some CGGs and TFs are common for both disorders, while some are unique for 
each disorder. The different levels represent genes responsible for different parts of 
development. Drugs can be administered at different levels of hierarchy and delivered 
either to a set of possible targets or the selected CGG. Courtesy of Igor Tsigelny, 
SDSC/UC San Diego 
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predictions that can be tested in future 
experimental work, among them that the 
vibrational level has a great effect on the 
rate for rotational transitions. Experimental 
work is underway to test this prediction. 
Further calculations have shown that 
orientation of the molecules tends to be 
preserved in collisions with He, even when 
the rotational energy changes significantly, 
and that this effect is also very sensitive to 
the vibrational level. The calculations 
involved solving several hundred coupled 
differential equations, and Blacklight (which 
achieved 87 percent memory utilization on 
96 cores) was particularly suitable, says 
Hickman, because of its large memory per 
processor.  
 
 
2.14 Biophysics: Protein Folding using REMD (Justin MacCallum, SUNY at Stony 
Brook) 
Proteins are nothing without their shape. In fact, that three-dimensional shape, called the protein 
structure, is the determiner of a protein’s function. That’s why there is an important need to know 
what the native structures of proteins are, so scientists can better understand how they work, 
explains Justin MacCallum, a junior fellow at the Laufer Center for Physical and Quantitative 
Biology at Stony Brook University. His team of researchers — including post-doc Alberto Perez 
and led by Laufer Center Director, Ken Dill — used NCSA’s Forge and its GPU/CPU 
architecture in their quest to develop computational techniques for determining protein structure. 
Because of the shared resources through XSEDE, MacCallum was able to transfer his work to the 
Keeneland supercomputer at the Georgia Institute of Technology upon the retirement of NCSA’s 
Forge. Understanding the mechanisms of proteins helps advance fundamental biology knowledge 
and also can lead to practical applications, such as improved drug designs and designs of novel 
enzymes. Proteins are made up of chains of amino acids held together by peptide bonds. The 
chains then fold, turning into their structure. There is much to learn about folding and the 
structures, and MacCallum is developing theoretical techniques that can be combined with 
experimental techniques other than crystallography to get protein structures. He is using a hybrid 
approach that combines detailed molecular 
dynamics simulations with distant restraints derived 
from bioinformatics, evolution, and experiments. 
The restraints serve to restrict the size of the 
conformational space to be searched and make the 
computation tractable on current computer 
hardware. In some cases, they’ve been able to get 
reasonable structures from surprisingly little data. 
For example, one protein with which they were 
working had some sparse data available from solid-
state nuclear magnetic resonance (NMR) 
experiments. That protein folds on a millisecond 
timescale. By inputting the NMR data into the tool, 
the protein folded on a 50-nanosecond timescale. 
 
Figure 2.13.1. Comparison of experimental and theoretical 
rate constants for rotationally inelastic scattering of He + NaK 
at T = 600 K. These preliminary theoretical calculations were 
carried out for vibrational level (v)  = 15. In agreement with 
experiment, rates for inelastic transitions with an even change 
in rotational quantum number (ΔJ) were found to be larger 
than those with odd ΔJ.  
 
 
Figure 2.14.1 Starting from an extended chain (left) 
and using sparse data from solid-state NMR 
experiments the protein is simulated to create a model 
of the protein’s structure (right). 
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Trying to get something from almost nothing is what makes the CASP (Critical Assessment of 
protein Structure Prediction) competition so interesting. For the first time, 2012’s CASP 
organizers provided hypothetical data to competitors to see if extra information improved the 
outcomes. MacCallum says that was a good way to test their tool, and they were pleased with the 
one result they know to date. 
2.15 Climate Science: Mid-Century Warming in the Los Angeles Region (Alex Hall, 
University of California, Los Angeles) 
Through a ground-breaking initiative in 
regional planning, a coalition of 
municipalities, academic institutions, and 
businesses in the Los Angeles region are 
working to develop a Climate Action Plan 
that accounts for the local effects of global 
climate change. To lay a credible 
foundation for this work, Alex Hall, a 
professor in the Department of 
Atmospheric and Oceanic Sciences at the 
University of California, Los Angeles 
(UCLA), is leading an effort in 
computational modeling. In June 2012 he 
and his colleagues released a study, “Mid-
Century Warming in the Los Angeles 
Region,” that is the first published study 
assessing effects of global climate change 
at the scale of a metropolitan region. For 
computational resources, Hall relied on 
XSEDE — in particular, Blacklight at the 
Pittsburgh Supercomputing Center (PSC) 
and, initially, Ember at the National Center 
for Supercomputing Applications — along 
with the National Energy Research 
Scientific Computing Center (in Berkeley, 
Calif.) and UCLA in-house computing. 
Because global climate model (GCM) 
results lack the detail needed to give a 
clear picture at regional scale, Hall and 
colleagues did extensive calculations to 
downscale GCM results to the local 
features of the Los Angeles area. To 
reliably capture information at fine enough 
detail on which to base planning, Hall and 
colleagues applied an innovative two-stage 
approach that drew on the archived results 
of 19 GCMs. The study predicts that, for 
the years 2041 to 2060, temperatures in 
the greater Los Angeles area will be higher 
— compared to the last 20 years of the 
20th century — by an average of 4-5° F. 
The number of extremely hot days — 
 
 
Figure 2.15.1 This graphic, gridded in degrees of 
latitude/longitude, shows change in warming (difference 
between 1981-2000 baseline and 2041-2060) in the greater Los 
Angeles metropolitan region as an annual mean surface air 
temperature in °F (increasing from green to red).  
 
Figure 2.16.2. The colonial tuco-tuco (Ctenomys sociabilis) in 
its native Patagonian environment (volcanic ash). The tuco-
tuco is a species of subterranean rodent, related to the common 
guinea pig, of interest in behavioral genomics because it 
exhibits within one species extremes between social and 
solitary living conditions.  
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temperature above 95° F — will triple in the downtown area, says the study, and quadruple in the 
valleys and at high elevations. The 2041-2060 model presented two scenarios for LA conditions 
at mid-century — “business-as-usual” with greenhouse gas emissions continuing, and a scenario 
with reduced emissions. The model shows that, even if the world succeeds beyond expectations in 
drastically cutting back greenhouse emissions, the greater LA area will still warm to about 70 
percent of the business-as-usual scenario. 
2.16 Environmental Biology/Behavioral Genomics: Using Next-Generation 
Sequencing to Identify Genetic Differences in the Social Lives of Mammals 
(Eileen Lacey and Matthew MacManes, University of California, Berkeley) 
In the foothills of the Santa Cruz 
Mountains, two closely related species of 
mice share a habitat and a genetic 
lineage, but have very different social 
lives. The California mouse (Peromyscus 
californicus) is characterized by a 
lifetime of monogamy; the deer mouse 
(Peromyscus maniculatus) is sexually 
promiscuous. Researchers from the 
University of California, Berkeley 
examined the differences between these 
two species of mice on a microscopic and 
molecular level. They discovered that the 
lifestyles of the two mice had a direct 
impact on the bacterial communities that 
reside within the female reproductive 
tract of the species. These differences 
correlate with enhanced diversifying 
selection on genes related to immunity 
against bacterial diseases. The results 
were published in the May 2012 edition 
of PLoS One. Post-doctoral researcher 
Matthew MacManes performed a genetic analysis on the variety of DNA present in each species, 
revealing hundreds of different types of bacteria. He found that the promiscuous deer mouse had 
twice the bacterial diversity as the monogamous California mouse. Since many bacteria cause 
sexually transmitted infections (like chlamydia or gonorrhea), he used the diversity of bacteria as 
a proxy for risk of disease. The researchers next studied how the bacterial diversity in the 
promiscuous mice might translate into changes to the genes involved in immune function. 
MacManes hypothesized that selective pressures caused by generations of bacterial warfare had 
fortified the genomes of the promiscuous deer mouse against the array of bacteria it hosts. Based 
on a comparison of the two species' genotypes, he confirmed that the promiscuous mice had 
much more diversity in the genes related to their immune system. The results match findings in 
humans and other species with differential mating habits. They show that differences in social 
behavior can lead to changes in the selection pressures and gene-level evolutionary changes in a 
species. To analyze datasets too big for their university laboratory clusters, the researchers used 
NSF supercomputers allocated through the Extreme Science and Engineering Discovery 
Environment (XSEDE), including Ranger at TACC. The alignment and analysis that MacManes 
accomplished on Ranger in a few weeks would have taken years with his local resources, 
allowing him to rapidly find insights about the relationship between genes and behavior. For 
related genomics work, MacManes used Blacklight at the Pittsburgh Supercomputing Center 
(PSC), and received consulting support from Phil Blood at PSC. In the study, MacManes looked 
 
Figure 2.16.1. Phylogeny of the 16S rRNA sequences used in this 
study. Gray branches correspond to the bacterial sequences 
recovered from the monogamous P. californicus, while the black 
branches related to the promiscuous P. maniculatus. Phylotypes 
recovered in both host species were relegated to the host in which 
they were more common.  
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at differences in gene expression related to the transition from social to solitary living in the 
colonial tuco-tuco, a species of burrowing rodent. Presenting a unique case for studying social 
behavior, some tucos live in groups while others leave their burrow system to live in solitary 
conditions. MacManes used messenger RNA extracted from the hippocampus (a brain region 
implicated by prior research in social behavior) of captive tucos housed as two control groups — 
in social and solitary conditions. The extracted tissue was sequenced and yielded 56 billion base-
pairs of raw data. XSEDE consultant Phil Blood of PSC installed pre-compiled modules of about 
20 programs typically used in genomics assembly and analysis, which, says MacManes, were 
extremely helpful in identifying a number of genes that are differentially expressed according to 
tuco social behavior. Using 640 gigabytes of RAM (80 cores) on Blacklight, the assembly 
required 14 days of computing, with subsequent analysis extending for months. MacManes 
identified a number of genes that are differentially expressed according to tuco social behavior, 
and the researchers have a manuscript reporting their findings in preparation.  
2.17 Molecular Biosciences: Simulations of Protein Folding and Aggregation (Joan-
Emma Shea, University of California-Santa Barbara) 
Alzheimer’s disease is one of the most dreaded and debilitating illnesses. Currently, the disease 
afflicts 6.5 million Americans and the Alzheimer’s Association projects it to increase to between 
11 and 16 million by 2050. Long knotty fibrils, formed from misfolded protein fragments, are 
almost always found in the brains of diseased patients. These accumulations, known as amyloid 
plaques, were presumed to 
be the cause of the disease. 
However, new findings 
support a hypothesis that 
the amyloid plaques are a 
by-product of the disease 
rather than the toxic agent. 
This paradigm shift changes 
the research focus to 
smaller, intermediate 
molecules that form and 
dissipate quickly, and are 
difficult to perceive in brain 
tissue. In 2007, Shea and 
Michael Bowers, professor 
of chemistry and 
biochemistry at UCSB 
received a grant from the 
National Institutes of Health 
to investigate small peptide-
based inhibitors that would 
prevent these oligomers 
from forming. To 
understand the structure, 
formation and behavior of 
amyloid accumulations in 
the brain, the Shea group at 
University of California-
Santa Barbara relies upon 
computer simulations. Since 
2007, Shea has run 
 
Figure 2.17.1  Binding of Aβ(39−42) to Aβ42 and to Aβ40. The positively 
charged N-termini and negatively charged C-termini are indicated by small 
blue and red balls, respectively. The C-terminal fragments are noted by the 
larger cyan balls. 
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thousands of simulations of amyloid peptides using the Ranger supercomputer at the Texas 
Advanced Computing Center (TACC). The simulations helped to identify the important structures 
that are adopted by these peptides at a resolution that exceeds what can be examined 
experimentally. In a recent paper in Biophysical Journal, Shea and postdoctoral researcher Luca 
Larini studied the conformations adopted by small oligomers of peptide amyloids encountered 
within the cell. They found that hairpin-shaped forms of the peptide initiated the aggregation of 
oligomers that ultimately led to the formation of a fibril. The supercomputer simulations have not 
only helped uncover the role of oligomers in the onset of Alzheimer’s, but they are aiding in 
research that is trying to stop oligomer formation altogether. A paper in the November 2011 
edition of Biochemistry described how a class of small molecules known as c-terminal inhibitors 
stopped the formation of oligomers, possibly halting disease progression. Since 2009, the project 
has used more than 13 million hours of compute time on TACC’s Ranger and Lonestar 
supercomputers. The simulations are helping researchers identify where the inhibitors bind and 
are leading to new ideas about how inhibition can be improved.  
2.18 Planetary Science: Search for new life (Travis Metcalfe, Space Science 
Institute) 
The National Aeronautics and 
Space Administration’s (NASA) 
Kepler spacecraft is currently on 
the hunt for Earth-like planets 
(exoplanets) throughout the 
Milky Way and is surveying a 
multitude of stars to determine 
how many might support 
orbiting exoplanets. For a 
planetary body to be labeled 
“Earth-like,” its orbit must reside within the habitable, or Goldilocks (not too hot, not too cold) 
zone of the host star, a distance suitable for water and possibly life to exist; and it must be no 
more than 25 percent larger than the radius of the Earth. Kepler recently grabbed headlines with 
the discovery of Kepler 22b, the first planet discovered by the spacecraft that resides in the 
Goldilocks zone, but it failed the size test. The only method for judging a planet’s size is to 
compare it to the star it’s orbiting. And to know the planet you first have to know the star, a task 
being taken up by a team led by Travis Metcalfe of the Space Science Institute in Boulder, 
Colorado. Metcalfe was on the team that catalogued both Kepler 22b and its host star. To process 
the mountains of data being produced by Kepler’s far-flung observations, Metcalfe used Kraken, 
an XSEDE-allocated resource managed by the University of Tennessee’s National Institute for 
Computational Sciences (NICS). Metcalfe’s team is measuring the properties of the stars being 
orbited by potential exoplanets — properties such as radius, mass, age, and bulk composition, or 
the proportions of individual gases throughout the star. Through an XSEDE Science Gateway, 
Metcalfe also is using his Asteroseismic Modeling Portal (AMP) featuring an easy-to-use 
interface coupled with a low-level artificial intelligence algorithm that allows users to quickly 
attain much-needed stellar data. For example, the data gathered by Kepler can be easily plugged 
into the AMP interface and the observed star modeled, thus giving researchers precious clues as 
to a star’s true identity, which is especially important because quantifying a star’s age using 
traditional, observational methods presents unique difficulties. Science Gateways provide easy-
to-use, leading-edge tools to researchers across the scientific spectrum. The data from the 
Gateway gives astronomers a better idea of the qualities of any orbiting planets, a valuable tool to 
better understand the wider universe. Previously, said Metcalfe, his team could observe and 
model 12 stars in a decade, compared to hundreds every few months with the one-two punch of 
Kepler and Kraken. It’s only in the last year that the team has been applying the AMP gateway to 
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exoplanet host stars. And Kepler keeps the work coming, sending data for hundreds of stars every 
month. “We’re analyzing five, 10 stars at a time,” says Metcalfe, adding that his team is trying to 
keep up: “Kepler is specifically built for this purpose. We’ve never had this much data before.” 
Metcalfe’s team has been utilizing Kraken for three years now, and could not keep pace without 
it. So far, the team has classified approximately 100 stars, including several with planets 
(including Kepler 22b), said Metcalfe, and the team hopes to do 100 more this year alone. “Little 
jobs like ours aren’t given high priority by default,” said Metcalfe. “It’s been outstanding to have 
people (at NICS) help push us through with minimal impact on the big users … The staff at NICS 
has been really helpful.” 
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3 Supporting and Expanding the Community 
3.1 Extended Collaborative Support Service 
The Extended Collaborative Support Service (ECSS) pairs members of the XSEDE user 
community with expert ECSS staff members for an extended period to work together to solve 
challenging science and engineering problems through the application of cyberinfrastructure. In- 
depth staff support, lasting from weeks to up to a year, can be requested at any time through the 
XSEDE allocations process. Expertise is available in a wide range of areas, from performance 
analysis and petascale optimization to the development of community gateways and work and 
dataflow systems. ECSS staff members also participate in reviewing adaptive proposals 
associated with XRAC meetings.  
ECSS is divided into two areas: Projects, headed by Ralph Roskies; and Communities, headed 
by Nancy Wilkins-Diehr. These groups have very close interactions, with common project 
management support. All told, ECSS consists of roughly 34 FTEs, spread over ~80 people at 
about a dozen sites. In addition one FTE does project management, and 2 FTEs are devoted to 
Campus Fellows (see below). ECSS-Projects consists of two teams: ESRT (Extended Support for 
Research Teams) and NIP (Novel and Innovative Projects), while ECSS-communities has three 
teams (ESCC-Extended Support for Community Codes; ESSGW-Extended Support for Science 
Gateways; ESTEO-Extended Support for Training, Education and Outreach. The distribution of 
FTEs by teams is shown in Figure 3-1. This reflects the staff distribution as of August 29, 2013. 
 
Figure 3-1 
The fields of science represented by active ECSS efforts are shown in Figure 3-2. 
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Figure 3-2 
In PY2 ECSS put substantial effort into assisting the Architecture & Design team to develop Use 
Cases in science gateways, high-performance computing, data analytics, and scientific 
workflows. Some of this activity will continue. ECSS staff also review adaptive proposals for the 
XSEDE Allocations group. A total of 340 reviews were conducted in PY2 or about a 50% FTE 
effort over the course of the year (35% by ECSS Projects, 15% by ECSS Communities). 
Also, together with the Blue Waters team we hold an annual workshop on Extreme Scaling. The 
PY3 workshop will be on Heterogeneous Computing, Aug. 15-16 in Boulder, Colorado.  
Scientific productivity is the overall goal of XSEDE. To assess whether ECSS is contributing 
positively to this, we have begun interviewing PIs of completed projects which have had ECSS 
support to assess their satisfaction with the work of the consultants and to learn how we could 
improve operations. For Projects, the interviews are being done by Roskies; for Communities by 
Wilkins-Diehr. The results to date are very gratifying. PIs are almost unanimous in their 
appreciation of the work done by the consultants and, almost unanimously, feel that their 
productivity has increased as a result. One issue we have learned is that there is occasionally a 
mismatch between when the PI’s team can devote effort to working with the consultant and when 
the consultants are available. We will be more cognizant of this going forward when developing 
the workplans. Another is that we need to inform the PIs about whom to contact if they feel that 
the interaction with the consultant is not going as well as it might. This information will now be 
in the award letter that PIs get when they get ECSS support. Our goal for PI exit interviews is an 
80% positive response rate. While this may seem modest, we often see dissatisfaction not with 
ECSS support in particular, but with heavily loaded machines or the types of resources offered 
(lack of extended online disk storage for example). Requests for new or improved services are 
provided to the User Requirements Evaluation and Prioritization (UREP) group. For projects with 
workplans, our goal is to have 85% of final reports completed and 100% of PI exit interviews 
conducted within six months of project end. We hope that the use of Sciforma will more easily 
allow us to track these timelines. 
ECSS also sent a list of suggested requirements for new Service Providers to the Service Provider 
Forum chair, for discussion at their bi-weekly meetings. These include items such as advance 
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notice and accounts on systems that will be allocated through XSEDE (and therefore subject to 
possible requests for ECSS support), a description of the expertise needed for the new system and 
coordinating activities with Service Provider staff. 
Challenges: Since the inception of the project, managing the program, its projects and people has 
been a challenge due to the large distributed staff and many different projects with different 
start/end dates. In Q1 2013, we made a complete switch to the Sciforma project management 
software to manage the effort. Management of projects is much improved compared to the 
cumbersome management with spreadsheets that we had previously used. Looking ahead, there 
are more improvements to be had by automating more of the functions. We now believe that this 
project management software will help us reach the milestones we have set. 
A second challenge is the continued education and training of our consultants. ECSS runs a 
monthly symposium series described in section 6.1.2 where ECSS staff (and others) can learn 
from recent project work. In PY3 there will be a focus on including topics identified through 
symposium talks in more in depth training events, as well as identifying training topics needed by 
staff members.  
Project Management: ECSS's Project Managers (Karla Gendler and Natalie Henriques) 
continue their tasks of managing ECSS activities, including project requests (XRAC and 
startups), active projects, project assignments and staffing. They have continued to refine the 
ECSS project lifecycle, further defining processes to aid in the management of over 120 active 
projects. Q2 2013 marked the first quarter that the PMs and ECSS management used Sciforma 
entirely for the management and tracking of the projects. Gendler has spent time with members of 
ECSS management, working through how to use Sciforma for the needs that they have defined. 
She continues to refine reports to make information easily accessible to the managers. Both 
Gendler and Henriques continue to review and track workplans, entering staff allocations and 
quarterly objectives for each project in Sciforma. They manage and attend ECSS meetings and 
XSEDE project management (PM) meetings, posting notes and action items to the ECSS wiki 
once the meeting has concluded. They provide ECSS information to the XSEDE PM office and 
relay information from the PM team to ECSS. They also maintain the ECSS wiki and mailing 
lists. During Q2 2013, Gendler attended a training session held with Mike Northrup, Justin Whitt, 
and a Sciforma representative in Austin, TX. During these three days, Sciforma was further 
customized to aid in the management of ECSS projects, including the addition of quarterly and 
final reports. Starting in Q3 2013, ECSS staff will submit their reports via Sciforma, thus 
streamlining the process.  
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3.1.1 ECSS – Projects (WBS 1.4) 
As noted above, to assess whether ECSS-Projects is contributing positively to XSEDE’s overall 
goal of improved scientific productivity, Roskies has begun interviewing PIs of projects with 
ESRT support to assess the ECSS staff performance, to hear firsthand what the scientific impact 
of the ECSS has been, and to accept suggestions for improving ECSS operations. In Q2 2013 he 
interviewed 5 PIs, in addition to the 8 interviews carried out previously this year. The results are 
very gratifying. PIs are almost unanimous in their appreciation of the work done by the 
consultants and again, almost unanimously, feel that their productivity has increased as a result. 
In this quarter’s interviews average improvement in code performance has been a factor of 2.8 
(we began asking this question only this quarter). Roskies has also encouraged PIs to mention the 
impact of ECSS support when they give talks on their work. 
Detailed metrics for ECSS-Projects and sample accomplishments are contained in the individual 
reports below. 
3.1.1.1 Extended Research Teams Support (WBS 1.4.1) 
An ESRT project is a collaborative effort between an XSEDE user group and one or more ECSS 
staff members, whose goal is to enhance the research group’s capability to transform knowledge 
using XD resources and related technologies. Typical ESRT projects have a duration of several 
months up to one year and include the optimization and scaling of application codes to use 
100,000 nodes or more per job; aggregating petabyte databases from distributed heterogeneous 
sources and mining them interactively; or helping to discover and adapt the best work and 
dataflow solution for simulation projects that generate ~100 TB of persistent data per 24-hour 
run.  
A request for ESRT support is made by the principal investigator (PI) of a research team via the 
XSEDE resource allocation process. If the request is recommended by the reviewers and suitable 
to be an ESRT project, and if staff resources are available, a statement of work for up to one year 
will be developed by in collaboration by the PI, the ESRT team leader, and the ESRT manager 
and project manager. The work plan will include staff assignments from the pool of available 
advanced support experts who have the necessary skills. The ESRT team leader, working with the 
ECSS project manager, will be responsible for project tracking and reporting and for requesting 
additional resources or assistance from XSEDE management as needed.  
Table 1 shows the current number of open ESRT projects (all projects that we are working on 
including those without workplans) and the current number of ESRT projects with workplans. 
This is a snapshot of the current status therefore crossing project years. 
Table 1 ESRT project breakdown 
Metric XRAC Startup/Edu 
Number of open projects  32 27 
Number of active projects with workplans 22 15 
 
Table 2 summarizes the number of requests, unjustified/rejected requests, workplans completed 
(and as such projects underway), and work plans still in process for each project year. Note that 
all projects are contacted within the first couple weeks of being notified of getting recommended 
for ECSS support.  
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Table 2 ESRT project metrics since XSEDE began. Final Reports are associated with projects started a year or more 
earlier. 
 Requests Not 
justified 
Workplans 
completed 
In 
process 
Final 
Reports 
Jun-Aug startups 
(2011) 
12 8 4 0 6 
Aug XRAC 10 2 8 0 4 
Sep-Dec startups 12 9 3 0 1 
Dec XRAC 11 6 5 0 3 
Jan-Mar startups 
(2012) 
11 4 7 0 2 
Mar XRAC 13 6 7 0 4 
Apr-Jun startups 12 9 3 0 1 
June XRAC 11 4 7 (+2) 0 (-1) 4 
Year 1 Totals 92 48 44 0 25 
Jul-Sep startups 9 4 (+2) 5 0 (-2) 2 
Sep XRAC 7 4 3 0 1 
Oct-Dec startups 7 4 (+2) 3 (+1) 0 (-3) 2 
Dec XRAC 10 (+1) 3 (+2) 7 (+3) 0 (-4) 1 
Jan-Mar startups 
(2013) 
12 7 (+2) 5 (+3) 0 (-5) 2 
Mar XRAC 13 (+1) 7 (+4) 3 (+3) 3 (-6) 1 
Apr-Jun startups 10 2 2 6 1 
Jun XRAC 8 1 1 6 1 
Year 2 Totals* 76 32 29 15 11 
  (+/-) numbers show the change from last quarter report 
*  The Year 2 numbers are likely to change as “In process” projects are either classified as 
“Not justified” or have “Workplans” completed. 
 
The table shows that in PY1 and PY2 we greatly exceeded the key performance indicator (KPI) 
goal of 20 projects reaching 44 and 29 (or more as the In Process projects solidify.)  Because of 
this, we increased our KPI target to 25 projects for PY3 and we added a KPI to have 85% or more 
Final Reports completed. 
The following sections highlight a few projects that provide examples of the kind of work that is 
being done in the ESRT program. 
3.1.1.1.1 Algorithms for behavioral and gas discrimination using artificial sensor arrays 
(Huerta, UCSD) 
ECSS Project Team: Robert Sinkovits (UCSD) 
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Ramon Huerta was introduced to the SDSC staff by UCSD CSE professor Charles Elkan. After 
learning more about the project and its goals, it was determined that Bob Sinkovits, the Gordon 
applications lead would be the consultant to lead the collaboration. After some initial work, the PI 
was encouraged to apply for a startup award on Gordon and request ECSS support. 
The focus was on optimizing and parallelizing Ramon Huerta’s autoregressive kernel application 
to reduce time to solution. As originally written, this was a serial application. The executable was 
built using the GNU C++ compiler (g++) and linked the default version of the LAPACK library. 
Through a combination of compiler, compiler option and library changes together with minor 
modifications to accommodate modern LAPACK calling conventions, they were able to achieve 
a speedup of 46x relative to the original code on a single Gordon compute core. A further 3.6x 
speedup was realized through substantive source code changes, resulting in a total speedup of 
167x. They had originally anticipated developing a distributed memory version of the code using 
parallel linear algebra libraries, but this may not be necessary given the dramatic reductions in run 
times using a shared memory approach. This project resulted in a highly optimal version of the 
software that can be run on regular hardware and return results in a matter of minutes. 
This was a straightforward code optimization project that reinforced standard practices for 
developing efficient code 
1. Focus on the low-hanging fruit first, such as using the best compiler (Intel or PGI rather 
than GNU), compiler flags and vendor-tuned libraries (e.g. Intel’s MKL). 
2. Re-profile code after optimizing since new hot spots may have emerged. 
3. Go beyond profiling and look at what the code is actually doing. May identify 
opportunities to eliminate unnecessary work or reformulate the algorithms in a more 
efficient manner. 
A summary of this collaboration was given at a monthly ECSS symposium. Finally the support 
has provided the means to fully complete the experimental section of a paper entitled: “On the 
practical implications of a continuous family of calibrated and uncalibrated multiclass loss 
functions” that will be submitted for consideration in the Journal of Machine Learning. 
3.1.1.1.2 Large eddy simulations of extended wind farms, and direct numerical simulations of 
turbulent channel (Meneveau, Johns Hopkins) 
ECSS Project Team: Darren Adams and David Bock (NCSA) 
This project studies the interaction between large wind farms with multiple wind-turbines and the 
atmospheric boundary layer flow. Because the wind-turbines are placed relatively close together 
their operation and power production is influenced by the wake created by upstream wind-
turbines. The simulations, in agreement with field experiment data, show that power production 
of wind turbines placed downstream of other turbines can decrease up to 50% with respect to the 
power produced by free standing wind-turbines. Since this decrease is quite substantial, one of the 
science goals is to use the simulations in order to understand these effects better. The simulations 
can also be used to test flow structures and how they depend on the design parameters of the wind 
farm. The ECSS goals were to provide assistance implementing two dimensional domain 
decomposition and parallel FFT as well as 3D visualization representations to assist in 
simulations and analysis of large wind farms. 
The work plan was modified part way through to abandon an approach that included developing a 
stand-alone MPI transpose and custom 2D FFT. Instead, the team modified the existing P3DFFT 
library to completely skip the FFT and transpose operations on the 3rd array index.  
 41 
Below is a figure demonstrating the performance of the 2D FFT in calculation the x and y 
derivatives. This was obtained from runs on the NICS Kraken system. The figure presents scaling 
of a 1,024
3
 mesh. The blue points are from the original 2D FFT implemented with 1D domain 
decomposition. The orange points are the new 2D MPI FFT scaled out to 8,192 processors. 
 
 
Since last quarterly report, the team received new data from simulation in which the variables are 
now varying across time for 500 time-steps. As a result, time was spent this quarter designing and 
developing a myriad of different techniques visualizing the changing vector field over time. Work 
focused specifically on various particle advection, tracing, and streamline techniques as shown in 
the project webpage (http://lantern.ncsa.uiuc.edu/~dbock/Vis/WindFarm/) and accompanying 
figures below.  
  
The team spent time on the development of high quality scenes integrating new particle 
visualization methods developed above with earlier existing volume rendering techniques to show 
multiple variables in a single representation. Time was also spent re-designing the 3D scene and 
developing wind-turbine models to better reflect the science. Shown below are example figures 
also available in the project webpage. 
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3.1.1.1.3 Atomistic Characterization of Stable and Metastable Alumina Surfaces (Spearot, Uni. 
Arkansas) 
ECSS Project Team: Yang Wang (PSC), Mark Vanmoer (NCSA), Sudhakar Pamidighantam 
(NCSA) 
In this project, the team has implemented OpenMP and Intel Offload pragma in the XRD code 
and has resulted in significant speed up of the code on Stampede. This is currently only in a 
standalone XRD component code. Integration into Lammps is underway and will be completed 
soon. This enhanced parallelization will be deployed as Lammps_DS in the SEAGrid gateway 
with restrictions.  
The team has also developed a script that looks for a user supplied VisIt sessionfile to 
automatically generate images during a GridChem session. If a sessionfile is not found, a 
different script creates images using default camera positions and pipeline filters. This has been 
tested with various input decks.  
And the team has deployed XRD compute in Lammps_DS under the community access on 
Gordon. The application has been registered in the SEAGrid Applications registry. ECSS team 
members have been registered as users in SEAGrid. Also they have created internal single 
resource workflow consisting of  
Lammps_DS execution  XRD Compute  SAED Parsing  Visit Visualization  
on Gordon, tested with multiple production inputs, with varying virtual shared memory up to 760 
GB over 16 nodes. Apache Airavata version 0.8 is being used for this service. Eventually, a 
workflow with Stampede and Gordon as resources will be constructed.  
This work was presented as an ECSS Symposium on June 18: 
https://www.xsede.org/documents/10157/542101/ECSS_Jun18_Sudhakar_NEW.ppt 
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Figure.  The docking target preparation workflow for HP-D.  A.  Identification of the appropriate 
drug interaction site on oncoprotein. B. Generation of spheres from showsphere. C. Manual 
selection of active site spheres, D. Docking grid creation as defined by inclusion boundary box.  
A.		 B.		
C.		 D.		
An associated publication has been on the virtual diffraction analysis of Ni [0 1 0] symmetric tilt 
grain boundaries: 
S P Coleman, D E Spearot, and L Capolungo, Modelling Simul. Mater. Sci. Eng. 21 
(2013) 055020 (16pp).  
And there is also community interest - Rouzbeh Shahsavari (Rice) contacted the team for access 
to XRD in Lammps after the presentation on June 18. 
3.1.1.1.4 Identification of Mechanism Based Inhibitors of Oncogene Pathways Using High-
Performance Docking (Peterson, MUSC) 
ECSS Project Team: Bhanu Rekepalli (NICS/UTK) 
Drug discovery is a critical but complex and costly endeavor. The rate of approval of new 
therapeutics by the FDA has been in decline while costs are rising. Increasingly, pharmaceutical 
companies desire to translate pharmaceutical discovery from academic research in order to 
decrease risk. Although many researchers have identified very compelling targets, most 
researchers do not have access to drug discovery resources due to the high cost and complex 
infrastructure needed to launch a discovery campaign. The long-term objective is to integrate 
drug interaction simulation software to identify new bioactive molecules and speed drug 
development with minimum cost and time. This technology is a highly feasible way to rapidly 
close the therapeutic gap and potentially dramatically improve public health.  
Bhanu Rekepalli is 
collaborating with Prof. Yuri 
Peterson on this project. There 
has been significant progress 
in generating publishable data 
for this project with the 
collaborative work in the first 
four quarters. In this quarter, 
several conference call 
meetings were organized by 
Rekepalli, to discuss the input 
datasets needed to perform 
docking studies on proteins 
related to ovarian cancer 
pathway. During these 
meeting, Rekepalli helped Dr. 
Peterson and his GRA 
(Richard Trager) to transfer the data from their local machines to the Lustre area of Kraken and 
also transferring results back from Kraken to local clusters for further analysis. Rekepalli has also 
instrumented two open source applications for docking DOCK6 and AutoDock Vina for the PI, 
and profiled and optimized these tools for Kraken architecture. Rekepalli was able to develop 
wrapper that scales DOCK6 to thousands of cores on Kraken supercomputer. 
With this newly implemented Highly Scalable Parallel (HSP) DOCK, the team was able to dock 
1.5 million small molecule compounds onto proteins related to ovarian cancer pathway at massive 
scale. A total of 25 jobs were run which generated data for docking 1.5 million small molecules 
on 5 proteins with 5 confirmations each a total of ~37 million docking studies were conducted 
with less than a day aggregate using ~8,000 cores. On a typical academic computer cluster this 
process would take many months of compute time per run aggregating to around seven years of 
computation in total for above experimental data set. This project is progressing at a very good 
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pace and along with working on preparing a manuscript for a journal article. We are currently 
working on scaling AutoDock Vina on Kraken. PI wants to perform comparative studies between 
AutoDock and DOCK6 to further narrow down the small molecule search space to conduct 
experimental work in the lab. These studies both scaling and comparative requires additional time 
than standard one year ECSS support and so a request for extending the project for six more 
months was put in by PI.  
 
3.1.1.2 Novel and Innovative Projects 1.4.2 
The mission of the Novel and Innovative Projects (NIP) team is to provide proactive efforts to 
develop and sustain XSEDE projects by non-traditional (to HPC/CI) users. Activities range from 
initial contact to the conception and execution of successful projects, including those that receive 
extended collaborative support. The scope of NIP includes disciplines whose practitioners have 
rarely availed themselves of HPC/CI resources in the past. It also includes demographic diversity, 
such as researchers and educators based at MSIs and EPSCoR institutions, and SBIR recipients. 
Bringing these communities to XSEDE leads to the consideration of applications and 
programming modes that have not been the focus of HPC in the past, such as those necessary for 
data analytics and informatics, and of innovative technologies such as streaming from 
instruments, mobile clients, and the integration and mining of distributed, heterogeneous 
databases. The implementation of campus bridging processes and technologies will be 
particularly important for these communities.  
We have built a close connection between NIP and the XSEDE systems engineering, user 
engagement, and technology investigation services. Systems engineering staff now attend each of 
our biweekly NIP teleconferences and take note of the feedback our team members pick up from 
the potential and current users they contact and mentor.  
We have structured the NIP team into task forces: Minorities; Genomics; Humanities, Arts and 
Social Sciences (HASS); Economics; Databases & Data Analytics; Geographic Information 
Systems (GIS) & Visualization; Matlab/Python/R/Java; Campus Bridging & Cloud Bridging, and 
Accelerators. Thus, some of our effort is focused on understanding and meeting the requirements 
of specific communities and disciplines, and some is focused on developing and sharing expertise 
in specific technologies that are likely to be required across communities.  
Working with the XSEDE Outreach team, specifically with the Campus Champions program, we 
have initiated a pilot project to enlist “Domain Champions” from among our most active and 
influential users  in the areas covered by the NIP task forces. The desired objective is for the 
Domain Champions to specifically discuss their XSEDE experiences in their publications and 
presentations, as well as in their social media, educational, and other broad impact activities they 
undertake. Their colleagues who become interested in XSEDE as a result of these activities 
would then be referred to the NIP staff members for mentoring. We are adapting the Campus 
Champions Memorandum of Understanding to this new purpose, and each NIP task force will 
nominate at least one candidate for Domain Champion from among the users they have worked 
with. 
Program Year 2 ECSS Campus Champion Fellow Dirk Colbry (Michigan State University) has 
worked as part of the NIP mentored ECSS project “Interactive Large Scale Media Analytics”; 
newly selected Program Year 3 Campus Champion Fellow Eric Shook (Kent State University) 
plans to work on the NIP mentored project “Simulating Glacial Maxima Climates in Southern 
Africa For the Purpose of Understanding Modern Human Origins” and newly selected Program 
Year 3 Campus Champion Fellow Alla Kammerdiner (New Mexico State University) plans to 
work on the NIP mentored project “Constructing Nanosecond Level Snapshots of Financial 
Markets Using Supercomputers.” 
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Most of the members of the NIP team (currently five FTEs) are also active in the ESRT, ESCC, 
ESSGW, and ESTEO areas. This allows them to participate in, or lead, the technical execution of 
ECSS projects they have mentored in the initial stages of their XSEDE development.  
In program year 2, the NIP team helped launch 57 startup grants and mentored the successful 
development of 8 XRAC projects. Team members are currently involved in the technical 
execution of 13 ECSS projects; they are leading the planning of 5 possible future ECSS projects.  
NIP organized and executed 20 outreach events in PY2. In particular, we organized the workshop 
“Extending High Performance Computing Beyond its Traditional User Communities” (XHPC) at 
the 8
th
 IEEE International Conference on eScience in Chicago, October 8-12, 2012. Working with 
an international program committee, we assembled a program featuring work in the areas of 
Digital Humanities, Genomics, Public Health, and Cloud Computing. We also invited a talk about 
Computational Economics and one about the National Center for Genome Analysis Support 
(http://ncgas.org/). Nine workshop papers have been published in the IEEE proceedings of the 
conference, http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6389598. Not counting 
XSEDE staff members, we had 29 participants from six countries. They discussed examples of 
successful projects as well as barriers and suggestions for overcoming them. The main points, 
which NIP has conveyed to the XSEDE systems engineering, user engagement, and technology 
investigation services, are as follows:  
 Need for intuitive interfaces formulated in a given community’s language, along the 
lines of a Gateway, mapping efficiently to the advanced computing infrastructure 
“behind the scenes.” 
 Need to use various types of advanced computing infrastructure as seamlessly as 
possible: local/campus, commercial cloud, XSEDE. 
 Many applications are data-centric, and require numerous interactive tasks using 
persistent storage. Can XSEDE SPs run their big data analysis resources in an 
interactive, on-demand manner? 
 XSEDE needs to figure out how to host data collections, enabling community access 
and analysis.  
We took these findings into account when defining our NIP task forces, described above.  
NIP Highlights: 
The paper “A Framework to Access Handwritten Information within Large Digitized Paper 
Collections” by Liana Diesendruck, Luigi Marini, Rob Kooper, Mayank Kejriwal, and Kenton 
McHenry, was presented at the plenary eScience 2012 conference and published in the “Data 
Infrastructures” section of the Proceedings. This team, from the University of Illinois, received 
NIP staff assistance from Alan Craig and Dora Cai (NCSA) to obtain an XRAC allocation for 
their project “From Raw 1940s Census Images to Searchable Information” on Blacklight as well 
as ECSS by NIP and RT staff member Roberto Gomez (PSC). Their work uses the 1940s Census 
as a test case for developing efficient methods to interpret and index cursive text, an important 
challenge in the meaningful digitization of hand-written records and other historical documents. 
The 1940 Census data consist of 4,646 reels containing about five million forms, each of which 
includes 50 rows and 44 columns, for a total of 11 billion cells. The processing of the forms can 
be split into three distinct stages: (1) aligning the form and cutting out the cells, (2) extracting 
descriptive features for each cell, and (3) creating indices for the entire collection of cells. For 
each cell, a feature vector is calculated to serve as a description of the cell’s content. The group 
currently extracts a 30-dimensional feature vector for each cell, and builds two different types of 
indices to later search the collection’s data. The first, a simple binary tree, requires during its 
computation around 50 GB of memory to hold all feature vectors and the corresponding distance 
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matrix for a single column and single reel. The second index, a modified version of a Lucene 
textual index, is built through an I/O intensive process, requiring a total of 8 GB of memory 
equally divided between RAM disk and computational needs. While the processing of the data is 
highly parallel, each of the stages required at least 4 GB of memory per process. Because many 
HPC systems have more limited amounts of memory available per core, PSC Blacklight’s large 
shared memory proved to be helpful for this calculation, avoiding the additional cost of an idle 
core that running stage 1 and 2 on many systems would entail. The final stage requires 50 GB of 
memory per process when building the binary tree, which is only provided by a shared-memory 
system such as Backlight; the machine also speeds the computation of the Lucene index by virtue 
of a very fast I/O, enabled by utilizing memory as a RAM disk. 
Figure 1.4.2.1 shows digitized hand-written census form with selected cells highlighted. The 
problem is to (1) align forms and cut out cells, (2) extract descriptive features for each cell, and 
(3) create indices for search queries. 
 
Figure 1.4.2.1 
Another research project that illustrates the workings of NIP is led by Michel Regenwetter and 
his team in the psychology department at the University of Illinois, who study how to correct 
potential flaws and biases in decision making. They look specifically at decisions under risk and 
decisions with trade-offs over time, both of which are at the core of much human activity. The 
team has developed a very general mathematical modeling and statistical testing framework 
implemented in MATLAB for PC that they ported to Blacklight during their startup and ECSS 
project. The initial contact, leading up to the formulation of the Startup and ECSS proposal, was 
made by NIP HASS specialist Alan Craig. The ECSS project was led by NIP and RT staff 
member Roberto Gomez. The MATLAB framework the team then developed with ECSS uses 
specialized statistical software based on “order-constrained statistical inference” algorithms 
currently still unavailable in commercial packages. During their startup allocation, Regenwetter’s 
team computed more analyses in two months on Blacklight than all PC based analyses carried out 
in their lab over the past 3-4 years combined. They went on to obtain an XRAC grant, which aims 
to organize different theories, models, and methods in systematic ways and to increase the scope 
and rate of analysis of behavioral research by orders of magnitude. 
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The project “Visualizing Social Networks of Massively Multiplayer Online Games in Temporal-
Geographic Space” by Poole et al. (University of Illinois) has been mentored by NIP staff 
member Dora Cai (NCSA), who then worked as the lead ECSS consultant. Figure 1.4.2.2 
demonstrates the use of a novel software tool, CorrelationFinder, developed by this project, to 
correlate online multiplayer game log data with census data, by visualizing the correlation 
between median player age and conversation volume in the state of California. The higher 
(represented by darker background color) the median age of the players, the less conversation 
with other players (represented by fewer and more lightly colored markers) is initiated by the 
players.  
 
Figure 1.4.2.2 
 
3.1.2 ECSS – Communities (WBS 1.5) 
The ECSS Communities effort in XSEDE supports collaborations that support larger 
communities rather than individual research groups. For example, collaborations that involve 
community codes (ESCC), science gateways (ESSGW) or education, outreach and training 
activities (ESTEO). 
Eighteen ESCC projects (5.95 FTEs) and 19 ESSGW projects (5.52 FTEs) are currently in 
progress. 173 events were conducted during PY2 by ESTEO (4.48 FTEs) that include meetings 
and BOFs, mentoring, talks and presentations, tutorials (in person and online), webinars and 
tutorial reviews. 
New work involving both ESCC and ESSGW includes the ROSIE science gateway for Jeffrey 
Gray at Johns Hopkins. While the ESCC folks work to port Rosetta to the Stampede architecture, 
the gateway team will work with the group to send jobs to XSEDE in addition to the local 
resources the gateway currently uses. 
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In PY2, gateways used 76M SUs via community accounts. This is nearly double the 40M used in 
PY1. Gateway usage was particularly high during the most recent quarter, Q2 of CY2013, 
increasing nearly six fold over the previous quarter to 29.8M SUs. 1,858 gateway users were 
active in Q2. Previous quarterly figures are given in previous quarterly reports. 
ECSS staff have invested effort throughout the year to prepare for the XSEDE13 conference (July 
22-25, 2013) which occurs just after this reporting period. ECSS staff members are serving as the 
general chair, the technical program chair, chairs of several technical tracks and visualization 
showcase chair. Outcomes from the conference will be included in the next quarterly report. 
The ECSS Symposium continues each month and is open to the public to highlight work going on 
in ECSS projects and allow ECSS staff to learn from one another. Nineteen symposium talks 
have been given through PY2. All are listed, including videos for most talks, at 
http://www.xsede.org/ecss-symposium. Topics from Q2 not listed in previous reporting periods 
are: 
 Data Analysis on Massive Online Game Logs. Presenter Dora Cai (NCSA), PI Marshall 
Scott Poole (UIUC) 
 Development of Novel Quantum Chemical Molecular Dynamics for Materials Science 
Modeling. Presenter Jacek Jakowski (NICS), co-PIs Jacek Jakowski (NICS), Sophya 
Garashchuk (U South Carolina), Steve Stuart (Clemson), Predrag Krstic (U Tennessee, 
ORNL), Stephan Irle (Nagoya U) 
 Evaluating and Optimizing Code on XSEDE Resources: A Case Study. Presenter Lars 
Koesterke (TACC), PI Klaus Barschat (Drake U) 
 Optimization of Autoregressive Kernel Application for Classification of Time Series. 
Presenter Bob Sinkovits (SDSC), PI Ramon Huerta (UCSD) 
 Atomistic Characterization of Stable and Metastable Alumina Surfaces. Presenter 
Sudhakar Pamidighantam (NCSA), PI Douglas Spearot, co-PI Shawn Coleman (U 
Arkansas) 
The gateway group also features talks for the public that feature science gateways. Recent topics 
include CIPRES, the Neuroscience Gateway, Diagrid and HUBzero as well as a talk on Virtual 
Machines for eScience from Ross Gardler (Microsoft Open Technologies, president of the 
Apache Software Foundation). 
ECSS invests significant effort serving as mentors for the Campus Champions Fellows program. 
This program pairs selected Campus Champions with an ECSS staff member for a full year to 
work side by side on real-world projects. Fellows are paid a stipend to allow time to focus on the 
work. After a very successful first year working with four Fellows, six new Fellows have been 
selected for a one-year endeavor beginning July, 2013.  
ECSS continues to expand expertise where necessary by making targeted, limited-time contract 
hires. Previous hires have included Alan Craig (NCSA) to provide digital humanities expertise, 
and Dirk Colbry (Michigan State) to provide expertise to the Campus Champions community. 
Multi-site workflows have been identified as a new area where ECSS could extend its expertise. 
We have hired Mats Rynge (USC-ISI) and Marlon Pierce (IU) to provide this expertise. 28% of 
XRAC projects use multiple sites. We suspect many XSEDE users are using less than optimal 
solutions to construct their own multi-site workflows and would benefit from expertise in this 
area. This effort will be coordinated through ESSGW. 
Finally, minor modifications have been made to the risk register in three areas: 
 Risk #250 in WBS 1.4.1 (ESRT) “Suitable project management framework and process is 
not available.” 
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 Risk #255 in WBS 1.5.1 (ESCC) “Suitable project management framework and process 
is not available 
 Risk #321 in WBS 1.4.2 (NIP) “Mismatch between non-traditional users’ needs, XSEDE 
services, and NIP staff allocation.” 
Risks #250 and #255 originally referred to the need to develop a framework for reporting. Now 
that a framework is in place through Sciforma, attention turns to the development and 
implementation of processes. For risk #321, the change was made to the trigger. Previously the 
risk would be triggered if fewer than 10% of all ECSS projects originated from NIP by year 3. 
Now the risk will be triggered if fewer than 20 new projects are initiated by NIP in year 3. This is 
a more accurate reflection of the NIP team’s goals. 
3.1.2.1 Extended Support for Community Codes (WBS 1.5.1) 
Extended Support for Community Codes (ESCC) efforts are aimed at deploying, hardening, and 
optimizing software systems necessary for extensive research communities to create new 
knowledge using XD resources and related technologies. ESCC projects are focused on helping 
users with community codes and tools on XSEDE systems.  
There were 18 ESCC projects active in PY2, with five starting in Q2. Of these five, three have 
progressed to the workplan stage. One project will be closed because the work will be absorbed 
into an initiated project to provide support for a broader base of users. Another is still in the 
development phase. Of the four projects that went forward, one was an XRAC request and three 
came from startup requests. 
These projects covered a variety of community codes, such as: 
 Zelmani – a version of the Cactus Computational Toolkit 
 HOMME – the default dynamical core of the Community Atmosphere Model (CAM) 
 Rosetta – a software suite for predicting and designing protein structures, folding 
mechanisms, and protein-protein interactions 
 Allpaths-LG – a short read genome assembler 
The Zelmani and Rosetta projects are focused on porting the code base to Stampede and 
optimizing performance for the Intel Sandy Bridge architecture. These two projects and the 
project for the HOMME model are also focused on porting and optimizing the code base for the 
Intel Xeon PHI co-processors available on Stampede. All code changes will be provided back to 
the development teams for incorporation into the community code. The fourth project would 
provide for the porting and optimization of Allpaths-LG for Nautilus. 
The two internal projects, “Collaboration with the Broad Institute: Genomics Community 
Capabilities” and the “Amber Sustainability Project,” have officially ended after one year. 
The genomics project was primarily focused on adapting the community codes Trinity and 
Allpaths-LG for use on HPC systems. The group at PSC, led by Phil Blood, has assisted over 20 
research groups. Due to demand, most of the effort was focused on working with the developers 
of Trinity at the Broad Institute and the National Center for Genome Analysis Support to 
incorporate optimizations targeted at HPC systems and general code improvements to process the 
largest Trinity jobs ever performed. Over the course of the project, the ESCC team forged a 
strong relationship with the development team and users of both Trinity and Allpaths-LG. This 
will provide the basis for future projects in which these improved codes are installed on XSEDE 
resources at other SP’s.  
The Amber project ended this quarter also with the departure of the primary consultant. Over the 
course of the project, the latest implementation of AMBER was ported and tested on XSEDE 
resources and much effort was expended in tracking down and fixing bugs in the GPU component 
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of AMBER. This project will not be continued in its current form. But, there is another specific 
AMBER project that has been implemented to port AMBER to the XEON Phi. This is an ongoing 
project that was implemented in the previous quarter. 
3.1.2.2 Extended Support for Science Gateways (WBS 1.5.2) 
The Extended Support for Science Gateways (ESSGW) is tasked to provide assistance to 
researchers wishing to access XSEDE resources through web portals and science gateways. The 
group assists both new and advanced groups and has experience in the use of web technologies, 
grid software, fault tolerance, complex workflows, and security and accounting aspects of the 
program.  
In PY2, gateways consumed 76M SUs via community accounts and ran 175k jobs. 
Recent activities for Science Gateway Program in Q2: 
 This quarter a total of over 29.86 million SU’s have been charged through gateway 
community accounts account from 67,013 jobs. These jobs were executed on behalf of 
1,858 unique end users. The SU usage by gateways is significantly higher than previous 
quarterly usage.  
 Continued organization of interleaving biweekly gateway community and developer 
meetings.  
o The biweekly gateway symposia on gateways and gateway-related efforts 
included presentation on documenting gateway experiences into a Gateway 
Cookbook, review of CIPRES cookbook recipe by Mark Miller (SDSC), 
Gateway Survey Questionnaire by Rion Dooley (TACC), Introducing the 
Neuroscience Gateway by Amit Majumdar (SDSC),  Integrating DiaGrid, 
HUBzero and Scientific Tools for a Common Goal: Broaden Access and 
Improve Productivity by Carol Song (Purdue) and Virtual Machines for e-
Science by Ross Gardler (Microsoft). 
o The gateways staff calls occur on alternating weeks and focused this quarter on 
gateway user attributes, gateway job scheduling and information services, 
JGlobus gateway grid Clients, gateway staff round table updates and planning for 
XSEDE 13 face-to-face meetings. 
 Consultant transition at University of Chicago has lead to an experimental way of 
working with ECSS projects at that site. A project coordinator will initiate the projects 
and be a point to work with the PI’s. The project is then handed of a to a junior developer 
who will execute the workplan. We will re-evaluate the working of this approach next 
quarter.  
 ECSS has exercised the Contract Hire option to hire an expert in Scientific Workflows. 
ECSS Management has solicited candidates and conducted interviews and filled 0.75 
FTE’s for this focused effort. The workflow efforts will be coordinated by the Science 
Gateways Program. More details on this effort will be reported next quarter as the 
program is on boarded.  
 A key goal for ESSGW is to automate end user reporting for science gateways. Currently 
there is an active SD&I effort in scrubbing client software to be consumed by gateways 
and also server side software to be deployed by XSEDE Service Providers. ESSGW is 
working with SD&I and Operation in preparation for this effort.  
 In preparation for the XSEDE13 face-to-face staff meetings, Science Gateways staff 
brainstormed the state of job management and data movement techniques currently in 
production. The key outcome of the planning is to work with XSEDE Operations in 
testing the GridFTP services and in addition work with the engineering team to provide 
feedback as the architecture evolves.  
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 Chaired XSEDE13 software and software environments technical program track. 
 PY2 additional funds Community Code Gateway effort: During the current quarter, 
Marlon Pierce and Suresh Marru reviewed incoming XRAC requests in order to 
determine applications that were commonly involved in requests and also to determine 
larger usage patterns that should be requirements for the gateway. They also explored 
(with Saminda Wijeratne) the programming interfaces, architectural requirements, and 
scalability requirements for the community gateway. 
3.1.2.2.1 Highlights from ESSGW projects 
SPLINTER: The project’s goal is to create a Science Gateway that contains a comprehensive 
protein-compound interactome by docking chemical libraries to the structural human proteome. 
Our quarter focused on enabling the XSEDE-OSG service provider to run docking jobs.  
UltraScan: Ultrascan Gateway has grown its usage recently and added many new users. Gateway 
XSEDE usage has gone up resulting in issues with XSEDE Grid Services. Efforts are ongoing to 
better track these errors and arrive at speedy resolutions. The primary concern in the past quarter 
was with GridFTP failures on TACC Stampede and SDSC Trestles.  
Dark Energy Survey Simulation Working group: Upcoming wide-area sky surveys offer the 
power to test the source of cosmic acceleration by placing extremely precise constraints on 
existing cosmological model parameters. These observational surveys will employ multiple tests 
based on statistical signatures of galaxies and larger-scale structures such as clusters of galaxies. 
Simulations of large-scale structure provide the means to maximize the power of sky survey tests 
by characterizing key sources of systematic uncertainties. This effort will be published in an 
XSEDE13 talk “Enabling Dark Energy Survey science analysis with simulations on XSEDE 
resources.”  
NCGAS Galaxy support: The project focuses on NCGAS’s Galaxy portal to utilize XSEDE 
resources. Efforts include integrating NCGAS’s Galaxy with XSEDE and campus authentication 
mechanisms, to enable users to easily transfer large data sets, and to generalize job submission to 
XSEDE computing resources. During the current reporting period, we established the work plan 
and identified priorities. The NCGAS Galaxy gateway is integrated with IU’s CAS authentication 
system and relies on creating affiliate accounts for non-IU users, so we determined that 
integrating the gateway with XSEDE authentication and authorization mechanism was the highest 
priority task: users should be able to access NCGAS using XSEDE login.  
Mapping of BS-Seq and RNA-Seq data: The project with PI Louise Laurent and ECSS 
Consultant Terri Schwartz is now ended. The project team from TSRI expressed interest in using 
Galaxy on Teragrid resources to perform RNA sequencing. Although they were satisfied with the 
capabilities of the public instance of Galaxy, they found the file transfer and storage limits 
inadequate for their needs. Because of these limitations, they were forced to use command line 
tools on Trestles instead of using the integrated, graphical, web-based interface of Galaxy that 
they preferred. The goals of the collaboration were 1) to provide them with a Galaxy installation 
that would meet their needs and 2) provide ECSS consultants with hands-on Galaxy experience 
and experience integrating Galaxy with XSEDE data resources.  
Neuroscience Gateway: The team has implemented a cross-mounted NFS file system mounted 
on the gateway web server and on Trestles to improve reliability. 
Science and Engineering Applications Grid (SEAGRID): The primary objective is to assist 
SEAGRID as they implement their metascheduling capability – the ability to intelligently select 
which XSEDE resources to use for their tasks. To accomplish this, this quarter focused on 
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integrating Karnak prediction service using GLUE2 information about jobs and queue states to 
make queue wait time predictions.  
SCEC Gateway: The XSEDE ECSS work this year is to support the following SCEC research 
targets: (1) efficiently use XSEDE hybrid heterogeneous systems, improve the software GPU 
acceleration and support co-scheduling for use of both CPUs and GPUs concurrently. 2) Scale up 
SCEC’s CyberShake probabilistic seismic hazard map calculation in frequency (to 1.0Hz 
deterministic and 10Hz stochastic frequencies in output seismograms). SCEC’s CyberShake 
project uses XSEDE resources to calculate physics-based (3D waveform modeling-based) 
probabilistic seismic hazard analysis (PSHA) curves. The plan is to integrate performance 
improvements achieved last year with AWP-ODC software in CyberShake computational system 
for high efficiency. XSEDE staff support is needed for efficient use of XSEDE systems including 
Keeneland, NCSA Blue Waters, TACC Stamepede, and NICS Kraken. 
TauDEM: The main purpose of this ECSS project is to enhance computational capability of 
TauDEM, an open source software tool for hydrological information analysis based on massive 
high-resolution digital elevation models (DEM) data such as the LIDAR-based terrain data 
provided by the NSF OpenTopography data facility. The ECSS staff members are responsible for 
conducting computational performance analysis and performance profiling experiments using 
XSEDE resources, identifying computational bottlenecks, and developing solutions to improve 
the scalability and efficiency of TauDEM for data-intensive analysis. 
This quarter focused on compiling and testing TauDEM 5.2 on multiple XSEDE resources, 
improving scalability and developing an experiment plan. The team conducted scalability tests on 
given a set of tunable parameters at the levels of applications, parallel computing libraries, and 
underlying file systems. The team will synthesize experimental results and identify bottlenecks, in 
particular input/ouput (I/O). 
3.1.2.3 Extended EOT Support (WBS 1.5.3) 
Over the second project year, ESTEO has contributed to tutorials, mentoring opportunities, 
meetings, as well as presented numerous talks and presentations at scientific and high 
performance computing conferences for a total of 173 events (59 in Q2). In many cases, ESTEO 
staff initiated the contributions, developing and delivering the content at a number of venues 
including SC12, and had content accepted for XSEDE13 and submitted to SC13. Some highlights 
of the activities include a multi-site tutorial on MPI, special topics related to optimizing code for 
the Intel Xeon Phi on Stampede resource at TACC, as well as broader topics for users new to 
XSEDE and high performance computing. 
ESTEO work for the period continued the intense focus on preparing materials for upcoming 
conferences. XSEDE13 and SC13 are targets of several tutorials and presentations by our staff. 
Amit Majumdar has been coordinating the technical program for the conference; the most recent 
quarter included significant staff participation reviewing the proposed papers, posters, tutorials, 
and presentations, as program chairs and/or program committee members. Some of the upcoming 
tutorials will cover: 
• Accelerator programming: OpenACC  
• Programming for the Intel Xeon Phi 
• Introduction to XSEDE 
• Introduction to Unix/Linux 
• Eclipse IDE and the Parallel Tools Platform 
• Scientific Visualization 
• Performance Optimization on TACC Stampede 
• Matlab on PSC Blacklight 
• Introduction to Hadoop on SDSC Gordon 
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Staff continued to provide outreach and training activities even as they prepare new material for 
large events later in the year. A number of staff participated in developing and delivering content 
for the International 2013 Summer School on HPC Challenges in Computational Sciences in New 
York, New York on June 23-28. Finally, ESTEO staff participated in successful XSEDE regional 
workshops at the University of Maryland-Baltimore County, as well as Florida International 
University in April 2013.  
A number of staff, including Marcela Madrid, Doug James, Ritu Arora and Yifeng Cui mentored 
students this quarter. This also included mentoring activities at tutorials, as needed. 
We also continue to review web tutorials and provide new content.  
The full list of training courses is now available online at https://portal.xsede.org/course-calendar. 
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3.2 User Services (WBS 1.3) 
XSEDE User Services continued to consolidate activities in PY2, while also expanding services 
and offerings, and improving on delivery quality and schedule. XSEDE continues to improve 
users’ experience with requesting and accessing services, and to improve their productivity while 
using these services and the many resources/systems supported by these services. As PY2 ends, 
the level of integration of services is much higher than at any point in the TeraGrid project, while 
the scope of services—and diversity of systems supported—is greater. 
3.2.1 Training (WBS 1.3.1) 
PY2 Summary 
Training both new and experienced users to be more productive with the powerful resources 
offered through XSEDE is a crucial activity for ensuring as much world-class science is 
conducted as possible. The integrated XSEDE training program reached an incredible number of 
users in the project year: more than 35,000 via 56 training events (i.e. in-person classes, 
webcasts) and online training. Training offerings included our first large multi-site classes, 
outreach training to three MSI campuses, 44 modules for online training, and content for the new 
Stampede and Keeneland systems. 
Q2CY2013 Summary 
The XSEDE training efforts continued this quarter at a pace that will contribute substantially to 
our annual goals. Training reached more than 12,000 people via online, webcast, and in person 
methods. Sixteen scheduled events took place, including the MPI multi-site programming 
workshop held simultaneously at University of Connecticut, University of Utah, Clemson 
University, PSC, UCLA, and Michigan State University. The events had 482 registrants. Not 
included in the registration count are registrants who signed up for Jim Demmel’s parallel 
computing course in the last reporting period, with the course offering ten lectures in the current 
reporting period. Demand for training continues, with the new registration waitlist feature being 
activated at three events in the reporting period. In online training, 846 users enrolled for courses 
offered through CI-Tutor. The Virtual Workshop (VW) site had more than 10,796 unique visits, 
with 2,685 return visits.  
Outreach to MSI campuses continued with a near record regional training visit to Florida Atlantic 
University for a multi-track session that attracted 94 registrants. Within the reporting period only 
the University of Texas at El Paso workshop numbered more. In addition, the University of 
Maryland-Baltimore County regional workshop attracted 29 registrants. 
For near future training, conversations continued on coordination of registration with the VSCSE 
(Virtual School for Computation Science and Engineering). The VSCSE training event 
registration will be managed by the XSEDE User portal in the next reporting period. Also, the 
plan for training certificates is nearing completion with Education and Training working together 
with User Information & Interfaces to tag courses that will count towards the certificate. Plans for 
the certificate include the development of a transcript for certificate seekers to record 
assessments, and the creation of a badge system that will allow acknowledgement of trainees’ 
competencies completed. 
The Virtual Workshop provided users access to twenty-seven training modules with new modules 
under development and existing modules being reviewed for updates. Workshops in the works 
include Intel MIC, Vectorization, CUDA/GPU, Advanced SLURM, Data Transfer, and R. Users 
who are logged into the XSEDE portal can pass-through to the Virtual Workshop, or they can use 
guest registration.  
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In both delivery and in course development, XSEDE remains on track to deliver on the 
milestones. 
3.2.2 User Information & Interfaces (WBS 1.3.2) 
PY2 Summary 
User Information and Interfaces met all web site and XSEDE User Portal deliverables for PY2. 
Web site and documentation now include 1) supporting documentation for storage allocations, 2) 
content to enable users to more easily choose resources, 3) navigation improvements so user can 
easily move within web site, XUP, and the TIS site, 4) documentation for the Single Sign On Hub 
and xdusage, 5) user guides for Stampede, IU Mason, XWFS, and BigJobs Community Code, and 
6) updated user guides for Keeneland and Globus Online. Several new features were integrated 
into the XSEDE User Portal, including 1) publication gathering for PIs and XSEDE staff, 2) 
updated POPS interface to improve usability and conformance with the XSEDE look and feel, 3) 
capability for users to submit science stories to XSEDE, 4) expanded training services to enable 
training managers to list multiple training sessions of different types for a single course and create 
a course wait list, and 5) the inclusion of a forgot user name feature. 
Q2CY2013 Summary 
The XSEDE web site and XSEDE User Portal (XUP) development team released new features 
and met deliverables for this quarter. The XSEDE web site continued to expand with the online 
content being improved by adding new and updating existing documentation. Documentation for 
new services such as xdusage and single sign-on hub has been added to the web site and user 
portal. The team also improved documentation for the allocations process, GRAM5, and storage 
links. Improvements to navigation were also made to enable users to easily navigate from the web 
site, portal and TIS site. Efforts this quarter also included collaborating with the campus 
champions to develop and deploy a Campus Champions Fellows application process with an 
administrative interface. 
For the XSEDE User Portal, the team added the ability for users to send in their science stories to 
XSEDE. Users are encouraged to report the impact XSEDE has had on their science and it is 
recorded and archived in the XSEDE central database and sent to the external resources group. 
The XUP team also greatly expanded the training service to include the ability to list multiple 
training sessions of multiple types (in person, web cast, online) with a single course and the 
ability to designate wait lists with each course. Also, publications were expanded to make the 
user interface easier to use and the ability to have multiple allocations per publication. 
Both the user portal and web site were modified to handle the new storage allocations. 
Improvements to areas such as the science gateway registration page to enable only PIs, co-PIs, 
and allocation managers access was done at the request of the science gateways team. Additional 
collaborative tasks were completed by adding a new server request form for staff and assisting in 
the deployment of a financial application for internal XSEDE usage. 
The Knowledgebase (KB) team expanded and improved KB articles by adding 16 new KB items 
and updating 75 existing articles to insure accuracy. There are now a total of 585 documents in 
the KB. 
3.2.3 User Engagement 1.3.3 
PY2 Summary 
The User Engagement team deployed the new XSEDE ticket system, which is now implemented 
using the Request Tracker (RT) system. The Feedback team completed the PY1 annual survey 
and associated reporting and began working with Allocations to establish a targeted survey for 
use following the beginning of each allocations period. Feedback also conducted BoFs at 
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XSEDE12 (XSEDE – Review and Directions after One Year) and SC12 (XSEDE User Meeting) 
and conducted two focus groups, “Cloud Services” and “XSEDE Survey Process.” All routine 
consulting activities were conducted during PY2, including quarterly ticket mining. No 
significant problems were uncovered from the tickets. 
Q2CY2013 Summary 
XSEDE User Engagement is organized as two working teams:  Feedback and Consulting. The 
Feedback team focuses on gathering, recording, and mining information obtained from 
interactions with the XSEDE user community to distill the needs of stakeholders. The Consulting 
team coordinates seamless support of the user community across XSEDE. Requirements derived 
from consulting and feedback efforts are mapped to efforts within XSEDE to guide 
improvements to the resources and services offered.  
During PY2, the Feedback team focused on gathering information via an annual survey, 
interviews, focus groups, birds-of-a-feather sessions, and email submissions to 
feedback@xsede.org. The annual survey was revamped from the PY1 format to make it shorter 
and more focused on user satisfaction with XSEDE services. This format will be used in the PY3 
annual survey. An average of one focus group was held per quarter in PY2 and this rate will be 
continued in PY3. Focus groups topics will center, where feasible, on XSEDE WBS elements 
(i.e. allocations, training, ECSS, etc). Actionable items from email submissions to 
feedback@xsede.org were collected during PY2 and are a primary source of actionable items in 
PY3.  
Usability panels remain an option in PY3. However, there were no requests for these panels in 
PY2. These panels are at the request of the XSEDE Project Office, to assess the usability of 
proposed changes and additions to XSEDE services. The feedback team will mine the data 
gathered through these activities and from submissions to feedback@xsede.org to produce reports 
that will be posted on the XSEDE staff wiki and focused notifications that will be sent directly to 
relevant XSEDE staff. Finally, the User Engagement staff, and the entire User Services team, will 
be directly involved in evaluating and implementing suggestions from the User Advisory 
Committee (UAC), as well as from the XSEDE Advisory Board. Bird-of-a-feather sessions will 
be discontinued in PY3. Attendance was low at these types of events in PY2 and there is no way 
to guarantee sessions can be scheduled at the various venues such as the SC conference. 
The Consulting team monitors consulting activities across XSEDE and deploys new policies, 
procedures, and software to ensure that seamless, high-quality support is delivered to users in a 
timely manner. In addition to directly handling XSEDE tickets that are not clearly associated with 
the activities of a specific service provider or XSEDE team, the consulting team will monitor the 
progress of all XSEDE tickets and quantify the provided quality of service by collecting and 
analyzing metric data. Members of the consulting team or the Consulting Coordinator, who 
oversees the team, will address any service problems related to the XSEDE consulting process. In 
PY2, the XSEDE ticket system was changed to using the RequestTracker (RT) system. In PY3, 
the new system will be modified, as necessary, to enable accurate tracking of both help and 
feedback tickets and to facilitate automation of monitoring processes. The consulting team will 
devise new policies and procedures built around the new XSEDE ticket system to improve the 
efficiency and efficacy of the consulting process, and members of the team will train consulting 
staff across XSEDE.  
Key performance indicators 
 Increased number of actionable feedback items 
 New ticket system metrics and features  
 Improved performance on ticket system metrics 
 57 
3.2.4 Allocations (WBS 1.3.4) 
PY2 Summary 
In PY2 the Allocations team collaborated with Operations, the POPS development team and User 
Services in the effort to add storage facilities at PSC (Data Supercell), NICS (HPSS), SDSC 
(Data Oasis), and TACC (Ranch) to the list of compute and visualization resources available to 
research teams through the allocation process. The team also facilitated the four XRAC 
allocations review meetings scheduled during the reporting period. At the four meetings PIs 
requested 3.866B SUs, SPs made available 1.72B SUs, and reviewers recommended awarding 
1.81B SUs – 1.52B SUs were awarded after adjustments. 
Q2CY2013 Summary 
This objective encompasses the allocations process, for Startup, Education and Campus 
Champion allocations as well as the merit-review XRAC Research request process, the POPS 
system for request handling and management, mechanisms by which PIs manage allocations 
through transfers, extensions and so on, and interfaces by which PIs manage the users who are 
authorized to use their allocations. Operationally, this objective includes the XRAC review 
process, the Startup allocations review and decision process, and the maintenance and operations 
of the POPS system. 
The table below shows the overall allocations management activity handled by POPS and the 
allocations staff for the reporting period. Note that for Transfers, the table shows only the positive 
side of the transaction to show the total transfer level; there is a corresponding negative amount, 
adjusted for resource exchange rates. 
POPS Requests and Awards 
 
The June XRAC quarterly allocations meeting was planned and held in Indianapolis, IN. The next 
two XRAC meetings have been scheduled for Arlington, VA. in September 2013 and San Juan 
PR, December 2013. 
Requests totaling 866M SUs were requested at the June 2013 XRAC meeting. Recommendations 
totaled 450M SUs with 445M SUs available and 435M SUs awarded. The review board had 
discussed a trend of poor or insufficient efficiency/scaling numbers in proposals and wanted to 
make sure they were not “giving benefit of the doubt” to PIs, therefore more than the normal cuts 
were made in recommended awards. 
Also at the June 2013 XRAC the first of the new storage resources were made available for 
awards. Requests totaled 8.335PB with 6.266PB recommended and 6.87PB awarded initially 
4.8PB were made available but after sites consulted with research groups the availability was 
increased to handle the existing storage, this was mostly on the Ranch system. 
The XSEDE Allocations staff received 500 tickets within the reporting period. Most, if not all, 
were addressed and a high rate of user satisfaction achieved. 
# Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd
New 82 295,623,259 55 92,918,079 204 26,369,555 172 19,532,108 18 3,016,203 13 723,000 13 6,353,036 11 4,659,101
Prog. Report 1 1,270,000 1 1,255,822 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
Renewal 92 580,395,970 79 348,240,015 16 2,045,012 8 505,012 4 190,000 4 190,000 10 4,480,137 9 3,436,101
Advance 46 36,256,244 40 17,296,000 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
Justification 3 8,375,630 1 1,400,000 0 0 0 0 0 0 0 0 0 0 0 0
Supplemental 42 38,310,434 24 11,292,000 18 2,510,000 15 1,918,000 4 600,000 4 700,000 3 270,000 2 70,000
Transfer 65 24,268,786 59 23,135,726 21 1,022,833 19 793,597 1 53,620 1 54,000 0 0 0 0
Extension 62 n/a 60 n/a 50 n/a 49 n/a 0 n/a 0 n/a 1 n/a 1 n/a
Research Startup Education Campus Champions
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Lastly, XSEDE Allocations staff provided two webinars titled, “Writing a Successful XSEDE 
Allocation Proposal,” and about 40 participants registered for each of the webinars. 
 
  
 59 
3.3 Education and Outreach (WBS 1.6) 
The Education and Outreach activities have achieved the goals and objectives set forth for the 
year through the engagement of over 6,000 people during PY2. The activities have included 
offering more than workshops, visiting campuses, participation in conferences, the involvement 
of students, 20% growth in the number of Campus Champion institutions, XSEDE allocations of 
time for faculty from Minority Serving Institutions, the release of Campus Bridging software, 
enhanced attention to dissemination of information among the community, extensive formative 
evaluations of XSEDE activities, and numerous other activities.  
The Education and Outreach team began its work in PY1 by developing metrics that have been 
used by the external evaluators to conduct formative evaluations of the full range of programs and 
activities. Those metrics are included in this report for PY2. Based on feedback from the NSF 
review panel, the Education and Outreach team will be working during the start of PY3 to 
identify Key Performance Indicators (KPIs). The E&O team will use the KPIs as a basis for 
summative evaluations during PY3 and beyond, and the KPIs will be included in future reports. 
Collectively, the team documented the following metrics during the year. The numbers of 
participants in the table are low estimates as we do not have complete information for all of the 
events, especially conferences and webinars, nor do we have complete demographic information 
about all of the participants. 
Type of Event Number 
of Events 
Number of 
Participants 
Number of Under-
represented 
Participants 
Workshop 42 2,054 407 
Conference 20 3,414 155 
Webinar 11 222 170 
Campus Visits 15 460 250 
Presentations 6 66 N/A 
Tutorials 7 220 138 
On-line Course 2 375 N/A 
Seminar 4 104 N/A 
Total 107 6,840 3,120 
 
Through the efforts of many XSEDE staff and community members, the first annual XSEDE12 
Conference was held July 16-20 in Chicago, bringing together more than 600 people to help 
celebrate the launch of XSEDE and to engage the community in becoming more deeply involved 
in utilizing XSEDE’s resources and services. 
The Training, Education and Outreach Services (TEOS) teams have received recommendations 
from the TEOS Advisory Committee that led to the TEOS team conducting a retreat focused on 
improving integration of activities among the TEOS team and with the rest of XSEDE. The 
Advisory Committee advice, the TEOS retreat, regular surveys of the community, and regular 
team discussions are helping to improve workflows among the teams, to improve 
communications internally and externally, and to improve the resources and services provided to 
the community. 
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3.3.1 Education (WBS 1.6.1) 
The team worked with several institutions on formal computational science programs, conducted 
multiple professional development workshops for faculty and students, and conducted multiple 
campus visits to talk with faculty, administrators, staff and students. The team worked with 
external partners including Blue Waters, the Virtual School of Computational Science and 
Engineering (VSCSE), PRACE and RIKEN to leverage the complementary efforts of these teams 
to better serve the community. The team also assisted with the publication of the Journal of 
Computational Science Education (JOCSE).  
3.3.1.1 Promoting the Adoption of Formal Computational Science Programs 
Over the course of the year we visited a number of campuses and began discussions with the 
faculty about the adoption of a computational science curriculum. This included visits to three 
minority serving institutions including a tribal college, and six liberal arts colleges. Other 
relationships were begun via webinars with interested faculty and administrators that are now 
leading to visits undertaken in year 3. One of the liberal arts colleges, Mary Washington 
University, has completed approval of a computational science minor program that began in 
autumn 2013.  
Overall, we are working with seventeen different institutions on curriculum development. Almost 
all (16) are focused on the undergraduate curriculum, while one is focused on both an 
undergraduate minor program and a PhD program. Of the seventeen, nine are institutions that 
primarily serve under-represented minorities including a Tribal College, seven Historically Black 
Colleges and Universities, and one Hispanic Serving Institution. 
3.3.1.2 Campus Visits and Training Workshops 
We completed the online offering of the Berkeley course Applications of Parallel Computers. The 
course drew wide attention with over 375 people from all over the world using the materials. We 
formally registered 345 participants of which 145 actively completed portions of the course. We 
are investigating other approaches to enrolling students including possible credit bearing courses 
in cooperation with their home institutions to increase the completion rate for the course.  
We completed planning for six summer workshops for faculty on a variety of computational 
science education topics. The first of these on computational chemistry for chemistry educators 
was held at Linfield College in Oregon in late June.  
The team participated in the SC12 education program, presenting a three-hour workshop on 
teaching the course Introduction to Modeling and Simulation. Attendees were also introduced to 
XSEDE resources that can be incorporated into formal courses. The team helped to manage the 
LittleFe build-out event at SC12. 
3.3.1.3 Repository  
Significant work was conducted to improve the HPC University changing its look and feel while 
adding the functionality to make it a reference site for computational science education materials, 
events, and opportunities for student and faculty. We completed the initial revision to the 
metadata hierarchy and began re-indexing the current materials in preparation to add additional 
reviews. We completed the design of the procedures to assign reviewers and provide easy to use 
reviewer tools. A number of other functions were also updated to allow for the easy posting of 
news items, career opportunities, and student internships. The site has been heavily used by the 
community with over 1 million hits during the year. 
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3.3.1.4 Computational Science Competencies 
We began the process of drafting competencies on data intensive computing. A set of draft 
competencies were prepared and reviewed by a panel of experts. A revised draft of those 
competencies will be made public by Autumn 2013. 
3.3.1.5 Pre-Service Science and Math Teachers 
We have continued our work with the science education program at The Ohio State University. 
The previously developed simulations for classroom use have undergone further evaluations by 
the pre-service teachers at OSU. During the past quarter, an IRB was completed that will allow 
field testing the simulations in classrooms and garner evaluations as to their effectiveness in 
teaching science concepts. A paper on this work was presented at the 2013 NSTA STEM 
Exposition & Forum in St. Louis, MO in May.  
3.3.1.6 International HPC Summer School 
More than 70 graduate students and post docs from Europe, Japan and the United States 
participated in the Fourth Annual International Summer School on HPC Challenges in 
Computational Sciences, held June 23-28, 2013, in New York City. More than 20 percent of the 
participants were women. The summer school was jointly sponsored by the U.S. National Science 
Foundation's Extreme Science and Engineering Discovery Environment (XSEDE), the European 
Union Seventh Framework Program's Partnership for Advanced Computing in Europe (PRACE), 
and Japan's RIKEN Advanced Insti-tute for Computational Science (RIKEN AICS).  
3.3.2 Outreach (WBS 1.6.2) 
The Outreach Program includes the Champions Program, the Scholars Program, the Minority 
Faculty Council, the Minority Research Community, the Under-represented Faculty engagement 
program, the Student Immersion Program, the Extreme Scaling Workshop coordinated with Blue 
Waters, and the annual XSEDE Conferences. The Under-Represented Outreach (URO) group 
includes individuals from multiple Outreach teams as well as other TEOS members to develop 
strategies and plans for engaging under-represented faculty, staff and students. 
3.3.2.1 Champions Program 
The Campus Champions Program continues to grow with campuses regularly contacting XSEDE 
to become members. To date there are 147 total member institutions with 204 representatives on 
those campuses. The member institutions include: 80 regular institutions, 47 institutions in 
EPSCoR jurisdictions, 12 Minority Serving Institutions (MSIs), and 8 institutions that are MSIs 
and in EPSCoR jurisdictions. 
Campus Champions were well represented and active at XSEDE12 and at SC12. In addition to a 
general Champion meeting and a Champions Leadership meeting, XSEDE hosted a discussion on 
“How to Make XSEDE Easier to Use.” Champions and XSEDE staff had very productive and 
discussions about issues that users have raised when getting started or expanding their use of 
XSEDE resources and services. The issues raised by Champions led to an extensive analysis and 
a set of recommendations for improvements to the XSEDE User Portal for providing access to 
XSEDE resources by Champions and their users. The recommendations have become action 
items for XSEDE teams to improve these services. 
The Champions Program has evolved and is now comprised of four programs: Campus 
Champions, Regional Champions, Student Champions, and Domain Champions. The latter three 
programs were announced at the XSEDE13 meeting in July 2013. 
3.3.2.1.1 Working Groups 
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The Champions Program has four working groups. The original two working groups are Campus 
Outreach and User Assistance. The working groups completed the drafts of material for all 
Champions to able to use on their campuses. These documents were distributed to all of the 
Champions at the XSEDE12 conference (and mailed to those who were unable to attend). The 
Working Groups continue to receive feedback from their peers as the Champions have returned to 
their campuses and have used the materials. Both Working Groups continue to meet as needed to 
process feedback and keep the resources current. With the assistance of the Campus Outreach and 
User Assistance materials, Champions on campuses are engaged in technology Information Days 
at their institutions. The University of Oklahoma, Ohio State, Michigan State University, and the 
University of Michigan presented computational STEM resource information to their faculty and 
researchers in the current academic period.  
During the last quarter, the User Assistance Group completed the planning and preparation for the 
XSEDE13 conference. The group took on the task of updating the User Assistance materials that 
were provided a year ago to the Champions and included in the Survival Kit v.2.0. They took on 
the added task of preparing for a Birds-of-a-Feather (BOF) on training at XSEDE13. 
Two new working groups were formed to address initiatives to create the Regional and Student 
Campus Champions Programs. Initial conference calls have been held, and the two groups are 
brainstorming what the roles and responsibilities would be for these new types of Champions. 
There is a lot of interest in both programs among the Champions, but the goals and objectives 
need to be defined carefully so that they can be effective additions to an already successful 
program, with clear metrics that can be evaluated and measured 
3.3.2.1.2 Training 
Training sessions, notably “New Champion Orientation” and “How to Write a Successful XRAC 
Proposal” were delivered. Feedback from both has been positive, and there is a request that the 
XRAC session be added to the regular training calendar, at least on a quarterly basis. Much 
training was also provided at the XSEDE12 conference, with Champions enthusiastically both 
delivering and consuming the offerings. The Champions have been proactive in identifying 
specific training needs, and a prioritized list has been sent to the XSEDE Training coordinator. 
Champions are also looking forward to working with the Training group to pilot the “Train the 
Trainer” program being developed during Program Year Three. 
3.3.2.1.3 Champions Fellows 
The Campus Champions Fellowship program engaged six Fellows partnered with six ECSS 
consultants. Administrative coordination between the Fellows and the various XSEDE partners 
responsible for overseeing the program has proven to be complicated. The Fellows presented their 
work at the monthly Champion Meetings. One of the Champions changed jobs and had to drop 
out of the program. The remaining three Fellows will present their efforts via a panel at 
XSEDE13.  
The external evaluators investigated the recruiting, placement, and execution of the program, to 
provide actionable input prior to the beginning of the second cycle of Fellows recruitment. The 
fellows met with XSEDE staff to discuss the program and assist with tweaking the program for 
the next cohort. An application and selection process was conducted in the spring to select a new 
set of Fellows for PY3. Our 2013 Fellows are: 
 Luis Cueva Parra (Auburn U), paired with ECSS mentor Yang Wang (PSC) 
 Shawn Duan (South Dakota State), paired with ECSS mentor Jacek Jakowski (NICS) 
 Alla Kammerdiner (New Mexico State), paired with ECSS mentor Bob Sinkovits (SDSC) 
 James McClure (Virginia Tech), paired with ECSS mentor Frank Willmore (TACC) 
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 Ben Ong (Michigan State), paired with ECSS mentor Haihang You (NICS) 
 Eric Shook (Kent State), paired with ECSS mentor David O’Neal (PSC) 
3.3.2.2 Scholars Program 
The webinar series for the student Scholars has evolved into two tracks. The traditional track of 
mentoring and computing skills topics will continue. Scholars are being recruited to present 
student research talks. One of the most successful activities from both XSEDE12 and SC11 has 
been the session during which graduate students shared their research with small groups of 
undergraduate Scholars. This series highlights the exciting research of XSEDE Scholars and how 
HPC and digital resources are used to enhance their research efforts.  
During the last quarter, the XSEDE Scholars conducted the third call for applications. A total of 
40 Scholars were chosen from a pool of 221 applicants of whom 160 were eligible. The XSEDE 
Scholars Grace Silva, Paul Delgado and Manual Zubieta, will return as elder statesmen for the 
Scholars. They will act as mentors to the new Scholars, will provide feedback regarding logistics 
and webinar planning, and will be student programming mentors. 
3.3.2.3 Minority Faculty Council 
The Minority Faculty Council (MFC) produced their first set of recommendations for increasing 
the number and diversity of participants in the computational science community, which was 
provided to the XSEDE Leadership. The Education and Outreach (E&O) team produced a 
response to this report encouraging further discussions and interactions. 
The Minority Faculty Council members actively recruited XSEDE Scholars and assembled 
student groups (such as at University of Texas at El Paso) at their sites for group webinar 
viewings. MFC members spent time working on MSI recruitment. 
Rice developed plans for the three XSEDE Scholars/MFC specific events at XSEDE13. Ruth 
Kravetz co-wrote an outreach paper for XSEDE13 with Linda Akli about the positive effect of 
collaboration among MSI Outreach, campus champions and XSEDE Scholars program.  
3.3.2.4 Summer Immersion Experience  
Twelve students were selected to participate in the first XSEDE Student Engagement Summer 
Immersion Experience. For ten weeks, from June 1 through August 3 they worked with XSEDE 
staff and researchers on a variety of projects. All of the students made summary presentations at 
the XSEDE12 conference, and five also presented posters of their work as part of the XSEDE12 
Student Poster contest. Feedback from the students and their supervisors is generally positive.  
A post-participation online survey was administered to student participants of the 2012 XSEDE 
Student Engagement Program. 78% (7/9) of students agreed or strongly agreed that the program 
met their expectations and were satisfied with the interaction they had with their supervisor. 88% 
(8/9) agreed or strongly agreed with the statement, “I am satisfied with my research experience.” 
44% (4/9) claim the quality or scope of their research, work, or major has changed since they 
became involved in the program and 77% (7/9) applied for additional programs, conferences, 
and/or research opportunities in HPC. Program supervisors also received a post-participation 
survey to determine the added-value of participation and offer suggestions to improve the 
program. Supervisors repeatedly cited gains in their project development, mentoring skills, and 
collaborations as a result of participation in the program.  
As a result of feedback from the 2012 program participants, we were able to make improvements 
to the program that benefited the students, their projects, and the XSEDE staff and researchers 
involved in the program. During the last quarter, sixteen students (nine are under-represented) 
were selected to participate in the second XSEDE Student Engagement Summer Immersion 
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Experience. For ten weeks, from May 28 through August 2 they worked with XSEDE staff and 
researchers on a variety of projects.  
3.3.2.5 Under-represented Community Engagement 
SURA coordinated a number of campus visits, conferences and presentations to engage the 
under-represented community in XSEDE, which are included in Appendix H.  
A key performance indicator of SURA’s impact is the number of research allocations on XSEDE 
computing resources were made to faculty at Minority Serving Institutions including Clark 
Atlanta University, Florida A&M University, Florida International University, Morehouse 
College, Philander Smith College, New Mexico State University, and the University of Maryland 
at Baltimore County. Howard University, Clark Atlanta University, and UTEP are continuing 
their participation in the Campus Bridging Rocks Roll evaluation.  
SURA’s efforts towards deeper engagement with researchers and faculty at Minority Serving 
Institutions is beginning to see tangible results. Mark Jack, a researcher at Florida A&M, has 
received an allocation on Ranger, and is continuing to receive support from SURA to transition 
his work to XSEDE services. Kofi Nyako, Morgan State University is using an XSEDE 
Education allocation to provide resources for his engineering class. Fisk University, as a result of 
the regional workshop held in Nashville in Program Year One, has joined the Campus Champions 
program. And travel support has been provided to seven researchers from MSIs to attend 
professional development events, including a TACC workshop, the American Indian Science and 
Engineering Society annual meeting, and the SC12 Broader Engagement program. Additional 
regional workshops are being planned for late winter/early spring at the University of Texas-El 
Paso, Florida International University, and in the Baltimore/DC area.  
3.3.2.6 Extreme Scaling Workshop 
The 6
th
 annual Extreme Scaling Workshop brought together 45 researchers and professionals 
from academia, industry and government to address algorithmic and applications challenges and 
solutions in large-scale computing systems with limited memory and I/O bandwidth. The 
workshop series is sponsored by Blue Waters and TeraGrid/XSEDE. The workshop details 
including the agenda and the presentation materials are publicly available at 
https://www.xsede.org/web/xscale/. The workshop proceedings will be submitted to the ACM 
SIGHPC and the ACM Digital Library for broad dissemination. The evaluation determined that 
workshop participants viewed this workshop as a unique opportunity to engage a small and 
specialized community. During the last quarter, planning was conducted for the Extreme Scaling 
Workshop 2013 to be held in Boulder, Colorado with a focus on Heterogeneous Computing. 
3.3.2.7 XSEDE12 Annual Conference 
The Inaugural XSEDE conference – XSEDE12, was held 16-20 July in the Hotel Intercontinental 
on the Magnificent Mile of Chicago, IL. It was a tremendous success.  
The XSEDE12 technical program provided an opportunity to present and discuss significant 
science achievements made possible through cutting-edge cyberinfrastructure, as well as the 
advancements in software, technology, and education that support those research efforts. This 
year’s program featured science papers drawn from a number of submissions on many topics, 
including the acceleration of molecular dynamics simulations, multi-scale simulations of blood-
-flow, mining of social media data, humanities supercomputing for large-scale video analysis, 
simulations involving storm interaction and tornado prediction, hybrid MPI/OpenMP simulation 
of DNS turbulence, and astronomy simulations of black hole binary spirals. The technology track, 
focused on systems and middleware, featured talks on software engineering best practices, 
technologies for efficient use of heterogeneous nodes, evaluation of data-intensive 
supercomputers, XSEDE parallel and distributed file system technologies, grid system software, 
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and other technologies. In the software and software environments track, researchers presented 
work on improving bioinformatics software performance, a phylogenetics science gateway, 
parallel debugging, the parallel software programming tools, and Campus Bridging. The 
education, outreach and training track included discussion of science, technology, engineering, 
and mathematics (STEM) program evaluation; educational tools using cyberinfrastructure; 
XSEDE user and K-12 outreach; and inclusion of minority students in computational research.  
A student dinner Sunday night, a special track for student posters, and a student programming 
competition provided exciting activities that were designed for and enjoyed by student attendees. 
The poster reception and visualization showcase brought together scientific staff, faculty, and 
student researchers for active, in‐ depth discussion, and sharing of research. In addition, Birds of 
a Feather and panel sessions provided the stage for discussion of opportunities and challenges 
surrounding big data and data-intensive computing, scientific cloud computing, cloud/HPC/grid 
educational activities, heterogeneous computing, improving accessibility of advanced computing 
resources, campus bridging, software sustainability, and security.  
3.3.3 External Evaluation 
Education: Steve Gordon and Berkeley’s James Demmel have engaged the evaluation team in 
the assessment of the CS267 Spring 2013 course on Applications of Parallel Computers. An 
online post-course evaluation form was administered to students who completed most course 
requirements. Students found the course to be well organized and were satisfied with the online 
delivery of the course.  
Under-represented Community Engagement: The evaluation team worked with program 
management to develop a workshop session survey, post workshop survey, and interview 
protocol for three regional outreach events at UTEP, FIU and UMBC. A comprehensive 
evaluation report was generated based on the data gathered at the events. Generally, workshop 
participants expressed positive views about the workshop. Participants appreciated and sought 
application-oriented content. Participants were somewhat frustrated with the content level during 
sessions and noted a need for detailed session descriptions. Overwhelmingly, participants 
requested more hands-on exercises for all sessions.  
Campus Champions: The first of the Campus Champions case studies was conducted through 
interviews. The evaluation team is currently compiling a report on the first case prior to 
interviewing the 2
nd
 case in the first quarter of PY3. Reports will be structured to provide 
practical and detailed examples for champions and XSEDE staff regarding model champion 
activities as reference materials to inform best participation practices and program planning.  
Student Engagement Program: Lorna Rivera attended the Student Engagement kickoff event at 
the Pittsburgh Supercomputing Center (PSC) May 29-30 to conduct observations and interviews 
with students and supervisors. An online survey was released following the kickoff for students to 
complete. Most students found the kickoff to be well organized and would rate their experiences 
as successful. A post-participation survey will be generated and released this quarter to determine 
the impact of the program.  
Campus Bridging: The evaluation team drafted an interview protocol with the help of the 
campus bridging team this quarter. Evaluators began to conduct interviews with pilot site 
participants regarding their experience and satisfaction with the program.  
Longitudinal Tracking System: The external evaluation team shared a proof-of-concept 
presentation of the longitudinal tracking system to highlight how the evaluation team can trace 
users through typical pathways of engagement with XSEDE resources via the user portal. Data 
available for conducting the analysis from the portal included: allocations, training registration, 
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and resource usage, namely job submission. Declined allocation requests and help desk tickets 
were linked with portal data in order to conduct a deeper analysis. The target groups of the 
investigation were: XSEDE Scholars, Student Engagement Program participants, Training 
registrants, institutions with Campus Champions, Campus Champions, and users given access to 
champion allocations. The evaluation team recommends conducting further mixed methods 
analysis in order to appropriately interpret the results. A more complete picture of the data will be 
outlined in the midterm evaluation report scheduled to be released in September 2013.  
3.3.4 E&O Infrastructure (WBS 1.6.4) 
The team has been focused on implementing a repository for shared computational science 
training and education materials. A comprehensive ontology of materials has been installed at the 
HPC University site with the help of the Shodor Education Foundation and is being prepared to 
accept reviews of existing training and education materials. The repository will allow faculty and 
students to search for materials based on subject areas as well as the competencies that have been 
created as part of our educational program activities.  
The new Facebook presence has been populated with events and announcements from the E&O 
XSEDE Blog. Most all items added to the Blog also appeared on the Facebook page, which is 
called ‘Computational Science Education News.’ The new presence is pushed out to collaborators 
and thence through their various outlets into the communities that care about computational 
science and research in schools at all levels.  
3.3.5 Campus Bridging (WBS 1.6.5) 
3.3.5.1 Definition of use cases and quality attributes for XSEDE’s Campus Bridging efforts 
The Architecture and Design teams have completed the Level 3 Decomposition for Campus 
Bridging Use Cases and Quality Attributes. Familiarity with the process of creating use cases and 
quality attributes has been passed on to teams who are currently going through the process with 
the Architecture and Design teams. 
3.3.5.2 Discussion of campus bridging within XSEDE and within the national 
cyberinfrastructure community 
The Campus Bridging team continued to disseminate information about XSEDE’s Campus 
Bridging via videos produced in the previous quarter: https://pti.iu.edu/campusbridging/what-is-
campus-bridging and https://pti.iu.edu/campusbridging/penguin-computing-and-iu. The bulk of 
Campus Bridging efforts were in the area of moving the GFFS Pilot project forward and in the 
software packaging projects. One report describing priorities for Campus Bridging in years 2-5 
was published, and a detailed plan for cluster software distribution was drafted and disseminated 
within XSEDE for comment. 
The Campus Bridging team created a video of the “What is campus bridging” for streaming and 
podcast purposes. The video describes the general concepts of campus bridging and XSEDE 
Campus Bridging initiatives and generally conforms to the talks delivered by the Campus 
Bridging Team at Internet 2 Members' Meetings, XSEDE11, and SC11. This video will be made 
available before SC12 begins. 
The Campus Bridging team met with the Minority Research Community in August in order to 
describe Campus Bridging initiatives to the community and gather input on directions. Significant 
interest was expressed in the community about both the Campus Bridging team's Rocks Roll 
packages and in training and documentation initiatives, as well as the propagation of the GFFS 
and Globus Online tools for data management. 
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3.3.5.3 GFFS Pilot Project 
All of the GFFS Pilot sites were given access to the GFFS Software in this period and allowed to 
work with XSEDE resources as well as with resources at UVA, and across participating 
campuses. Campus sites benefited greatly from UVA “office hours” in which UVA staff worked 
with pilot sites directly via phone or skype in order to address installation and configuration 
issues. Tom Bishop at LONI has been able to reach his goal of submitting 240-core jobs to 
Kraken via GFFS with Unicore 6 integration. Guy Almes of Texas A&M University focused on 
testing filesystem performance across multiple sites. The bulk of testing of GFFS has concluded 
and pilot sites are preparing to make the transition to production Genesis II version 2.7 installs 
later in the year. Reports from the pilot sites will continue to inform the Operations team as they 
prepare to implement the Genesis II software throughout XSEDE. This project is almost complete 
– all of the testing is done; all that remains is the finalization of the report. 
3.3.5.4 Rocks Roll Software Project 
The Campus Bridging team has, in concert with Operations and Software Development and 
Integration teams, put together a list of XSEDE software that is approved for inclusion in the 
XSEDE Campus Bridging Rocks Rolls and packaged software. Campus Bridging is working to 
establish milestones for the packaging of the software and a distribution mechanism for users. 
Campus Bridging continues to work with Operations, A&D, and SD&I to establish a plan for 
software packaging that pursues XSEDE’s strategic goals for making XSEDE services available 
to campuses using the Campus Bridging software packages. The first phase of software 
packaging will focus on basic functionality and scientific software, while later phases will pursue 
tighter integration with XSEDE. Cornell will lead the packaging effort, with volunteers at IU and 
SURA institutions to test software installation after Operations has tested installation 
functionality internally. 
The additional staff at Cornell dedicated to the Campus Bridging Software Project have created 
Rocks Rolls and rpm packages that are ready for distribution and testing. Cornell staff have 
delivered a new version of the Rocks Rolls each month. Three MSI sites have been selected for 
using the Rocks Rolls and have agreed to start testing with the Rocks Rolls. Thanks to interaction 
with the Campus Bridging team on Campus Champions calls, interest from other sites is 
beginning to grow. 
3.3.5.5 Challenges in Program Year Three 
There is a significant challenge in Program Year Three having to do with one currently 
unmanaged risk, and one risk that seems under control at present. PY3 has to be the year that 
Campus Bridging delivers. Campus Bridging has to deliver new services that are meaningful and 
widely used, or we will have missed the opportunity to change the way researchers and students 
interact with XSEDE.  
Right now, we do not have funding in place of one absolutely critical part of our delivery plan for 
PY3. In particular, we lack funding for the majority of the planned work that Cornell is to do 
related to the Rocks Rolls project. This is critical to the campus bridging effort, and we simply 
have to find some way to correct this.  
The Rocks Roll / RPM effort will require continued modification and documentation support. We 
are currently on track to complete a full report on the GFFS / EMS pilot project by the end of 
PY2. There remains a risk in PY3 that seems currently well managed, but should be monitored 
continually: that is the risk of schedule slippage in deployment of GFFS. It would be a huge 
setback for XSEDE as a whole if GFFS production deployment does not take place prior to 
SC2013. 
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4 Delivering and Supporting New Capabilities in an Evolving 
Environment 
 
4.1 Architecture for a National Distributed Cyberinfrastructure Ecosystem 
(Architecture & Design, WBS 1.1.3)  
The Architecture & Design (A&D) team is coordinated by David Lifka and consists of the 
following architects:  
 Felix Bachmann – Software Engineering Institute, Carnegie Mellon University 
 Ian Foster – University of Chicago, Argonne National Laboratory 
 Andrew Grimshaw – University of Virginia  
 Morris Riedel  – Jülich Supercomputing Centre & EMI 
 Steve Tuecke – University of Chicago, Argonne National Laboratory 
4.1.1 Use Case Development 
Program Year 2 focused heavily upon the documentation of use cases, which are descriptions of 
“what researchers want to do with XSEDE resources and services,” that follow a consistent 
format containing various required fields including attributes stating in a quantifiable way how 
the resource or service must perform. Significant efforts were made David Lifka and Altaf 
Hossain to engage the XSEDE architectural area leads, identify new architecture use case areas, 
and to train and assist area leads in the development of use case documentation including proper 
quality attribute scenarios. The area leads, over 25 active participants now, were encouraged to 
review their use cases on the weekly A&D team calls with the architects including Felix 
Bachmann for guidance and support so that they could help and learn from one another. In 
addition to the A&D team calls, Susan Mehringer from CAC developed a Virtual Workshop, 
web-based training module, on documenting use cases based on materials from Felix Bachmann’s 
tutorial XSEDE’12 tutorial in Chicago. (see: 
 https://www.cac.cornell.edu/VW/usecases/default.aspx?id=xup_guest) 
Two important breakthroughs resulted from this accelerated approach. First, the A&D team was 
able to quickly identify inefficiencies and bottlenecks in the A&D processes as part of the over all 
XSEDE software engineering process, and second, common requirements across the architectural 
areas were identified. A&D continues to focus on improving efficiency of it’s processes as part of 
an over all software engineering team goal of accelerating the delivery of new services and 
capabilities to XSEDE users. The identified common requirements became an opportunity to 
produce a “foundational architecture” that covered the core requirements for many uses cases. 
A&D identified 10 canonical use cases that other use case developers can refer to or suggest new 
or different quality attributes for to meet their area’s needs. 
4.1.1.1 Canonical Use Cases 
The following canonical use cases have been identified. By documenting them and completing 
the architectural level 3 decompositions for them, XSEDE will have a complete foundational 
architectural at the end of XSEDE PY3. 
1. Job Submission  
2. File Transfer  
3. File Access  
4. Interactive Login  
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5. Allocations Management 
6. Authenticate to one or more SP resources, SP services, and XSEDE central services 
7. Resource/software/service information management  
8. Resource/software/service status management  
9. User Management  
10. File Archive 
4.1.2 Documentation & Deliverables 
We have successfully completed the active design review for both the XWAVE and XUAS 
architecture security components. This is significant as many of the use cases and level 3 
decompositions will build off of this work. 
XSEDE Architecture Level 3 Decomposition v0.972 available 
https://www.ideals.illinois.edu/handle/2142/45117 
4.1.3 Other PY2 Architecture/Engineering Highlights 
• Engaged all Use Case area leads to develop Use Cases in parallel 
(>50 Use Cases and >40 XSEDE and non-XSEDE people) 
(publicly available/in development) 
• Big Data 
– Analytics (0/5) 
– Data Management (3/5) 
– Visualization (0/6) 
• Canonical (4/10) 
• Campus Bridging (7/7) 
• Computing 
– High Performance (1/4) 
– High Throughput (1/5) 
– Scientific Workflows (0/3) 
• Federation and Interoperation (1/1) 
• Partnerships Online Proposal System, POPS 2.0 (0/10) 
• Science Gateways (5/5) 
Total (22/61) 
• Established the User Requirements Evaluation and Prioritization (UREP) for setting 
priorities (user representatives and senior management) 
• Established XSEDE digital object repository 
• Established an initial Use Case registry 
–  https://software.xsede.org/registry-dev/index.php 
4.1.3.1 Use Case Registry System 
The value of having a documented XSEDE architecture has become clear as more and more 
groups are getting involved in the A&D process. Use cases allow us to capture real user 
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requirements, and bring transparency and quality assurance to the overall XSEDE Software 
Engineering process. 
In order to allow stakeholders to track the development to use case and architectural 
documentation a use case & quality attribute scenario wiki site was created. (see: 
https://software.xsede.org/registry-dev/index.php) 
This site contains documentation, related training materials, and access to examples from other 
architectural areas as well as a place where area leads can contribute individual use cases and 
corresponding quality attribute scenarios at any time. This wiki page will enable more efficient 
and asynchronous development of the XSEDE architecture by making the development 
components finer grained. This is in turn will support the XSEDE software engineering process 
by enabling a constant stream of component development from architectural design to Software 
Development and Integration testing to Security and Systems and Operation production readiness 
approvals. Development will be tracked by a component registry system currently being planned 
by Janet Brown of the Systems and Software Engineering team in partnership with A&D. This 
system will allow XSEDE leadership to track the current state of any SSE component from A&D 
documentation to production. It will also link requirements in the requirement registry to each 
component they apply to. As a result of this effort, for the first time ever XSEDE will have a 
mapping of use cases (requirements) and the associated components use cases that support them 
as well as mapping of components back to the use cases they support. 
4.2 Realizing the XSEDE Architecture (Software Development & Integration 
WBS 1.1.6) 
Software Development & Integration’s (SD&I’s) mission is to: 1) deliver deployment ready 
software and services that implement XSEDE’s architecture to Operations, and 2) to provide 
software and service maintenance in response to user and Operations requests, and in response to 
evolving technology and infrastructure. 
During Project Year 2 (PY2) SD&I underwent management changes, implemented a broad set of 
engineering process improvements, and delivered significant new and upgrade software and 
services. 
At the end of PY1 and start of PY2 the SD&I Manager (Kurt Wallnau) moved on to a non-
XSEDE project and the SD&I Deputy Manager (JP Navarro) transitioned to Manager. After 
several months of searching and discussions with several candidates, Shava Smallen from SDSC, 
who was leading the SD&I Testing effort, was selected as the new SD&I Deputy Manager 
effective January 1, 2013. 
4.2.1 Engineering Process Improvements 
In PY2 SD&I made several significant engineering processes improvements, most notably in the 
areas of engineering documentation, how software activities (i.e. projects) are identified and 
tracked, how software activities are prioritized for upcoming delivery increments, and how 
resulting software products are distributed to customers. 
4.2.1.1 Engineering documentation 
During PY2 SD&I management undertook a thorough review, reorganization, and rewrite of 
engineering process documentation first drafted during PY1. This effort was prompted by 
consistent staff feedback that documentation was not organized well and was difficult to use, and 
from non-SD&I stakeholders who didn’t have sufficient transparency into SD&I processes. The 
improved documentation will be rolled out to the over 30 SD&I staff members early in PY3 
making it much easier for SD&I staff to follow engineering practices, and for non-SD&I 
stakeholders to understand how software flows through the engineering process. The plan is for 
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this documentation to be useful to non-SD&I staff interested in applying our best practices to 
other software projects in XSEDE and in the broader XSEDE community. 
4.2.1.2 Identifying and tracking new activities  
Early in PY2 SD&I management and technical leads identified potential development and 
integration activities in response to user requests, internal requests from other program areas, and 
in response to software provider and infrastructure changes. In the middle of PY2 the S&SE, 
A&D, SD&I, and Operations teams, who collectively deliver the XSEDE Architecture to users, 
established Active Design Reviews (ADRs) as the primary mechanism to translate the emerging 
collection of architecture use cases and the baseline security architecture into a set of 
development and integration activities that deliver the necessary components to users. SD&I took 
on the responsibility of coordinating ADRs. Using ADRs we were able to review the X-WAVE 
and XUAS security architectures and identify development and integration activities to deliver 
XSEDE’s baseline security architecture. In PY3 that ADR process will be used to prioritize use 
cases and their associated activities. The combination of new use case ADRs, feedback from 
users and staff about existing capabilities, and responding to the evolving technology landscape 
provides SD&I a more comprehensive source of proposed projects/activities. 
As the number of proposed development and integration activities has grown to 150, and the 
number of active projects increased to close to 20, it became apparent that activity management 
and tracking using User Portal staff wiki pages, as was done during PY1, would be too 
cumbersome for activity leads, make it difficult to maintain tracking information quality, and 
make it difficult for management to track useful metrics. To address this challenge SD&I 
conducted a pilot of the Atlassian JIRA project tracking software and selected it to track all 
activities, from proposal thru delivery, starting in PY3. 
4.2.1.3 Prioritization process 
During PY1 SD&I and senior management prioritized the three primary software components 
proposed by the XSEDE and XROADS proposals and described in the revised post-merger 
narrative: Genesis II GFFS, Globus Transfer, and UNICORE 6. In PY2 we recognized that 
XSEDE could no longer rely on priorities established 2-3 years earlier in proposals, but now had 
to implement an ongoing activity/project prioritization process taking into account the changing 
technology environment and evolving user needs. To this end the Systems & Software 
Engineering (S&SE) function organized a User Requirements Evaluation and Prioritization 
(UREP) Team through which XSEDE user representatives and XSEDE senior staff would 
evaluate and establish SD&I’s development and integration priorities. The first set of priorities 
established by the UREP in PY2 was based on a set of potential software development and 
integration activities identified by SD&I management and technical leads. Later in PY2, and in 
conjunction with PY3 planning, the UREP was once again able to revise priorities, but this time 
taking into account how various software development and integration activities mapped to 
identified use cases developed by the Architecture and Design (A&D) team. Our plans in PY3 are 
to further strengthen the link between development and integration activities and user facing use 
cases, and thus provide direct traceability between XSEDE architecture enabled user driven use 
cases and SD&I development and integration priorities that are delivered to Operations for 
production deployment. 
4.2.1.4 Distributing software 
To facilitate new software distribution in PY2 SD&I established three software distribution 
repositories that will be used by XSEDE Operations to deliver production software to service 
providers, users, and campuses; by the TEOS Campus Bridging team to distribute XSEDE’s 
cluster distribution software to campuses; and by development and integration teams, such as 
SD&I, to deliver candidate production software to Operations. 
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4.2.2 New and Enhanced capabilities 
Consistent with its mission, during PY2 SD&I teams delivered to Operations a significant set of 
new and upgraded software capabilities through two successive 6-month development and 
integration increments: increment 2 between July and December 2012, and increment 3 between 
January and June of 2013. 
4.2.2.1 Data Related Capabilities 
Data related software and services enabling users to move, access, and share data were the main 
focus of development and integration efforts in PY2. 
In January of 2013 the Globus Online Data Transfer Service became the first significant new 
XSEDE capability integrated and tested by SD&I and accepted by Operations for production use 
by XSEDE users. SD&I contributed to that milestone by: 1) addressing security issues identified 
by Operations during PY1 Q3, most notably the integration of OAuth limited proxies to reduce 
the impact of stolen credentials, 2) providing improved integration and documentation in the User 
Portal, and 3) implementing several internal security design and operational improvements to the 
Globus Online service. 
To further improve XSEDE’s data movement capabilities SD&I delivered an upgrade to the 
TeraGrid inherited GridFTP server which was put thru the more rigorous XSEDE software 
engineering and testing process (SDIACT-031). We also delivered a Globus Connect Multi-User 
component that will significantly simplify Campus deployment and operation of GridFTP servers 
used in moving data with Globus Online (SDIACT-108). 
In support of Campus Bridging and to improve remote data access and sharing SD&I first 
delivered in PY2 an integrated Genesis II GFFS and EMS UNICORE 6 for beta/pilot use, and 
then prepared the production version of these components for delivery in PY3. These releases 
provided requested documentation improvements; provided a new system-wide Genesis II 
installer that is easier to install and use on SP resources (SDIACT-099); improved Genesis II 
security to replace proprietary signed Java serialized tokens (GAML) with standard signed SAML 
tokens while establishing a baseline for long-term use of SAML in XSEDE (SDIACT-110); 
provided replication support of the Secure Token Service (an Identity Provider Service) which 
will improve GFFS reliability (SDIACT-112); and delivered a global GFFS namespace design 
with operational tools and instructions for managing the GFFS namespace (SDIACT-126). 
In PY2 SD&I also contributed to the initial release of the XSEDE Wide File System (XWFS) 
deployment. 
4.2.2.2 Resources/Job Execution Related Capabilities 
In the areas of remote job management SD&I delivered a new Execution Management Services 
(EMS) based on UNICORE 6 with GridFTP stage-in/out support to production. We also worked 
with the Science Gateways team to identify the scope of EMS and GFFS Java API for Science 
Gateways (SDIACT-115). 
4.2.2.3 Security Related Capabilities 
The MyProxy OAuth service initially delivered for use by Globus Transfer in order to minimize 
the impact of compromised credentials (SDIACT-050) will in fact be a more generally useful 
service that can be leveraged by portals, science gateways, and other web services which need to 
authenticate XSEDE users.  
In PY2 we also delivered a new single sign-on (SSO) hub/server that enables users to login via 
SSH to an XSEDE wide login server using their XSEDE portal username/password, and then 
login to any other XSEDE login node without having to re-authenticate (SDIACT-070). 
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4.2.2.4 Integration Related Capabilities 
During PY2, SD&I delivered a new xdusage utility enabling users to view allocation usage 
information from SP login nodes (SDIACT-102). This improves and replaced the tgusage utility 
inherited from TeraGrid. Since this activity was small, SD&I and Operations conducted joint 
testing as test and demonstration of faster production delivery. 
Also in PY2 SD&I continued to explore and pilot resource information publishing. The 
technologies being piloted, along with the emerging A&D developed resource information 
publishing use cases, will be used in PY3 to deliver a new information service that can replace the 
current legacy TeraGrid information service. XSEDE needs to retire this legacy service because 
it’s based on software that is no longer supported. 
4.2.2.5 Software Testing Activities 
During PY2, we created a new SD&I Testing team staffed at 1.35 FTE split between five SD&I 
staff members. The SD&I testing team conducted a total of fifteen Test Readiness Reviews 
(TRRs) and delivered twelve test reports for each of the above activities described above (some 
smaller related GFFS activities were combined into a single test effort and report). Testing was 
conducted using both local resources at the tester’s site and resources from the FutureGrid 
testbed, a service provider for XSEDE. The SD&I testing team also coordinated with the TIS and 
Operations testing teams on each other’s testing efforts.  
4.3 Technology Identification Service (WBS 1.7) 
During PY2 of the XSEDE project, the separately awarded Technology Investigation Service 
(TIS) has been fully integrated into the main XSEDE project. Though maintained as a separate 
NSF award, this activity is now being managed in an integrated fashion with the rest of the 
XSEDE project and is described here as an additional WBS element. A consideration to keep in 
mind is that TIS was awarded one year earlier than the main XSEDE project. Thus, in this section 
our references to Program Years are offset by one year—PY3 of TIS is PY2 of XSEDE.  
The major focus for TIS in PY3 was concluding the integration of TIS into the XSEDE project. 
During this time, development of the Technology Evaluation Database (XTED) continued. At the 
beginning of the year there were less than five technologies in the database. By the end of the 
year there were over fifty. The evaluation process has been refined and thoroughly documented. 
TIS is starting to focus on doing evaluations that are more closely related to XSEDE. Regular 
meetings are being held with the leadership of SD&I and Operations. 
Details of the Technology Identification and Technology Evaluation work are below.  
New members of the TIS team have been incorporated into the project. Overall the staffing has 
been consistent and stable. TIS is well positioned to continue into PY4 meeting the project goals 
and contributing to XSEDE. 
During the last quarter of PY3 the TIS team prepared and presented a report to the XSEDE 
Advisory Board (XAB). TIS also participated in the XSEDE Annual Program Plan Review. In 
response to questions from the review panel, a special report was prepared and delivered at the 
review during the XSEDE team’s response to reviewer questions. 
We have started collaboration with the European Grid Initiative. The interchange is being 
managed by the TIS representative to the user engagement team. The teams have been introduced 
through conference calls. A BOF is planned for XSEDE ’13. 
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4.3.1 Technology Identification (WBS 1.7.1) 
4.3.1.1 Program Year 3 Report 
In this program year the focus of Technology Identification has been to make it easier for users to 
enter and view technologies in XTED. Our initial focus was on recruiting the technologist 
themselves to enter their technologies and has shifted to enabling users to enter in technologies 
they feel is relevant to XTED. By lowering the required fields to enter a technology we have 
made it easier to enter technologies in a few minutes. When the technology owners come to 
XTED they can easily take control of that entry and update the technology with more complete 
information. We have also improved on the user interface throughout the site to make it easier to 
use, navigate, and understand the goals of XTED. We have also included the ability for users to 
add their requirements, if they know they want something but don't know of a technology that 
exists for it. Users can enter in their requirements for a technology which is stored and 
accumulated in XTED. Internally, we have improved the evaluation mechanism as well. 
Technologies can easily be selected for evaluation and multiple components can be evaluated 
separately and have different evaluation write ups for each component. This makes the entire 
process of entry into XTED lower and more manageable for every user. 
4.3.1.2 Fourth Quarter Program Year 3 Report 
This quarter focused on XTED release 0.8. Development was completed and deployed to testing. 
The focus of this release was to opening up the XTED technology entry mechanism to a wider 
audience, while also controlling ownership of those entries by the appropriate party. This released 
was centered on the goal of making contributing to XTED easier and less burdensome for the 
community. Visitors to XTED now only need to enter basic technology information to complete 
their entry in XTED. Owners of that technology product can come at a later time and claim 
management over that entry and have the ability to update and complete the technology 
information. Furthermore, staff that enters in technologies are automatically approved for display 
in XTED. Improvements were made to the user interface including how XTED technologies are 
displayed and streamlining search and sorting by keyword. Currently, the TI team is identifying 
the requirements for the next incremental released based on user feedback. 
4.3.2 Technology Evaluation (WBS 1.7.2) 
4.3.2.1 Program Year 3 Annual Report 
Summary: two evaluations were finished, three new evaluations were started and all four of the 
evaluations in progress were at point of producing an internal report. 
Progress: The Pegasus WMS evaluation was finished. A second attempt at evaluating Genesis for 
RFT was started, but was deferred when the developers noted that the application had no support 
for reliable file transfer in the available version. The Unicore WMS evaluation has an internal 
report, but is not quite done. 
Three more evaluations were started; VIP, DUO and Safenet, all for the OTP use case.  
One more testing asset, pulpo.ncsa.illinois.edu was added to the hardware available. Additionally, 
the Futuregrid was routinely used as a part of several investigations during the year. 
In this program year, TIS has now adding investigations as a work task. An investigation is a 
short examination of the ability of a candidate application to nominally meet the requirements of 
a Use Case. An investigation will be done prior to the start of any full evaluation to avoid a 
deferral due to lack of capability by an application.  
Team members are now contributing any interesting applications they come across to the XTED, 
in a synergistic effort to use their research efforts to help populate the database.  
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Challenges: Personnel turnover continues. Two team members, Chris Koeritz and Jesse Hanley 
both joined and left the team during this year. Their replacements were trained with the new 
training package, but such training takes time. Issues with commercial licensing also increased 
the duration of evaluations beyond what was scheduled. In the future, the investigation process 
will help to identify which applications have potential licensing issues, so that licenses can be 
requested in advance. 
Goals: Finish the current evaluations in progress. Start and complete eight more evaluations in the 
coming year. Train new team members as they arrive. This is a surge year with the possibility of 
additional FTE's so the focus will be on evaluation completion.  
4.3.2.2 Fourth Quarter Program Year 3 Report 
Tech Evaluation is continuing with three (3) high priority evaluations of commercial OTP 
systems, DUO, VIP and Safenet as well as finishing the Evaluation of Unicore for WMS. The 
annual reviews of the evaluation process and the evaluation integration are in progress. The 
annual review from the hardware laboratory is complete. Two investigations were also started 
into potential candidates for cloud computing. Tech Evaluation welcomes a new member, Jason 
Charcalla. 
For the metrics section three evaluations were started in this quarter, one was in progress and zero  
were completed. 
4.4 XSEDE Operations (WBS 1.2) 
The mission of Operations is to install, connect, maintain, secure and evolve an integrated 
cyberinfrastructure capability of unprecedented scale that incorporates a wide range of digital 
capabilities to support the national scientific and engineering research effort. Following XSEDE’s 
project management methodologies detailed in the Project Execution Plan, Operations allocates 
and coordinates staff in accordance with the XSEDE work breakdown structure (WBS), 
schedules tasks in the XSEDE project schedule, and identifies and reviews risk on an ongoing 
basis. Operations staff consists of ~30 FTEs and is subdivided into six teams based on the WBS: 
1.2.1 Cybersecurity 
1.2.2 Data Services 
1.2.3 XSEDEnet (Networking)  
1.2.4 Software Testing and Deployment 
1.2.5 Accounting and Accounts Management 
1.2.6 Systems Operational Support 
In PY2 the Operations group accomplished many milestones, perhaps most notably, the 
successful deployment and transition of a new RT ticket system, the deployment of the 
comprehensive Nagios system for IT infrastructure monitoring, the transition of XSEDEnet to the 
Internet2 backbone, a very successful initial year of comprehensive software readiness checking, 
and the draft of a new Acceptable Use Policy (AUP) for all XSEDE users.  
The transition to the new ticket system was a major undertaking that occurred without any loss of 
service to users. This new ticket system offers greater functionality for both staff and users by 
including a more comprehensive reporting capability, a REST API, and the ability to federate 
with other ticket systems. Furthermore, deploying Nagios provides Operations with a 
complimentary mechanism for monitoring XSEDE systems and services. Until this deployment, 
INCA had been the default monitoring solution for all systems, but it was originally designed to 
simulate user functionality rather than system and service monitoring. 
As a result of the desire to eliminate the XSEDEnet single network backbone and provide 
additional capabilities, the XSEDEnet group initiated and completed the move of XSEDEnet 
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from the National LambaRail (NLR) network to the Internet2 national 100G backbone by 
connecting to Internet2’s Advanced Layer 2 Service (AL2S). This transition is a significant 
upgrade to XSEDEnet capabilities and has introduced numerous benefits including the 
elimination of a single backbone bottleneck, the capability for SPs to connect to the nearest 
Internet2 national AL2S node infrastructure, the introduction of software defined networking 
capabilities with OpenFlow across XSEDEnet, and the ability of SPs to upgrade to 100G 
endpoints as necessary.  
Other accomplishments in PY2 include the Data Services group’s completed evaluation of file 
system software (GPFS, Lustre, and SLASH2) for the XSEDE Wide File System (XWFS), the 
hardware configuration specification for the XWFS, and initial deployment of the XWFS which 
will be implemented in production in PY3. The ST&D group, in collaboration with the 
Architecture Design (AD) team, accepted six software components for production deployment 
this year. This joint activity has successfully introduced and utilized a mature and robust XSEDE 
software engineering approach to agile delivery of new software and services, implementing 
appropriate readiness checking for quality assurance. 
In addition during the last quarter of PY2, all project schedule items for Operations WBS 1.2 
were updated for the baseline project schedule and are reflected in Appendix B. All risk items for 
the group’s activities were reviewed and are listed in Appendix C. No risks were triggered during 
this most recent quarter. 
4.4.1 Cybersecurity (WBS 1.2.1) 
The XSEDE Operations Security (Ops-Sec) group is responsible for the operational cybersecurity 
of XSEDE with the goal of protecting the confidentiality, integrity, and availability of resources. 
In PY2 the security team continued to manage the cyber security risks for XSEDE by providing a 
number of services across the XSEDE infrastructure including, risk prevention, detection, 
mitigation, and incident response. In addition the security operations team carried out additional 
work to advance the state-of-XSEDE security including continued policy creation and updates, 
two-factor authentication service, migration and upgrade of the XSEDE CA services, and 
InCommon Host CA integration. New site-based security monitoring systems have been ordered 
for TACC, NCSA, PSC, and NICS that are expected to be deployed by the end of PY 3. Finally 
Ops-Sec was heavily engaged in SD&I review activities as well as participation in discussions 
with the Architecture team primarily about identity management services. The following 
subsections provide an overview of the cybersecurity activities for PY2. 
4.4.1.1 Policy Development 
One of the findings from the Risk Assessments process was the need for formal XSEDE policies. 
A new Acceptable Use Policy (AUP) has been drafted for all XSEDE users and is in review. The 
policy outlines expected user responsibilities as well as the proper usage of XSEDE resources. In 
addition to the AUP, the XSEDE Security Working Group (XSWoG) Charter was drafted, which 
establishes goals of the XSWoG.  
The complete list of policies updated/created includes; 
1. InCommon Federation Participant Operational Practices,  
2. XSEDE-Approved CA certificates, signing policies, and CRL URLS,  
3. XSEDE Security Working Group Charter,  
4. XSEDE Securiy Playbook, and 
5. XSEDE Level 1 Service Provider Baseline Security Standard. 
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4.4.1.2 Two Factor Authentication for XSEDE Staff 
NICS purchased 255 RSA SecureID tokens along with the RSA 7.1 Server software for use by 
XSEDE and SP staff as well as privilege escalation on an optional basis. RSA released a new 8.1 
version of the software with more features but limited implementation options. The primary OTP 
server is hosted by NICS with the back-up OTP server residing at PSC for failover purposes. The 
software and hardware have been delivered and are installed. 
4.4.1.3 XSEDE CA Services 
XSEDE benefited from a collection of CA services that were established from TeraGrid. The CA 
services included the 1) NCSA CACL CA which provided host certificates for XSEDE in support 
of Grid based activities (GridFTP largely), 2) MyProxy, which provided user grid certificates for 
XSEDE users, and 3) GridShib CA which served certificates for the Go.Teragrid.org service.  
In PY2 it was clear that there was a need to review and potentially revise the CA services that 
XSEDE is operating because: 1) the existing services were quickly becoming outdated, both in 
their hardware and software configurations and in their offerings, 2) there were potential new 
service options for consideration, 3) there were potential options to leverage related services 
together, and 4) there was a need to consider how the CILogon service would be supported by 
XSEDE. Due to this review the following CA strategy was developed: 
1) The MyProxy.teragrid.org service needed to be retired and transitioned to 
MyProxy.xsede.org. This was largely seen as a hardware and software refresh as well as 
taking advantage of the opportunity to transition the domain name to that of xsede.org 
2) Go.teragrid.org service was reviewed and deemed as a service that was no longer 
required by XSEDE (and it was retired in PY2). 
3) CACL, which was providing host certs for XSEDE will be retired and replaced by the 
InCommon IGTF Server CA service (more details below). 
4) CILogon.org, was/is providing a service for XSEDE/InCommon users and support for 
CILogon should be transitioned to XSEDE. 
5) NCSA is already operating a Two-Factor CA for Blue Waters that provides an option for 
leveraging the existing servers to provide a more reliable and cost effective service for 
XSEDE CA needs. 
 
CILogon can help to meet XSEDE system requirements, including XR102 (interoperability with 
InCommon) and XR223 (shared certificate authority). Also, CILogon is a recommended 
approach to XSEDE campus bridging use case UCCB.1.0 (InCommon-based authentication). 
CILogon does not require users to have a TeraGrid/XSEDE login/allocation, so CILogon can 
serve the wider CI community as envisioned for the XSEDE campus bridging program. 
DataONE, Ocean Observatories Initiative, and Open Science Grid use CILogon today, and 
bringing CILogon under the XSEDE umbrella enables XSEDE to serve these and other 
communities using the CILogon technology. XSEDE adoption of CILogon will provide 
sustainability after the expiration of NSF grant number 0943633 (August 2013), in conjunction 
with other sustainability approaches being pursued by the CILogon project. 
In order to support “InCommon” authentications XSEDE has taken the following steps in PY2.  
1) InCommon Membership fees for XSEDE were paid and XSEDE is now a full signed 
member of the InCommon Federation,  
2) XSEDE has worked closely with InCommon to achieve TAGPMA approval for a new 
InCommon IGTF Server CA service. 
 
At the end of the fourth quarter of project year 1 we had begun to explore options for an XSEDE-
wide automated host CA service with the goal to put it into service as soon as it was accredited 
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and available. After several discussions with InCommon management, we were able to interest 
InCommon in pursuing TAGPMA accreditation for a new InCommon IGTF Server CA service 
that would allow XSEDE to drop support of its own Host CA service in favor of accepting host 
certificates from InCommon. InCommon has worked with XSEDE moving forward to achieve 
TAGPMA certification for their Comodo-operated InCommon IGTF Server certificate service 
which is expected to be approved in PY3. Once accredited it will serve all of XSEDE’s host 
certificate needs and thus XSEDE no longer would have a need to maintain our own host CA 
service. The process for TAGPMA certification has taken longer than expected and approval and 
deployment for XSEDE use is expected in PY3. The following Table shows changes that were 
recently made to the XSEDE Approved Certificate Authorities:   
Date CA modification 
3/10/2013 Removed retired NCSA GridShib CA; Replaced 10718cba.crl_url: new file 
removed http://crl.doegrids.org/cilogon-basic.crl 
1/30/2013 Added DOEGrids CA S/N 0x47 valid 2002-12-5..2018-01-25 12d0da68.* 
1c3f2ca8.* 
1/28/2013 Removed expiring UK EScience CA 53729190.* 367b75c3.*, DOE Grids CA 
12d0da68.* 1c3f2ca8.*, and SDSC NPACI CA 9117797f.* b89793e4.* 
1/11/2013 Removed Decommissioned TACC CAs 9a1da9f9 and f30e4b25 
Table 1. PY2 XSEDE Approved Certificate Authority changes 
 
4.4.1.4 Qualys Vulnerability Scanning 
The XSEDE vulnerability scanning service was put in production status and is available to all 
SPs. To assist the SPs in identifying security vulnerabilities to XSEDE services and to inform 
XSEDE management and NSF on the state of XSEDE security, the security team created a list of 
all known core XSEDE resources. For each core resource the following information is tracked on 
the secure wiki: 
Resource Type 
Physical Location 
Resource Name  
IPs  
XSEDE - Sys Admin Point of Contact (POC) 
XSEDE - Service POC  
Backup Service POC (e.g. when primary on vacation)  
Responsible for Scanning (the SP or XSEDE) 
Scan Frequency (Daily, Weekly, etc.) 
4.4.1.5 Security Incidents and Vulnerabilities 
Security Incidents:  There were no significant security events during PY2. 
Security Vulnerabilities:  The security group issued 1 security advisory. This advisory was a 
patch update to Oracle’s Java SE for an unspecified vulnerability in the Java Runtime 
Environment (JRE) component. The potential vulnerability would have allowed remote attackers 
to affect confidentiality, integrity, and availability via vectors related to Java API for XML 
Processing (JAXP). 
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4.4.1.6 SD&I Security Reviews 
The Operations Cybersecurity group participated in nine XSEDE Software Engineering design 
and security reviews at the request of SD&I group and two active design reviews for the 
Architecture and Design group. The table below lists the timeframe and activity names of the 
reviews: 
Date Group Activity 
07/2012 SDIACT-050 MyProxy OAuth Limited Proxy 
07/2012 SDIACT-101 Integrated Execution Management Service (EMS) and Global 
Federated File System (GFFS) Beta 
07/2012 SDIACT-100 Globus Online Increment 2 Production 
07/2012 SDIACT-015 GFFS GAML to SAML 
11/2012 SDIACT-102 Upgrade and replace tgusage with xdusage 
02/2013 AD X-WAVE Security Architecture Active Design Review 
02/2013 SDIACT-099 System-wide Genesis II Installer 
03/2013 SDIACT-070 Single Sign On Login Hub 
04/2013 AD XUAS and Common Element Security Active Design Review 
04/2013 SDIACT-123 Integrated EMS and GFFS Production 
05/2013 SDIACT-112 Replicated Kerberos-aware Secure Token Service 
05/2013 SDIACT-108 Globus Connect Multi-User (GMCU) 
06/2013 SDIACT-113 Genesis II Integration with InCommon 
Table 2. Security Reviews for PY2 
 
4.4.2 Data Services (WBS 1.2.2) 
The XSEDE-Wide File System (XWFS) Phase 1 deployment process was the major activity for 
PY2. The software evaluation for XWFS was completed at the beginning of PY2, the GPFS 
software was selected as the XWFS software, XWFS plans and hardware specifications were 
developed over the year and the majority of deployment effort was completed during the last 
quarter. Data Services team members from TACC, SDSC, NICS, PSC, and NCSA are engaged in 
this process and participated in completing server and storage setup, debugging of network and 
identity mapping configuration, and client mounts for the XSEDE Wide File System. 
Data Services activities included maintaining the existing operational infrastructure, such as 
GridFTP servers and archive resources, improving documentation for data resources in XSEDE, 
and preparing for upcoming software deployments and accounting changes.  
Several SD&I components affecting Data Services remain in preparation for deployment, 
including updates to GridFTP, Globus Online, and the Global Federated File System. Operations 
staff participated in testing and operational readiness reviews for all such components. Data 
Services staff are actively participating in providing feedback to the Architecture and Design and 
SD&I processes by providing input on use cases, design reviews, and operational and testing 
readiness reviews. 
Activity continued in the area of GridFTP logging, performance characterization, and 
configuration recommendations. In collaboration with staff at all sites and the SD&I team, 
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 Figure 2: XSEDEnet topology provided by Internet2 
 
 
Figure 1: XSEDEnet topology provided by NLR 
 
 
enhanced logging has been 
enabled and processes have 
been initiated to perform 
detailed analysis of the 
resulting data. An SD&I 
activity to utilize this 
enhanced logging has been 
launched and includes close 
coordination with 
Operations staff to generate 
log data and to develop 
mechanisms to transform 
these logs into database 
entries for further analysis. 
Data Services team 
members have also assisted 
at the XSEDE-wide and 
individual SP levels with user services, documentation, and accounting staff, supporting 
implementation of storage allocations and accounting throughout XSEDE. 
4.4.3 XSEDEnet (WBS 1.2.3) 
The XSEDEnet Networking group is responsible for the configuration and maintenance of 
XSEDEnet, the monitoring of the XSEDEnet backbone, and for configuration and maintenance of 
DNS for the main xsede.org domain.  
During PY2, the XSEDEnet group provided ongoing network monitoring and focused on the 
stability of XSEDEnet. In early 2012, evaluations began for transitioning from National 
LambaRail (NLR) to rehome all SP sites to Internet2’s new Advanced Layer 2 Service (AL2S) 
100GE backbone. The transition to the Internet2 AL2S network occurred smoothly and was 
completed on March 8, 2013. Figure 1 shows the XSEDEnet topology provided by NLR and 
Figure 2 shows the XSEDE topology provided by Internet2 after the service provider change. 
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The decision to change to Internet2 AL2S was motivated by the following advantages: 
● Uncongested national backbone comprised of 100Gigabit Ethernet links 
○ If network use on a link is in the 50% usage range for 3 consecutive weeks 
between Points of Presence, that link will be upgraded with an additional 
100GE link 
● The path between each SP is now diverse with no bottleneck link between Chicago 
and Denver 
● Software Defined Network programmability will be available 
● Using OpenFlow, Internet2 will be able to failover VLANs, either on demand or 
automatically, in case of network failure such as a fiber cut 
● Hardware deployed by Internet2 is current generation vs. NLR’s previous generation 
switches which were approaching their vendor end of support dates 
● The GRNOC at Indiana University has a proven track record and supported 
XSEDEnet in PY1 prior to the transition of NLR to the Corporation for Education 
Network Initiatives in California (CENIC) NOC   
● XSEDEnet will be the first production customer of AL2S and will have the ability to 
drive requirements 
Due to topology changes that were required when connecting to the AL2S network, using 
InterMapper for network monitoring is no longer an option. Internet2’s GRNOC is providing 
monitoring of the network and each SP is monitoring their own connection to AL2S. The native 
format of the data provided is not easy to parse and translation assistance by the GRNOC is 
required. Bandwidth data has to be accumulated due to the fact connections between each SP is 
configured as a point-to-point VLAN and must be totaled. We believe as upgrades are performed 
to the AL2S network, we will be able to reuse the InterMapper software in the future. 
Network traffic statistics for all SP sites for Q2 2013 are shown in Figure 13, Appendix E. The 
data points are based on average bits per second (bps) sampled twice each day. Figure 14, 
Appendix E, shows the average one-way delay statistics from the perfSONAR network testing 
servers for Q2 2013. The graphs show peaks when SP connections have moved over to the 
backup paths due to network events such as fiber cuts or AL2S maintenance. As indicated, there 
was no loss in connectivity, just longer latencies between SP sites.  
"Performance-focused Service Oriented Network monitoring ARchitecture" (perfSONAR) 
network testing continued throughout PY2, including the addition of OWAMP testing to the 
automated mesh of tests. OWAMP provides a view of network stability by displaying the one-
way network delay between sites, variability in packet arrival times between sites, and packet loss 
as elicited by the OWAMP test probes. Collection and summarization of OWAMP test results 
was implemented to provide visual display of stability metrics. Unexpected perfSONAR 
bwctl/iperf throughput test results prompted investigation and resolution of two causes of poor 
performance: incorrect maximum transmission unit settings in site network infrastructure and 
inadequate network switch buffering. Backup and management of each site's perfSONAR 
Measurement Archive database was automated. 
4.4.4 Software Testing and Deployment (WBS 1.2.4) 
Operations Software Testing and Deployment (ST&D) is a group activity in XSEDE that did not 
exist in the TeraGrid. Therefore, PY1 for ST&D was focused on developing new processes and 
document templates for operational reviews of new software. PY2 is thus the first full year of 
testing and deploying new XSEDE-wide software tools and applications with the new XSEDE 
process. The ST&D group completed operational readiness reviews and acceptance testing for six 
software components this project year:   
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 Globus Online (deployed)  
 Basic EMS (deployed)  
 GridFTP Update (deployed)  
 xdusage (deployed)   
 GridFTP in UNICORE (in deployment)   
 Single Sign-On Hub (in deployment) 
All of these components were accepted for production deployment, and deployment has been 
completed for four of the six components. The remaining two components (GridFTP in 
UNICORE and Single Sign-On Hub) are available for beta deployment and should both be fully 
deployed by the first quarter of PY3. 
 
Activity PY1 PY2 Total 
Operational Readiness Reviews (ORR) completed 3 6 9 
Operational Acceptance tests completed 3 6 9 
Components accepted for beta 1 1 2 
Components accepted for deployment 0 6 6 
Components available for beta deployment 0 2 2 
Components available for production deployment 0 4 4 
Components rejected 1 0 1 
Table 3. Software Component activity for PY1 and PY2 
 
The GFFS beta deployment and associated campus bridging pilot project was a major area of 
effort in the ST&D group this project year. Test services for the beta were deployed at NICS, 
PSC, and TACC, and staff testing at those sites was completed. Five academic institutions were 
selected via RFP to serve as pilot sites.  
 City University of New York 
 Louisiana Tech University 
 Texas A&M University 
 University of Kansas 
 University of Miami 
These five pilot sites supplied detailed requirements so that appropriate testing resources would 
be in place when each of them had their turn at testing. The testing process was successful, in 
terms of user experience, SP administrator experience, and feedback to SD&I and the GFFS 
developers. 
4.4.5 Accounting and Account Management (WBS 1.2.5) 
The Accounting and Account Management (A&AM) group maintains and improves the 
interfaces, databases, and data transfer mechanisms for XSEDE-wide accounting of resource 
allocation and usage. As such, one of the primary functions of A&AM is management of the 
online resource allocation tool called the Partnership Online Proposal System (POPS). 
The collaborative POPS 2.0 effort involves several XSEDE groups: A&AM, Allocations, the 
XSEDE User Portal Team, and the XSEDE Project Management group. The scope of the POPS 
2.0 project includes a complete rewrite of the existing Partnership Online Proposal System 
(POPS) system using the XSEDE Central Database (XDCDB) for storage. During PY2, A&AM 
conducted extensive shoulder surfing exercises with proposal submitters, reviewers, and 
allocation administrators. This led to the development of a set of requirements for the POPS 2.0 
system. A&AM assisted in the development of the POPS 2.0 project plan, an architecture 
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document, and a set of use cases that were reviewed with the Architecture and Design team. The 
A&AM team has developed and implemented an initial database schema, along with a RESTful 
API specification. In addition, work has begun on the implementation of this specification, and 
the new POPS 2.0 system is targeted for completion in Q4 of PY3. 
The A&AM team also released an interim update to the existing POPS system in Q2 of this 
reporting year. This update resulted in a streamlined interface to benefit users in advance of the 
more comprehensive upgrades in the POPS 2.0 release. Storage Allocations were fully 
implemented in XSEDE in PY2 and appropriate modifications were made in POPS, the XDCDB, 
and the Account Management Information Exchange (AMIE) protocol. These modifications were 
implemented across the project, including at the four affected Storage Provider sites (PSC, NICS, 
TACC and SDSC). This work included standalone storage allocations, enforced request limits, 
default allocations, and resource dependencies, as well as project usage notification. A new 
allocation type was created in POPS, called "Software Testbeds,” with the FutureGrid system as 
the sole available resource. This allocation type allows for variable length awards to meet the 
unique requirements of FutureGrid. Allowing for variable length awards will provide better 
support for training and educational awards, as well as for untraditional award types. The A&AM 
team worked with the FutureGrid team to also complete the AMIE implementation that was 
released in PY2. 
Due to the fact users can now create their own XSEDE User Portal accounts, there is an increased 
possibility of duplicate user accounts within the XDCDB and within the account management 
databases at the various SPs. To address this issue, three new packets for the AMIE system were 
developed. The first packet allows an SP to notify the XDCDB of the detection of a duplicate 
account. The second packet is sent by the XDCDB to the relevant sites to inform them of which 
account is the “kept account.” The third packet allows SPs to manage account IDs and usernames 
as mapped in the XDCDB. 
Following the development and testing of the new real-time, command-line monitoring tool, 
“xdusage,” in PY1, work was completed, which included a complete re-write of the TeraGrid-era 
“tgusage” command that became unsupported at the end of TeraGrid.  
Mechanisms were implemented for tracking the state of proposal submissions and account 
requests as they move through the process of being approved. The A&AM group is coordinating 
with the User Information and Interfaces (UII) group to develop interfaces within the XUP to 
display this data. 
4.4.6 Systems Operational Support (WBS 1.2.6) 
Systems Operational Support (SysOps) is responsible for operating the XSEDE Operations 
Center and providing system administration for all XSEDE centralized services. Significant 
progress was made on all WBS tasks in PY2. Tasks worth noting include installation/deployment 
of the root container, namespace and secure token server for the Genesis II Beta deployment, RT 
ticket system deployment/transition, Nagios deployment for monitoring of XSEDE services and 
systems, and application support for Sciforma and RT. Even though there were several planned 
and unplanned outages during PY2, the SysOps team maintained high overall uptime, which 
ensured data integrity and availability. By leveraging failover resources, where appropriate, 
downtime was greatly minimized. As such, no central service experienced any less than 94% 
uptime for PY2. The SysOps team continues to improve operating procedures to ensure the 
highest level of uptime for the central services. In addition, SysOps successfully deployed 14 new 
central services. 
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4.4.6.1 XSEDE Operations Center 
During PY2 the XSEDE Operations Center (XOC) fielded 7,019 tickets from end users and 
closed 6,342 tickets (Table 15, Appendix E). Among these 6,491 were submitted via email to 
help@xsede.org, 49 were submitted via the XSEDE User Portal, and 479 were submitted via 
phone to the XOC (Table 14, Appendix E). There were 2,665 tickets closed within 2 business 
days, which equates to 38% for PY2. Table 4 shows all tickets opened and resolved by the XOC. 
In summary, SysOps tracks, via the ticket system, the total ticket volume and responsiveness (See 
Appendix E, Table 14), which groups (“resolution centers”) field the tickets (Appendix E, Table 
15), and the numbers of tickets in seven common categories (Appendix E, Table 16 and Figure 
13). Though Figure 13 in Appendix E represents a significant portion of the 7,019 tickets, it does 
not represent the entire range. There were a total of 6,181 tickets responded to within 24 hours, 
which equates to 88% for PY2.  
Table 4 below shows the number of tickets submitted from all sources (users, staff and other) and 
also the total tickets that were resolved by the XOC for XSEDE PY1 and PY2 and for the 
previous three years of TeraGrid. Several changes to the XSEDE portal has allowed end users self 
service for items such as adding users to their allocation and for resetting their own passwords. 
This is the most likely explanation for the drop in XOC resolved tickets in XSEDE PY2. 
 TG 2009 TG 2010 TG 2011 XSEDE PY1 XSEDE PY2 
Total Tickets Opened 12,437 12,333 12,791 13,170 13,117 
Total Tickets Resolved by 
XOC 
2,632 2,829 2,492 2,062 1,592 
Table 4. TeraGrid and XSEDE Tickets 
 
4.4.6.2 Central Services 
There were several outages both planned and unplanned that affected various central services 
during PY2. Many of these outages were the result of individual servers or sites experiencing 
unexpected technical difficulties or routine maintenance. Outages varied between site-specific 
power events, networking interruptions, system failures, and planned activities. The SysOps team 
continues to be extremely responsive and strive to provide world-class support.  
The following table describes each service that experienced an outage, the corresponding 
downtime/uptime, the nature of the outage (e.g., Planned or Unplanned), and the total number of 
hours down: 
 
Service Percentage of Uptime 
Planned 
Outage(s) 
Unplanned 
Outage(s) 
Total 
Outage(s) 
Bugzilla 99.89%  10 hours 10 hours 
Build and Test 99.89%  10 hours 10 hours 
Certificate 
Authority Backup 
99.93%  6 hours 6 hours 
Globus Listener 99.89%  10 hours 10 hours 
IIS Metrics 99.89%  10 hours 10 hours 
Inca 98.05% 26 hours 144.5 hours 170.5 hours 
Inca Backup 97.96%  178 hours 178 hours 
Information 
Services 
99.88%  10.5 hours 10.5 hours 
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Karnak 94.74%  459 hours 459 hours 
Nagios 99.89%  10 hours 10 hours 
RDR 99.73%  24 hours 24 hours 
RT 99.96%  3.45 hours 3.45 hours 
Sciforma – PROD 99.83% 4.75 hours 10 hours 14.75 hours 
Sciforma – TEST 99.87% 1.25 hour 10 hours 11.25 hours 
Software 
Distribution 
99.89%  10 hours 10 hours 
Source Repository 99.89%  10 hours 10 hours 
Speedpage 99.99% 1.25 hour  1 hour 
User Portal 99.94%  5.5 hours 5.5 hours 
User Portal 
Backup 
99.98%  2 hours 2 hours 
XDCDB 99.95% 2.06 hours 3 hours 5.06 hours 
XDCDB Backup 99.64%  32 hours 32 hours 
Table 5. XSEDE Service Uptimes and Outages 
Only those services that experienced downtime are reflected in the above table. A full listing of 
the services along with quarterly breakdowns of uptime percentage can be found in Appendix E, 
Tables 17 and 18. 
4.4.6.3 INCA 
At the time of this report, the Inca deployment was executing 943 tests for XSEDE software and 
services. Of these, 120 tests were running for six central XSEDE services:  Inca, Information 
Services, Karnak, MyProxy, User Portal, and the XDCDB. The table below shows the definition 
of an outage for each service and the uptime percentages as detected by Inca for PY2. All services 
fall within acceptable limits of their high availability service definition. 
NOTE:  Uptime numbers shown below will vary from the above uptime numbers. The numbers 
represented below show all of the outages that INCA detected during PY2. Any outages or race 
conditions within the INCA system could prevent INCA from detecting further outages. Also, 
these downtime numbers are strictly from the user perspective. In situations where failover 
resources are leveraged the user may not see a downtime. For official system-level uptime 
numbers, the data in 4.4.8.2 Central Services above should be used. 
Service Definition of outage 
PY2 Average 
Uptime 
Inca Inca status pages are unavailable or not able to fetch data 
from the database (i.e., test details page fails to load). Tests 
every 5 mins. 
99.57% 
Information 
Services 
Information Web pages are unavailable. Tests every 15 mins. 
99.80% 
Karnak Karnak front page fails to load. Tests every 30 mins. 94.74% 
MyProxy MyProxy server does not respond to credential query check. 
Tests every hour. 
100.00% 
User Portal Portal front home page fails to load correctly. Tests every 30 
mins. 
99.99% 
XDCDB  Connection to database refused or slow (using 
check_postgres.pl  script). Tests every 5 mins. 
99.99% 
Table 6. INCA Detected Outages and Uptimes 
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4.4.6.4 Cornell Log Analysis and Monitoring Project 
The Cornell Center for Advanced Computing (CAC) has partnered with XSEDE sites in order to 
provide a novel approach to systems administration and monitoring. In PY2, CAC staff began a 
strategic partnership with the XSEDE SP’s, most notably their partnership with PSC. CAC and 
PSC have worked to sanitize and ingest filesystem logs to continue their testing and analysis. The 
staff worked to standardize their system by using SLQstream on a Red Cloud computing node. As 
a result, the staff authored a paper and will submit their work to an upcoming conference. 
4.4.6.5 Globus Online 
During PY2, there were 147 million files transferred to and 148 million files transferred from 
XSEDE endpoints using Globus Online (GO). In total GO facilitated transfers of 2.2 PBs to and 
1.9 PBs from XSEDE endpoints. At peak usage, there were 258 distinct GO XSEDE users. We 
know that of the total files transferred, 32 million were transferred from Globus Connect (GC) to 
an XSEDE endpoint and 28 million files were transferred from an XSEDE endpoint to GC. In 
total 207 TBs of data were transferred from GC to an XSEDE endpoint while 160 TBs were 
transferred from an XSEDE endpoint to GC. Of the previously mentioned distinct XSEDE GO 
users, 141 of them were distinct GC users. 
The above data does not include stats from automated performance testing. 
In total, there were 110 tickets opened for the GO team. The tickets can be lumped into the 
following categories:  user education, endpoint operational issue, bug fix, feature request, and 
user action required notification. The table below shows the number of tickets that fit within each 
distinct category. 
Category 
Number of 
Tickets 
Explanation and Details 
User Education 29 Information provided to resolve the problem.  
Endpoint Operational Issue 50 Problems using a specific endpoint. 
Bug Fix 21 
A problem occurred that warrants a 
change/fix to the GO software/system. 
Feature Request 8 
GO lacking in some way and an 
improvement/new feature is identified. 
User Action Required 
Notification 
2 
Unsolicited email sent to user(s) for a 
problem that they should be aware of. 
Table 7. Globus Online Opened User Tickets By Category 
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Figure 5-1: XSEDE Org Chart 
5 Managing the Program 
5.1 Governance 
The XSEDE project is managed by the University of Illinois (Illinois/NCSA) with key 
partnerships (via sub-awards) to the University of Tennessee at Knoxville (UTK/NICS), the 
University of Texas at Austin (UT Austin/TACC), MPC/Carnegie Mellon University/University 
of Pittsburgh (PSC), and the University of California at San Diego (SDSC), plus other partners 
who strongly complement their expertise. The project team consists of highly qualified senior 
staff members with extensive and current experience executing large projects, high-performance 
computing operations, and distributed environments. Figure 5-1 shows the project organization 
chart, and it includes the project's relationship with the various advisory committees. It is 
important to note that this chart does not reflect the rich set of team-to-team interactions and 
communications that will occur as the project executes. 
The XSEDE Senior Management Team (SMT) is the highest-level management body in the 
organization. It is chaired by the Program Director (Towns), and includes the directors of 
Operations (Peterson), Users Services (Boisseau), Extended Collaborative Support Services-
Projects (Roskies), Extended Collaborative Support Services-Communities (Wilkins-Diehr), 
Education and Outreach (Lathrop), Technology Integration Service (Scott), the Senior Project 
Manager (Whitt), the Senior Systems Engineer (Brown), the Architecture and Design Coordinator 
(Lifka), and the Software Development and Integration Lead (Navarro). These positions are 
responsible for the day-to-day operation of the project. In order to be responsive to both the user 
community and the set of SPs with whom we will collaborate, the chairs of the User Advisory 
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Committee and the XD Service Providers Forum are members of this SMT. The cognizant NSF 
Program Officer (Eigenmann) is an ex officio member of the SMT. The XSEDE Senior 
Management team meets on a bi-weekly basis to assess project status, plans, and issues. 
The XSEDE governance model is geared towards inclusion of, and responsiveness to, 
researchers, resource providers, and the NSF scientific community. The various stakeholders have 
input through three distinct advisory bodies, which have direct access to the XSEDE Program 
Director and the XSEDE Senior Management Team through regularly scheduled meetings. In 
order to remain well informed of the requirements of the user community, XSEDE leadership 
receives advice and counsel from the XSEDE User Advisory Committee, the XSEDE Service 
Providers Forum, and the XSEDE Advisory Board. These advisory committees are intimately 
involved with XSEDE management in guiding the project towards optimal operations, service, 
and support for researchers. 
The XSEDE Advisory Board (XAB) provides guidance to help XSEDE achieve the maximum 
impact across diverse scientific disciplines and communities. The XAB represents a range of 
communities and domains, both traditional and emerging, in order to ensure that the impact of 
XSEDE spans a very broad range of disciplines, that it enables both research and education, that 
it has broader impacts to society, and that the user community is diverse (gender, ethnic 
background, etc.) and includes representation from all types of colleges and universities (“R1,” 
smaller colleges, MSIs, etc). The XAB assists with requirements gathering, prioritizing 
requirements and development efforts in the annual planning process, review of the annual report 
and plans for NSF, and recommending strategic directions. The XAB’s impact is primarily 
strategic, but also makes tactical recommendations. 
The User Advisory Committee (UAC) consists of members of the national community who 
represent the needs and requirements of the research and education community and, in particular, 
addresses the concerns of the day-to-day users of the XSEDE environment and provides guidance 
with respect to how the activities and plans of XSEDE can better serve those needs. The 
committee represents the “researcher’s voice” to XSEDE management, presenting 
recommendations regarding emerging needs and services and acting as a sounding board for 
plans and suggested developments in the XSEDE environment and services. They will be both a 
source of input as well as a means of validating XSEDE plans. The chair of this committee also 
participates in regular senior management meetings. 
The XD Service Providers Forum provides a means by which all Service Providers have input 
into XSEDE’s management and where they can voice any concerns, make recommendations, and 
provide feedback on proposed changes to the XSEDE environment and services to XSEDE 
management. The chair of this committee also participates in regular senior management 
meetings.  
Special advisory subcommittees may be convened to address specific topics as they arise. Each 
will be headed by an advisory committee member and may include members outside of the 
established advisory committees. A subcommittee of the XSEDE Advisory Board on Training, 
Education, and Outreach has already been established. 
5.2 XSEDE Project Office (WBS 1.1) 
The XSEDE Project Office houses several project-wide functions in a single organizational unit. 
The areas Architecture & Design and Software Development & Integration are both formally part 
of this unit, but are reported on separately (see Sections 4.1 and 4.2 respectively) due to the 
prominence of the activities they encompass.  
Elsewhere within the Project Office, PY2 has seen significant progress across the board. We have 
continued to improve on many of our administrative processes both by specific changes (e.g. the 
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production rollout of the Sciforma tool) and simply by becoming more familiar with them (e.g. 
we have completed the annual planning process for the second time). We continue to develop Use 
Cases to encapsulate the needs of the community and drive every aspect of the program. The 
XSEDE Digital Object Repository was established and we have been populating it with the 
important products of the program. Our new External Relations Coordinator has been coming up 
to speed and begun planning the Strategic Communications and Marketing Plan for XSEDE. And 
the XSEDE Industry Challenge was issued, a major milestone for the Industry Relations area. 
5.2.1 Project Management and Reporting (WBS 1.1.1) 
The project management team consists of 3.75 FTE of effort that corresponds to 6 people. An 
additional 3 people are coordinated through the team, but funded directly by their areas. There is 
at least one project manager for each WBS Level 2 element. In addition, members of the project 
management team also assist with planning of the annual XSEDE conferences and quarterly 
outreach events and manage large projects such as the design and implementation of the new 
ticket system and the POPS follow-on. 
5.2.1.1 Project Management Tool  
In this project year, the project-wide project management tool (Sciforma) went into production 
for XSEDE. The managers reviewed the schedule quarterly and assisted each area manager with 
planning and updates via the new tool. A sub-set of the project management group received 
advanced administration training and customized the tool for special use by some groups and 
configured “canned” reporting to provide visibility to managers at all levels. In addition, a test 
instance of the tool was implemented to test configuration items prior to production.  
The Sciforma team continued to improve the reliability and performance of the tool with bug 
fixes and upgrades that included a more streamlined GUI and new charge model based on write 
access as opposed to the previous role base model.  
The project management team also began training for users with training at local sites and demos 
and hands-on training at three quarterly meetings. Performance of the tool during quarterly 
training sessions was and continues to be a problem due to a variety of issues (most commonly 
network performance at the conference centers). The team is currently discussing solutions to this 
problem for PY3.  
5.2.1.2 Reporting 
The PY1 annual report and 3 quarterly reports were scheduled, managed, and completed this 
year. The content of the quarterly reports was reorganized in Q1 of 2013 in an effort to make 
them more accessible for external audiences via the digital object repository. As a result, all 
report templates were updated and appropriate changes were made to the reporting schedule. 
5.2.1.3 Project Schedule and Risk Register 
The project schedule and risk register were reviewed quarterly and updated to reflect the most 
current information about XSEDE. For the project as a whole in this project year 15 risks were 
retired, which left 160 monitored risks (68 of which were new risks identified in PY2); of these, 
26 were considered a high-level of risk, and 49 were considered a medium-level of risk based on 
probability and impact. 
5.2.1.4 Project-Wide Meetings 
This project year five project-wide meetings were planned and held:  four quarterly meetings for 
the area managers and directors and a meeting open to all staff immediately following the 
XSEDE12 conference. The dates and locations for these meetings were as follows: 
 XSEDE12 all-staff meeting on July 19th and 20th in Chicago, IL 
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 PY2Q1 meeting on September 11th and 12th in Champaign, IL 
 PY2Q2 meeting on December 4th and 5th in Orlando, FL 
 PY2Q3 meeting on March 11th, 12th, and 13th in Las Vegas, NV 
 PY2Q4 meeting on June 4th and 5th in Indianapolis, IN 
5.2.1.5 Miscellaneous Activities 
The project management team participates in a variety of additional activities that include 
tracking bug resolutions for the project management software tool, providing login administration 
for the project SharePoint, facilitating communications and meetings, leading area management 
in the annual program plan development, assisting area management with goal and metric 
formulation, planning for re-allocation of unspent funds, and processing project change requests. 
5.2.2 Systems & Software Engineering (WBS 1.1.2) 
During the quarter ending 06/30/13, the Systems & Software Engineering (S&SE) Team has 
accomplished the following: 
5.2.2.1 Gathering New User Needs and Capabilities 
S&SE continued its ongoing efforts to identify and elicit new user needs and capabilities in order 
to improve and develop XSEDE. SSE staff continue to participate in the user facing project areas 
of XSEDE (ECSS, NIP, User Engagement, and Campus Champions, etc.), joining in their regular 
conferences calls and email discussions to look for new user needs and capabilities. We also 
review reports of meetings, conferences, surveys, and other user outreach events for similar 
information. The information collected is of a widely disparate nature, from simple requests and 
fixes to things that are much more complex and have architectural significance. We also 
participate in discussions about how best to get these capabilities and needs into the XSEDE 
“pipe” for processing by the appropriate group. 
5.2.2.2 Use Case Development  
When new, desired, capabilities and areas of strategic importance for the XSEDE architecture are 
identified, SSE works with appropriate Subject Matter Experts (SMEs) to develop effective use 
cases and quality attributes for each of these strategic activity areas.  
This quarter SSE tested and began using the Use Case Registry developed by Susan Mehringer at 
Cornell University. This Registry tracks the progress of each Use Case through the XSEDE 
system engineering process, from an idea on through development, testing and implementation. 
After Use Cases have been identified, SSE enters detailed information about each Use Case into 
the XSEDE Use Case Registry and updates progress on each Use Case as it makes its way 
through the XSEDE process. After Use Cases are sufficiently developed, they are put through a 
series of reviews by both the A&D group and then by SD&I; SSE organizes and facilitates the 
A&D Use Case reviews and serves as reviewers on the related SD&I reviews.  
During this quarter, Use Cases that were developed and passed A&D review include: 
 Campus Bridging Use Cases 1.0, 2.0, 3.0, 4.0, 5.0, 6.0 and 7.0 
 Science Gateway Use Cases 1.0, 2.0, 3.0, 4.0, and 5.0 
 Federation and Interoperation Use Case 1.0 
 Data Management Use Cases 1.0, 2.0 and 3.0 
 High Performance Computing Use Case 1.0 and 2.0 
 High Throughput Computing 1.0 
 Canonical Use Cases 1.0, 2.0 and 3.0 
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Use Cases under development include 7 additional Canonical Use Cases, and Use cases in the 
areas of scientific workflows, visualization, data analytics, and 10 Use Cases for the POPS 2.0 
accounting system. 
5.2.2.3 XSEDE Digital Object Repository  
The XSEDE Digital Object Repository preserves all the key documents and digital objects of the 
XSEDE project within the University of Illinois IDEALS archival system. These documents have 
permanent Digital Object Identifiers and are available by normal search methods. To facilitate 
access, many of these documents are also linked from the XSEDE web pages. 
Some of the documents added to the repository this quarter include the 22 Use Cases that have 
completed development and passed A&D review (Canonicals 1-3, Campus Bridging 1-7, Science 
Gateways 1-5, High Performance Computing 1&2, High Throughput Computing, and Data 
Management 1-3); several baselines (Information Services, updated versions of the Service 
Provider and Campus Bridging Checklist and the Software and Services Table for Service 
Providers and Campus Bridging); and various reports (XSEDE 2011-2012 Annual Highlights, 
Teragrid Final Project Report,  and the 2010, 2011, and 2012 EU-US HPC Summer School Final 
Reports).  
5.2.3 External Relations (WBS 1.1.4) 
5.2.3.1 Accomplishments 
Travis Tate, who started work in late May 2013, has filled the XSEDE ER coordinator position. 
Travis has been able to attend one XSEDE Quarterly Meeting (Indianapolis), the Yearly Review 
(Washington, D.C.) and the XSEDE13 Conference (San Diego) while also performing regular 
writing and coordinating tasks.  
Liz Murray continues to distribute two monthly newsletters and is assisting as Travis takes over 
responsibilities from her. Members of the XSEDE ER team have met about, and will continue to 
develop plans for, the XSEDE.org website – this is deemed a project that will include overhauls 
of the basic look, architecture and content of the public-facing website. 
Work continues on the XSEDE exhibit at SC13 Conference in Denver, including finalizing the 
logistics of the booth itself, swag giveaways and staffing. 
5.2.3.2 Challenges 
The XSEDE ER team is ready and willing to help out with all communication needs – the 
Strategic Marketing and Communications Plan is the essential piece to begin coordinating the 
team. This plan needs to be fully formed and implemented by the beginning of the next quarter.  
5.2.3.3 Media Hits 
Approximately 36 news items were published on XSEDE-related topics. See Appendix E, Table 
11 for the complete list.  
5.2.4 Industry Relations (WBS 1.1.5) 
The XSEDE Industry Challenge Program document was shared at the April XAB meeting and 
then finalized in the 4QPY2. The program was shared at NCSA’s Private Sector Program Annual 
Conference and received positive verbal feedback. The program was officially announced on 
HPCWire and other media outlets in the beginning of June. The Letters of Intent were due on July 
19, 2013. The Letters of Intent will be reviewed and the authors will be notified if they should 
submit a full proposal. Full Proposals will be due on September 13, 2013. 
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6 Audit Services 1.8 
Technical Progress XDMoD Auditing Framework 
6.1. Open Source Version of XDMoD  
Substantial progress has been made for the release of the open source version of XDMoD. 
Initially, as a proof of concept, HPC utilization data from the University at Buffalo’s Center for 
Computational Research (CCR) production clusters has been ingested into the XDMoD data 
warehouse structure. The various XSEDE roles were then mapped onto academic equivalents 
such as Dean, Department Chair, and PI. The net effect is to adapt the XDMoD framework, 
which was written to serve the XSEDE cyberinfrastructure, to serve the cyberinfrastructure 
typical of a university setting. Ultimately, we will provide a customizable open source version of 
XDMoD that will be suitable to support academic and commercial HPC systems. The response to 
XDMoD and its predecessor UBMoD has been so strong that there are a number of academic and 
commercial HPC centers that have requested to act as beta test sites for the open source version 
of XDMoD. We anticipate beta testing to start in August 2013, with an initial open source release 
in Fall 2013. 
Figure 6.1-1 shows a summary page with output data from CCR’s clusters obtained during this 
open source development effort. The upper left chart is CPU core-hours generated on various 
CCR compute clusters. The upper right chart shows a breakdown of core-hours consumed by job 
size (number of processing cores). The lower left chart is a pie chart showing usage by academic 
divisions. Finally, the lower right chart shows the average daily job size in terms of core count. 
Figure 6.1-2 shows an expanded view of how the open source version has been adapted to show 
academic usage; in this case the usage broken down by decanal unit. Figure 6.2-3 shows how the 
CCR cluster jobs are distributed by department (vertical bars) and by maximum job size or core 
count (red line). These examples are only a small sample of the many metrics and types of 
analyses that will be available through the open source version of XDMoD. 
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Figure 6.1-1. Open source version of XDMoD showing a summary page of usage from SUNY at 
Buffalo high performance compute clusters. 
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Figure 6.1-2. Open source version of XDMoD showing usage by Decanal Unit from 2013 
Q2 at SUNY at Buffalo showing drill down options. 
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Figure 6.1-3. Open source version of XDMoD showing a comparison of total CPU core-
hours vs. Job size. 
 
6.2  Additional Data Sources 
The data presented by XDMoD (XSEDE Metrics on Demand) has been expanded to include 
more than processor utilization data (CPU cycles, jobs, wait times, etc.), leading to the addition of 
support for a number of new data realms in the XDMoD data warehouse. Realms within XDMoD 
are used to group distinct types of data and metrics and each realm consists of a set of data and a 
number of metrics derived mainly from that data. With the recent addition of the Performance 
realm, and the SUPReMM realm, seven realms are currently supported as shown in Table 6.2-1 
below. XDMoD populates these realms with ingested data from both the XSEDE centralized 
database (XDcDB) and POPS databases. Note that the Grants and SUPReMM realms are 
currently being vetted and are not yet available in the public release.  
Table 6.2-1 Data realm descriptions 
Realm Description 
Jobs
1
 Provides data and associated metrics for jobs run on XSEDE resources. 
Metrics provide details on many aspects of user jobs including wait times, 
job sizes, SUs consumed, resource utilization, and queue expansion factor. 
Data can be aggregated by user, PI, institution, resource, service provider, 
field of science, NSF directorate, gateway, queue, and allocation. 
Allocations
1
 Provides data and associated metrics for active and expired allocations across 
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XSEDE. Metrics provide details on burn rate, usage rate, total SUs allocated 
and total SUs used. Data can be aggregated by PI, resource, field of science, 
NSF directorate, field of science, and allocation type. 
Accounts
1
 Provides general account metrics such as number of accounts created, 
opened, and closed for any given time period. 
Grants
2 
(development version) 
Provides general information regarding grants awarded in support of XSEDE 
allocations including number of awards and total amount awarded. Data can 
be aggregated by field of science, funding agency, and NSF directorate. 
Proposals
2
 Provides basic information regarding awarded XSEDE projects and 
proposals. Metrics associated with the proposals realm can be aggregated by 
field of science and NSF directorate. 
Performance
3
 Uses application kernel data to provide metrics on cpu, I/O, memory and 
network performance as a function of time and across different resources. 
SUPReMM
1 
(development version) 
TACC_Stats data provides detailed information on machine utilization and 
job performance. 
 
1:  Data for this realm comes from the XSEDE Central Database (XDcDB) 
2:  Data for this realm comes from the POPS and NSF databases 
3. Data for this realm comes from the application kernels 
 
In the Performance realm of the Usage Explorer, data from the individual application kernels (64-
core data is currently being used) are aggregated into four areas to provide a series of four 
composite metrics that cover CPU performance, IO performance, memory performance, and 
network performance. Although these composite metrics are still under development, Table 6.2-2 
below shows which application kernels contribute to each performance index. For all cases 
below, the desired result is for average values for each resource to remain constant over time. 
Large variations in a given average would be indicative of a potential problem. Details of how 
this will implemented will be described after finalization and release.\ 
 
Table 6.2-2 Performance Index composition 
Index Application Kernel metric 
CPU performance graph500 wall clock 
 hpcc linpack floating point performance 
 osjitter mean noise 
 npb floating point performance 
 nwchem wall clock 
   
IO performance ior read- and write aggregate 
 mpi_tile_io read and write throughput 
 nwchem wall clock 
   
Memory performance hpcc linpack floating point performance 
   
Network performance graph500 median TEPS 
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 hpcc linpack floating point performance 
 npb floating point performance 
 mpi_tile_io read and write throughput 
 
The current SUPReMM realm (currently in the development version of XDMoD) currently 
consists of 88 job run-time metrics covering CPU, Flop/s, HDD usage, memory usage, 
network usage and other job information. To date the mechanism has been constructed to 
show this data in XDMoD but the data has only been acquired for the TACC systems 
(Ranger, Lonestar4 and Stampede). Ultimately, a data collection system such as 
TACC_Stats will be deployed throughout XSEDE 
6.3 Improvements to the XDMoD User Interface 
Usage Explorer: 
The Usage Explorer has been greatly improved both in capability and usability. The charting 
capability of XDMoD has been dramatically improved through the inclusion of HighCharts 
(http://www.highcharts.com/), a flexible open-source charting package, as shown in Figure 6.3-1. 
This allows for clearer charts with improved scaling and support for inclusion in additional 
document types. The font size is also adjustable and additional export options such as SVG allow 
the user more control over exported plots. Figure 6.3-2 shows an exported plot from the upgraded 
Usage Explorer. 
 
 
Figure 6.3-1. The XDMoD Portal display of the Usage Explorer. A plot of the total XSEDE usage broken out by job 
size for the third quarter of 2012 is shown on the primary axis (left-hand axis) and the average wait hours per job versus 
job size is shown on the secondary axis (right-hand axis). 
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Figure 6.3-2. The XDMoD Usage Explorer. An exported time series plot of the total usage by job size for the third 
quarter of 2012 is shown. 
 
6.4 Custom Report Builder improvement 
The Custom Report Builder has also undergone substantial improvement to enhance usability. 
Additional instructions have been added to guide users through the process of generating and 
tracking reports under multiple roles. A powerful new report template feature has been added that 
will facilitate the generation of charts for inclusion in the SP quarterly and annual reports. For 
example, the director of a service provider can generate the entire series of quarterly report charts 
for each of his resources with a single mouse click on the “Template: SP Quarterly Report” 
button, as shown in Figure 6.4-1. The user now has the option to export the report as a PDF or 
MS Word file. With the recently added feature to customize the dates on existing plots in existing 
reports, users easily can generate a complete custom report on his resources for any given desired 
time frame. 
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Figure 6.4-1. The XDMoD Custom Report Builder. Note that this series of eight quarterly reports for TACC was 
generated by a single mouse click on the SP Quarterly Report template in the Custom report builder. 
 
6.5 Compliance tab 
A compliance tab was added to the XDMoD framework to provide NSF Program Officers 
and XSEDE leadership with a tool to quickly assess service provider compliance with 
XSEDE operational reporting requirements. Figure 6.5-1 shows a snapshot of this feature. 
The new compliance tab tracks whether or not each service provider is supplying required 
reporting metrics and data. The metrics are shown in the first column of Figure 6.5-1. 
Required metrics (as determined by XSEDE) are shown using a bold face font while 
additional metrics that TAS strongly recommends should be collected are in the lighter 
(grey) font. The time frame of the compliance is user selectable, providing a compliance 
history for the service providers. Like the charts generated with XDMOD, compliance data 
can be output as a report in the Report Generator using a newly developed template.  
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Figure 6.5-1 XDMoD Compliance tab 
 
6.6 Application Kernel Progress 
Running the application kernels continuously on the XSEDE (or other) resources generates a 
tremendous amount of performance data that makes manual oversight of the data to identify 
underperforming hardware or software impractical. Accordingly, we have been exploring the 
development of automated processes to monitor application kernel performance. A preliminary 
model is being developed to use the application kernel data to assess quality of service. Figure 
6.6-1 shows a representative plot of this effort for MPI-Tile-IO and IOR application kernel data. 
A region is automatically selected as the control region. The control region is by definition 
considered to be the normal operating envelope of the given application kernel. The process, in 
this case the performance of a given application kernel, is assumed to be nominally in control in 
this region. If the 5-point running average at a given point beyond the control region exceeds a 
specified tolerance (based upon the data range in the control region) the process is flagged as out 
of control. In Figure 6.6-1 the region where the write aggregate throughput bandwidth of the 
MPI-Tile-IO and IOR application kernels drops substantially is automatically evaluated to be out 
of control. The details of when to automatically readjust the control region to account for system 
upgrades or normal changes, when to flag a process as out of control, etc., are still being 
finalized. However, note that the automatic process control system successfully flagged the 
deterioration of the write throughput performance of Lonestar4. Using application kernel process 
control, site administrators can easily monitor application kernel run failures for troubleshooting 
performance issues at their site.  
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Figure 6.6-1. Application Kernel process control. Time histories for two input/output based application kernels selected 
to demonstrate the application kernel control process for two underperforming application kernels. The solid purple line 
is the measured data, the dashed black line is a 5-point average, and the blue shading indicates the control zone range. 
The red zones indicate that the process is out of control in an unfavorable sense while the green zones indicate superior 
performance compared to the in control performance. 
 
Figure 6.6-2, shows a sudden decrease in file system performance on Lonestar4 as measured by 3 
different application kernels (IOR, MPI-Tile-IO, and IMB). The IOR and MPI-Tile-IO both show 
a sudden decrease in the aggregate write throughput bandwidth, while IMB, which measures 
latency, shows an equally sudden increase in latency. Without application kernels periodically 
surveying this space, the loss in performance would have gone unnoticed. We are currently 
working with TACC to understand this file system performance deterioration. 
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Figure 6.6-2. Application kernel data for IMB (blue), IOR (red) and MPI-Tile-IO (black) on Lonestar4. The IOR and 
MPI-Tile-IO data show a sudden drop of aggregate write throughput bandwidth and the IMB data shows a sudden 
increase in latency starting on 7/24-25/2012. 
 
6.7 Indiana University Sub-contract: Progress report on Publications and Scientific Impact: 
We continue to make progress on the scientific metric data extraction and transformation. We 
have correlated the user, organization, project, and field of science information from the XDcDB 
database with the publication data from the NSF award search database, and carried out some 
summary statistics based on number of publications at the user, project and field of science level. 
This data is used in our initial metric to measure the scientific impact of XSEDE users and 
projects.  
We also identified some significant issues with the data from the NSF award search database. 
Author names are not standardized and often incomplete, for example, there is no full name 
associated with a publication but only a last name and first initial as provided in the citation, often 
preventing identification of the correct author. We plan to mitigate this issue while integrating 
data from other data sources; as well as applying some machine learning approaches to identify 
more clearly which publications belong to which user. 
At present we are in the process of defining a general database to host the publication data, which 
is a mash-up from various data sources including the NSF award search data, publications from 
the XSEDE portal, as well as other sources such as Microsoft Academic Search, Mendeley, 
Google Scholar Profile, etc. This design enables us to visualize the preliminary scientific impact 
metric data already obtained, while supporting gradual improvement with the integration of more 
data and increased accuracy.  
We have delivered a preliminary proof-of-principle analysis of scientific impact and publications 
with emphasis on XSEDE. To do this we have the transitioned our data base technology to 
MongoDB, with the ability to export data from MongoDB to an SQL database for ingestion into 
the XDMOD database. A ”Sci Impact” tab has been added to XDMoD to display this important 
data. See Figure 6.7-1 showing the Scientific Impact tab in XDMoD. 
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Figure 6.7-1. Scientific Impact tab in XDMoD. Note the display of several scientific impact metrics. This is a proof of 
principle effort because currently the publication data base is very limited. 
6.8 NICS Sub-contract: PEAK progress: 
It is well known that scientific application performance is dependent on what can be a myriad of 
compiler options and numerical libraries to select from when creating the executable for a given 
scientific application. In most cases, users and developers are looking for a systematic way of 
selecting the configuration of available options that will result in the optimal application 
performance on a given computing system. The Performance Environment Autoconfiguration 
frameworK (PEAK) is being developed with just this purpose in mind. It is designed to select the 
optimal configuration for an application on a given platform and to update that configuration 
when changes in the underlying hardware and systems software occur. The configuration options 
considered for the performance optimization include the compiler along with its settings of 
compiling options, the numerical libraries and settings of library parameters, and settings of other 
environment variables. Based on a presentation at XSEDE12 by Dr. Haihang You describing the 
implementation of PEAK on Kraken, the TAS Team reached out to Dr. You to inquire about its 
applicability to other XSEDE resources and HPC cyberinfrastructure in general. From these 
conversations, it was decided to incorporate PEAK into the XDMoD auditing framework. 
Specifically, there will be a PEAK tab implemented on XDMoD to give the users direct access to 
the PEAK technology. Implementing the PEAK technology will help XSEDE service providers 
and HPC centers produce optimal application builds and to ensure that they remain optimal 
through system upgrades.  
Figure 6.8-1 demonstrates the PEAK framework. HPC users enter usage information, such as a 
function in a numerical library, problem size, etc. The driver generator produces a program for 
benchmark purposes, while the compilation process automatically builds all possible versions of 
executable with different compilers and numerical libraries. The job script generator creates job 
submission files so benchmark tests can be executed after the compilation process is completed. 
Finally, the benchmark results are harvested and stored in a performance database. This 
information is also returned to the users through the interface so they can compare the 
performance of all versions and select the optimal build for their application. 
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Figure 6.8-1. The Framework Design of PEAK 
Despite beginning to work under the TAS program since only December 2012, substantial 
progress has been realized. In this period, we have been working to extend our research from 
Kraken to other XSEDE platforms. An XSEDE allocation proposal was submitted and approved. 
We were awarded 200,000 core hours in total on Blacklight, Gordon, Keeneland, Longhorn, 
Stampede, and Trestles. 
Gordon was selected as the first target since Kraken and Gordon have representative features, 
such as different processor vendors (AMD vs. Intel) and different interconnects (proprietary vs. 
commodity). Therefore, a direct comparison between these two distinct platforms would be 
interesting. 
6.8-1. Results 
Benchmark runs of five applications, NAMD, LAMMPS, Gromacs, CPMD, and Amber, were 
performed on Gordon. For each application, we compiled a number of versions with a 
combination of available flavors (i.e., compiler, numerical library, and FFTW version). For each 
version, we ran three trials on 16, 32, 64, 128, 256, 512, and 1,024 cores, respectively. The fastest 
run time of each version on each core count was recorded for further analysis. 
NAMD 
NAMD is built merely for each compiler flavor because the sole numerical library NAMD uses is 
single-precision FFTW2 (version 2.1.5). The input dataset is STMV. 
Figure 6.8-2 shows the result. On Kraken, the PGI build does not run, so there are no results for 
this configuration. The GNU version exhibits 2% to 8% performance advantage over Intel. On 
Gordon, the PGI version fails to produce expected result when core counts are 256 and 512. 
Overall, Intel edges out GNU and exceeds PGI by 15%. 
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Kraken Gordon 
  
Figure 6.8-2. Performance data of NAMD on Kraken and Gordon. 
 
LAMMPS 
We compiled six versions of LAMMPS, one for each compiler and FFTW combination. 
LAMMPS does not need BLAS/LAPACK. The benchmark problem is Rhodo. 
Figure 6.8-3 shows the result. Generally, the effect due to FFTW libraries is almost negligible on 
Gordon, while on Kraken, they have certain impact when 48 cores are used. The GNU and Intel 
versions have very similar performance, while the Intel version is only slightly faster than its 
GNU counterpart on Kraken. The PGI version, on the other hand, is slower by a large margin of 
8% to 16%. 
Kraken Gordon 
  
Figure 6.8-3. Performance data of LAMMPS on Kraken and Gordon. 
Gromacs' main simulation program “mdrun” supports a variety of FFT libraries and we built for 
FFTW2 and FFTW3. Regarding BLAS/LAPACK, Gromacs only makes use of them in its utility 
programs but not in “mdrun,” so we omit them. The benchmark input is d.dppc. 
The results are shown in Figure 6.8-4. Overall, PGI builds are the worst on both systems, lagging 
behind Intel and GNU by 6% to 11% on Kraken and 10% to 18% on Gordon. Regarding FFTW2 
and FFTW3, intel-fftw3 is the fastest build combination on Kraken, but there is no clear winner 
on Gordon. 
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Kraken Gordon 
  
Figure 6.8-4. Performance data of Gromacs on Kraken and Gordon. 
CPMD 
CPMD is a typical application that can be optimized by many build options: compiler, 
BLAS/LAPACK library, and FFTW version. Theoretically we are able to produce 18 versions of 
CPMD on Kraken. However, the latest source code version of CPMD is not compatible with the 
version of GNU compiler on Kraken, we thus only produced 12 builds of CPMD on Kraken. We 
drove CPMD simulation with input problem Si512. 
Due to memory requirements, the minimal core count to run Si512 benchmark on Kraken is 48. 
From the benchmark results in Figure 6.8-5, it is obvious that on Kraken, the choice of compiler 
has substantial influence on the performance. Overall, the PGI compiler produces much faster 
CPMD executables. In most cases, the Intel versions run three to six times slower than their PGI 
counterparts. The only two exceptions are intel-libsci-fftw2 and intel-libsci-fftw3, which have 
very similar performance to PGI versions. The use of FFTW library does not seem to have 
significant impact. 
On Gordon, the influence of compiler becomes smaller. On the other hand, the choice of 
numerical library does matter; the MKL versions outperform ACML versions to a great extent. 
The difference caused by numerical libraries diminishes when more cores are used. As we can see 
from the figure, intel-mkl-fftw3 is the best combination that we can use to build CPMD on 
Gordon. 
 
Kraken Gordon 
  
Figure 6.8-5. Performance data of CPMD on Kraken and Gordon. 
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Amber 
We built Amber's PMEMD using all three compiler flavors. PMEMD uses FFTW3 but not BLAS 
& LAPACK. We tested the Joint AMBER/CHARMM (JAC) benchmark input. 
Figure 6.8-6 shows the results. On Kraken the Intel version does not run, so there is no result for 
it. On Gordon, the PGI version falls behind GNU and Intel versions by up to 30%, and the Intel 
version has a slight performance advantage over the GNU version. Amber's scalability on the 
JAC benchmark starts to worsen as the core count grows beyond 64 (four nodes) so we do not 
include that part in the plot. 
The case for Kraken is more interesting. On Kraken the PGI version runs faster when core count 
is 12 and 24. The performance deteriorates significantly when we use 48 cores (four nodes) or 
more. 
Kraken Gordon 
  
Figure 6.8-6. Performance data of Amber on Kraken and Gordon. 
 
6.8-2 Application-based SU Conversion Rate 
In order to help guide HPC users to select the most appropriate platform to run their applications 
in order to save allocated core hours and operate most efficiently, we have proposed a concept of 
“application-based SU conversion factors” and tried to use these factors derived by application 
benchmark to validate the official conversion rate value (i.e., 2.42). Specifically, we use the 
following formula: 
Gordon/Kraken Ratio = (Kraken SUs consumed) / (Gordon SUs consumed) 
Based on our performance benchmark data, we derived the application-based SU conversion rate 
as well as its 95% confidence interval for each application (see Table 6.8-1 and Figure 6.8-7). It 
appears that running certain applications, such as Gromacs and NAMD, on Kraken is much more 
cost-effective than running them on Gordon, while Gordon is a better choice when running 
Amber, CPMD, and LAMMPS. Our goal is to provide an application-based SU conversion rate 
for HPC user to help them select the most “cost effective” platform to run their applications. 
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Table 6.8-1. The application-based SU conversion rates between Kraken and Gordon for five applications. 
Applications Application-Based SU Conversion Rate 95% Confidence Interval 
Amber 3.03 (2.00, 4.05) 
CPMD 5.10 (4.47, 5.73) 
Gromacs 1.69 (1.61, 1.77) 
LAMMPS 2.55 (2.34, 2.76) 
NAMD 1.07 (1.04, 1.11) 
 
Figure 6.8-7. SU Conversion confidence intervals. 
6.8-3. Conclusions 
In this quarter we extended our research from Kraken to Gordon and successfully built and 
benchmarked different versions of five popular scientific applications. The performance of these 
applications on two platforms are compared and analyzed. Moreover, we proposed “application-
based SU conversion rate” to validate official SU conversion rate value and help improve the 
efficiency of resource usage. The application-based SU conversion rates of five applications 
between Kraken and Gordon demonstrate that it is more cost-effective to run Gromacs and 
NAMD on Kraken and run Amber, CPMD, and LAMMPS on Gordon. We suggest using this 
application-based SU conversion rate to guide XSEDE users to choose the most appropriate 
platform. 
6.9 University of Michigan Sub-contract: Usability assessment report  
As a first measure of the usability of the XDMoD interface, the team of researchers at the 
University of Michigan (UM) conducted an in-person interview study of local Michigan XSEDE 
users (n=10) and potential XSEDE users (n=13). Even though the sample size was small, analysis 
of the interview data showed a number of areas of the XDMoD interface that could be improved, 
including: (1) developing a less complex default view for some of XDMoD’s tabs to prevent 
information overload, (2) improving the ability to locate and adjust the time period for graphs in 
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the Report Generator, (3) making it easier to add charts to the Report Generator, (4) improving 
navigation in the Usage tab, (5) making the location of help resources easier to find, and 6) 
implementing “right click” capability for some functions. This analysis provided useful feedback 
to the early XDMoD development efforts and many of the areas identified as needing 
improvement were addressed in subsequent releases. 
In order to explore XDMoD usability in a broader context, the UM team chose to administer a 
web-based questionnaire to a random sample of XSEDE users. Survey respondents were sampled 
from the population of individual XSEDE users who ran a minimum of 25 jobs between March 1, 
2012 and September 1, 2012. Information on jobs came from XSEDE logs for this period. Jobs 
run from group, staff or other non-individual accounts were excluded. A minimum of 25 jobs run 
on XSEDE was selected as evidence of significant use, as opposed to occasional or test use. 
Using these criteria produced a sampling frame of 1,914 account holders, from which 20% 
(N=398) were randomly selected. Respondents were invited via email to complete a web-based 
questionnaire. In this invitation, respondents were offered a pre-incentive in the form of a $5 
Amazon.com gift code included in their personalized email invitation. Respondents were free to 
use the gift code independent of whether they opted to complete the survey. Of those invited to 
participate, a usable response rate of 28.7% (n=110) was obtained. Of the 110 respondents only 
five had logged into XDMoD prior to the survey, meaning 105 of the respondents were new 
XDMoD users and therefore had not been previously exposed to the interface. 
In addition to the standard multiple choice questions and free format answers found in most 
survey tools, the survey also included a novel technology that can track where survey participants 
click in a given window. This capability is particularly useful for interface development since it 
allows the investigator to determine where in a given interface screen shot users go to find the 
answer to the posed question. For example, Figure 6.9-1 show all locations on a given window of 
the XDMoD interface where users clicked in response to a particular survey question. The 
resulting image can be thought of as a heat map of the response space, with areas of high click 
frequency represented by continually “warmer” colors (red indicating the highest frequency of 
clicks). In Figure 6.9-1 users predominantly clicked in one of two areas, namely on a tab along 
the top of the window or on a summary plot in the bottom center. This provides useful 
information regarding how intuitive and easy to use the interface is with respect to a given query. 
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Figure 6.9-1 is the aggregate heat map of the clicks by respondents for question 20 in the web-based survey. The 
question “Usability Study - Summary Page The XSEDE XDMoD (Metrics on Demand) Usage Summary Tab is shown 
below. Click on the image below to indicate where you would find awarded grants by field of science.” 
Results of the survey showed that some users are overwhelmed by the amount of data presented 
to them. Users are confused why information is presented that is not in a relevant format, and 
tutorials are useful in orienting users but other help resources would be beneficial. These findings 
suggest a set of priorities for future evolution of the XDMoD interface, including: simplifying the 
interface for the Usage tab to present less text in the tree navigation and switching to a drop down 
navigation more similar to the Report Generator, concentrating on making sure the data presented 
to the user is in a format most useful for their need (role), and making sure the help manual is 
indexed to the web. Specific findings and recommendations based on the survey results are as 
follows: 
1. Some default graphs make little sense for their representation of data. For example, pie 
charts for a single value as displayed in the Summary page when in the User role. 
Accordingly, the information presented should be tailored to be relevant to a particular 
user (role). 
2. Some users feel overloaded when approaching XDMoD with the amount of default 
information presented through the interface. In some respects this is not a particularly 
surprising result given the powerful features built into the interface along with the rapid 
injection of new features during the first three years of the award. However, we expect 
this situation to improve substantially over the next two years as the XDMoD user 
interface matures and as more attention can be devoted to making the interface intuitive. 
In addition, we will continue to investigate alternative designs that reduce the presented 
information until requested by a user’s action. For example, when landing on the 
XDMoD Summary page for the first time, we may find it beneficial to direct the user to 
select the metrics they are interested in seeing when they first land on the page. This 
would limit the amount of information first presented as well as provide new users with 
insight that the summary page can be customized. 
3. Users turn to search engines for help and accordingly the documentation needs to be 
indexed by public search engines. This is the same sentiment shared by users in the 
previous XDMoD survey.  
4. Tutorials and other help tips for new and returning users are desired. The effectiveness of 
the report generator instructions when presented with no charts appears to be effective in 
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helping users understand how to begin creating a custom chart. This can be expanded to 
other areas. 
6.10 XDMoD Usage: 
XDMoD usage during the present 1 year reporting period as reported by Google analytics is 
shown in Figure 6.10-1. The usage has continued to grow over the past year and we anticipate 
further growth as further capabilities are added and it becomes better known to XSEDE users. 
 
Figure 6.10-1. Google analytics overview of XDMoD usage for July 1, 2012 to June 30, 2013. 
6.11 Meetings, Events Publications and Presentations 
TAS, supported by our collaborators and subcontractors, has been very active during this period 
in preparation for XSEDE13. We have had three papers to XSEDE13 accepted and plan to also 
present a BOF on XDMoD. The “Comprehensive Job Level Resource Measurement and Analysis 
for XSEDE HPC Systems” paper was selected for the lightning round. Titles and authors are 
given below: 
1. T. R. Furlani, B. L. Schneider, M. D. Jones, J. Towns, D. L. Hart, S. M. Gallo, R. 
L. DeLeon, C. Lu, A. Ghadersohi, R. J. Gentner, A. Patra, G. von Lazewski, F. 
Wang, J. T. Palmer, and N. Simakov, “Using XDMoD to Facilitate XSEDE 
Operations, Planning and Analysis”; accepted XSEDE13 Gateway to Discovery; 
July 22-25 (2013), San Diego, CA.  
2. C. Lu, J. Browne, R. L. DeLeon, J. Hammond, B. Barth, T. R. Furlani, S. M. 
Gallo, M. D. Jones, and A. K. Patra, “Comprehensive Job Level Resource 
Measurement and Analysis for XSEDE HPC Systems”; accepted for lightning 
round XSEDE13 Gateway to Discovery; July 22-25 (2013), San Diego, CA. 
3. Haihang You, Charng-Da Lu, Ziliang Zhao, Fei Xing, “Optimizing Utilization 
across XSEDE Platforms”, accepted XSEDE13 Gateway to Discovery; July 22-25 
(2013), San Diego, CA. 
4. XSEDE Metrics on Demand (XDMoD) Technology Auditing Framework: A 
Guide for the XSEDE Community: Presenters: Thomas R. Furlani, Matthew D. 
Jones, Amin Ghadersohi, Steven M. Gallo and Robert L. DeLeon. Center for 
Computational Research, State University of New York at Buffalo; submitted to 
XSEDE13 Gateway to Discovery; July 22-25 (2013), San Diego, CA. 
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6.12 TAS Education, Outreach and Training 
Research Experience for Undergraduates:  REU funds from the TAS award were leveraged to 
continue the Center for Computational Research’s long-standing program in STEM training for 
undergraduates as well as K-12 and graduate level programs. Students not only gain valuable 
experience working in a state-of-the-art research environment as part of a team, often applying 
knowledge in their chosen fields, but also utilize new technologies, including advanced software 
engineering, database design, parallel computing, and user interface development. Over the 
summer, students also take part in a series of specialized workshops designed specifically for 
them by CCR staff, including topics such as basic Unix command line tools, debugging 
techniques, scientific visualization, scripting, and database concepts. These topics (see Table 
6.12-1), often outside of the students’ area of expertise, are designed to introduce them to 
advanced computational methods. The end of the summer culminates with a short presentation by 
each student describing the research project they worked on and their role in it.  
Table 6.12-1. Undergraduate Training Sessions for the Summer 2012 
CCR Summer Training for Undergraduate and Graduate Students 
CCR Resources and Overview 
CLI/Shells/Utilities - awk, cut, sed 
More CLI/editors 
Perl 
Debugging for fun and profit 
Scientific Visualization - from data to pretty pictures 
Advanced Visualization 
Databases 
 
With funds from our 2011 and 2012 REU Supplements to OCI 1025159, we supported 4 
undergraduates, Amanda Ruby, Katrina Schlum, Sam Steffan, and Thomas Yearke. Amanda 
Rudy is a senior biology major at the University at Buffalo; Katrina Schlum is a junior 
Bioinformatics major at St. Bonaventure University; Sam Steffan is a sophomore biology major 
at North Carolina State University, and Thomas Yearke is a senior computer science major at 
Rochester Institute of Technology. During 2012, they worked in the general scientific computing 
environment at the Center for Computational Research as well as the advanced 
cyberinfrastructure aspects of our Technology Audit Service for XSEDE project, providing them 
with a hands-on research experience, including developing computationally lightweight 
application kernels and user portals. In all 4 cases however, we also provided them with 
experience directly related to their chosen field of study, namely bioinformatics for Schlum, 
biology for Ruby and Steffan, and computer science for Yearke.  
One measure of the success of our program is that several of our undergraduate students have 
gone on to pursue advanced degrees in science and engineering, including Mark Cianchetti 
(Cornell University – doctoral program), Lucas Hoffmann (Emory University – doctoral 
program), Hans Baumgaertner (University at Buffalo – masters), Kyle Markus (University at 
Buffalo – PhD), Molly Hannigan (Case Western, PhD), and Dan McSkimming (University at 
Buffalo – masters).  
Table 6.12-2 provides a summary of the undergraduates (and one HS student) who have worked 
on various research projects at CCR over the past 3 years. As you will note, the students come 
from a mix of 2- and 4-year colleges as well as from non-traditional areas, including English, 
Media Study, and Digital Arts and Animation. 
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Table 6.12-2:  Undergraduates Participating in Research Projects at CCR since 2007 
Student Affiliation Period Major 
Baratta, Dominic University at Buffalo 8/09 - 5/10 Computer Science 
Baumgaertner, Hans University at Buffalo 7/07 - 8/10 Media Study/Production 
Brodfuehrer, Sean University at Buffalo 2/07 - 12/07 Urban Planning 
Brubaker, Jacob University at Buffalo 1/12 - current Geography 
Dziadaszek, Michael Empire State College 6/09 - current Information Technology 
Hammill, Lucas University at Buffalo 7/07 - 8/08 English 
Haney, Samantha Cleveland Inst. of Art 5/07 - 3/11 T.I.M.E. Digital 
Arts/Animation 
Hannigan, Molly University at Buffalo 5/12 - current Biochemistry and Mathematics 
Hoffmann, Lukas University of Pittsburgh 6/07 - 8/08 Scientific Computing 
Houser, William Rensselaer Polytechnic 
Institute 
5/09 - 7/09 Gaming & Simulation/Business 
Mgmt 
Lehner, Matthew University at Buffalo 2/07 - 8/09 Business Administration 
Marcus, Kyle University at Buffalo 7/08 - 5/12 Computer Science 
Milman, Noah University at Buffalo 8/06 - 5/07 Communications 
Pappalardo, Benjamin Ohio State University 6/08 - 7/10 Visual Communication Design 
Pitman, Mark Cansius High School 7/09 - current   
Ruby, Amanda University at Buffalo 5/12 - current Biological Sciences 
Schlum, Katrina St. Bonaventure University 5/12 - current Bioinformatics 
Steffan, Sam North Carolina State 5/12 - current Biology 
Volo, Robert Erie Community College 6/09 -8/11  Computer Science 
Yearke, Jillian University at Buffalo 6/12 - current Civil Engineering 
Yearke, Thomas Rochester Institute of 
Technology 
5/10 - current Software Engineering 
Zhou, Jason Nichols High School 6/12 - current   
 
In terms of K-12 outreach, each year CCR runs the Eric Pitman Annual Summer Workshop in 
Computational Science (http://ccr.buffalo.edu/outreach/k-12-outreach/summer-workshop.html). 
Every summer, high school sophomores, juniors, and seniors spend two weeks learning computer 
programming and its application to problems in chemistry, visualization, and most recently 
bioinformatics. High school students have not been the only beneficiaries of this program. 
Through NSF REU grants, CCR has supported many undergraduates over the years to help with 
the development of the workshops, including course material in Unix, Perl, MYSQL, C++, and 
CGI. The program has been particularly effective in reaching out to under-represented groups. 
Just this year (2012), almost 50% of the participants were female. The year before more than 50% 
were, and we have routinely had students from inner city schools participating.  
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6.13 Sample Audit of XSEDE for 2012 
In order to demonstrate the auditing capability of XDMoD we have compiled a brief example 
audit of XSEDE for 2012. 
Figures 6.13-1, 6.13-2 and 6.13-3 illustrate the growth of the TG/XD system from 2004 through 
2012 in terms of jobs run and SUs and NUs supplied  
 
Figure 6.13-1. Number of TG/XD jobs run from 2004 through 2012. 
 
 
Figure 6.13-2. Total XD SUs supplied by TG/XD jobs run from 2004 through 2012. 
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Figure 6.13-3. NUs supplied by TG/XD jobs run from 2004 to the present. 
 
Figures 6.13-4, 6.13-5, 6.13-6 and 6.13-7 Show the jobs run, SUs supplied, NUs supplied and 
overall percent utilization on NSF jobs for the various XSEDE resources during 2012. 
 
 
Figure 6.13-4. Number of XSEDE jobs run during 2012 on the various XSEDE resources. 
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Figure 6.13-5. Number of SUs supplied on XSEDE jobs run during 2012 on the various XSEDE resources. 
 
 
Figure 6.13-6. Number NUs supplied by XSEDE jobs run during 2012 on the various XSEDE resources. 
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Figure 6.13-7. Percent utilization on NSF jobs run during 2012 on the various XSEDE resources. 
Figures 6.13-8, 6.13-9 and 6.13-10 Show the jobs run, XD SUs and NUs supplied during 2012 
broken down by parent field of science. 
 
 
Figure 6.11-8. Number of XSEDE jobs run during 2012 broken down by parent field of science. 
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Figure 6.13-9. XD SUs consumed on XSEDE jobs run during 2012 broken down by parent field of science. 
 
 
Figure 6.13-10. NUs provided on XSEDE jobs run during 2012 broken down by parent field of science. 
Figures 6.13-11, 6.13-12 and 6.13-13 Show the jobs run, XD SUs supplied and NUs supplied 
during 2012 broken down by NSF status. 
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Figure 6.13-11. Number of XSEDE jobs run during 2012 broken down by NSF status. 
 
 
Figure 6.13-12. Number of XD SUs supplied by XSEDE jobs run during 2012 broken down by NSF status. 
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Figure 6.13-13. Number of NUs supplied by XSEDE jobs run during 2012 broken down by NSF status. 
Figures 6.13-14, 6.13-15 and 6.13-16 Show the jobs run, XD SUs supplied and NUs supplied 
during 2012 broken down by institution. 
 
 
Figure 6.13-14. Number of XSEDE jobs run during 2012 broken down by institution. 
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Figure 6.13-15. XD SUs supplied by XSEDE jobs run during 2012 broken down by institution. 
 
 
Figure 6.13-16. NUs supplied by XD jobs run during 2011 broken down by institution. 
Figures 6.13-17, 6.13-18 and 6.13-19 Show the jobs run, XD SUs supplied and NUs supplied 
during 2012 for the top 20 principal investigators recording the heaviest usage. 
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Figure 6.13-17. Number of XD jobs run during 2012 for the top 20 principal investigators. 
 
 
Figure 6.13-18. XD SU consumption on XD jobs run during 2012 for the top 20 principal investigators. 
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Figure 6.13-19. NUs provided on XD jobs run during 2012 for the top 20 principal investigators. 
Figures 6.13-20, 6.13-21 and 6.13-22 Show the jobs run, XD SUs supplied and NUs supplied 
during 2012 broken down by job size. 
 
 
Figure 6.13-20. Number of XD jobs run during 2012 broken down by job size. 
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Figure 6.13-21. XD SUs consumed on XD jobs run during 2012 broken down by job size. 
 
 
Figure 6.13-22. NUs provided on XD jobs run during 2012 broken down by job size. 
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7 ExTENCI 
7.1 Overview 
The ExTENCI Project ends on 7/31/2013. Since this is the final ExTENCI report to XSEDE, it 
summarizes the results of the entire 3-year project. 
In the original ExTENCI proposal, the unifying goal was to allow researchers to do better science 
and engineering by: 
 Lowering the barriers that currently limit their effective use of CI; 
 Providing tools that expand their ability to exploit large-scale CI resources; 
 Extending the range of CI resources beyond what they can currently utilize 
At the beginning of the project, we incorporated these points into an overall project goal:  
 Develop and provide production-quality enhancements to the National 
Cyberinfrastructure that would enable specific science applications to more easily use 
both the Open Science Grid (OSG) and TG/XSEDE or broaden access to a capability to 
both TG/XSEDE and OSG users.  
 
Overall, the project accomplished its goals as represented by the SOWs. Over the 3-year life of 
the project, there were 136 objectives defined and 126 of those objectives were completed (93%). 
The uncompleted objectives were either optional when created, were dependent on completion of 
something outside the project, or were lower priority and not critical to the success of the project. 
Another measure of the project and its associated workflow managers is the science use. These 
graphs illustrate the science usage of ExTENCI products on the OSG and XSEDE. Six users 
exceeded 100,000 hours on OSG and five users exceeded 250,000 SUs on XSEDE. 
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7.1.1 ExTENCI – Distributed File System (Lustre-WAN) 
The Distributed File System goal was to provide a distributed file system operation across wide 
area networks that simplify access to data in OSG and TG/XSEDE. This goal was accomplished 
by enhancing Lustre/WAN services by adding Kerberos security; setting up hardware and 
software to support Lustre/WAN services at five sites; and installing Lustre servers at two sites. 
Performance analysis/tuning was completed to enable CMS science applications at two tier 3 sites 
(FIU and FSU) to run on data from two tier 2 sites (UF and Fermilab). The CMS, ATLAS, and 
LQCD science applications were tested in this environment, including a Higgs histogram 
reconstruction of the Higgs decaying using Monte-Carlo simulation data. Conference papers were 
presented on much of this work. The Physics Departments at the University of Florida, Florida 
State University, and Florida International University will remain linked via Lustre/WAN and 
other Florida universities plan to be added in the future. 
 
7.1.2 ExTENCI – Virtual Machines 
The Virtual Machines goal was hide the complexity of certain application environments and 
allow them to run in developing environments such as clouds. ExTENCI deployed hypervisors on 
a large scales and Clemson and Purdue and created production “Elastic IP” and “Security Group” 
services at Clemson. Purdue created a Cloud Dashboard that enables users to start, interact with, 
and stop VMs via a browser and contributed the Dashboard to the NSF-funded FutureGrid 
project. The University of Wisconsin tested, enhanced, and documented HTCondor support of 
cloud services and created new tools for creating, managing, distributing VMs to clouds. 
Enhancements include: 1) support for OpenStack, Eucalyptus, and Amazon’s “spot instances”; 2) 
dramatically increasing the number of simultaneous EC2 jobs HTCondor can manage; and 3) 
improving the cloud information available from HTCondor. 
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7.1.3 ExTENCI – Workflow & Client Tools 
The Workflow & Client Tools goal was to permit an application to exploit either TG/XSEDE or 
OSG resources to use both simultaneously or to utilize new resources. This goal was 
accomplished by enhancing the Swift workflow engine to:  1) dispatch work to either XSEDE or 
OSG; 2) increase the capacity to handle a larger number of simultaneous jobs; 3) take advantage 
of OSG’s glidein pilot job system; and 4) make use of OSG’s data services. Providing these new 
capabilities and user support resulted in the use of over 2.5 million CPU hours on OSG and 
XSEDE by science applications in glass material modeling, protein modeling, theoretical 
chemistry, earth systems science, and sociology of science over the last year of the project. Papers 
were published in each of these science areas. 
 
7.1.4 ExTENCI – Job Submission Paradigms 
The Job Submission Paradigms goal was to utilize distributed grid resources more efficiently. 
ExTENCI designed and implemented an HTCondor adaptor to provide SAGA and BigJob with 
an interface to OSG and enabling SAGA and BigJob users to send application jobs to either 
XSEDE or OSG resources. BigJob was also provided with a Gateway to enable scientists to set 
up pilot-based application runs via a browser interface. As a result of the production availability 
of BigJob, five science projects consumed 7 Million SUs on XSEDE. One of these, Molecular 
Biophysics, used resources at multiple XSEDE sites. Tools developed as part of ExTENCI have 
also been used for Next-Generation Sequencing (NGS) data analytics. 
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8 XD Service Provider Reports 
 
2012-2013 Annual Report 
including Q2 2013 Report (April 1, 2013, through June 30, 2013)  
 
 
 
 
 
XD Service Provider Forum Leadership  
Carol Song, Chair  Purdue University (PU) 
David Y. Hancock, Vice Chair Indiana University 
 
 
 
 
 
XD Service Provider Principal Investigators 
Sean Ahern U Tennessee – National Institute for Computational Science (UT-
NICS) 
Jay Boisseau  Texas Advanced Computing Center (TACC) 
Geoffrey Fox Indiana University FutureGrid 
Kelly Gaither Texas Advanced Computing Center (TACC) 
William T.C. Kramer U Illinois - National Center for Supercomputing 
Michael Levine Pittsburgh Supercomputing Center (PSC) 
Miron Livny University of Wisconsin, Madison (Open Science Grid) 
Richard Loft National Center for Atmospheric Research 
Richard Moore U California San Diego - San Diego Supercomputer Center  
Michael Norman U California San Diego - San Diego Supercomputer Center 
Manish Parashar Rutgers University 
Gregory D. Peterson U Tennessee – National Institute for Computational Science  
Carol Song  Purdue University  
Craig Stewart Indiana University  
John Towns  U Illinois - National Center for Supercomputing  
Jeffrey Vetter Georgia Institute of Technology 
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8.1 Overview 
The XD Service Provider (SP) Forum is the representative body of federated providers of leading 
edge computational, storage and visualization resources, software, and associated services to the 
open science community. There are currently 17 members on the SP Forum, including Levels 1, 2 
and 3 XSEDE service providers.  
In partnership with the XSEDE project, the SPs delivered nearly 4 billion service units (SUs) 
collectively to the XSEDE user community in Project Year 2, and supported 1,796 projects 
(4,536 individual researchers) from 515 institutions on the SP resources.  
The sections below highlight the Forum’s activities and accomplishments throughout the 
reporting period. 
New membership and resources: 
The Forum welcomed the following new members (and resources) in 2012-2013: 
1. Rutgers University joined the SP Forum as a Level 3 XSEDE Service Provider in August 
2012. RDI
2
 is an advanced computation institute that provides academic and industry 
researchers with the resources, skills, and expert support necessary to leverage advanced 
computation technology for computational and data-enabled science and engineering. 
The institute has an IBM Blue Gene
®
/P supercomputer, “Excalibur”, installed in March 
2012, and additional racks of IBM’s Blue Gene®/Q, a Linux cluster, and visualization 
resources, all located in an expanded facility on the university’s Livingston Campus in 
Piscataway, New Jersey. Its initial interaction with XSEDE will be through co-branding.  
2. The Blue Waters project joined the SP Forum in December 2012. The Blue Waters 
project reaches out to the XSEDE community in multiple ways including jointly with 
XSEDE hosting summer schools, training, workshops, as well as training and education 
offerings to the education community K-12 – postgraduate education. These efforts help 
to develop a foundation in HPC thereby benefiting the greater community of HPC users. 
The Blue Waters SP was accepted to the SP Forum as a Level 3 SP, which may be 
adjusted when the Blue Waters SP joins the XSEDE Federation and its Level is 
determined. 
3. Indiana University SP added Mason as a Level 2 resource on XSEDE in December 2012. 
Mason is a large-memory campus computer cluster (512 cores, 8 TB RAM) for data-
intensive, high-performance computing tasks, and it has been available through XRAC 
since April 2013. 
4. The new XSEDE resource Stampede went into production in January 2013. The 
Stampede SP joined the SP Forum as Level 1 Service Provider. 
The Minnesota Supercomputing Institute (MSI) discussed its intent to join the SP Forum and 
XSEDE Federation in May 2013. The SPF Chair provided feedback on their first draft of the SPF 
membership application.  
The current membership, charter, and SP Forum membership application forms are publicly 
available at https://www.xsede.org/web/sp-forum/spf-membership.  
Annual SP Forum Election 
The SP Forum is due for its annual election of Chair, Vice Chair, and two representatives to the 
XSEDE Advisory Board (XAB). The election process is currently ongoing, as nominations are 
being sought.  
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SP Forum Charter Amendment: 
The SP Forum has amended its Charter in an effort to expand the pool of eligible candidates for 
the positions of the forum. To avoid potential conflicts of interest, the original Charter text 
stipulates that holders of the SP Forum positions cannot be from institutions that have roles 
within the XSEDE Senior Management Team. The amended Charter allows any forum members 
(PI and alternate of an SP) to be eligible for SPF positions as long as they are not XSEDE PI/Co-
PI, or XSEDE WBS Level 1, 2 or 3 managers. 
The amended charter was voted on and approved by the SP Forum in July 2013.  
Storage allocations implementation: 
The SP Forum worked with XSEDE to implement the new storage resource allocations. The 
Forum approved the final version of the XSEDE storage allocations policy at the end of 2012. 
The members worked with the XSEDE implementation team to ensure readiness as the new 
storage allocation was made available for the March 2013 XRAC submission. Use of the storage 
resources under the new storage allocation process began operations on July 1, 2013. 
Large class policy and process: 
The issue of class accounts, allocations and support for large classes on XSEDE resources was 
brought into focus by a UC Berkeley class with 300 students. While the SPs have long supported 
classes, they are typically of smaller sizes. XSEDE is developing a policy and process to address 
issues related to the scale of large classes and to support such classes more effectively and 
sustainably. The SP Forum chair worked with the XSEDE training and ECSS groups to draft the 
policy and process, and the SPs provided feedback and information to help with the 
implementation. The class policy defines the process in which instructors will follow to request 
allocations and support from XSEDE and provide the required information about the class to 
XSEDE prior to the start of the class. Additional information will be required if the size of the 
class exceeds the specified threshold (currently set to 50 students). The policy is in the final stage 
of review by XSEDE senior management team.  
Letter to NSF ACCI: 
In response to the NSF reorganization in which the Office of Cyberinfrastructure (OCI) is being 
merged into the CISE directorate, the SPF delivered a letter to the NSF Advisory Committee for 
Cyberinfrastructure outlining the concerns and recommendations of its members in October 2012.  
Other activities and accomplishments: 
The SP Forum provides input and feedback to the XSEDE project on an ongoing basis, including: 
 The SPF conducts its business and coordination through regular conference calls on Tuesdays 
at 11:00 AM Eastern Time.  
 The SP Forum held its annual face-to-face meeting during the XSEDE13 conference on July 
24, 2013, in San Diego. The SUPREMM (usage and performance data on HPC resources) 
team, including PI Jim Browne and Abani Patra, updated the forum on their progress and the 
type of assistance they were seeking from the service providers. The forum members 
provided input and feedback that the team found quite useful. The SPs also received an 
update from the XSEDE Operations and SD&I leads.  
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 The SPs provide feedback on various issues, including the issue of handling user citizenship 
information from XSEDE account creation, checklist for new SPs, allocation changes, POPS 
redesign, storage allocation implementation, etc.  
 Victor Hazlewood, XSEDE SP coordinator, and JP Navarro, the lead of the XSEDE Software 
Development and Integration (SD&I) provide regular updates on software and operations that 
may impact SPs to the forum on the SPF calls and face to face meetings.  
 The Forum Chair and Vice Chair participate in the XSEDE quarterly meetings, as well as the 
regular Senior Management Team calls. 
 The SPF Chair and representatives to the XSEDE Advisory Board (XAB) attended the 
conference calls and the annual face-to-face meeting in Dallas, TX, April 2013.  
 The SPF Chair represented the SP Forum at the annual NSF review of the XSEDE project in 
Arlington, VA, June 2013. 
 The SPs retired several resources in 2012-2013, including Ranger, Spur and Steele.  
 
The following sections include the annual executive summaries from the service providers.  
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8.2 FutureGrid – SP Forum Annual Report Summary 
FutureGrid is a national-scale Grid, Cloud and HPC computing test-bed service of modest size 
that includes a number of computational resources at five distributed locations. FutureGrid 
systems total 4700 cores and provide totally reconfigurable generic nodes with some featuring 
special hardware or software. Special capabilities provided include large memory (up to 384 GB 
per node), large disk (up to 12 TB per node), GPU’s, SSD disk and ScaleMP virtual shared 
memory software. The FutureGrid network is unique and can lend itself to a multitude of 
experiments specifically for evaluating middleware technologies and experiment management 
services. This network can be dedicated to conduct experiments in isolation, using a network 
impairment device for introducing network latency, jitter, loss, and errors to network traffic 
within FutureGrid. All network links within FutureGrid are dedicated (10GbE lines for all but to 
Florida, which is 1GbE), except the link to TACC. The significant number of distinct systems 
within FutureGrid provides a heterogeneous distributed architecture and are connected by high-
bandwidth network links supporting distributed system research. One important feature to note is 
that some systems can be dynamically provisioned, e.g. these systems can be reconfigured when 
needed by the FutureGrid RAIN environment, with proper access control by users and 
administrators.  
We continued an active portfolio of projects with (August 15 2013) a total of 325 approved in the 
major usage areas: Computer Science and Middleware (50.6%), Interoperability (3.1%), 
Computer Systems Evaluation (8.8%), Domain Science Applications (22.4% divided equally 
between life sciences and other) and Training Education and Outreach (15%). Our registered 
users at end of reporting period was 1887. We see a growing interest in OpenStack cloud 
environment where we recently added the Grizzly release. Note that FutureGrid has now been 
operational for three years. We now support project and user requests through the XSEDE portal. 
We continued our support of educational applications as the flexible interactive usage mode of 
FutureGrid is well suited to education. Here we added MOOC’s (Massively Online Open 
Courses) describing both the use of FutureGrid and the 2012 Science Cloud Summer School. 
FutureGrid has supported over three years: 28 Semester long classes (with 563+ students) 
covering Cloud Computing, Distributed Systems, Scientific Computing and Data Analytics; 3 one 
week summer schools (with 390+ students) covering Big Data, Cloudy View of Computing (for 
HBCU’s), and Science Clouds; 7 one to three day workshop/tutorials with 238 students. 
FutureGrid has developed novel tools to support ““Computing Testbeds as a service” where 
RAIN can dynamically deploy both cloud and bare metal environments on demand. This software 
is still dependent on some components like the IBM xCAT and Moab that we are augmenting 
with more general open source systems. Our RAIN system integrates an image repository that can 
store images as templates so they can be deployed on bare metal or different commercial or 
academic virtual machine management environments. This is being exploited by a new tool 
CloudMesh which has an advanced Cloud metrics support that can be integrated with XSEDE 
tools. Further it supports “Resource (Cloud/HPC) Shifting” or dynamic resource provisioning 
allowing one to add more resources to a cloud or HPC capability from resources that are not used 
or are underutilized. This extends a core “cloud/HPC bursting” feature that moves workload 
(images/jobs) to other clouds (or HPC Clusters) in case your current resource gets over utilized. 
The initial open source release of CloudMesh is August 2013. 
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8.3 Georgia Tech – SP Forum Annual Report Summary 
8.3.1 Executive Summary 
The Keeneland Project completed its first year of XSEDE production at the end of June 2013. 
Usage has grown to ~200 users. The first year of XRAC allocations included 7.2M SUs (GPU-
hrs), a 120% allocation of the available resource. Each Keeneland SU is equivalent to 17 Kraken 
SUs. The Keeneland Initial Delivery System (KIDS) has been shifted from production to 
development, discretionary/start-up accounts, and supporting education, outreach, and training. 
The software on KIDS was upgraded and reconfigured to match KFS. 
8.3.1.1 Resource Description 
KFS – 264-node cluster composed of HP SL250 nodes, each with two Sandy Bridge CPUs, three 
NVIDIA M2090 GPUs, 32 GB host memory, and a Mellanox FDR IB interconnect through a 
Mellanox FDR IB enterprise switch. 
KIDS – 120-node cluster composed of HP SL390 nodes, each with two Westmere CPUs, three 
NVIDIA M2090 GPUs, 24 GB host memory, and a QDR IB interconnect through a QLogic QDR 
IB enterprise switch. 
8.3.2 Science  
The following shows the XSEDE use of Keeneland (KIDS & KFS) by research discipline.
 
8.3.3 User-facing Activities  
8.3.3.1 System Activities 
Since KFS became an XSEDE production resource at the end of October 2012, the usage of the 
system has been dominated fewer than10 accounts each month, even as the number of accounts 
has grown and the dominant accounts have varied. The top 10 accounts have usually accounted 
for over 90% of the system utilization each month. 
8.3.3.2 Services Activities 
The Keeneland Advanced Application Support completed their activities working with the 
BEAST/BEAGLE phylogenetics code and turned the code over to the community repository. The 
modified code allows users to solve problems in hours that previously took months on a GPU-
accelerated workstation or small server. They also worked with the UCSD and SDSC on SCEC 
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AWP-ODC, a scalable GPU-accelerated code to simulate earthquake ground motions. Keeneland 
profiled and helped debug the code, which now runs on Keeneland, the DoE Titan system, and 
elsewhere. They have been working on a scalable GPU code for Brownian dynamics (BD) 
simulations with an algorithm specifically for GPU-accelerated systems. 
8.3.4 Security 
Nothing. 
8.3.5 Education, Outreach, and Training Activities 
The Keeneland Project has remained active at conferences and presented tutorials on Scalable 
Heterogeneous Computing on GPU Clusters and MAGMA. We have supported the PSC 
OpenACC Workshop multiple times. The 1
st
 International Workshop on OpenCL was hosted at 
Georgia Tech on May 13-14, 2013. Stan Tomov (WBS 1.3.2) gave a presentation on clMAGMA. 
We opened KIDS to more classes after it was no longer a production system, and the Numerical 
Libraries subtask worked on developing various educational materials to be used in tutorial, 
workshops, classes, and conference presentations. 
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8.4 Indiana University – SP Forum Annual Report Summary 
8.4.1 Executive Summary 
IU continued hosting its Level 2 and Level 3 (Pending) systems – the Quarry virtual machine 
(VM) hosting system (level 2), Mason (level 2),  and Rockhopper (pending level 3). The most 
significant service change was the formal allocation of startup accounts on the large memory 
Mason Level 2 system via the XSEDE allocation process. This is closely related to domain 
support and outreach activities of the National Center for Genome Analysis. NCGAS staff at the 
IU SP site gave three presentations on the topic of leveraging the national cyberinfrastructure for 
biomedical research at national conferences, each with specific mention of XSEDE. Further 
NCGAS once more sponsored the annual Evolution conference, this year held in Snowbird UT. 
Approximately 2,500 evolutionary biologists attended the meeting, and had an opportunity to 
visit the NCGAS table. All NCGAS partner's logos were prominently displayed, and visitors were 
encouraged to ask about XSEDE and the other partners. While XSEDE has yet to work out a 
formal process for support and software partners that is analogous to the SP Forum, we have 
informally been very active in promoting XSEDE to a community that have not traditionally 
viewed XSEDE as an important resource, and we are changing that view. (The community in 
question being biologists who are not protein folders)  
Normal operational activities proceeded routinely and without incident. 
8.4.1.1 Resource Description 
Level 2 - Quarry Virtual Machines - The Quarry Gateway Web Services Hosting resource at 
Indiana University consists of multiple Intel-based HP systems geographically distributed for 
failover in Indianapolis and Bloomington, IN. Currently there are four HP DL160 front-end 
systems at each site. Each is configured with dual quad-core Intel E5603 processors, 72 GB of 
RAM, and a 10-gigabit Ethernet adapter. The front-end systems host the KVM-based virtual 
machines. VM block storage is provided by two HP DL180 servers at each site configured with a 
quad-core Intel X5606 processor, 12 GB of RAM, a 10-gigabit Ethernet adapter, and a RAID 
controller attached to an HP storage array. Quarry is used solely for hosting science gateway and 
web service allocations, or services to support central XSEDE infrastructure. Requests are 
restricted to members of approved projects that have a web service component. 
Level 2 – Mason - Mason (mason.indiana.edu) at Indiana University is a large memory computer 
cluster configured to support data-intensive, high-performance computing tasks for researchers 
using genome assembly software (particularly software suitable for assembly of data from next-
generation sequencers), large-scale phylogenetic software, or other genome analysis applications 
that require large amounts of computer memory. At IU, Mason accounts are available to IU 
faculty, postdoctoral fellows, research staff, and students involved in genome research. IU 
educators providing instruction on genome analysis software, and developers of such software, 
are also welcome to use Mason. IU has also made Mason available to genome researchers from 
the National Science Foundation's Extreme Science and Engineering Discovery Environment 
(XSEDE) project. Mason consists of 16 Hewlett Packard DL580 servers, each containing four 
Intel Xeon L7555 8-core processors and 512 GB of RAM. The total RAM in the system is 8 TB. 
Each server chassis has a 10-gigabit Ethernet connection to the other research systems at IU and 
the XSEDE network (XSEDENet). 
Level 3 (Pending Request) - Rockhopper - Rockhopper is a collaborative effort between 
Penguin Computing, IU, the University of Virginia, the University of California Berkeley, and 
the University of Michigan to provide supercomputing “cluster on demand” services in a secure 
US facility. Researchers at US institutions of higher education and federally funded research 
centers can purchase computing time from Penguin Computing and receive access via high-speed 
 136 
national research networks operated by IU. It takes just minutes to go from submitting credit card 
information via a web form to computing on Rockhopper (the system itself is owned by Penguin; 
cycles on Rockhopper are purchased from Penguin). Rockhopper is a 4.4 TFLOPS system based 
on AMD processors.  
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8.5 NICS – SP Annual Report  
8.5.1 Executive Summary 
Building on its great success as part of the NSF TeraGrid project, the National Institute for 
Computational Sciences (NICS) manages significant computational resources as part of XSEDE. 
NICS’ Cray XT5, called Kraken (OCI-0711134), continues to deliver impressive computational 
cycles to the open science community. In fact, Kraken delivered its 3 billionth CPU hour in 
December 2012, while sustaining an annual average utilization of 94% for the year. In addition, 
Kraken delivered 44% of all XSEDE computational hours delivered over the past year, while 
consistently being available to users 99% of the time, with several periods of over 30 days of 
continuous availability.  
Under a separate award (OCI-0906324), the SGI Altix, called Nautilus, and the Remote Data and 
Visualization (RDAV) center have served to broaden the services provided by NICS to the NSF 
community and increased the potential for breakthrough science. RDAV's purpose is to aid in the 
significant challenge of transforming large-scale data into knowledge and insight by providing 
scientists with well-engineered and well-supported remote visualization, analysis, and scientific 
workflow technologies.  
There were 6,748 NICS user accounts for PY2 representing 1,750 projects. There were 1,688 help 
tickets opened during the year and 1,615 resolved. In PY2, users of NICS resources generated 
nearly 100 publications with an additional 23 in press. Staff at NICS published 18 papers with an 
additional 7 in press. The staff also collectively presented more than 40 posters and presentations 
at various conferences, seminars, workshops, and meetings around the country. In addition, there 
were 12 exclusive training events for the year, and NICS staff also participated in 22 exclusive E 
& O events. These events collectively reached more than 2,000 individuals. 
Through partnerships with Oak Ridge National Laboratory, the Georgia Institute of Technology’s 
Keeneland project, the National Center for Supercomputing Applications’ Blue Waters project, 
and the Joint Institute for Computational Sciences’ Application Acceleration Center of 
Excellence, NICS continues to specify and evaluate leading-edge and next generation 
technologies while increasing XSEDE’s expertise and value to the community in preparation for 
these technologies and associated software. At the same time, NICS disseminates knowledge and 
expertise through participation in the EPSCoR Track 2 project. This collaboration bridges 
campuses by building cyberinfrastructure (CI) linked, community specific knowledge 
environments that embody the desktop to XSEDE ecosystem.  
NICS has participated consistently in the SPF conference calls and face-to-face meetings. NICS 
has participated in all membership votes and by-law change votes as well as actively provided 
input on the various topics including the SPF formation, storage allocations, class allocation 
policy.  
8.5.2 Resource Description 
NICS had two NSF funded computational resources in production during the sixth project 
year: Kraken and Nautilus. These systems shared a Network File System (NFS) that 
contains user directories, project directories and software directories. Access to 
computational and storage resources at NICS is secured by both one-time password tokens 
and GSI login. 
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8.5.2.1 Kraken 
Kraken is a Cray XT5 consisting of 9,408 compute nodes, each containing two 6-core 
AMD Istanbul Opteron processors and 16 GB of on-node memory. The result is 112,896 
compute cores that deliver 1.17 PF at peak performance with 147 TB of memory. 
Communications take place over the Cray SeaStar2+ interconnect. A parallel Lustre file 
system provides 3.3 PB (raw) of short-term data storage. 
8.5.2.2 Nautilus 
Nautilus, an SGI Altix UV 1000 system, is the centerpiece of NICS Remote Data and 
Visualization (RDAV) Center that is also located at ORNL. It has 1024 cores (Intel 
Nehalem EX processors), 4 TB of global shared memory, and 8 GPUs in a single system 
image yielding 8.2 TF at peak performance. A parallel Lustre file system provides 427 TB 
(raw) of short-term data storage. 
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8.6 Pittsburgh Supercomputing Center – SP Forum Annual Report Summary 
The Pittsburgh Supercomputing Center operates Blacklight, a powerful and unique resource for 
the national research community. Blacklight, an SGI Altix UV 1000, is the world’s largest 
shared-memory system, providing two partitions of 16TB each. For large-scale, rapid graph 
analytics as well as support for heterogeneous applications, PSC operates Sherlock, a YarcData 
Urika™ data appliance with PSC enhancements. Sherlock contains 32 YarcData Graph Analytics 
Platform nodes, each containing 2 Threadstorm 4.0 processors, a SeaStar 2 interconnect ASIC, 
and 32 GB of RAM plus additional Cray XT5 nodes having standard x86 processors. With 
operational funding from NIH, PSC operates Anton, a special-purpose computer for molecular 
dynamics which is used by many NSF-supported researchers. PSC systems (except for Sherlock) 
are supported by a central file system Brashear, and extensive LAN, MAN and WAN 
infrastructure. For persistent storage such as archiving files, hosting data collections, etc., PSC 
operates Data Supercell, a scalable, disk-only file repository that provides fast access to files. 
PSC people and resources enabled significant scientific progress in the areas listed below and in 
other areas such as biochemistry, chemistry, computational psychology, and recognition and 
indexing of hand-written documents. For instance, Mao Ye reported that his research project with 
Maureen O’Hara and Chen Yao on Blacklight in 2011, which showed that adding odd lots to the 
official records of daily trading provides a clearer picture of the US stock market, was featured in 
Bloomberg News. The article said that the New York Stock Exchange, the NASDAQ Stock 
Market and the Financial Industry Regulatory Authority Inc. agreed on a plan to add odd lots to 
official records of daily trading in individual stocks and the overall market. Users find 
Blacklight’s large shared memory to be valuable. Mostafa Elshahed ran a job that used 7,167 GB, 
a record, and jobs that use more than 2 terabytes are common. Jeff Pummill and his colleagues at 
Arkansas said that when combined with PSC’s user support staff “Blacklight is unique in its 
ability to handle [genome assembly problems].” The patent application of PSC staff members for 
the Zest parallel storage system issued as a United States Patent on November 20, 2012. PSC’s 
Three Rivers Optical Exchange (3ROX) has helped Internet users with their connections to the 
Internet. In one case, PSC tuned the Galaxy-to-PSC application to achieve a sustained data rate of 
5 Gbps (up to 45 TB in a single day) from Penn State to backup storage at PSC. 
PSC’s Joe Lappa has assumed the role of XSEDE Operations Networking Group Manager. In 
collaboration with the XSEDE networking team led by Linda Winkler and Internet2, PSC’s 
networking team worked to successfully configure a private overlay network between the XSEDE 
SP sites over the new Internet2 Advanced Layer2 Services backbone. 
In response to the 2012 XSEDE User Satisfaction Survey, PSC re-oriented its user documentation 
toward less experienced HPC users as well as the more experienced ones and provided more 
information on job scheduling practices and machine status. 
PSC engaged in a range of Training, Education and Outreach activities, which included enlisting 
new communities into HPC, major STEM education programs including outreach to under-
represented communities, and HPC training workshops. Specifically, PSC has assumed 
leadership in training on programming and support for accelerators. PSC has a program of 
mentoring undergraduate and high school student interns on projects which contribute to their 
career development by providing real world experience not found in lectures and homework. 
In collaborative activities, the Buhl Foundation has funded PSC to work with the Pittsburgh 
Public Schools to advance computational skills and implement a “flipped” classroom concept that 
delivers instruction at home through interactive videos and moves homework to the classroom. 
PSC’s Jim Marsteller is a leader in the Center for Trustworthy Scientific Cyberinfrastructure, and 
Josephine Palencia made significant contributions to the ExTENCI project. 
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8.7 Purdue University - Service Provider Annual Report Summary 
Purdue provide services of an HPC cluster (Steele), a high-throughput computing resource (the 
Purdue Condor pool), and a cloud resource (Wispy) to the XSEDE user community. From Aug. 
2012 to July 2013, Purdue XSEDE resources have supported 122 PIs (229 users) from 86 
institutions who used more than 46 million service units (SU) of computation time toward their 
scientific investigations and discoveries in biological sciences, materials research, chemistry, 
mechanical and structural systems, physics, chemical thermal systems, astronomy, mathematical 
sciences, drug discovery, ecology, hydrology, as well as training and education.  
The Steele cluster, in its final year in service, continues to be busy and highly utilized by XSEDE 
users. It has maintained an average of 99% monthly uptime throughout the year. On this campus-
XSEDE shared resource, XSEDE users access Steele through the XSEDE queues, and in addition 
to the portion of the cluster allocated for NSF users, XSEDE users have access to the entire 
cluster through the standby queues. In this manner, XSEDE users typically consumes more than 
twice of the cycles allocated for XSEDE monthly on average. The Purdue’s Condor pool 
continues to grow in size as Purdue’s community cluster program expands. All five Purdue 
community clusters run Condor, providing high-throughput computation power to science 
communities through XSEDE and Open Science Grid, and more recently via the scientific apps 
on the DiaGrid hubzero front end. Among the users, Karl Gordon, an astronomer at the Space 
Telescope Science Institute, and his group used 2M Condor cpu hours modeling and running 
parameter sweeps using Monte Carlo method in understanding the nature of interstellar dust 
grains (size, shape and composition) and how they change from region to region in our Galaxy 
and other galaxies. Dr. Rigberto Hernandez (Physical Chemistry, Georgia Tech) studies the 
reactive colloidal systems to improve models characterizing such system and our understanding 
of natural and manmade materials. He relies on XSEDE resources to carry out molecular 
dynamics simulations that cover many particles, their rotations and their interactions, which are 
typically computationally demanding and require both parallel and serial computations. He has 
used both Purdue’s steele and Condor to produce results that have been reported in journal 
papers. Purdue’s diagrid.org (Diagrid HUBzero front end) has engaged and served users through 
end-to-end scientific apps such as BLAST, R, Gromacs, all with graphical user interfaces and 
data transfer functions. Diagrid.org makes significant HTC and HPC power available instantly 
when a user signs up an account without wait and software download by users. In the past 12 
months, applications on diagrid.org delivered 3.7 million processor wall hours to 1.4 million jobs 
to researchers and students.  
In addition to providing computation and data resources, Purdue SP continues to support science 
gateways that utilize XSEDE resources and are being used for both research and in classrooms. 
Among them, the SWATShare modeling and data collaboration tool hosted on water-hub.org, a 
NSF CI-TEAM project powered by XSEDE and HUBzero, has been used in hydrology research 
and classrooms and will soon be available to the world-wide SWAT user community through the 
USDA Grassland, Soil & Water Research Laboratory. Capabilities developed in this gateway are 
now being integrated into a major SI2 project, Hydroshare (in collaboration with CUAHSI), to 
provide online hydrologic resources to the broader community. Purdue SP also sponsored and 
supported various outreach and training events for XSEDE and campus research communities, 
including the Data Intensive Summer School 2013. In training undergraduate students in 
scientific computing in domain sciences, Purdue SP staff helped design a new scientific 
computing course based on their several years of experience of coaching undergraduate students 
in building and tuning clusters at the Supercomputing conferences. Students in the class assemble 
their supercomputers and work with scientific applications such as WRF on real-world problems. 
Several students from the class were members of the first team from Purdue to compete in the 
ISC student competition in Europe in the summer 2013. Purdue also established the “Scholar 
 141 
cluster” for use by students in undergraduate HPC courses. Purdue SP continues to expand its 
community cluster program. In the fall 2013, its sixth campus cluster, Conte, a system based on 
Intel’s Sandy Bridge and Intel Xeon Phi coprocessors, interconnected via 56Gbps FDR 
Infiniband, with a peak performance 1.342 PetaFlops. Conte ranked 28
th
 on the Top500 list as of 
June 2013.  
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8.8 Executive Summary: San Diego Supercomputer Center (Gordon and Trestles)  
During this program year, SDSC has operated three national resources:  
 Gordon, the first NSF resource dedicated specifically to data-intensive computing;  
 Trestles, targeted for high-productivity for the gateway and modest-scale user 
community; and  
 Project Storage, a storage resource for medium-term retention and analysis of data.  
Gordon is a 1024-node Sandy Bridge cluster that was co-designed by SDSC and Appro to 
address the challenges of data intensive computing, with a focus on moving data efficiently 
through the memory hierarchy. Gordon entered production in February 2012 and has been stable 
and performing well through throughout the past program year. The interest in Gordon is steadily 
increasing, and we are encouraging allocation requests that make use of its unique architectural 
features such as flash memory, large memory vSMP “supernodes,” and the high-speed high-
capacity Data Oasis parallel file system. In addition, several users have been allocated dedicated 
use of Gordon’s I/O nodes; this is a new prototype allocations model for data mining and 
database projects. The program review at the end of the first production year was very positive, 
with the panel encouraging the team to continue to attract and facilitate data-intensive 
users/applications that need the unique characteristics of Gordon.  
Trestles is now in its third year of production and is successfully supporting the modest-
scale/gateway user community, with a focus on user productivity. The system is stable and is well 
over-requested in the allocation process. Trestles is now used by five gateways, including the 
high-impact CIPRES gateway. Usage data, job patterns, queue waits and expansion factors are 
constantly monitored in order to maintain low wait times and expansion factors (high user 
productivity) while keeping the utilization as high as possible.  
SDSC completed a planned expansion of the Project Storage partition of the Data Oasis Lustre 
parallel file system, which supports Gordon and Trestles. Project Storage is now a 1.4 PB 
(usable) non-purged file system which provides allocated storage with one-year allocation 
periods. This represents a new paradigm of intermediate-term allocated storage, with the hope of 
significantly reducing long-term archival requirements.  
SDSC conducted a large number of education, outreach and training activities that engaged users, 
students and new communities with conferences, summer workshops and education programs.  
These resources have resulted in a number of important scientific advances, including:  
 A UC San Diego study, in collaboration with Facebook, and done in part using large-
scale simulations on Gordon, confirms that peer pressure helps get out the vote while 
demonstrating that online social networks can affect important real-world behavior. The 
study, published in Nature, found that about one-third of a million more people showed 
up at the ballot box in the United States on November 2, 2010 because of a single 
Facebook message. See http://www.sdsc.edu/News%20Items/PR092012_fb_vote.html. 
 The structure of the universe and the laws that govern its growth may be more similar 
than previously thought to the structure and growth of the human brain and other 
complex networks, such as the Internet or a social network of trust relationships between 
people, according to a paper published in the science journal Nature’s Scientific Reports. 
Researchers with SDSC’s Cooperative Association for Internet Data Analysis (CAIDA) 
used Trestles to perform simulations of the universe’s growing causal network. See 
http://www.sdsc.edu/News%20Items/PR111912_network_cosmology.html. 
  
 143 
8.9 TACC – Service Provider Annual Report Summary 
Stampede Executive Summary 
The Stampede system began operation as scheduled on January 7
th
, 2013, and became the newest 
and largest XSEDE resource. Stampede rapidly became the most popular system in XSEDE, 
attracting nearly 500M SUs in requests in the current quarter (more than half the total for all of 
XSEDE). In its first 6 months of production, Stampede ran 990,445 jobs and delivered 
242,733,337 SUs to over 1,236 research projects, and more than 7,211 users now have access to 
Stampede.  
The Stampede system consists of a “base” compute platform capable of more than 2.2PF, and an 
“innovative component” providing an additional 7.3PF of capability in the form of Intel Xeon Phi 
co-processors. While the base system achieved acceptance and has been in production, the Xeon 
Phi component is scheduled to be accepted in August 2013. The Xeon Phi processors have been 
available to users in early user mode since January, and more than 10,000 jobs have used this new 
capability. For the purposes of XSEDE, SUs are computed on the base system only, with the user 
having the option of using the Xeon Phi (available on every node) at no additional charge. 
Stampede also has a large memory subsystem with 16 nodes each with 1TB of RAM, and a 
visualization subsystem with 128 GPUs. Stampede is a flexible, comprehensive environment for 
modern computational science. Users have broadly adopted all of the Stampede capabilities, and 
we see high utilization and demand.  
 
Lonestar Executive Summary 
This Lonestar system remains in high demand, and continues to be over requested despite 
significant new resource additions within the XSEDE ecosystem. During the past year, the system 
has continued to exceed metrics for performance and stability, delivering 2-4x the performance of 
Ranger on most user applications. Within the reporting period the system has been used by more 
than 1,983 users to run 605,168 jobs consuming 180,466,680 service units (SUs). Details of this 
usage, as well as highlights of some of the scientific achievements are provide in the Lonestar 
annual report. The outstanding performance of Lonestar has put it in great demand among the 
open science community. For the current quarter, researchers requested more than 60M SUs on 
Lonestar. While the presence of Stampede has reduced the requests on Lonestar dramatically, 
requests are still running at 400% of the available capacity. In the previous year, Lonestar was the 
most over requested resource in XSEDE/TeraGrid history.  
As detailed in the original proposal, the Lonestar project involved leveraging the funding 
provided by NSF with funding from other sources to build a much larger and capable system. The 
proposed 302 TeraFlop system represented the $2.86M project budget, and an additional $6.14M 
in funds from other partners to deploy the $9M system. Fundraising has exceeded that target, and 
currently $11.4M has been made available for investment in the system. The original 302TF 
system has been augmented with additional compute nodes (taking the total to 311TF), large 
shared memory nodes, and GPU nodes for remote visualization and GPGPU computing to 
provide a comprehensive environment for scientific computing.  
Overall, the Lonestar project continues to be a success. Users continue to flock to the resource in 
large numbers, and the effort to continue to expand the system with external funding continues. 
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Ranger Executive Summary 
During this reporting period, the Ranger resource concluded a remarkably productive five year 
run, and was decommissioned in February 2013. During its 5 year lifespan, the system ran more 
than 3 million jobs and delivered more than 2 billion SUs to well over 6,000 users in more than 
2,000 projects. Over its life, nearly 90% of the cycles delivered went to TeraGrid/XSEDE users, 
with the balance going to researchers within the state of Texas and industry. The Ranger project 
originally had a four year lifespan, but due to its enormous success, was extended for a fifth year 
during 2012. Ranger remained in high demand, with requests remaining above available cycles 
through the last allocation quarter, and utilization remaining high through the last day of 
production. At the time of its commissioning, Ranger offered nearly a ten-fold increase in 
performance over the next largest TeraGrid system. As the first of the “Track 2” systems, Ranger 
represented the beginning of a new era in NSF’s commitment to provide high-end resources to 
the open science community. Few systems have had the impact on the program that Ranger had. 
Details of usage, as well as highlights of some of the scientific achievements will be provided in 
the annual report (submitted separately).  
The Ranger project was a huge success, and was one of the most productive systems in the 
history of the program. 
 
Longhorn Executive Summary 
The fourth year of the Longhorn XD Vis project has been successful in continuing to recruit new 
users, developing effective visualizations, developing tools to respond to evolving user needs, and 
training current and next generation scientists and engineers. Our efforts over the last year have 
focused on increasing visualization and data analysis usage on Longhorn. Additionally, we have 
focused on the enhancement and improvement of the user experience by improving the remote 
visualization capabilities, particularly through the Longhorn Visualization Portal. Longhorn usage 
has continued to increase with a diverse portfolio of users wanting Visualization and Data 
Analysis. Within the reporting period 304 persons ran jobs from 516 projects and 444 PIs, using 
approximately 6.5M SUs (SU = 1 wall-clock core hour). 
More details can be found in the Longhorn annual report (to be submitted separately.) 
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9 XSEDE Quarterly Report:  FutureGrid Service Provider                            
(April 1, 2013 – June 30, 2013) 
 
9.1 Executive Summary 
 We have integrated project management from XSEDE projects with FG project management. 
This allows XSEDE users to apply for FG projects directly from within the XSEDE portal. 
Currently we are using the project information gathered by XSEDE to populate a project 
record in the FG portal, then asking the project PI to complete the additional entries that are 
not provided by XSEDE. This information is useful to plan the deployment and support of 
services within FG. 
 A new API for the Nimbus Phantom service on FutureGrid was deployed. Phantom provides 
a gateway to all FutureGrid clouds, plus the Amazon cloud, allowing users to deploy virtual 
machines on multiple private, community, and commercial clouds. 
 
9.1.1 Resource Description 
FG Hardware Systems 
 
 
FG Storage Systems 
 
 
Name Site System type
#
Nodes
# 
CPUs
#
Cores TFLOPS
Total RAM
(GB)
Storage
(TB)
india IU  IBM iDataPlex 128 256 1024 11 3072 512
hotel UC  IBM iDataPlex 84 168 672 7 2016 120
sierra SDSC  IBM iDataPlex 84 168 672 7 2688 96
foxtrot UF  IBM iDataPlex 32 64 256 2 768 24
alamo TACC  Dell PowerEdge 96 192 768 8 1152 30
xray IU  Cray XT5m 1 168 672 6 1344 180
bravo IU Large Disk / Large Memory 16 32 128 1.5 3072 192
delta IU Large Disk / Large Memory
With Tesla GPUs
16 32 CPU
32 GPU
192
14336
9 3072 192
lima SDSC SSD 8 16 128 1.3 512 3.8 (SSD)
8 (SATA)
echo IU Large Memory (ScaleMP)
[in Beta testing]
16 32 192 2 6144 192
TOTAL 481 1128
+32 GPU
4704
+14336
GPU
54.8 23840 1550
System Type Capacity (TB) File System Site
Xanadu 360 180 NFS IU
DDN 6620 120 GPFS UC
SunFire x4170 96 ZFS SDSC
Dell MD3000 30 NFS TACC
IBM dx360 M3 24 NFS UF
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9.2 Science Highlights 
Understanding Fluid Flow in Microchannels using a CometCloud-based Federated HPC 
Infrastructure 
Javier Diaz Montes 
Rutgers Discovery Informatics Institute (RDI2) 
NSF Center for Cloud and Autonomic Computing (CAC) 
Rutgers, The State University of New Jersey 
 
Abstract 
The ability to control fluid streams at microscale has significant applications in many domains, 
including biological processing, guiding chemical reactions, and creating structured materials, to 
name just a few. Recently, it has been discovered that placing pillars of different dimensions, and at 
different offsets, allows "sculpting" the fluid flow in microchannels. The design and placement of 
sequences of pillars allows a phenomenal degree of flexibility to program the flow. However, to 
achieve such a control it is necessary to understand how flow is affected by different input 
parameters. 
The problem is challenging for several reasons. The search space consists of tens of thousands of 
points, and an individual simulation may take hundreds of core-hours, even when executed on a 
state-of-the-art HPC cluster. The individual simulations, although independent, are highly 
heterogeneous and their cost is very difficult to estimate a priori, owing to varying resolution and 
mesh density required for different configurations. Finally, because the non-linear solver is iterative, 
it may fail to converge for some combinations of input parameters, which necessitates fault-
tolerance. 
Intellectual Merit 
The goal of this project is to understand how different microchannel parameters affect fluid flow [1]. 
To achieve this we will explore the use of CometCloud to provide a novel user-centered federation 
model. 
[1] H. Amini, E. Sollier, M. Masaeli, et al. Engineering fluid flow using sequenced microstructures. 
Nature Communications, 2013. 
(http://www.nature.com/ncomms/journal/v4/n5/full/ncomms2841.html) 
Broader Impacts 
The outcome of this research will provide the most comprehensive data on the effect of pillars on 
microfluid channel flow. This has an important impact on a number of many domains, including 
biological processing, guiding chemical reactions, and creating structured materials. Moreover, the 
user-centered computational federation that will be validated in this project can be used for a large 
number of applications and domains. 
Use of FutureGrid 
We intend to use the FutureGrid resources to compute our the scientific problem (MPI tasks) as part 
of our federation. 
Results 
Website of the project, which includes a technical report: http://nsfcac.rutgers.edu/uff/ 
 
Javier Diaz-Montes, Manish Parashar, Ivan Rodero, Jaroslaw Zola, Baskar Ganapathysubramanian, Yu 
Xie; CometCloud: Using a Federated HPC-Cloud to Understand Fluid Flow in Microchannels, Hpc in 
the Cloud, May 2013. 
 
Javier Diaz-Montes, Manish Parashar, Ivan Rodero, Jaroslaw Zola, Baskar Ganapathysubramanian, Yu 
Xie; Understanding Fluid Flow in Microchannel, Digital Manufacturer Report, May 2013. 
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Parallel Clustering on GPU's 
Gregor von Laszewski 
Digital Science Center 
Pervasive Technology Institute at Indiana University 
Abstract 
The applications in science are creating huge amount of data sets. These data sets need to be classified into 
subsets in order to draw some meaningful conclusions. Data clustering is the statistical analysis process that 
groups similar objects into relatively homogeneous sets which are called clusters. The computational 
demands of data clustering grow rapidly. And it is very time consuming for single CPU to processing large 
data sets. To address this computational demands, we investigated a CUDA based high performance 
solution to two data clustering algorithms: K-means and C-means. The k-means clustering is a method of 
cluster analysis which aims to partition n observations into k clusters in which each observation belongs to 
the cluster with the nearest mean. Fuzzy C-means is an algorithm of clustering that allows one element to 
belong to two or more clusters with different probabilities. 
For this project, we propose a low cost, user friendly, high performance solution that used to perform 
parallel clustering on GPU's. Two data clustering algorithms, Kmeans and Cmeans were implemented with 
our proposed solution. The optimization issues of our CUDA based implementation for these two clustering 
algorithms, such as tiling of input and intermediate data, and splitting of computational kernel, are studied. 
The illustration on how to implement the global reduction primitives, and how to apply them to Kmeans 
were given. The performance of sequential, single GPU, and multiple GPU implementations of the two 
data clustering algorithms are compared in detail. 
The parallel clustering on GPUs project consists of three subprojects, GlobalReductions, Cmeans, and 
Runtime tool. The timeline and associated pdf reports are as follows: 
1. GlobalReductions (Jan/2013~now) (PDF) 
2. Cmeans (May/2012~Sep/2012) (PDF) (DataSet) 
3. Runtime (Aug/2012~Dec/2012) (PDF) (PPT) 
Intellectual Merit 
We expect to develop a low cost, user friendly, high performance framework for parallel clustering 
on GPU's. In programmability side, it provided the developers with a unique global reduction 
programming interface that hide implementation and optimization details. In performance side, it 
showed the much better performance for Kmeans and Cmeans as compared with corresponding 
multi-core CPU implementation; and it showed scalable performance as opposed to single GPU 
results. This research work is expected to aware the neccessary and advantages of providing global 
reductions primitives for parallel clustering computation. 
The source code of Cmeans and Runtime tool project are archived in Github at: 
 Cmeans Code: https://github.com/cyberaide/biostatistics 
 Panda V0.3: https://github.com/futuregrid/panda/tree/master/PandaV0.3 
(Aug2012~Dec2012) 
 Panda V0.4: https://github.com/futuregrid/panda/tree/master/PandaV0.4 
(Jan2013~April2013) 
 
Broader Impacts 
Three PhD students working on this project will make usage of high performance infrastructure on 
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Delta cluster on FutureGrid. The research report will be archived as FG document and project code 
will be opened to FG users as well. In addition, some experience of this project have been written as 
tutorial pages in FutureGrid portal. 
Use of FutureGrid 
We will use FutureGrid to run experiments on multiple nodes of the Delta system. The software stack 
of our program including: CUDA, Pthread, OpenMP, MPI.  
Results 
Here are some performance results of Cmeans, GlobalReductions, and Runtime tool projects. 
 
 
Figure 1: Speedup of MPI/OpenMP implmenetation of C-means on multiple GPUs. 
 
Figure 1 shows the speedup of MPI/OpenMP/CUDA implementation of C-means for 7 million events 
using up to 18 GPU cards (9nodes with 2 cards each) on GPU cluster. The kernel speedup is cacluated 
by only measuring the GPU kernel overhead, while overall speedup is caculated by measuring GPU 
kernel, CPU overhead, and memcpy between device and host memory. As expected, the kernel 
speedup is higher than overall speedup which contains overhead in sequetnail component. In addition, 
as showed in Figure 1, there is big performance fluctuation for different number of GPU nodes due to 
the memory coalesced issue related with input granularity. 
 
 
 
Figure 2: performance of Kmeans with different runtime technologies. 
 
We evaluated performance of Kmeans application with GlobalReduction method and different 
runtime technologies including mpi, hadoop and mahout on four nodes on Delta cluster. The results 
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indicate that mpi-cuda implementation can give a speedup of 14 over mpi-openmp for large data sets. 
And hadoop-cuda is 1.15x and 1.04x faster than hadoop-openmp and hadoop-java respectively. The 
hadoop-cuda didn’t have much performance improvement because it has to load data from disk to 
memory and then to gpu device memory during each iterations, while the mpi implementation can 
cache the static data in device memory during each iterations. The results also showed that the 
standard implementation mahout is 1.76x slower than our hadoop implementation. This is because our 
Hadoop implementation uses much coarse granularity task, and it can get performance improvement 
by leveraging the local reduction, while mahout implementation uses much finer granularity for each 
map task, which trigger larger communication overhead during shuffle stage. The results also indicate 
that panda-cuda implementation is 132.13 times faster than Mahout, but is 2.37 times slower than 
mpi-cuda implementation 
 
 
Figure 3: Speedup Performance of Matrix Multiplication Jobs using Panda-1GPU-HostMap, Panda-
1GPU-DeviceMap, Panda-1GPU-DeviceMap+24CPU, MAGAMA-1GPU, MAGMA-1GPU+24CPU, 
and CUDA-1GPU implementations on Delta machine. 
 
Figure 3 shows the speedup performance of matrix multiplication jobs using Panda-1GPU-
DeviceMap, Panda-1GPU-HostMap, Panda-24CPU, Panda-1GPU-DeviceMap+24CPU, MAGMA-
1GPU, MAGMA-1GPU+24CPU, CUDA-1GPU, Mars-1GPU, and Phoenix-24CPU. The CUDA-
1GPU implementation is around 1.52~1.94x faster than Panda-1GPU-DeviceMap for large matrices 
sizes. The Mars and Phoenix crashed when the matrices sizes larger than 5000 and 3000 respectively. 
For 3000x3000 matrix multiplication job, Panda-1GPU-DeviceMap achieves the speedup of 15.86x, 
and 7.68x over Phoenix and Mars respectively. Panda-1GPU-HostMap is only a little slower than 
CUDA-1GPU for large matrices. Panda 1GPU-DeviceMap+24CPU improve the performance by 5.1% 
over Panda-1GPU on average. The workload distribution among GPU and CPU is 90/10 as calculated 
by auto tuning utility. MAGMA-1GPU+24CPU increase the performance by 7.2% over MAGMA-
1GPU, where the workload distribution among GPU and CPU is determined by its auto tuning utility 
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9.3 User-facing Activities  
9.3.1 System Activities 
9.3.1.1 Hardware 
 IU iDataPlex (“india”). The system was operational for production HPC and Eucalyptus 
cloud users. 
 
 IU Cray (“xray”). The system was operational for production HPC users.  
  
 IU Large Disk/Large Memory (“bravo”). The system was operational for production HPC 
users. One node was offline and is being returned to vendor for repair. 
 
 IU GPU (“delta”). The system was operational for production GPU users. 
 
 IU ScaleMP (“echo”). The hardware was received and deployed into the data center. Two 
servers are defective and are being repaired by the vendor. Early users are running 
performance benchmarks. Login node network interface is unstable. ScaleMP have been 
contacted for support. 
 
 SDSC iDataPlex (“sierra”). The system was operational for production OpenStack Grizzly 
cloud users. 
 
 SDSC Aeon (“lima”). Over the past quarter, we encountered multiple node failures 
(motherboard failures) over last six months. Working with IT team at SDSC and our 
hardware vendor we realized that it was happening because the nodes were getting 
overheated. This was happening because the nodes were pulling air in from the side where 
the air was hot rather than from the front where the air is cool. Each Lima node is equipped 
with one SSD drive and one traditional (spinning disk) drive. The vendor observed that the 
3.5" adapters we used for the 2.5" SSD drives in combination with the rotating 3.5" drives 
had dramatically reduced the airflow through the front of the chassis. To resolve this issue, 
the vendor replaced the original SATA I/O adapter and the large 3.5" brackets (at no cost) so 
that the SSD drives could then fit natively into the backplane. It allowed cold air to easily 
flow through the front and reduce the heat issue. We also worked with a SDSC IT team 
member to install a “hi-flow” near Lima cluster to improve cold air circulation. Lima became 
operational in the third week of June and has then been running smoothly 
 
 UC iDataPlex (“hotel”). The system was operational for production Nimbus Cloud users. 
 
 UF iDataPlex (“foxtrot”). The system was operational for production Nimbus Cloud users. 
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 TACC Dell (“alamo”). The system was operational for production HPC and OpenStack 
Folsom cloud users. Torque/Moab tuning performed to allow users to access a higher 
percentage of HPC partition nodes. 
 
 
9.3.2 Services Activities (specific services are underlined in each activity below) 
 
1.3.2.1 Accounting 
 
Account Management 
We completed the installation of AMIE Gold at IU and interfaced with XSEDE. We operated 
here very carefully in order to integrate both systems. Changes were necessary in the POPS and 
the FutureGrid system to align the workflows. XSEDE staff changed POPS to allow (a) a new 
testbed category and (b) allow projects with a project tie smaller than a year. At this time we are 
aligning the processes to create projects within XSEDE. We identified that several new actions 
need to be carried out by XSEDE staff. This includes forwarding e-mails to the committee 
members who approve the project and then forward the request based on positive review to 
AMIE. In FG we have added a new field to allow users that already have a FG account to 
continue using this account. 
We have integrated project management from XSEDE projects with FG project management. 
This allows XSEDE users to apply for FG projects directly from within the XSEDE portal. 
Currently we are using the project information gathered by XSEDE to populate a project record 
in the FG portal, then asking the project PI to complete the additional entries that are not provided 
by XSEDE. This information is useful to plan the deployment and support of services within FG. 
 
FG Metrics 
FutureGrid Cloud Metrics has been developed as a practical approach to assist users in 
understanding cloud usage data and to help system administrators’ access cloud utilization 
statistics. During this quarter the software was fine-tuned and identified bugs were corrected.  
The following activities are included with this service: 
 Automated documentation (on-going):  
We have completely reworked the way the information is presented and use now the 
bootstrap theme. In addition we have completely reorganized the manual and are now adding 
more documentation to address installation and usage. 
 Code refactoring (not yet started):   
We have agreed that all code must follow pep8 standard and pylint is to be used. We also 
improved the quality of source code, simplified and reorganized with better descriptions for 
the functions and generalized coding styles. Various python packages (Docopt, flask, etc.) 
allow us to enhance code readability. As a part of code refactoring, we also provide FG 
Metrics as a package including an installation and configuration script. yaml is going to be 
our new standard to configure settings. A new dynamic Cmd3 module was developed that 
allows integration of cloud metrics with our cloud mesh code more easily via plugins. 
 Moving to mongodb (not yet started):   
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We have decided to transition the database from SQL to Mongodb. We have installed 
mongodb system in production (mongo.futuregrid.org) and started to add our data into the 
mongodb server. We will have the following advantages: (a) integration with our web 
framework will be easier (b) integration with our cloud mesh will be easier (c) deployment of 
mongodb is easier on other machines than mySQL (d) integration with our new cmd3 
framework can follow the same pattern as in (a) and (b) and vice versa. 
 
1.3.2.2  Cloud Services and Support Software 
 
Eucalyptus  
Eucalyptus has continued to be used in FutureGrid. However we see also a continued trend that 
the popularity of Eucalyptus has decreased in favor of OpenStack. Due to this we have disabled 
the Eucalyptus deployment on Sierra and reprovisioned all Eucalyptus nodes to OpenStack 
Grizzly. 
 
Nimbus 
The highlights of our work this quarter included the development and deployment of a new API 
for the Nimbus Phantom service on FutureGrid. Phantom provides a gateway to all FutureGrid 
clouds, plus the Amazon cloud, allowing users to deploy virtual machines on multiple private, 
community, and commercial clouds. Our first API implementation was based on the Amazon 
Auto Scaling API but proved to be too limited for handling the complex multi-cloud deployments 
that Phantom supports. Our new API is implemented inside our Django web application and 
provides a more direct mapping to our backend interface. We converted our web application 
Javascript components to use the new API, which also made our web interface faster thanks to the 
removal of the extra Auto Scaling layer. 
We also introduced a new abstraction to libcloud in Phantom to describe sites in a library-
independent way. Further, we developed a feature allowing users to have private cloud sites not 
visible to others. 
We provided the following enhancements to FutureGrid administration: 
○ We created a system for automatically deactivating Nimbus accounts for users who don't 
have any active account on FutureGrid. Accounts are reactivated when a user joins a new 
active project. 
○ We fixed a bug in the Nimbus statistics program that was preventing some graphs to be 
generated.  
○ We debugged the image distribution performance on sierra, then installed LANTorrent to 
improve it, and measured its performance. The improvement in performance has been 
threefold as described in the scienceclouds blog: 
http://scienceclouds.org/blog/lantorrent-in-action-on-futuregrid/ 
For outreach, we redesigned scienceclouds.org and added new content. The website now presents 
the major community and commercial clouds (http://scienceclouds.org/infrastructure-clouds/) and 
describes tools of the cloud ecosystem (http://scienceclouds.org/ecosystem/). We also use 
scienceclouds.org to make available appliances for Phantom 
(http://scienceclouds.org/appliances/).  
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We documented how to create Phantom appliances: 
http://www.nimbusproject.org/doc/phantom/latest/buildingaphantomappliance.html  
as well as the improvements to image transfer on sierra: 
http://scienceclouds.org/blog/lantorrent-in-action-on-futuregrid/ 
 
 
 
 
 
OpenStack 
We disbanded the deployment of OpenStack Folsom although it was ready for users to use. 
However the new version of Grizzly was available within the same month of Folsom ready for 
our users to use on FG. In order to not have users to move twice to new systems, we decided not 
to roll out Folsom, but instead to roll out Grizzly, only two weeks after it was available. We did 
this on sierra. India continues to run Essex, which we have not yet replaced. For the deployment 
on Grizzly on india we want to use bare metal provisioning features of Grizzly which we have 
not enabled on sierra. Our goal is to move all more production oriented OpenStack users to 
sierra. Within the project we also had a discussion if it would make sense to reduce also the 
Nimbus partition on sierra while at the same time increasing the OpenStack deployment. This 
makes a lot of sense based on the long term strategy goals communicated to us by the Nimbus 
team and by the increased stability and popularity of OpenStack. We have not yet come to a 
consensus on this issue. 
OpenStack Folsom continues to be available on alamo and is relatively well used. There are 
typically 15-20 virtual machines running at any given time (on 15 physical nodes) and there has 
been at least one instance where a user was not able to start enough virtual machines for their 
needs. We do not currently plan to update to the more recent version (Grizzly) because of how 
well Folsom is working and because the next version of OpenStack is scheduled for October. We 
will evaluate that release of OpenStack when it is available to determine if it has features that 
justify the effort and downtime to install it 
 
ViNe 
This quarter, we developed extensions to ViNe management system to support the two new 
tunneling mechanisms developed in the previous quarter (Generic Routing Encapsulation, and 
ViNe user-level process tunneling): 
 ViNe management commands to establish (gre establish [VR-A] [VR-B] – enables gre 
tunneling between VR-A and VR-B), and to teardown (gre teardown [VR-A] [VR-B]) were 
implemented and tested. After a gre tunnel is torn down, tunneling reverts back to regular 
ViNe tunneling. A mechanism to make the GRE tunnels to persist after restarting VRs was 
also implemented and tested. 
 
 The ViNe management command line client software was successfully ported to Windows – 
now it is possible to manage ViNe overlays using linux or Windows machines. A platform-
independent web-based interface is also available. 
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 ViNe management commands to manage ViNe user-level process tunnels were implemented 
and tested. Commands to establish and teardown temporary and/or permanent tunnels are 
now available. Minor bugs detected during tests were fixed. 
 
 Connectivity among FutureGrid and non-FutureGrid resources on public and private 
networks enabled by ViNe, and overlay network management were demonstrated during 
PRAGMA 24 (http://pragma24.pragma-grid.net/dct/page/1) and Mini-PRAGMA 2013 
(http://minipragma.cs.ui.ac.id/) workshops 
 
 
 
1.3.2.3  Experiment Management 
Interactive Experiment Management 
The Host List Manager and TakTuk continue to be available and supported for interactive 
experiment management. A more capable message-based is still tentatively planned. 
 
Experiment Management with Pegasus 
To support higher level experiments, such as running workflow and other workloads, testing 
different filesystem setups and time-based repeatable experiments, a Python API was 
implemented. The name of the API is Pegasus Repeatable Experiments for the Cloud in Python, 
or Precip. The API provides flexible experiment management for running experiments on 
infrastructure clouds. Precip was developed for use on FutureGrid cloud platforms such as 
Eucalyptus (>=3.2), Nimbus, OpenStack, and commercial clouds such as Amazon EC2. The API 
enables users to easily provision virtual machines and run scripts and transfer data to/from sets of 
VMs identified by tags. The goal of the API is to provide a simple interface for writing repeatable 
experiments in Python. 
During the report period, time has been spent testing and improving PRECIP which resulted in 
version 0.2 being released. Focus was switched to outreach and building a user community. We 
are in the process of writing a paper about PRECIP for the IEEE CloudCom conference and we 
will be presenting a PRECIP poster at the XSEDE’13 conference in July. 
 
Image Management.  
A new version of FG move is being developed to synchronize with the latest (new) version of 
teefaa. We have also started the development of cloudmesh, which was originally born out of the 
need to debug the various cloud environments on FutureGrid and put them under stress test. 
Cloudmesh will be able to not only manage virtual machines on various clouds, but it will more 
importantly be a tool to allow bare metal provisioning to be managed on a selected set of FG 
resources. As a highlight we integrated an asynchronous task management system to manage 
multiple bare metal provisioning tasks at the same time. 
 
1.3.2.4  Information Services 
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 The AMQP server for the messaging system was updated to 2.8.4. This update fixed a 
problem reading SDSC CA signed X509 certificates, which was an issue for publishing Inca 
data.  
 Sample data was gathered from each of the monitoring tools Inca, SNAPP, Ganglia, GLUE2, 
and perfSONAR and used to drive an emulation to determine how well AMQP scaled for 
current and future FutureGrid use. We also used this data to begin to evaluate approaches for 
storing information for search and query. We evaluated a number of NoSQL (MongoDB, 
CouchDB, Couchbase) and SQL (MySQL, PostgreSQL) approaches and have tentatively 
selected PostgreSQL because of its single-server performance and because it recently added 
JSON support. This support lets us store information that we wish to index on in separate 
columns while providing entire JSON documents in their own column as a JSON data type. 
JSON functions provided by PostgreSQL provide direct access to the content of JSON 
documents rather than treating the documents as opaque blobs. 
 A dedicated virtual machine (info.futuregrid.org) was prepared for hosting the RabbitMQ and 
PostgreSQL services. This virtual machine is being used for performance experiments and we 
will transition to these services once these experiments are complete. 
 A daemon was created and deployed which publishes Ganglia information to RabbitMQ as 
JSON documents. The purpose of this daemon (and the publishing of Inca information to 
RabbitMQ) is so that information about futuregrid is available in a common format (JSON) in 
a single location (RabbitMQ). This daemon retrieves Ganglia host information from the 
Ganglia Round Robin Database, translates the information to JSON, and publishes it to 
RabbitMQ. 
 We continue to publish Inca test results to RabbitMQ, reformatted as JSON documents. 
 GLUE2 information for Torque/Moab and Nimbus partitions continues to be available. 
Support for OpenStack is planned for the near future. 
 
1.3.2.5  HPC Services 
Globus 
The Globus GRAM 5 and GridFTP services continue to be available on alamo and hotel. Users 
are added to the grid-mapfiles on these systems upon request. 
 
1.3.2.6  Performance 
perfSONAR 
IU continued to debug poor perfSONAR bandwidth results between IU and the STAR router ( ~.5 
Gbps). During March and June, the TCP compression algorithm was changed to bic and 
segmentation offload was disabled on the perfSONAR measurement machine at IU bringing 
performance to around 3 Gpbs. Note, that on July 24, the performance problem was resolved by 
enabling flow control RX on one of the IU routers achieving an average of 9.6 Gpbs in both 
directions.  
Inca 
During the past quarter, an Inca client was deployed to the new SDSC Lima machine for 
functionality monitoring. A new test was also added for the Xray machine to check the status of 
Torque and to notify an IU admin if the pbs_mom process died. New Inca Openstack tests were 
also added for the new Sierra Grizzly install and existing Openstack Inca tests were updated to 
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reflect changes in image names due to various system updates. The Inca view of key FutureGrid 
services was also updated to ensure only critical services were being displayed. Also of note is 
that Inca now levarages the Openstack install on Alamo to do builds and testing of the Inca 
software. An Inca VM image was built and can brought up on demand when needed and replaces 
a dedicated machine that was retired last quarter. 
Work continued to analyze historical Inca and outage data for understanding the reliability of the 
overall testbed, cloud infrastructure, and HPC environment. These results will also enable us to 
better understand the type and pattern of failures and potentially serve as a foundation for 
predicting failures which can aid users and improve system reliability. Figure 1 shows percentage 
of outages that active Inca probing helped in identifying and fixing across various FutureGrid 
resources. It can be seen that Inca-based active probing can significantly improve the ability to 
early identify and fix outages. 
 
 
Figure 1: Y-axis shows percentage of outages that active probing helped in identifying 
and fixing across various FutureGrid resources. Label on each bar indicates percentage 
calculated as a ratio of outages in which active probing helped over the total number of 
outages observed for a given resource. 
 
PAPI 
PAPI has been tested to run successfully in KVM virtual machines deployed by FutureGrid given 
a few requirements. Known requirements include a host machine running Linux Kernel 3.3 or 
higher. Qemu-kvm must be a recent version. Version 1.2.5 or higher is known to work. Currently 
KVM is only known to support a virtual Performance Monitoring Unit (PMU), which is required 
 157 
by PAPI, when the host is running an Intel CPU. The virtual machine must also be booted with -
cpu host. This sets the virtual machine CPU configuration to match the host which is also 
required for the virtual PMU to function correctly. Given these requirements, the exact same set 
of events will be accessible using PAPI inside a KVM virtual machine as if PAPI was being run 
on the host machine. 
Tests have been run to validate performance counter results inside KVM virtual machines. 
Results show that PAPI reports nearly identical performance event counts for the large majority 
of events. However, these tests have shown that Instruction Cache Misses as well as TLB Misses 
are much higher on KVM than on a bare metal machine. Instruction Cache and TLB are known to 
perform poorly on all virtualization platforms, not only KVM, so this result was not unexpected. 
PAPI can also be used to measure steal time inside KVM. Steal time is the amount of time the 
virtual machine is de-scheduled (to allow other VMs to execute). This is akin to measuring CPU 
time instead of wall clock time. PAPI must be compiled with the stealtime component to enable 
use of the stealtime event. Results of the stealtime component have been verified with 
independent measurements. 
 
SSD Performance Benchmarking 
Solid-state drives (SSDs) are becoming cheaper and more common in Data Centers and can 
deliver significantly improved random I/O performance compared to traditional hard-disk drives. 
We continued with our effort to understand how big data technologies can benefit from SSDs. In 
particular, we  have been conducting more rigorous benchmarking of Hadoop. We are 
considering two implementations of Hadoop. The first one is Apache Hadoop that includes 
Hadoop Distributed File System (HDFS). We used the TestDFSIO benchmark to generate 
random write patterns for HDFS and measured I/O performance using Lima. Lima is a 
FutureGrid cluster at SDSC that consists of 8 nodes, each equipped with 480 GB SSD SATA 
drives. As shown in Figure 2, our results indicate that the performance of SSDs is significantly 
higher compared to HDD for random writes in terms of throughput for large files. In addition, we 
are also collaborating with Prof. Madhusudan Govindraju and his graduate students at SUNY 
Binghamton to understand how a non-HDFS based Hadoop implementation (developed by their 
research group) performs on top of SSD.  
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Figure 2: Y-axis shows HDFS I/O throughput (Mbps) comparison for SSD and HDD as a 
function of file size (X-axis) using the TestDFSIO benchmark. For each file size, ten files were 
written to the disk. 
 
 
 
1.3.2.7  FutureGrid Portal 
The following activities have been conducted as part of the FG Portal development: 
 Banner Branding. XSEDE information was added to the FutureGrid banner. 
 Front Page. Status information was added to the front page. 
 Security. Usernames were replaced with full names to increase security. 
 
9.4 Security 
No security issues occurred during this period. 
 
 159 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
9.5 Education, Outreach, and Training Activities 
 
MOOC (Massively Open Online Course) 
 How to Make a MOOC (white paper):  https://portal.futuregrid.org/mooc 
 IP-over-P2P (IPOP) MOOC:  Network Virtualization in Infrastructure-as-a-Service (IaaS) 
Cloud Computing by Dr. Renato J. Figueiredo: https://fgmoocs.appspot.com/ipop 
 Intro to FutureGrid by Dr. Geoffrey Fox and Dr. Gregor von Laszewski:  
https://fgmoocs.appspot.com/project 
 
Social Media 
FutureGrid continued to share information online through Twitter, Facebook, Google+, and the 
FutureGrid Testbed blog. Featured article on the blog:  June 13, 2013 - FutureGrid provided 
hands on experience for participants at Cloud Computing and Software-defined Networking 
tutorial at Mini-PRAGMA 2013, Indonesia:   
http://futuregridtestbed.blogspot.com/2013/06/futuregrid-provided-hands-on-experience.html 
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Classes this quarter: 
Type Title Location Date(s) Number of 
Participants 
Number of 
Under-
represented 
people 
FG-301 Advanced 
Networking 
Class 
University of 
Colorado, 
Boulder, CO 
Spring 
2013 
12-15  
FG-308 Computational 
Techniques for 
Large Scale 
Data Analysis 
Michigan State 
University, East 
Lansing, MI 
Spring 
2013 
44 4 
FG-316 Cloud 
Computing 
Class (3rd 
Edition) 
University of 
Piemonte 
Orientale, Italy 
Spring 
2013 
15  
FG-318 High 
Performance 
Computing 
Class 
University of 
Puerto Rico at 
Mayaguez 
Spring 
2013 
~50 ~50 
FG-334 Tutorial on 
Cloud 
Computing and 
Software-
Defined 
Networking 
Mini-PRAGMA 
Workshop, 
Indonesia 
06/03/2013 40  
 
 
 
Events this quarter (in order of most recent): 
Type Title Location Date(s) Hours Number of 
Participants 
Number of 
Under-
represented 
people 
Method 
Indiana 
University 
       
Presentation Data Science 
and the Cloud: 
Centerpieces of 
the Future 
Economy 
Mini University, 
Indiana 
University 
06/14/2013 2.0 50  Live 
Presentation Big Data and 
Clouds 
Cloud Material 
Resource 
06/12/2013 2.0 1  Live 
Presentation Cloud 
Computing and 
Large Scale 
NGS-Traanslate 
World Forum, 
05/30/2013 0.5 30  Live 
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Computing in 
Life Sciences: 
Opportunities 
for Large Scale 
Sequence 
Processing 
Cambridge, MA 
Presentation Collaboration 
in the Cloud 
and Online 
Education 
Environments 
2013 
International 
Conference on 
Collaboration 
Technologies 
and Systems 
(CTS 2013), San 
Diego, CA 
05/22/2013 0.5 50  Live 
Presentation Training Data 
Scientists 
DELSA 
Workshop IV, 
Bethesda, MD 
05/16-17/ 
2013 
0.25 700  Live 
Keynote Data Science, 
Clouds and X-
Informatics 
3rd International 
Conference on 
Cloud 
Computing and 
Services 
Science, 
CLOSER 2013, 
Aachen, 
Germany 
05/08-10/ 
2013 
1.0 100  Live 
Panel Future 
Challenges of 
Cloud 
Computing and 
Web 
Technologies 
3rd International 
Conference on 
Cloud 
Computing and 
Services 
Science, 
CLOSER 2013, 
Aachen, 
Germany 
05/08-10/ 
2013 
1.5 100  Live 
Seminar MapReduce 
and High 
Performance 
Data Mining 
Forschungszentr
um Juelich 
GmbH, 
Germany 
05/08/2013 1.5 40  Live 
Presentation Big Data and 
Clouds 
Cloud Material 
Resource 
05/07/2013 2.0 1  Live 
Presentation Data Intensive 
Clouds Tools 
and 
Applications 
School of 
Informatics and 
Computing, 
Indiana 
University 
05/01/2013 1.0 50  Live 
Presentation (Semi) 
Automatically 
Detecting 
Layers From 
Polar Radar 
Imagery 
Radio Echo 
Sounding 
Tracing 
Workshop, 
Centre for Ice 
and Climate, 
Copenhagen, 
Denmark 
05/06/2013 0.5 50  Live 
 162 
Panel FutureGrid 
Computing 
Testbed as a 
Service for 
Condo of 
Condos 
Internet2 Panel 04/22/2013    Live 
Presentation Contributions 
to Data Science 
and Clouds 
Digital Science 
Center, Indiana 
University 
04/18/2013 2.0 1  Live 
Presentation Overview of 
Cyberinfrastruc
ture and The 
Breadth of Its 
Application 
Cyberinfrastruct
ure Day, Claflin 
University, 
Orangeburg SC 
04/12/2013 1.0 50  Live 
Presentation FutureGrid 
Computing 
Testbed as a 
Service: 
National 
Science 
Foundation, 
Washington, DC 
04/09/2013 0.5 40  Live 
University of 
Chicago 
       
Presentation From Clouds to 
Observatories 
CloudCamp 
Chicago - 
Industry Cloud, 
Chicago, IL 
06/20/2013 0.25 ~70  Live 
Presentation Research 
Topics and 
Collaboration 
Opportunities 
in the Nimbus 
Team 
The Ninth 
Workshop of the 
INRIA-Illinois 
Joint Laboratory 
on Petascale 
Computing, 
Lyon, FR 
06/12-14/ 
2013 
0.50 ~50  Live 
Presentation Beyond the 
Clouds: Trends 
in Cloud 
Computing for 
Science 
Future Business 
Clouds, Ministry 
of Science and 
Technology, 
Berlin, DE 
06/06/2013 0.50 ~50  Live 
Presentation Nimbus 
Platform: How 
Does Your 
Cluster Grow? 
Seminar at 
Illinois Institute 
of technology, 
Chicago, IL 
04/2013 0.75 ~40  Live 
University of 
Florida 
       
Tutorial Tutorial on 
Cloud 
Computing and 
Software-
Defined 
Networking 
Mini-PRAGMA 
International 
Workshop on 
Building 
Collaborations 
in Clouds, High 
Performance 
Computing, and 
Application 
Areas, 
Universitas 
Indonesia 
06/03/2013 All day 40  Live 
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9.6 SP Collaborations 
No new collaborations during this quarter. 
 
9.7 SP-Specific Activities 
See 1.3.2 Services Activities. 
 
9.8 Publications 
Tak-Lon (Stephen) Wu salsaDPI: a dynamic provisioning interface for IaaS cloud Technical 
Report June 25 2013  
Tak-Lon (Stephen) Wu MapReduce and Data Intensive Applications Technical Report June 25 
2013  
Tak-Lon (Stephen) Wu An Overview of Present NoSQL Solutions and Features Technical Report 
June 25 2013  
Yang Ruan, Geoffrey Fox A Robust and Scalable Solution for Interpolative Multidimensional 
Scaling With Weighting Proceeeding of eScience2013, the 2013 IEEE 9th International 
Conference on e-Science, 23-25, October, 2013, Beijing, China  
Jay Parker, Andrea Donnellan, Margaret Glasscoe, Geoffrey Fox, Marlon Pierce, Jun Wang, Yu 
Ma Advantages to Geoscience and Disaster Response from the QuakeSim Implementation of 
Interferometric Radar Maps in a GIS Database System Technical Report May 24 2013  
Geoffrey Fox Robust Scalable Visualized Clustering in Vector and non Vector Semimetric 
Spaces To be published in Parallel Processing Letters May 17 2013  
Judy Qiu and Bingjing Zhang Clustering Social Images with MapReduce and High Performance 
Collective Communication To be published in Proceedings of HPC 2012 Conference at Cetraro, 
Italy June 28 2012  
Larissa Stanberry, Roger Higdon, Winston Haynes, Natali Kolker, William Broomall, Saliya 
Ekanayake, Yang Ruan, Judy Qiu, Eugene Kolker, Geoffrey Fox, and Adam Hughes Visualizing 
the Protein Sequence Universe To be published in 
Concurrency&Computation:Practice&Experience Special Issue for Emerging Computational 
Methods for the Life Sciences Workshop ECMLS2012 of ACM HPDC 2012 conference at Delft 
the Netherlands, January 2013  
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Geoffrey Fox Distributed Data and Software Defined Systems White Paper April 20 2013 BDEC 
Big Data and Extreme-Scale Computing Charleston April 30 to May 01 Renaissance Charleston 
Historic District Hotel 
Geoffrey Fox, Jose Fortes, Andrew Grimshaw, Kate Keahey, Warren Smith FutureGrid: An 
Experimental High -Performance Test-bed April 19 2013 Birds of a Feather submission to 
XSEDE13: Gateway to Discovery July 22-25 2013 Marriott Marquis and Marina San Diego  
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9.9 Metrics 
9.9.1 Standard systems metrics 
HPC Job Wait vs. Job Size (Apr-Jun 2013) 
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9.9.2 Standard systems metrics (continued) 
Top 30 HPC Users #Jobs – Largest to Smallest (Apr-Jun 2013) 
 
 
 
 
 
 
 
 
 
User Area
   #
Jobs
Avg Job
Size (cpus)
Avg Wait
Time (h)
Wall
Time (d)
Avg
Mem (mb)
xcguser University of Virginia - Genesis 56169 1 0.4 535.8 98.1
ssmallen UC San Diego 19709 1 0 0.1 1.2
merzky LSU - SAGA 13291 8 0 2.8 0.2
inca SDSC - INCA 3326 6.1 0.6 1.5 12
kasson University of Virginia 3013 1 0.1 7.1 3
dpandiar University of Notre Dame 1344 2.1 1.8 359.4 26.2
oweidner LSU - SAGA 1190 8.3 0.1 10.4 333.9
vshah505 Rutgers University 898 12 0 59.7 48.7
pela3247 University of Virginia 596 20.3 21.7 25805.9 964.8
ajyounge Indiana University 535 1 9.6 207.8 17.8
unicore University of Virginia - UNICORE 352 1.2 0 0 2.3
luckow LSU - SAGA 344 9 0.2 98.9 33.4
lyu2 University of Notre Dame 202 1 0 1.8 5.6
azebro1 Rutgers University 144 14.9 0.1 23.1 9.3
jasonkwan University of Utah 103 8.4 0.4 28.1 63889.8
dino24 Rutgers University 103 8 5 0.3 2.6
rrnewton indiana University 97 5.3 0 9.7 577.2
malik University of Innsbruck 94 1.9 0.5 0.8 23.9
omarpr University of Puerto Rico at Mayagüez 84 13 0.2 4.1 2087.8
sanketw Rutgers University 81 8 0.1 4.3 18.1
andymaes University of Puerto Rico at Mayagüez 63 1 0.2 6.3 4922.2
davof91 University of Puerto Rico at Mayagüez 59 1 0.1 2.7 231.8
lihui Indiana University 47 8.9 0.2 204.4 1244.8
ramonsal University of Puerto Rico at Mayagüez 47 1 0.2 0.6 17.9
thilina Indiana University 46 103.3 0.4 1751.1 36.2
ebreijo University of Puerto Rico at Mayagüez 46 1 0.3 2.1 1688.8
mzachariah University of Utah 41 7.8 0 12.5 7193
leroyygt University of Puerto Rico at Mayagüez 41 1 0.1 1.2 17.4
jansola18 University of Puerto Rico at Mayagüez 37 1.6 0.4 0.9 236.5
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9.9.3 Standard systems metrics (continued) 
Top 20 HPC (Average) Wait Time Users - Largest to Smallest (Apr-Jun 2013) 
 
 
9.9.4 Standard systems metrics (continued) 
Top 20 HPC (Average) Job Size Users - Largest to Smallest (Jan-Mar 2013) 
 
User Area
   #
Jobs
Avg Job
Size (cpus)
Avg Wait
Time (h)
Wall
Time (d)
Avg
Mem (mb)
azadeh Indiana University 13 160 70.6 11020.3 20.7
steenoven Shandong Computer Science Center (China) 5 16 28.1 4.6 52.2
pela3247 University of Virginia 596 20.3 21.7 25805.9 964.8
ajyounge Indiana University 535 1 9.6 207.8 17.8
dino24 Rutgers University 103 8 5 0.3 2.6
pvishwak Indiana University 5 19.2 5 2.5 258.8
namma University of Southern California 21 13.8 3.2 0.6 146.2
gaoxm Indiana University 10 158.4 3.2 4142.6 5.2
weng Indiana University 12 96 3 1427.2 23
zincum University of Florida 5 25.6 2.9 0.4 2341.7
melrom Rutgers University 21 57.9 2.5 187.5 18.9
reubendb University of Tennessee Knoxville 1 1 2.3 0 4.7
dpandiar University of Notre Dame 1344 2.1 1.8 359.4 26.2
yangruan Indiana University 12 1 1.1 11.2 5.4
dgignac TACC 19 79.9 1 1.1 3.3
rmarrero University of Puerto Rico at Mayagüez 6 1 0.8 0.3 23.7
inca SDSC - INCA 3326 6.1 0.6 1.5 12
crazirican University of Puerto Rico at Mayagüez 9 1 0.6 0.6 15.2
ktanaka Indiana University 28 18.7 0.5 2.6 8
User Area
   #
Jobs
Avg Job
Size (cpus)
Avg Wait
Time (h)
Wall
Time (d)
Avg
Mem (mb)
azadeh Indiana University 13 160 70.6 11020.3 20.7
gaoxm Indiana University 10 158.4 3.2 4142.6 5.2
thilina Indiana University 46 103.3 0.4 1751.1 36.2
weng Indiana University 12 96 3 1427.2 23
dgignac TACC 19 79.9 1 1.1 3.3
melrom Rutgers University 21 57.9 2.5 187.5 18.9
jianwu UC San Diego 1 40 0 14.9 228.5
zhangbj Indiana University 7 33.1 0 174.1 4.2
hsuanyi University of Southern California 10 32 0 30.6 266.7
menghan University of Florida 10 32 0 0.2 257.5
ummiazizah Yarsi University (Indonesia) 4 32 0 0.3 271.3
sameer University of Southern California 4 32 0 0.1 275.7
fortes University of Florida 2 32 0 0 276.5
sri-chusri University of Indonesia 1 32 0 0.2 272.6
alhadi University of Indonesia 1 32 0 0 123.5
ragnalinux University of Indonesia 1 32 0 0 284
ardhi University of Indonesia 1 32 0 0 282.8
ayazizah University of Indonesia 1 32 0 0 194.6
yeni Bogor Agricultural University (Indonesia) 1 32 0 0 271.3
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9.9.5 Standard systems metrics (continued) 
Cloud Environment:  Wall Hours By Cluster 
india Eucalyptus, Openstack 124148 
sierra Eucalyptus, Nimbus 66139 
hotel Nimbus 29367 
alamo Nimbus 6429 
foxtrot Nimbus 5151 
 
This stacked column chart represents average monthly usage of Wall Hours: 
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9.9.6 Standard systems metrics (continued) 
Cloud Environment:  VM Count By Cluster 
india Eucalyptus, Openstack 5533 
sierra Eucalyptus, Nimbus 4917 
hotel Nimbus 2831 
alamo Nimbus 939 
foxtrot Nimbus 534 
 
This stacked column chart represents average counts of launched VM instances per month: 
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9.9.7 Standard systems metrics (continued) 
Cloud Environment:  User Count By Cluster 
india Eucalyptus, Openstack 99 
sierra Eucalyptus, Nimbus 90 
hotel Nimbus 7 
alamo Nimbus 2 
foxtrot Nimbus 2 
 
This stacked column chart represents average count of active users per month: 
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9.9.8 Standard systems metrics (continued) 
Cloud Environment:  VM Count by Project 
 172 
 
9.9.9 Standard systems metrics (continued) 
Cloud Environment:  VM Count by Institution 
ID Project Name TOTAL India Sierra Hotel Foxtrot Alamo
fg-054 Investigating cloud computing as a solution for analyzing particle 
physics data
1902 739 1163
fg-097 FutureGrid and Grid‘5000 Collaboration 1859 3 1407 427 2 20
fg-000 Others 1792 7 1784 1
fg-253 Characterizing Performance of Infrastructure Clouds 597 10 137 450
fg-082 FG General Software Development 485 307 11 148 9 10
fg-186 Course: Spring 2012 B534 Distributed systems Graduate Course 467 467
fg-042 SAGA 321 321
fg-224 Nimbus Auto Scale 214 214
fg-213 Course: Cloud Computing class - second edition 205 141 64
fg-136 JGC-DataCloud-2012 paper experiments 159 142 17
fg-216 Scaling-out CloudBLAST: Deploying Elastic MapReduce across 
Geographically DistributedvVirtualized Resources for BLAST
135 38 7 90
fg-257 Particle Physics Data analysis cluster for ATLAS LHC experiment 131 11 120
fg-172 Cloud-TM 111 111
fg-003 Survey of Open-Source Cloud Infrastructure using FutureGrid 
Testbed
100 100
fg-001 P er-to-peer overlay networks and applications in virtual 
networks and virtual clusters
84 49 1 15 4 15
fg-143 Course: Cloud Computing for Data Intensive Science Class 77 77
fg-297 Network Aware Task Scheduling in Hadoop 50 50
fg-010 TeraGrid XD TIS(Technology Insertion Service) Technology 
Evaluation Laboratory
44 35 9
fg-217 Cloud Computing In Education 40 17 21 2
fg-130 Optimizing Scientific Workflows on Clouds 36 16 20
fg-060 Wide area distributed file system for MapReduce applications on 
FutureGrid platform
29 29
fg-004 Word Sense Disambiguation for Web 2.0 Data 29 29
fg-150 SC11: Using and Building Infrastructure Clouds for Science 26 1 25
fg-273 Digital Provenance Research 19 9 10
fg-256 QuakeSim Evaluation of FutureGrid for Cloud Computing 14 14
fg-201 ExTENCI Testing, Validation, and Performance 14 13 1
fg-176 Cloud Interoperability Testbed 14 14
fg-251 Course: Fall 2012 B534 Distributed Systems Graduate Course 12 12
fg-151 XSEDE Operations Group 9 9
fg-294 Predicting economic activities using social media 8 8
fg-266 Secure medical files sharing 8 1 7
fg-247 Course: Cloud Computing and Storage Class 7 7
fg-179 GPCloud: Cloud-based Automatic Repair of Real-World Software 
Bugs
6 6
fg-239 Community Comparison of Cloud frameworks 5 1 4
fg-233 CINET - A Cyber-Infrastructure for Network Science 5 5
fg-215 FuturGrid Directory Entry 5 1 3 1
fg-009 Distributed Execution of Kepler Scientific Workflow on FutureGrid 5 5
fg-180 STAMPEDE 4 4
fg-121 Elastic Computing 4 4
fg-294 Predicting economic activities using social media 3 3
fg-225 Budget-constrained workflow scheduler 3 3
fg-249 Large Scale Computing Infrastructure 2012 Master class 2 2
fg-020 Development of an information service for FutureGrid 2 2
fg-293 Future Testbeds 1 1
fg-244 Course: Data Center Scale Computing 1 1
fg-243 Applied Cyberinfrastructure concepts 1 1
fg-241 Course:  Science Cloud Summer School 2012 1 1
fg-189 Pegasus development and improvement platform 1 1
fg-168 Next Generation Sequencing in the Cloud 1 1
fg-139 Course: Cloud Computing and Storage Class 1 1
fg-122 Course: Cloud computing class 1 1
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Institution Total India Sierra Hotel Foxtrot Alamo
University of Florida 2086 52 1446 449 96 43
University of Victoria 1902 739 1163
Others 1792 7 1784 1
Indiana University 1208 1024 13 151 10 10
University of Colorado at Boulder 601 10 137 454
Louisiana State University 321 321
University of Chicago 214 214
University of Piemonte Orientale 206 142 64
University of Southern California 196 143 16 17 20
Duke University 131 11 120
INESC ID 111 111
University of Texas at Austin 53 35 18
University of Arizona 51 51
University of Mostar 40 17 21 2
Nimbus 26 1 25
Indiana University Purdue University Indianapolis 19 9 10
Jet Propulsion Laboratory 14 14
Texas Tech University 14 14
Purdue University 14 13 1
University of Wisconsin -Milwaukee 11 8 3
University of Technology of Compiegne 8 1 7
University of Virginia 6 6
Virginia Tech 5 5
UCSD 5 5
University of Electronic Science and Technology 5 1 4
LBNL 4 4
ENS Lyon 3 3
University of Zurich 2 2
University of Colorado 1 1
University of Utah 1 1
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9.9.10 Standard User Assistance Metrics  
RT Ticket System 
 
 
9.9.11 SP-specific Metrics 
 
Knowledge Base: 
 
 
Month All FG docs (216) FG docs in XSEDE domain (24) Percentage of all FG docs 
Apr 2013 5610 1158  20.64% 
May 2013 4513 1269 28.12% 
Jun 2013 4406 1052 23.88% 
Total 14529 3479 23.95% 
Table 1:  Hits on FutureGrid KB Documents by Domain (2nd quarter 2013) 
 
 
Month FG KB docs modified Docs created 
Apr  27 0 
May 5 0 
Jun 36 0 
Table 2:  FutureGrid KB Document Editing (2nd quarter 2013) 
 
 
 
 
 
 
Type of Issue Created this period Resolved this period Unresolved this period
Account Requests 3 3 0 
Portal Requests 17 16 1 
Eucalyptus 4 4 0 
Nimbus 12 12 0 
OpenStack 13 11 2 
General 117 110 7 
IBM iDataPlex (hotel ) 10 10 0 
Dell PowerEdge (alamo ) 14 14 0 
Cray XT5m (xray ) 3 3 0 
Systems 21 15 6 
User Support 2 2 0 
Total 216 200 16 
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Users: 
 
We have users from 53 countries. Top 10 countries with most registered users: 
 
UNITED STATES: 1438(76.4%) 
PUERTO RICO: 53(2.8%) 
INDONESIA: 45(2.4%) 
INDIA: 43(2.3%) 
ITALY: 41(2.2%) 
CHINA: 26(1.4%) 
UNITED KINGDOM: 24(1.3%) 
FRANCE: 23(1.2%) 
SWITZERLAND: 22(1.2%) 
GERMANY: 21(1.1%) 
The rest 43 countries: 145(7.7%) 
 
Projects: 
 Twenty seven (27) new projects added this quarter 
 Categorization of projects to date: 
 
a)  Project Status: 
Active Projects: 278 (81%) 
Completed Projects: 47 (13.7%) 
Pending Projects: 0 (0%) 
Cancelled Projects: 3 (0.9%) 
Incomplete Projects: 0 (0%) 
Denied Projects: 15 (4.4%) 
 
b)  Project Orientation: 
Research Projects: 264 (81.2%) 
Education Projects: 58 (17.8%) 
Industry Projects: 2 (0.6%) 
Government Projects: 1 (0.3%) 
 
c)  Project Primary Discipline : 
Computer Science: 149(45.8%) 
Technology Evaluation: 26(8%) 
Life Science: 33(10.2%) 
Education: 44(13.5%) 
Domain Science excluding Life Science: 33(10.2%) 
Interoperability: 9(2.8%) 
Other: 31(9.5%) 
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d)  Project Service Request/Wishlist: 
HPC: 181 (52.8%) 
Eucalyptus: 161 (46.9%) 
Nimbus: 166 (48.4%) 
OpenNebula: 65 (19%) 
OpenStack: 112 (32.7%) 
Hadoop: 126 (36.7%) 
Twister: 46 (13.4%) 
MapReduce: 117 (34.1%) 
Genesis II: 37 (10.8%) 
XSEDE: 57 (16.6%) 
gLite: 24 (7%) 
Unicore6: 20 (5.8%) 
Vampir: 16 (4.7%) 
CUDA: 23 (6.7%) 
SAGA: 5 (1.5%) 
Globus: 26 (7.6%) 
Pegasus: 19 (5.5%) 
MPI: 34 (9.9%) 
PAPI: 18 (5.2%) 
ScaleMP: 6 (1.7%) 
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10 Indiana University Pervasive Technology Institute - Service Provider Quarterly Report 
10.1 Executive Summary 
During the current quarter, IU continued hosting its Level 2 and Level 3 (Pending) systems – the 
Quarry virtual machine (VM) hosting system (level 2), Mason (level 2),  and Rockhopper 
(pending level 3). The most significant service change was the formal allocation of startup 
accounts on the large memory Mason Level 2 system via the XSEDE allocation process. This is 
closely related to domain support and outreach activities of the National Center for Genome 
Analysis. NCGAS staff at the IU SP site gave three presentations on the topic of leveraging the 
national cyberinfrastructure for biomedical research at national conferences, each with specific 
mention of XSEDE. Further NCGAS once more sponsored the annual Evolution conference, this 
year held in Snowbird UT. Approximately 2,500 evolutionary biologists attended the meeting, 
and had an opportunity to visit the NCGAS table. All NCGAS partner's logos were prominently 
displayed, and visitors were encouraged to ask about XSEDE and the other partners. While 
XSEDE has yet to work out a formal process for support and software partners that is analogous 
to the SP Forum, we have informally been very active in promoting XSEDE to a community that 
have not traditionally viewed XSEDE as an important resource, and we are changing that view. 
(The community in question being biologists who are not protein folders)  
Normal operational activities proceeded routinely and without incident. 
 
10.1.1 Indiana University Level 2 Service Provider Systems: Resource Descriptions 
Level 2 - Quarry Virtual Machines - The Quarry Gateway Web Services Hosting resource at 
Indiana University consists of multiple Intel-based HP systems geographically distributed for 
failover in Indianapolis and Bloomington, IN. Currently there are four HP DL160 front-end 
systems at each site. Each is configured with dual quad-core Intel E5603 processors, 72 GB of 
RAM, and a 10-gigabit Ethernet adapter. The front-end systems host the KVM-based virtual 
machines. VM block storage is provided by two HP DL180 servers at each site configured with a 
quad-core Intel X5606 processor, 12 GB of RAM, a 10-gigabit Ethernet adapter, and a RAID 
controller attached to an HP storage array. Quarry is used solely for hosting science gateway and 
web service allocations, or services to support central XSEDE infrastructure. Requests are 
restricted to members of approved projects that have a web service component. 
Level 2 – Mason - Mason (mason.indiana.edu) at Indiana University is a large memory computer 
cluster configured to support data-intensive, high-performance computing tasks for researchers 
using genome assembly software (particularly software suitable for assembly of data from next-
generation sequencers), large-scale phylogenetic software, or other genome analysis applications 
that require large amounts of computer memory. At IU, Mason accounts are available to IU 
faculty, postdoctoral fellows, research staff, and students involved in genome research. IU 
educators providing instruction on genome analysis software, and developers of such software, 
are also welcome to use Mason. IU has also made Mason available to genome researchers from 
the National Science Foundation's Extreme Science and Engineering Discovery Environment 
(XSEDE) project. Mason consists of 16 Hewlett Packard DL580 servers, each containing four 
Intel Xeon L7555 8-core processors and 512 GB of RAM. The total RAM in the system is 8 TB. 
Each server chassis has a 10-gigabit Ethernet connection to the other research systems at IU and 
the XSEDE network (XSEDENet). 
Level 3 (Pending Request) - Rockhopper - Rockhopper is a collaborative effort between 
Penguin Computing, IU, the University of Virginia, the University of California Berkeley, and 
the University of Michigan to provide supercomputing “cluster on demand” services in a secure 
US facility. Researchers at US institutions of higher education and federally funded research 
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centers can purchase computing time from Penguin Computing and receive access via high-speed 
national research networks operated by IU. It takes just minutes to go from submitting credit card 
information via a web form to computing on Rockhopper (the system itself is owned by Penguin; 
cycles on Rockhopper are purchased from Penguin). Rockhopper is a 4.4 TFLOPS system based 
on AMD processors. 
 
10.2 Science Highlights  
None for this quarter. 
 
10.3 User-facing Activities  
10.3.1 System activities 
10.3.1.1 Level 2 – Quarry (virtual machines) 
During Q2, one additional storage and VM server were purchased for each campus to expand the 
gateway hosting environment. The new systems will be put into production in Q3. A memory 
upgrade was performed on all VM hosts expanding system memory from 48 GB to 72 GB per 
server. 
Level 2 – Mason 
There were no issues with Mason during this quarter. 
Level 3 (pending) – Rockhopper (Penguin on Demand commercial cluster as a service) 
There were no issues with Rockhopper during this quarter. 
 
10.3.2 Services activities 
10.3.2.1 Level 2 – Quarry  
The Quarry Gateway Hosting service was not modified during this period. 
Quarry continues to be used solely for hosting science gateway and web service allocations, or 
services to support central XSEDE infrastructure. Requests are restricted to members of approved 
projects that have a web service component. An external request form can be found at: 
http://rt.uits.iu.edu/systems/hps/vm-request-form. 
10.3.2.2 Level 2 – Mason   
As a Level 2 resource, Mason has received three allocation requests during this quarter.  
10.3.2.3 Level 3 (pending)-Rockhopper 
Rockhopper usage statistic for Q2 of 2013. There were 869 user logins recorded, and 8,749 jobs 
were run. In addition, 6 new users were added to the system, increasing the total of unique users 
to 97. 
 
10.4 Security 
There were no security issues during the reporting period. 
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10.5 Education, Outreach, and Training Activities 
Type Title Location Date(s) Hours Number 
of 
Particip
ants 
Number 
of 
*Under- 
represent
ed people 
Method 
Tour  Small Tour for 
IUPUI  IT 
Ambassadors  
IU 
Indianapolis 
IN Campus 
Apr-13 1 12 0 S 
Tour  (JAG Days 
Tours Jan. 31, 
Feb. 27th, & 
April 8th ) 
IU 
Indianapolis 
IN Campus 
Apr-13 1 48 9 S 
Tour  AVL overview 
to Sp13 S637 
class 
IU 
Indianapolis 
IN Campus 
Apr-13 1 18 0 S 
Tour Trevor Harris 
WVU Visit 
IU 
Indianapolis 
IN Campus 
Apr-13 1 10 0 S 
Tour  Racek Class 
Tour and Chair 
Review 
Wednesday 
April 17th 
IU 
Indianapolis 
IN Campus 
Apr-13 1 5 0 S 
        
Tour  Merck-
Regenstrief 
bootcamp tour 
IU 
Indianapolis 
IN Campus 
Apr-13 1 21 3 S 
Tour  Tour for 
Joseph Stone 
IU 
Indianapolis 
IN Campus 
Apr-13 1 2 0 S 
Tour Tours for 
Informatics 
Spring Preview 
March 7, 28, 
April 18, & 25 
IU 
Indianapolis 
IN Campus 
Apr-13 1 13 0 S 
Tour  Girls Inc Sat. 
Tour  
IU 
Indianapolis 
IN Campus 
Apr-13 1 117 89 S 
        
Tour  IUB AVL 
Open House - 
Apr 2013 
IU 
Indianapolis 
IN Campus 
Apr-13 1 30 0 S 
Workshop Big Red II Pre-
Launch 
Workshop 
IU 
Bloomington, 
IN Campus 
Apr-13 8 77 0 S 
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Type Title Location Date(s) Hours Number 
of 
Particip
ants 
Number 
of 
*Under- 
represent
ed people 
Method 
Conference 
talk/presentat
ion/panel 
IU Southeast 
Regional 
Campus 
Overview  
IU Southeast - 
New Albany, 
IN 
Apr-13 7 20 2 S 
Conference 
talk/presentat
ion/panel 
IU South Bend 
Campus 
Presentation on 
RT Services  
IU South 
Bend, IN 
Campus 
12-
Apr-13 
2.5 
hours 
30 0 S 
Conference 
talk/presentat
ion/panel 
Big Red II 
Open House 
and RT Fair 
IU 
Bloomington, 
IN Campus 
13-
May-
13 
4 hours 30 0 S 
Conference 
talk/presentat
ion/panel 
Big Red II 
Dedication  
IU 
Bloomington, 
IN Campus 
26-
Apr-13 
2 hours 300 0 S 
Tour OTEAM 
Informatcs 
Tour 
IUPUI AVL 16-
May-
13 
2.5 46 15 S 
Tour Intro to High 
Energy Physics 
and High 
Throughput 
Computing 
Lebanon High 
School 
28-
May-
13 
8 500 60 S 
Conference 
talk/presentat
ion/panel 
One Degree 
Imager - Portal, 
Pipeline, and 
Archive (ODI-
PPA) 
conference 
booth 
American 
Astronomical 
Society (AAS) 
Summer 2013 
conference in 
Indianapolis, 
IN 
June 3-
6 2013 
28 100 8 S 
Tour Friday UCOL 
advisors tours 
IU 
Indianapolis 
IN Campus 
7-Jun-
13 
1 28 4 S 
Tour 3D Animation 
Informatics 
Summer 
Workshop 
IU 
Indianapolis 
IN Campus 
9-Jun-
13 
1 21 3 S 
Tour Informatics 
Guest Tour 
IU 
Indianapolis 
IN Campus 
11-Jun-
13 
1.5 20 1 S 
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Type Title Location Date(s) Hours Number 
of 
Particip
ants 
Number 
of 
*Under- 
represent
ed people 
Method 
Tour Nanotechnolog
y Summer 
Camp 
IU 
Indianapolis 
IN Campus 
12-Jun-
13 
1 26 6 S 
Tutorial Research 
Experience for 
Undergraduates 
IU 
Bloomington, 
IN Campus 
12-13 
Jun 13 
48 11 3 S 
Tour Nanotechnolog
y Discovery 
Academy 
(INDA) Tour 
IU 
Indianapolis 
IN Campus 
17-Jun-
13 
1.5 13 0 S 
K-12 
Education 
MEAP Mars 
Colony 
IU 
Indianapolis 
IN Campus 
18-Jun-
13 
4.5 30 27 S 
Tour Joe Defazio 
Informatics 
Client Tour 
IU 
Indianapolis 
IN Campus 
18-Jun-
13 
1.5 8 6 S 
K-12 
Education 
IU Adventures 
in STEM AVL 
Activities and 
Tour 
IU 
Bloomington, 
IN Campus 
18-19 
Jun 13 
10 80 68 S 
Conference 
talk/presentat
ion/panel 
I-Light and 
Indiana 
GigaPOP 
Members 
Meeting 
IU 
Bloomington, 
IN Campus 
19-Jun-
13 
1 30 2 S 
Tour University of 
Alabama 
Visitor Tour 
IU 
Bloomington, 
IN Campus 
20-Jun-
13 
0.5 2 0 S 
Tutorial High 
Throughput 
Medicine 
OSG Virtual 
Webinar 
21-Jun-
13 
1 25 0 A 
Tour Bloomington 
Press Club 
Tour 
IU 
Bloomington, 
IN Campus 
24-Jun-
13 
1 12 0 S 
K-12 
Education 
Geek Camp 
2013 
IU 
Bloomington, 
IN Campus 
25-Jun-
13 
1 16 3 S 
Tour Nanotechnolog
y  
IU 
Bloomington, 
IN Campus 
26-Jun-
13 
1 24 1 S 
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Type Title Location Date(s) Hours Number 
of 
Particip
ants 
Number 
of 
*Under- 
represent
ed people 
Method 
Tour EOT: Pro 100 
K-12 Demo 
Tour 
IU 
Indianapolis 
IN Campus 
26-Jun-
13 
1 15 14 S 
Tour Jake Chen Tour 
June 28th 
1:30pm 
IU 
Indianapolis 
IN Campus 
28-Jun-
13 
1.5 18 7 S 
K-12 
Education 
Ready, Set, 
Robots 
Summer Camp 
IU 
Bloomington, 
IN Campus 
Jun-13 32 48 2 S 
Conference 
talk/presentat
ion/panel 
Optimizing the 
National 
Cyberinfrastruc
ture for Lower 
Bioinformatics 
Costs: Making 
the Most of 
Resources for 
Publicly 
Funded Rese 
 
Boston, MA 20 Jun-
13 
1 130 2 S 
Conference 
talk/presentat
ion/panel 
Next 
Generation 
Cyberinfrastruc
tures for Next 
Generation 
Sequencing and 
Genome 
Science 
 
Vancouver, 
CA 
5 Jun-
13 
1 60 3 S 
Workshop Clark State CC 
visits NCGAS 
 
IU 
Bloomington, 
IN Campus 
Jun-13 32 11 2 S 
Table 1. EOT activities for Q2 of Calendar 2013. *Traditionally underrepresented groups. 
 
10.6 SP Collaborations 
 
NCGAS continued to work with XSEDE through Q2. The Mason cluster became available as an 
XSEDE Tier 2 Resource, and has granted three start-up requests. Richard LeDuc attended the 
XRAC meeting in Indianapolis. During Q2, NCGAS staff installed or upgraded 12 bioinformatics 
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software packages on XSEDE resources. Staff gave three presentations on the topic of leveraging 
the national cyberinfrastructure for biomedical research at national conferences, each with 
specific mention of XSEDE. Further NCGAS once more sponsored the annual Evolution 
conference, this year held in Snowbird UT. Approximately 2,500 evolutionary biologists attended 
the meeting, and had an opportunity to visit the NCGAS table. All NCGAS partner's logos were 
prominently displayed, and visitors were encouraged to ask about XSEDE and the other partners. 
 
10.7 SP-Specific Activities 
Software Development and Integration (WBS 1.1.6) 
SD&I Gateway User Accounting Project 
Marlon Pierce is leading the XSEDE SD&I effort to resurrect the TeraGrid Science Gateway user 
accounting services and extend them to support general job accounting capabilities that will 
emerge from the XSEDE Architecture and Design team’s activities. The activity’s summary page 
is https://www.xsede.org/web/staff/staff-wiki/-/wiki/Main/Activity%20-
%20Science%20Gateway%20User%20Count%20-%20SDI%20Plan%20Feb%202012 (login 
required). Other personnel involved in this effort include Suresh Marru (science gateways), Jim 
Basney (security), Shahbaz Memon (UNICORE), and Stu Martin (Globus Toolkit). 
During the current reporting period, Pierce created summary documents and presented these to 
the XSEDE Science Gateway community in an April 5th presentation (see “Presentations” 
below). One of the primary action items identified from these outreach efforts was the upgrade of 
GridShib SAML tools inherited from TeraGrid to use JGlobus 2.0.x  This in turn required bug 
fixes to the JGlobus library source code (now available from GitHub, https://github.com/jglobus). 
This work was implemented by Amila Jayasekara of the IU Science Gateway Group. Jayasekara 
committed all bug fixes back to the JGlobus community and summarized his efforts on the 
XSEDE Science Gateways biweekly teleconference for June 28th, 2013. See “Presentations” 
below. 
 
Data Services (WBS 1.2.2) 
File system support 
Justin Miller continues to work with XSEDE users who are using Data Capacitor resources. 
 
Systems Operational Support (WBS 1.2.6) 
Virtual machines 
IU staff provided ongoing operational support for virtual machines (VMs) hosted on the IU 
Quarry system. IU staff have completed the installation of a central XSEDE Nagios deployment 
and are currently adding it to systems to be monitored.  
 
XD Operations Center Fail-over 
In the event of an emergency and or an extended outage, Indiana University GNOC will 
serve in the role of a backup XOC. GNOC is located in Indianapolis on the IUPUI 
campus which houses the Global Research Network Operations Center (GRNOC). 
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GRNOC will be prepared to receive/send emails that are directed to XOC 
(help@xsede.org). In addition, GRNOC setup a dedicated phone line (317) 274-7782 
where XOC calls can be forwarded to and answered by techs @GRNOC should the 
primary XOC at NCSA becomes unreachable due to an emergency and or an extended 
outage. 
 
The list below includes items that are close to be completed: 
  
• Phones:  XSEDE NOC greeting on IU phone system was added and we are 
currently waiting on a protocol/process in which phone calls directed to XOC will 
be forwarded and answered by GNOC techs.  
• Email:  Setup or process in which email failover from NCSA to IU GNOC side. 
This is still pending discussion as far as finalizing the procedures/documentations 
before we move forward. An in-box has already been setup to receive emails on 
the GNOC side. 
  
The list below includes items that are still in the works: 
 
• Ticketing:  RT is the new ticketing system that was deployed and has been in use 
by XOC staff. A shared account has been created for GNOC techs to have access 
to the ticketing system as well as the WIKI/XSEDE portal.  
• Monitoring:  NAGIOS has been setup and an account has been established for 
GNOC techs to access NAGIOS and the devices being monitored.  
• Process and Procedure Documentation:  GNOC is still waiting on XOC to 
centralize all of the XSEDE documents on the XSEDE Staff Wiki. At that point in 
time, training will be conducted to familiarize GNOC techs with daily 
activities/processes that take place normally on any working day at XOC  
• Fail-over Documentation:  Process/procedure documentation is to be created and 
approved by all parties; it will be uploaded to the staff WIKI for staff to access 
and get familiar with it. 
 • Training:  GNOC staff needs to receive training from XOC on trouble ticket 
system queues and their usage as well as other tools that will be needed during an 
emergency and or an extended outage. 
• XNOC Staff relocation:  This item is still in the works. If need be, XNOC staff 
can relocate to GNOC to work at Indianapolis during an extended XNOC outage. 
 
 
User Information and Interfaces (WBS 1.3.2) 
Documentation 
During Q2, the Mason User Guide was refined with minor corrections made. In addition, an 
XSEDE specific version was created and placed on the XSEDE web site and an IU specific 
version created for the IU KB. Multiple docs were added to IU internal XSEDE wiki for 
preservation. Work with OGCE/Science Gateways has begun to revamp their web resources. 
XSEDE gateway users and administrators will benefit from these updates. KB services continue 
in the transition from writer/originator to service provider. In addition to these items, the creation 
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of a standard software template for the XSEDE web site has begun. This is being done under 
supervision of Susan Lindsey. 
 
User Engagement (WBS 1.3.3) 
Annual User Satisfaction Survey 
The 2013 Annual User Satisfaction Survey final report was delivered to XSEDE leadership in 
June 2013. At this time it is still under review; any further analysis or narrative will be 
incorporated into the final draft before it is published. The User Engagement team has suggested 
that the survey be made broadly available to XSEDE users, speculating that making the results 
available would further increase the investment the community has in providing feedback and, in 
turn, help to further boost participation in future surveys. 
 
Presently, in consultation with Ken Hackworth, a survey is being prepared to gauge user 
satisfaction in the area of allocations. We expect this survey to deploy in late August or early 
September. The allocations survey will be target those who submitted an allocation request in the 
most recent allocations cycle  whether or not the allocation was granted. At the present time, we 
plan to deploy this survey (refined as necessary) after each quarterly allocation award cycle. 
 
Finally, at the request of Suresh Marru, we are preparing to support a survey of science gateway 
users that will aid developers in better serving their users. A forthcoming meeting with the 
Science Gateways team will help us determine desired outcomes and how best to support this 
effort. 
 
 
Novel and Innovative Projects (WBS 1.4.2) 
Note: We consolidated IU science gateway-related activities under WBS 1.5.2 for reporting 
purposes on June 13, 2013. This will be the last quarter that we report NIP activities.  
During the current reporting quarter, IU’s Marlon Pierce participated in the XRAC process (June 
2013 in Indianapolis) and reviewed proposals indicating the need for parameter sweep, dependent 
job executions, and tightly coupled executions on XSEDE: these are required fields in the 
allocation request. Pierce also followed up with David Hart and Amy Schuele of the POPs team 
to obtain this information on the currently allocated projects. Pierce determined that over half of 
the allocation requests and allocated projects indicated at least a partial requirement for advanced 
job submission capabilities that are not currently standardly available on XSEDE. Pierce followed 
up on this work by applying for the XSEDE Workflow Specialist position on June 25th. His 
application was approved and he will provide consulting services for 25% FTE starting in Q3. 
Extended Collaborative Support for Science Gateways (WBS 1.5.2) 
Science Gateway Leadership and Management 
Major focus for this quarter has been working with ESSGW projects and consultants in getting 
the workplans for projects where the co-ordination has been slow. Consultant transition at 
University of Chicago has lead to an experimental way of working with ECSS projects at that 
site. A project coordinator will initiate the projects and be a point to work with the PI’s. The 
project is then handed  to a junior developer who will execute the workplan. We will re-evaluate 
the working of this approach next quarter.  
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ECSS has exercised the Contract Hire option to hire an expert in Scientific Workflows. ECSS 
Management has solicited candidates and conducted interviews and filled 0.75 FTE’s for this 
focused effort. The workflow efforts will be coordinated by the Science Gateways Program. More 
details on this effort will be reported next quarter as the program is onboarded.  
A key goal for ESSGW is to automate end user reporting for science gateways. Currently there is 
an active SD&I effort in scrubbing client software to be consumed by gateways and also server 
side software to be deployed by XSEDE Service Providers. ESSGW is working with SD&I and 
Operation in preparation for this effort.  
In preparation for the XSEDE 13 face to face staff meetings, Science Gateways staff 
brainstorming the state of current job management and data movement techniques currently in 
production. The key outcome of the planning is to work with XSEDE Operations in testing the 
GridFTP services and in addition work with Engineering Team’s and provide feedback as the 
Architecture evolves.  
Community Codes Gateway 
During the current quarter, Marlon Pierce and Suresh Marru reviewed incoming XRAC requests 
in order to determine applications that were commonly involved in requests and also to determine 
larger usage patterns that should be requirements for the gateway. They also explored (with 
Saminda Wijeratne) the programming interfaces, architectural requirements, and scalability 
requirements for the community gateway. 
ECSS Projects Assigned to IU 
SPLINTER 
Prof. Samy Meroueh, PI. During the current reporting period, we accomplished the following:  
Raminder Singh is the primary contact consultant for SPLINTER. 
Summary (1-2 paragraphs): The SPLINTER project’s goal is to create a Science Gateway that 
contains a comprehensive protein-compound interactome by docking chemical libraries to the 
structural human proteome. Our current focus is to enable the XSEDE-OSG service provider to 
run docking jobs. We deployed SPLINTER code on OSG and built a workflow to run the 
application optimally using condor pool with help from Mats Rynge at USC. The parameter 
sweep workflow is developed using the Pegasus workflow system. We have integrated Apache 
Airavata to work with Pegasus command line clients for workflow execution. Airavata in turn 
will be integrated with the SPLINTER gateway’s Web-based front end. 
Objectives: As stated in work plan, the object for this quarter was to deploy and test the 
SPLINTER application on XSEDE-OSG. We deployed the application and different data sets. 
SPLINTER has many small jobs with 2 to 3 min run-times, so with help of Pegasus we can group 
several executions together into composite jobs to optimally use the cluster resources and avoid 
long queuing times. We tested the workflow using Pegasus command line clients with test 
datasets. 
SPLINTER is a science gateway with a web interface for users, so it needs a remote interfaces for 
running the workflow on XSEDE. I am using Apache Airavata to wrap Pegasus command line 
clients and to expose that command line as web services. I am successfully able to launch 
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workflow and expose them as web services using Airavata API. I will work on making 
monitoring and data movement work from gateway in next quarter. 
Efforts: We undertook the following efforts. 
● Deployed SPLINTER code on XSEDE-OSG 
● Tested the application using Condor and Condor DAG scripts 
● Worked with Pegasus team (Mats Rynge) to develop a workflow for SPLINTER 
application optimal to run on Condor clusters 
● Tested Pegasus workflow using command line clients and different test datasets 
● Wrapped Pegasus command line interfaces in Airavata to provide web service API 
interface to science gateway. 
UltraScan 
Raminder Singh is the primary contact consultant for UltraScan. 
Summary (1-2 paragraphs): Ultrascan Gateway has grown its usage recently and added lot of 
new users. Gateway XSEDE usage has gone up which exposed new issue. These were GridFTP 
file transfer failure and file system issues on TACC Stampede and SDSC trestles.  
Objectives: Objective is to provide reliable services to gateway users. I helped the gateway to 
report the issue and worked with TACC and SDSC admins to get the issues resolved. I helped 
gateway to redirect/resubmit jobs on different XSEDE clusters or local cluster hosted by gateway. 
We are looking into options of GSISSH to improve the user experience for gateway users.  
Efforts: We engaged in the following efforts. 
● Helped to determine issues while submitting jobs to different XSEDE machine.  
● Error messages from Grid service were not useful for the gateway. Debugged to find the 
cause of the failure and report it as XSEDE tickets (ticket No. 230202, 229024, 229815, 
tickets.xsede.org #1506,). 
● Helped gateway users to submit their jobs on alternate resources. 
● When XSEDE issue is resolved, We verified service health and inform gateway to start 
using the resource.  
● We are looking into programmatic option of GSISSH as job management mechanism to 
remove uncertainty of grid services.  
DES 
Raminder Singh is the primary contact consultant for DES. 
Summary (1-2 paragraphs): Upcoming wide-area sky surveys offer the power to test the source 
of cosmic acceleration by placing extremely precise constraints on existing cosmological model 
parameters. These observational surveys will employ multiple tests based on statistical signatures 
of galaxies and larger-scale structures such as clusters of galaxies. Simulations of large-scale 
structure provide the means to maximize the power of sky survey tests by characterizing key 
sources of systematic uncertainties. We are producing multiple synthetic sky surveys of galaxies 
and large-scale cosmic structure in support of science analysis for the Dark Energy Survey on 
XSEDE. XSEDE workflows are run using Apache Airavata workflow suite on TACC Stampede 
and SDSC Trestles. We ran several production runs using Airavata automated workflow. We 
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have automated data post processing steps to the existing workflow. XSEDE 13 paper “Enabling 
Dark Energy Survey science analysis with simulations on XSEDE resources” has further details 
on work done during this ECSS support. Objectives: To run synthetic sky workflow on 
Stampede for creating the light cone and halo finding data. As it was the closing quarter we 
planned to do knowledge transfer sessions.  
Efforts: 
● A production workflow was run using workflow suite and results were moved to SLAC 
National Accelerator Laboratory for post processing.  
● XSEDE 13 paper was submitted and accepted. 
GAAMP 
This project has not progress this quarter as the PI group has been busy. The effort is resurrected 
in August 2013 and the progress will be reported in next reporting period. 
NCGAS 
Dr. Rich LeDuc, PI. Marlon Pierce and Yu Ma are the contact consultants for NCGAS. 
Summary: The NCGAS project is funded by the NSF to provide support for the nation-wide 
bioinformatics research community through both long-term consultations and self-service user 
portals. NCGAS is based at Indiana University and needs to easily expand the resources it makes 
available to non-IU users.  
Objectives: This project’s goal is to enable NCGAS’s Galaxy portal to use XSEDE resources. 
Efforts include integrating NCGAS’s Galaxy with XSEDE and campus authentication 
mechanisms, to enable users to easily transfer large data sets, and to generalize job submission to 
XSEDE computing resources. 
Efforts: During the current reporting period, we established the work plan and identified 
priorities. The NCGAS Galaxy gateway is integrated with IU’s CAS authentication system and 
relies on creating affiliate accounts for non-IU users, so we determined that integrating the 
gateway with XSEDE authentication and authorization mechanism was the highest priority task: 
users should be able to access NCGAS using XSEDE login. During the reporting period, we 
started development (with assistance from Jim Basney at NCSA) of a prototype Galaxy portal 
deployment that can use CILogon to authenticate users. This prototype was successfully 
demonstrated in July 2013 and will be discussed in more detail in the Q3 report. 
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Extended Support for Training, Education, and Outreach (WBS 1.5.3) 
Type Title Location Date(s) Hours Number 
of 
Particip
ants 
Numbe
r of 
*Unde
r- 
represe
nted 
people 
Method 
Talk XSEDE 
Science 
Gateways 
Virtual 
(Indian 
Institute of 
Technology  
Kharagpur, 
India) 
April 4th 
2013 
2 hours 60 0 S 
Talk XSEDE 
Science 
Gateways 
Virtual(Facu
lty of 
International 
Institute of 
Information 
Technology, 
Hyderabad, 
India) 
April 16th 
2013 
2 hours 4 0 S 
Talk XSEDE 
Science 
Gateways 
Virtual 
(Students 
of 
Internationa
l Institute 
of 
Information 
Technology
, 
Hyderabad, 
India 
)  
April 19th 
2013 
2 hours 35 0 S 
Table 2. ECSS EOT Activities for Q2 of Calendar 2013. *Traditionally underrepresented groups. 
 
Campus Bridging (WBS 1.6.5) 
Discussion of campus bridging within XSEDE and within the national cyberinfrastructure 
community 
The XSEDE Campus Bridging team continues to have discussions with units in XSEDE 
and interested parties in the national community (OSG, Educause ECAR-formerly ACTI) 
in order to disseminate XSEDE’s Campus Bridging initiatives and gather comments and 
suggestions for community needs. Richard Knepper presented Campus Bridging on the 
Campus Champions in the month of June. The two major thrusts of XSEDE Campus 
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Bridging, the GFFS Pilot Project and the Campus Bridging Cluster Software, made major 
progress in this quarter. 
 
Definition of use cases and quality attributes for XSEDE’s Campus Bridging efforts 
The CB Team has continued to work with the Architecture and Design team to complete 
use case definition and the Level 3 Decomposition of Campus Bridging Use Cases, and 
assist in the refinement of general use cases for all of XSEDE. 
 
GFFS Pilot Project 
All of the GFFS Pilot sites were given access to the GFFS Software in this period and 
allowed to work with XSEDE resources as well as with resources at UVA, and across 
participating campuses. Campus sites benefited greatly from UVA “office hours” in 
which UVA staff worked with pilot sites directly via phone or skype in order to address 
installation and configuration issues. Tom Bishop at LONI has been able to reach his goal 
of submitting 240-core jobs to Kraken via GFFS with Unicore 6 integration. Guy Almes 
of Texas A&M University focused on testing filesystem performance across multiple 
sites. The bulk of testing of GFFS has concluded and pilot sites are preparing to make the 
transition to production Genesis II version 2.7 installs later in the year. Reports from the 
pilot sites will continue to inform the Operations team as they prepare to implement the 
Genesis II software throughout XSEDE. 
 
Rocks Roll Software Project 
The additional staff at Cornell dedicated to the Campus Bridging Software Project have 
created Rocks Rolls and rpm packages that are ready for distribution and testing. Cornell 
staff have delivered a new version of the Rocks Rolls each month. Three MSI sites have 
been selected for using the Rocks Rolls and have agreed to start testing with the Rocks 
Rolls. Thanks to interaction with the Campus Bridging team on Campus Champions 
calls, interest from other sites is beginning to grow. 
 
Challenges in Program Year Two 
The remaining challenges in Program Year Two will be to continue to gather responses 
from the GFFS Pilot sites and to appropriately span the gap between the pilot 
implementations of the software and the production implementation of the software 
scheduled for PY3. Campus Bridging will work with the pilot sites and the XSEDE 
Evaluation team to complete the GFFS Pilot Project final report, which will inform the 
XSEDE Operations team about campus needs and configuration requirements and will 
improve our understanding of use cases for utilization of the Genesis II software. The 
Software packaging team at Cornell is finishing funding at the end of PY2 and the Rock 
Roll program will require some additional support in order to continue. The Software 
Package Program will require adequate documentation and information for potential 
users to facilitate the installation and maintenance of clusters created with the software 
packages, by explicitly providing pointers to self-help resources upstream of XSEDE and 
forums and documentation available via XSEDE in order to ensure that users of the 
software will be able to find the correct resources to facilitate implementation and usage 
of the software packages locally. 
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10.8 Metrics 
10.8.1 Standard User Assistance Metrics  
 
User Information and Interfaces (WBS 1.3.2) 
Knowledge Base 
Summary statistics for the XSEDE Knowledge Base: 
 
 
Metric Apr-June, 2013 
20130/13quarter Number of KB documents available at end of quarter 585 
Number of new KB documents added 16 
Number of KB documents modified 75 
Total number of retrievals 358,553 
Total number of retrievals minus bots 215,132 
Table 3. High-level XSEDE Knowledge Base metrics for current quarter (Q2). 
 
Metric PY to date  
applicable) Number of KB documents available at end of quarter 585 
Number of new KB documents added 124 
Total number of retrievals 643,715 
Total number of retrievals minus bots 386,229 
Table 4. High-level XSEDE Knowledge Base metrics for current period and project year to date. 
 
Metric – Total Hits          Apr-June, 2013  
applicable) April 115,561 
May 125,140 
June 117,852 
Total number of Hits 358,553 
Table 5. High-level XSEDE Knowledge Base metrics for current quarter (Q2). 
 
Metric – Total Hits Minus Bots         Apr-June, 2013  
applicable) April 69,337 
May 75,084 
June 70,711 
Total number of Hits Minus Bots 215,132 
Table 6. High-level XSEDE Knowledge Base metrics for current quarter (Q2) 
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Knowledge Base 
Summary statistics for the XSEDE Knowledge Base: 
 
Figure 3. Total Knowledge Base accesses by month, current reporting period (April-June-2013). 
 
10.8.2 SP-specific Metrics 
10.8.2.1 Usage metrics – current quarter 
System # 
Allocati
ons 
# 
VMs 
alloca
ted 
#  
TB 
allocated 
Syste
m 
Storage 
high 
water 
mark 
TB 
written 
TB read 
Quarry VM 1 40   16   
Rockhopper        
Data Capacitor WAN 40  6.5 2B 319 85 250 
Mason (starts Q2 2013)        
Table 7. Service Provider system key usage metrics for the current quarter (Q2 of 2013–March-
June 2013). 
System Overall 
% 
uptime 
# 
planned 
downti
mes 
Planned 
downti
me 
duration 
total 
(minute
s) 
# 
unplann
ed 
downti
mes 
Unplann
ed 
downti
me 
duration 
total 
(minute
s) 
Total 
minutes in 
reporting 
period 
Quarry VM 99.53
%% 
3 21 1 600 131.0400 
Rockhopper 100 0 0 0 0 129,600 
Data Capacitor WAN 99.8 0 0 1 254 129,600 
Mason (starts Q2 2013) 99.27
%%%9
9.27% 
2 960 0 0 131.040 
Table 8. Service Provider system key usage metrics for the current quarter (Q2of 2013 –March-
June 2013). 
 
0
50,000
100,000
150,000
April May June
Number of Documents 
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Total XSEDE
Accesses By
Month
Accesses by
Users (minus
Bots)
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10.8.2.2 Usage metrics – project year 2 
System # 
Allocati
ons 
# 
VMs 
allocat
ed 
#  
TB 
allocat
ed 
# 
acces
ses 
Storage 
high 
water 
mark 
TB 
writte
n 
TB read 
Quarry VM 10 40   1950.8
GB 
  
Rockhopper    1,112    
Data Capacitor WAN 47  6.5 43.1B 322 345 555 
Mason (starts Q2 2013) 3       
Table 9. Service Provider system key usage metrics for PY2 (July 2012-June 2013). 
 
System Overall 
% 
uptime 
# 
planned 
downti
mes 
Planned 
downti
me 
duration 
total 
(minutes
) 
# 
unplann
ed 
downti
mes 
Unplann
ed 
downti
me 
duration 
total 
(minutes
) 
Total 
minutes 
in 
reporting 
period 
Quarry VM 99 5 246 3 20 263,520 
Rockhopper 100 0 0 0 0 388,800 
Data Capacitor WAN 99.72 2 780 2 306 394,560 
Mason (starts Q2 2013) 99.27 2 960 0 0 131,040 
Table 10. Service Provider system key usage metrics for PY2 (July 2012–June 2013). 
 
1.8.2 Standard systems Metrics. 
 
N/A. 
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11 NICS – 2013 Annual Report 
11.1 Executive Summary 
Building on its great success as part of the NSF TeraGrid project, the National Institute for 
Computational Sciences (NICS) manages significant computational resources as part of XSEDE. 
NICS’ Cray XT5, called Kraken (OCI-0711134), continues to deliver impressive computational 
cycles to the open science community. In fact, Kraken delivered its 3 billionth CPU hour in 
December 2012, while sustaining an annual average utilization of 94% (Figure 23) for the year. 
In addition, Kraken delivered 44% of all XSEDE computational hours delivered over the past 
year (Figure 26), while consistently being available to users 99% of the time, with several periods 
of over 30 days of continuous availability.  
Under a separate award (OCI-0906324), the SGI Altix, called Nautilus, and the Remote Data and 
Visualization (RDAV) center have served to broaden the services provided by NICS to the NSF 
community and increased the potential for breakthrough science. RDAV's purpose is to aid in the 
significant challenge of transforming large-scale data into knowledge and insight by providing 
scientists with well-engineered and well-supported remote visualization, analysis, and scientific 
workflow technologies.  
There were 6,748 NICS user accounts for PY2 representing 1,750 projects (Figure 20). Opened 
help tickets numbered 2,883 during the reporting year and 2,834 were resolved, with the majority 
falling into two categories (Table 1): login/access issues (40%) and jobs/batch queues (20%). In 
PY2, users of NICS resources generated nearly 100 publications with an additional 23 in press. 
Staff at NICS published 18 papers with an additional seven in press. The staff also collectively 
presented more than 40 posters and presentations at various conferences, seminars, workshops, 
and meetings around the country. Furthermore, there were 12 exclusive training events for the 
year, and NICS staff also participated in 22 exclusive E & O events. These events collectively 
reached more than 2,000 individuals. 
Through partnerships with Oak Ridge National Laboratory, the Georgia Institute of Technology’s 
Keeneland project, the National Center for Supercomputing Applications’ Blue Waters project, 
and the Joint Institute for Computational Sciences’ Application Acceleration Center of 
Excellence, NICS continues to specify and evaluate leading-edge and next generation 
technologies while increasing XSEDE’s expertise and value to the community in preparation for 
these technologies and associated software. At the same time, NICS disseminates knowledge and 
expertise through participation in the EPSCoR Track 2 project. This collaboration bridges 
campuses by building cyberinfrastructure (CI) linked, community specific knowledge 
environments that embody the desktop to XSEDE ecosystem.  
11.1.1 Resource Descriptions 
 
NICS had two NSF funded computational resources in production during this past year: Kraken 
and Nautilus. These systems shared a Network File System (NFS) that contains user directories, 
project directories and software directories. Access to computational and storage resources at 
NICS is secured by both one-time password tokens and GSI login. 
Kraken 
Kraken is a Cray XT5 consisting of 9,408 compute nodes, each containing two 6-core 
AMD Istanbul Opteron processors and 16 GB of on-node memory. The result is 112,896 
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compute cores that deliver 1.17 PF at peak performance with 147 TB of memory. 
Communications take place over the Cray SeaStar2+ interconnect. A parallel Lustre file 
system provides 3.3 PB (raw) of short-term data storage. 
Nautilus 
Nautilus, an SGI Altix UV 1000 system, is the centerpiece of NICS Remote Data and 
Visualization (RDAV) Center that is also located at ORNL. It has 1024 cores (Intel 
Nehalem EX processors), 4 TB of global shared memory, and 8 GPUs in a single system 
image yielding 8.2 TF at peak performance. A parallel Lustre file system provides 427 TB 
(raw) of short-term data storage. 
HPSS 
The High Performance Storage System (HPSS), developed and operated by ORNL, is 
capable of archiving hundreds of petabytes of data and can be accessed by all major 
leadership computing platforms. Incoming data is written to disk and later migrated to tape 
for long term archiving. This hierarchical infrastructure provides high-performance data 
transfers while leveraging cost effective tape technologies. Robotic tape libraries provide 
tape storage. The center has four SL8500 tape libraries holding up to 10,000 cartridges 
each. The libraries house a total of 24 T10K-A tape drives (500 GB cartridges, 
uncompressed), 60 T-10K-B tape drives (1 terabyte cartridges, uncompressed), and 20 
T10K-C tape drives (5 terabyte cartridges, uncompressed). Each T10K-A and T10K-B 
drive has a bandwidth of 120 MB/s. Each T10K-C tape drive has a bandwidth of 240 
MB/s. Disk storage is provided by DDN storage arrays with nearly a petabyte of capacity 
and over 12 GB/s of bandwidth. This infrastructure has allowed the archival system to 
scale to meet increasingly demanding capacity and bandwidth requirements. 
11.2 Metrics 
11.2.1 Standard usage metrics 
11.2.1.1 Kraken 
 
Figure 2: Total NUs charged on Kraken in XSEDE PY2. 
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Figure 3: Total NUs charged by job size to Kraken in XSEDE PY2. 
 
Figure 4: Average wall hours per job by job size on Kraken in PY2. 
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Figure 5: Average Wait Hours per job by job size on Kraken in PY2.  
 
 
 
Figure 6: User expansion factor by job size on Kraken in PY2. 
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Figure 7:  Total NUs charged by job wall time on Kraken in PY1. 
 
Figure 8:  Total NUs charged by field of science on Kraken in PY2. 
 200 
 
Figure 9: Total NUs charged by PI Institution on Kraken in PY2. 
 
Figure 10:  Total NUs charged by PI on Kraken in PY2. 
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11.2.1.2 Nautilus 
 
 
 
Figure 11:  Total NUs charged to Nautilus in PY2. 
 
 
 
 
 
Figure 12:  Total NUs charged by job size on Nautilus in PY2. 
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Figure 13:  Average wall hours per job by job size on Nautilus in PY2. 
 
 
 
 
 
Figure 14:  Average wait hours per job by job size on Nautilus in PY2. 
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Figure 15:  User expansion factor by job size on Nautilus in PY2. 
 
 
 
Figure 16:  Total NUs charged by job wall time on Nautilus in PY2. 
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Figure 17:  Total NUs charged by field of science on Nautilus in PY2. 
 
 
Figure 18:  Total NUs charged by PI institution on Nautilus in PY2. 
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Figure 19:  Total NUs charged by PI on Nautilus in PY2. 
 
 
11.2.2 SP metrics 
 
Figure 20:  The number of users and projects with active accounts on NICS resources in PY2. 
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Figure 21:  Usage trends on Kraken in PY2. 
 
 
Figure 22:  The number of files and their total footprint in the HPSS archive at the close of PY2. 
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Figure 23:  Monthly utilization of Kraken and Nautilus for PY2. 
11.2.3 Standard User Assistance Metrics 
  
 
Figure 24: Ticket volume and resolution by quarter for NICS in PY2.  
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Figure 24. The number of tickets opened and the mean time to resolution of those resolved for each month 
of PY2. 
 
Table 3: Ticket resolution times by category for PY2. 
Time to 
Resol. 
acct 
issues 
file 
systems 
grid 
software 
jobs/ 
batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/ 
apps 
system 
issues 
other 
0-1 hr 8 7  25 128 5  6 5 8 
1-24 hr 52 49 3 166 429 19 1 50 14 46 
1-7 d 61 63 6 214 353 43 2 110 31 59 
1-2 wk 21 20 3 75 134 16 2 66 14 22 
> 2 wk 30 17 4 97 91 17 2 116 15 18 
Still 
Open 
11 3 1 21 19 2 1 18 1 8 
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Figure 25:  The distribution of monthly tickets by issue category for PY2. 
11.2.4 SP-specific Metrics 
NICS’ resources provided 44% of computational cycles that were delivered via XSEDE in PY2 ( 
Figure ). 
 
Figure 26: NICS as a percentage of total CPU hours provided by XSEDE in PY2. 
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12 Pittsburgh Supercomputing Center - Service Provider Quarterly 
Report 
12.1 Executive Summary 
The Pittsburgh Supercomputing Center operates Blacklight, a powerful and unique resource for 
the national research community. Blacklight, an SGI Altix UV 1000 acquired with the assistance 
of an NSF grant and operated as an XSEDE resource, is the world’s largest shared-memory 
system, providing two partitions of 16TB each. For large-scale, rapid graph analytics as well as 
support for heterogeneous applications, PSC operates Sherlock, a YarcData Urika™ (Universal 
RDF Integration Knowledge Appliance) data appliance with PSC enhancements. Sherlock, which 
was funded via NSF’s STCI program, contains 32 YarcData Graph Analytics Platform nodes, 
each containing 2 Threadstorm 4.0 processors, a SeaStar 2 interconnect ASIC, and 32 GB of 
RAM plus additional Cray XT5 nodes having standard x86 processors. With operational funding 
from NIH, PSC also operates Anton, a special-purpose computer for molecular dynamics which is 
used by many NSF-supported researchers. PSC systems are supported by a central file system 
Brashear (except for Sherlock), and extensive LAN, MAN and WAN infrastructure. For 
persistent storage such as archiving files, hosting data collections, etc., PSC operates Data 
Supercell, a scalable, disk-only file repository that provides fast access to files. Its initial 
deployment has four petabytes. 
Dr. Mao Ye reported that his previous research project using Blacklight in 2011 was featured in 
Bloomberg News. The article said that the New York Stock Exchange, the NASDAQ Stock 
Market and the Financial Industry Regulatory Authority Inc. agreed on a plan to add odd lots to 
official records of daily trading in individual stocks and the overall market. “Basically,” says Dr. 
Ye, “the research changes the regulation of financial markets.” This work on Blacklight by Ye 
(UIUC) along with Maureen O’Hara (Cornell) and Chen Yao (UIUC) showed that adding odd 
lots to the official records of daily trading provides a clearer picture of the US stock market. In 
the article O’Hara says, “The reality of odd lots is that they’re not odd anymore... The numbers 
have pushed regulators and exchanges to recognize what everybody already knows.” 
To provide a resource for researchers studying non-human primates, whose close relationships to 
humans make them an important object of evolutionary and medical study, Christopher Mason 
and his colleagues at Weill Cornell Medical College used Blacklight’s large shared memory to 
assemble the transcriptomes for 12 species of primates in the Non-Human Primate Reference 
Transcriptome Resource (NHPRTR). James Brasseur’s team at Penn State used Blacklight’s large 
shared memory to develop a “Cyber Wind facility” to analyze and understand the nature of 
damaging blade and shaft deformations on wind turbines caused by atmospheric turbulence, 
together with effects on power generation efficiency and hardware longevity. With this 
understanding, damage mitigation and power enhancement strategies can be proposed. 
With the installation of MATLAB Distributed Computing Service (MDCS) on Gordon at SDSC, 
joining the installation on Blacklight at PSC, PSC initiated contact with SDSC and organized a 
joint support service for MDCS users. The goal is to avoid duplication of effort and speed user 
problem resolution by leveraging each SP’s experience with similar problems. 
PSC people make significant intellectual contributions and continue to earn high praise for their 
efforts. For example, Noushin Ghaffari of Texas A&M University said, “I should mention that we 
have been very fortunate to work with Dr. Philip Blood at PSC, who has been a tremendous help 
to us. He provided us so much help and support not only for running our software, but also 
through the process of getting the allocation and submitting our proposal.” 
PSC’s Joe Lappa has assumed the role of XSEDE Operations Networking Group Manager. In 
collaboration with the XSEDE networking team led by Linda Winkler and Internet2, PSC’s 
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networking team, including Lappa, Kathy Benninger and Chris Rapier, worked to successfully 
configure a private overlay network between the XSEDE SP sites over the new Internet2 
Advanced Layer2 Services backbone. 
PSC engaged in a range of Training, Education and Outreach activities, which included high 
school and undergraduate STEM programs and HPC training workshops. Many student interns at 
both high school and university levels are gaining valuable real-world experience with high 
performance computing and computational science through their PSC-mentored projects. 
12.1.1 Resource Description 
Computing and Storage: PSC provides a range of computing and storage platforms for the 
national science community. 
For applications requiring very large shared memory, high-productivity programming models, 
and/or moderate parallelism with a high-performance system-wide interconnect, PSC operates 
Blacklight, an SGI UV 1000 cc-NUMA shared-memory system comprising 256 blades. Each 
blade shares 128GB of local memory, and holds two Intel Xeon X7560 (Nehalem) eight-core 
processors, for a total of 4,096 cores and 32 TB across the whole system. Each core has a clock 
rate of 2.27 GHz, supports two hardware threads and can perform 9 Gflop/s for a total system 
floating point capability of 37 Tflop/s. Up to 16 TB of this memory is accessible as a single 
memory space to a shared-memory program. Message-passing and PGAS programs can access 
all 32 TB on the system. Blacklight is part of the National Science Foundation XSEDE integrated 
national system of cyberinfrastructure. 
Additionally, PSC has an SGI Altix 4700 system called Salk which is also targeted at applications 
requiring large shared memory, high-productivity programming models, or moderate parallelism 
with a high-performance, system-wide interconnect. Salk is administered for the NIH-funded 
National Resource for Biomedical Supercomputing (NRBSC) and offers 144 Montvale 
processors providing a peak aggregate speed of 0.96 Tflop/s with 288 GB shared memory. This 
system supports advanced programming languages and models including UPC. 
PSC operates Sherlock, a YarcData Urika™ (Universal RDF Integration Knowledge Appliance) 
data appliance with PSC enhancements. An experimental system, Sherlock enables large-scale, 
rapid graph analytics through massive multithreading, a shared address space, sophisticated 
memory optimizations, a productive user environment, and support for heterogeneous 
applications. Sherlock contains 32 YarcData Graph Analytics Platform nodes, each containing 2 
Threadstorm 4.0 (TS4) processors, a SeaStar 2 (SS2) interconnect ASIC, and 32 GB of RAM. 
Aggregate shared memory is 1 TB, which can accommodate a graph of approximately 10 billion 
edges. The TS4 processors and SS2 interconnect contain complementary hardware advances 
specifically for working with graph data. PSC has customized Sherlock with additional Cray XT5 
nodes having standard x86 processors to add valuable support for heterogeneous applications that 
use the Threadstorm nodes as graph accelerators. Other x86 nodes serve login, filesystem, 
database, and system management functions. 
PSC operates an Anton special-purpose supercomputer for molecular dynamics (MD) simulation 
that performs up to 100 times faster than conventional supercomputers. Designed by D. E. Shaw 
Research (DESRES) and provided to PSC without cost by DESRES, it is available for non-
commercial research use by universities and other non-profit institutions. This machine, the only 
Anton computer operated outside DESRES, is hosted by PSC and is available to the national 
biomedical community with operational support from the NIH funded National Center for 
Multiscale Modeling of Biological Systems. Computing time on Anton is allocated by a peer-
review committee convened by the National Research Council. A large number of Anton users 
are NSF-supported investigators. The Anton computer is supplemented by a high performance file 
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storage system for simulation trajectories and an analysis cluster (Kollman). Each of the four 
nodes in the analysis cluster consists of two Intel Westmere six-core processors and 96 GB of 
memory. The high-performance file storage system consists of a 500-TB Lustre file system. The 
file system and the analysis cluster nodes are interconnected over Quad Data Rate (QDR) 
InfiniBand. Availability of the Anton system has been extended until September 2014. 
PSC operates several Linux clusters for scientific research as well as several high-end servers and 
powerful workstations for development, analysis, and visualization tasks.  
The production workload on all of the PSC computing platforms is managed by PBS/Torque. 
Several scheduler policy modules used include a locally-developed module, Simon, and the Maui 
scheduler. 
All of the PSC computing platforms except Sherlock have access to Brashear, PSC’s shared, 
central file system using the Lustre file system architecture. It comprises eight storage nodes and 
350 TB of direct-attached disks, forming a large I/O cluster globally accessible within the PSC 
site. Access to the file system is provided by InfiniBand, 10-Gigabit Ethernet and 1-Gigabit 
Ethernet. Each node in the I/O cluster is a Lustre Object Storage Server (OSS) hosting multiple 
Object Storage Targets (OSTs). 
PSC’s Data Supercell for persistent storage of information is a disk-only file repository that is 
less costly than a disk-tape archive system and provides much faster file access. Each building 
block in the repository has one petabyte of useable disk storage, which is managed by the ZFS 
file system and the PSC-developed SLASH2 replicating distributed file system. ZFS and 
SLASH2 provide multiple layers of robust data integrity checking to protect user data against 
data corruption. This building-block architecture will enable the repository to scale well beyond 
its initial deployment of four petabytes. 
Users can access the repository from within PSC using the familiar PSC file archiving utility, far. 
From outside PSC, users can employ a variety of well-known file transfer methods such as SCP 
and GridFTP. These transfers are handled by a series of dedicated data transfer servers. 
Networking: PSC network facilities consist of production and research Local Area Network 
(LAN), Metropolitan Area Network (MAN), and Wide Area Network (WAN) infrastructures. 
Local Area Network Infrastructure - The LAN infrastructure consists of switched Ethernet 
with speeds up to 10 Gb/s. The LAN architecture was constructed to overcome issues of 
buffer contention in data center Ethernet switches on the Science DMZ
1
. This allows for 
higher bandwidth data transfers to the data transfer nodes. 
3 Rivers Optical Exchange: PSC operates and manages the 3 Rivers Optical Exchange (3ROX), 
a regional network aggregation point that provides high-speed commodity and research network 
access, primarily to sites in Western and Central Pennsylvania and West Virginia. While the 
primary focus of 3ROX is to provide cost-effective, high-capacity, state-of-the-art network 
connectivity to the university community, this infrastructure also provides well-defined network 
services to both community (K-12, government) and commercial entities in Western 
Pennsylvania. University member sites currently include Carnegie Mellon University, the 
Pennsylvania State University, the Pittsburgh Supercomputing Center, the University of 
Pittsburgh, WVNET (West Virginia’s state-wide research and education network), and West 
Virginia University. 
                                                   
1 From http://fasterdata.es.net/science-dmz/: The Science DMZ is a portion of the network, built at or near the campus 
or laboratory’s local network perimeter that is designed such that the equipment, configuration, and security policies 
are optimized for high-performance scientific applications rather than for general-purpose business systems or 
“enterprise” computing. 
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3ROX Metropolitan Area Network Infrastructure - 3ROX MAN infrastructure is DWDM-
based and supports multiple 10-Gigabit Ethernet waves. It is capable of supporting 40- and 
100-Gigabit waves as the need arises. This DWDM network connects four different locations 
around Pittsburgh that include long haul service providers, a co-location hotel, a campus 
based co-location facility, and PSC’s Northern Pike machine room. 
3ROX Wide Area Network Infrastructure - 3ROX WAN infrastructure has both Commodity 
Internet and Research and Education components. Explicit routing is used to maintain the 
acceptable use policies associated with the various production and research network 
infrastructures. 
The 3ROX Commodity Internet component consists of multiple high-performance WAN 
connections to major Internet service providers, including a Gigabit Ethernet connection to 
Cogent and a 10-Gigabit Ethernet connection to Level 3. In addition, 3ROX provides 
connectivity to both regional and national Internet2 and content peering infrastructures, in 
particular access to the Internet2 based TR/CPS content peering services; regional peering with 
Southern Cross Roads (SOX), OARnet and Comcast; along with a recent direct peering 
connection with Google.  
The 3ROX Research and Education component includes a 10-Gigabit Ethernet connection, with 5 
Gb/s of bandwidth, to the Internet2 network. In addition to the Internet2 connection, 3ROX also 
has a 10-Gigabit Ethernet connection to National LambdaRail; a 10-Gigabit Ethernet connection 
to the XSEDE backbone network; a 10-Gigabit Ethernet connection between PSC’s offices and 
its remote supercomputing machine room at 4350 Northern Pike; and a 10-Gigabit Ethernet 
connection to Penn State University (PSU) to provide XSEDE connectivity to PSU. 
12.2 Science Highlights 
In addition to major science accomplishments that are highlighted in the XSEDE report, we 
present selected others specific to PSC. 
12.2.1 Genetics and Nucleic Acids: The Non-Human Primate Reference Transcriptome 
Resource for Comparative Functional Genomics (Christopher E. Mason, Weill Cornell 
Medical College) 
While their close relationships to 
humans make them an important object 
of evolutionary and medical study, the 
non-human primates have generally not 
been well characterized genetically. In 
particular, raw, cleaned and processed 
expressed-RNA sequence data (RNA-
Seq) are lacking. Analysis and 
comparison of RNA-Seq between 
organisms and between tissues within 
an organism provide a vital window in 
the genes actually active in a given 
condition (unexpressed genes not being 
transcribed from DNA to RNA). In 
order to provide a resource for 
researchers studying non-human 
primates, Christopher Mason and his 
colleagues have assembled the 
transcriptomes (libraries of all genetic 
Organization of the NHPRTR, including access either to raw data or 
processed forms of the data, including alignments and assemblies using 
several tools. 
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sequences within a species transcribed into RNA) for 12 species of primates, with a further three 
to be added in the near future, in the Non-Human Primate Reference Transcriptome Resource 
(NHPRTR). The sequence assembly process for RNA-Seq — sorting sequenced RNA fragments 
into their original order — is extremely memory intensive, involving exploring many potential 
orderings of the fragments (k-mers, in this case of 100 RNA nucleotides) that become a logical 
tree of possible solutions. The investigators used PSC Blacklight’s large shared memory to tackle 
k-mer solutions involving possible ordering of 600 million to as many as 3 billion k-mers per 
species. The work generated an early-2013 Nucleic Acids Research paper that has been already 
cited three times and spurred research in dozens of groups from industry, academia and non-
profits. 
12.2.2 Atmospheric Sciences: A HPC “Cyber Wind Facility” Incorporating Fully-Coupled 
CFD/CSD for Turbine-Platform-Wake Interactions with the Atmosphere and Ocean 
(James G. Brasseur and Balaji Jayaraman, Pennsylvania State University) 
While wind turbines have proved a 
practical renewable energy source, 
the cost of energy also depends on 
longevity of operation. Wind plant 
developers base their financial 
return estimates on the assumption 
that turbines operate for 20 years 
with minimal repair. Replacing 
even a bearing in a 150-meter 
commercial wind turbine is 
expensive; the failure of small 
numbers of components can 
eliminate profit margin. With this 
in mind, James Brasseur and 
colleagues at Penn State have 
created the “Cyber Wind Facility” 
(CWF), a wind turbine “field 
facility” within the HPC 
environment. The central aim is to 
predict with high space-time 
resolution and fidelity the 
interactions between an operating 
commercial wind turbine and the 
large turbulence eddies that impact 
the rotor. The CWF is used to analyze the nature of damaging blade and shaft deformations 
caused by atmospheric turbulence, together with effects on power generation efficiency and 
hardware longevity. With this understanding, damage mitigation and power enhancement 
strategies can be proposed. The CWF also will be used to improve the fidelity of wind park 
design tools by replacing the blade with “actuator lines.” The Penn State team has made extensive 
use of PSC Blacklight’s best-in-world shared memory. Early simulations indicate that the 
changing direction of the wind as daytime turbulent eddies pass through the wind turbine rotor 
disk force large changes in blade angle-of-attack and, consequently, large changes in boundary 
layer separation topography that may underlie large load transients. In a related study on 
Blacklight, the Penn State team has discovered a special atmospheric state with super coherent 
eddies that might cause extra-large load transient loadings on wind turbines. 
 
The Cyber Wind Facility simulates multi-scale interactions between 
atmospheric boundary layer (ABL) turbulence and wind turbines. 
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12.3 User-facing Activities  
12.3.1 System Activities 
XSEDE Networking: PSC’s Joe Lappa has assumed the role of XSEDE Operations Networking 
Group Manager. 
The XSEDE backbone network (XSEDEnet) was successfully migrated over the new Internet2 
Advanced Layer2 Services (AL2S) backbone. In collaboration with the XSEDE networking team 
led by Linda Winkler and Internet2, PSC’s networking team, including Joe Lappa, Kathy 
Benninger and Chris Rapier, configured a private overlay network between the XSEDE SP sites 
over the AL2S network. The group was able to use the existing perfSONAR performance 
measurement mesh to identify and diagnose configuration and performance problems during the 
transition. 
Ticket System Training: XSEDE began to use a new ticket system platform called RT (Request 
Tracker) in June. PSC’s Tom Maiden was a key member of XSEDE’s deployment team. To 
prepare XSEDE staff members for the new system, the deployment team hosted an online 
introductory training session on April 26. The training was open to everyone, but course content 
was geared toward personnel who regularly use the ticket system. 
XSEDE Software: The XDUsage utility, an update to the TGUsage utility from TeraGrid days 
that allows users to see how much of their allocations have been used, was installed on 
Blacklight. This is part of our responsibility as an SP in XSEDE. We are up-to-date with our 
software installation requirements. 
12.3.2 Services Activities 
Regulations for Reporting Odd Lots Trades: Dave O’Neal, who is part of the current XSEDE 
ECSS staff team that helps Dr. Mao Ye to further develop and optimize his codes on PSC 
Blacklight and on SDSC Gordon, received word from Dr. Ye that his previous research project 
using Blacklight in 2011 was featured in Bloomberg News. The article reported that the New 
York Stock Exchange, the NASDAQ Stock Market and the Financial Industry Regulatory 
Authority Inc. agreed on a plan to add odd lots to official records of daily trading in individual 
stocks and the overall market. See http://www.bloomberg.com/news/2013-06-24/exchanges-
agree-to-add-smaller-trades-to-u-s-stock-volume-count.html. “Basically,” says Dr. Ye, “the 
research changes the regulation of financial markets.” 
The earlier work on Blacklight by Ye (UIUC) along with Maureen O’Hara (Cornell) and Chen 
Yao (UIUC), which led to the regulation change reported in the Bloomberg News, showed that 
adding odd lots to the official records of daily trading provides a clearer picture of the US stock 
market. In the article O’Hara says, “The reality of odd lots is that they’re not odd anymore, and 
that’s the problem. They’re numerous. The numbers have pushed regulators and exchanges to 
recognize what everybody already knows.” This part of the work was supported by Anirban Jana 
as part of the XSEDE ECSS Novel and Innovative Projects (NIP) effort. 
Dr. Ye went on to thank O’Neal for his current support, saying “My students have made huge 
progress after your advice.” 
Joint Support of MDCS: Given that the MATLAB Distributed Computing Service (MDCS) has 
now been licensed on the XSEDE resource Gordon at SDSC, joining the installation on 
Blacklight at PSC, Sergiu Sanielevici initiated contact with Nancy Wilkins-Diehr, Bob Sinkovits 
and Jerry Greenberg at SDSC and organized a joint support service for MDCS users. Staff 
consultants responsible for XSEDE-wide, PSC and SDSC front-line support will coordinate 
responses to problem reports by MDCS users in cases where the issue appears to be independent 
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of the specifics of the PSC or SDSC installation. The goal is to avoid duplication of efforts and 
speed user problem resolution by leveraging each other’s experience with similar problems. 
Big Data/Non-traditional User Communities: Sergiu Sanielevici attended the PIs’ and project 
directors’ meeting of the Center for Historical Information and Analysis (CHIA) at Pitt on 
Saturday May 18, 2013. This NSF funded project (see 
http://nsf.gov/awardsearch/showAward?AWD_ID=1244672) is led by Prof. Patrick Manning 
(Pitt History), who had recently obtained an XSEDE startup grant on Blacklight (after NIP 
mentoring, and with a recommendation to consider developing an ECSS project). In a follow-up 
meeting, an ECSS project, which is currently being executed with PSC’s Roberto Gomez 
collaborating with the Pitt team, was launched. The CHIA development team at Pitt Information 
Science had already deployed PSC-developed Slash-2. We intend to develop a longer-term 
strategic collaboration between Prof. Manning’s World Historical Dataverse project (see 
http://www.dataverse.pitt.edu/) and PSC. 
More Praise for PSC User Support: In her response to the standard XSEDE survey of people 
who receive startup allocations, Noushin Ghaffari of Texas A&M University added, “I should 
mention that we have been very fortunate to work with Dr. Philip Blood at PSC, who has been a 
tremendous help to us. He provided us so much help and support not only for running our 
software, but also through the process of getting the allocation and submitting our proposal.” 
Matt MacManes from the University of California, Berkeley who has used Blacklight and other 
XSEDE resources extensively for genomics studies said he always gets a quick answer any time 
of the day from PSC user support. He added that he sometimes waits days to get a response from 
another SP. 
12.4 Security 
PSC had no security incidents in this reporting period. 
12.5 Education, Outreach, and Training Activities 
 
Type Title Location Date(s) Hours Number of 
Participants 
Number 
of 
Under-
represen
ted 
people 
Method 
Presen-
tation 
Overview for Drexel HPC 
group 
Drexel U. 
Philadelphia 
PA 
30 Apr 
2013 
.25 5 NA Live 
Workshop An Introduction to Next 
Generation Sequencing: A 
hands-on workshop 
University of 
Puerto Rico 
Medical 
Sciences 
Campus, San 
Juan, PR 
30 Apr- 
2 May, 
2013 
20 25 25 Live 
Presen-
tation 
Graph Analytics in Big 
Data – Nick Nystrom – 
guest lecture for course 
“Big Data and 
Sustainability” 
Carnegie 
Mellon 
University 
2 May 
2012 
1 14 3 Live 
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Type Title Location Date(s) Hours Number of 
Participants 
Number 
of 
Under-
represen
ted 
people 
Method 
Tutorial Spatial Rule-based 
Modeling of Cellular 
Biochemistry with 
MCell/BioNetGen/Cell-
Blender 
Great Lakes 
Bioinfor-
matics 
Conference 
Pittsburgh PA 
14 May 
2013 
2 50 NA Live 
Workshop Computational Methods 
for Spatially Realistic 
Microphysiological 
Simulations 
PSC 
Pittsburgh PA 
20-22 
May 
2013 
24 18 5 Live 
Presen-
tation 
Presentation for Princeton 
Plasma Physics Lab 
Princeton NJ 23 May 
2013 
NA NA NA Live 
Presen-
tation 
PSC/HPC Overview for 
MIDAS Summer Interns 
PSC 
Pittsburgh PA 
7 Jun 
2012 
2 15 10 Live 
Presen-
tation 
PSC/Big Data Overview 
for Inclusion School of 
Information Sciences (i3) 
Visit 
PSC 
Pittsburgh PA 
12 Jun 
2012 
1.5 20 20 Live 
Workshop Computational Biophysics PSC 
Pittsburgh PA 
10-14 
Jun 
2013 
40 27 10 Live 
Workshop MPI Programming PSC 
Pittsburgh PA 
and 5 remote 
sites 
17-18 
Jun 
2013 
9.5 128 NA Live & 
Telecast 
Presen-
tation 
XSEDE Authentication 
Infrastructure 
Virtual Day 
Conference 
on Identity 
Federations 
hosted by 
RedCLARA 
19 Jun 
2013 
1 60 NA Telecast 
Workshop MARC: Developing 
Bioinformatics Programs 
PSC 
Pittsburgh PA 
18-28 
June 
2013 
75 34 30 Live 
 
Tutorial Performance Engineering 
of Parallel Applications, 
P.D. Blood 
2013 
International 
Summer 
School on 
HPC 
Challenges in 
Computation-
al Sciences, 
New York 
University 
23-28 
Jun 
2013 
3.5 71 >14 Live 
 
Innovative Approaches to STEM Education: The Buhl Foundation provided funding for a 
three-year project between PSC and the Pittsburgh Public Schools (67% non-white enrollment) 
called “Innovative Approaches to STEM Education,” which began in May 2013. This funding 
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allows us to continue development of the flipped classroom environment (a reversed teaching 
model that delivers instruction at home through interactive, teacher-created videos and moves 
“homework” to the classroom) and to advance computational reasoning skills among teachers in 
the Pittsburgh Public Schools’ Science & Technology Academy (SciTech) and School for the 
Creative and Performing Arts (CAPA). A planning meeting was held at PSC with SciTech and 
CAPA teachers, and a three-day workshop “Innovative Approaches to STEM Ed” will be 
conducted at PSC. Its agenda will include introductions and/or overviews of CAST, CMIST, 
BEST and CompEx. The details of the program each year will be customized and jointly planned 
with math and science teachers from both schools. 
Student Interns: Jonathan Strickland, a high school senior at the Pittsburgh Science and 
Technology Academy (SciTech) worked with PSC’s Alexander Ropelewski on a Bioinformatics 
project as part of the Executive Experience of the high school’s Computer Science Track. The 
results of Strickland’s project were selected for poster presentation at the International Society for 
Computational Biology at the Great Lakes Bioinformatics Conference (GLBIO 2013) held at 
Carnegie Mellon University May 13-16, 2013. Strickland was the only high school student 
presenting a poster at this international conference. The title of the poster, which had Ropelewski 
as co-author, is Analyzing the computational demands of the Trinity RNA-Seq assembler. 
Strickland will attend Arizona State University this fall and was hired at PSC for the summer to 
assist with PSC’s NIH-funded MARC Summer Workshop. 
Maria M. Rodriguez-Guilbe, from the University of Puerto Rico Medical School, won the best 
poster presentation at GLBIO 2013. Rodriguez-Guilbe was a MARC intern in 2010, where she 
did the initial bioinformatic analysis as her internship project. The title of the poster Rodriguez-
Guilbe presented, which had Ricardo Gonzalez-Mendez (University of Puerto Rico School of 
Medicine), Troy Wymore (Oak Ridge National Laboratory), Alexander Ropelewski (Pittsburgh 
Supercomputing Center), Eric Schreiter (Howard Hughes Medical Institute), and Abel Baerga-
Ortiz (University of Puerto Rico School of Medicine) as co-authors, is Bioinformatic 
Characterization of Orf6 - A Thioesterase; Prediction and Experimental Verification. 
Christopher Ganas and Tim Becker who just finished their junior year at Thomas Jefferson High 
School are spending the summer working with PSC’s Systems & Operations group on a variety 
of data-related projects. They are also attending CMU for the pre-college program this summer 
taking Advanced Placement (AP) courses in computer science and mathematics. Several 
members of Systems & Operations came to know these two students through their active 
participation in the Pittsburgh Hadoop User Group as well as other user groups in town. They 
took first place for the programming contest at the regional science fair and they finished third in 
a state-wide programming contest, which had hundreds of entrants. 
Through a variety of funding mechanisms this summer, PSC has 21 student interns at the 
undergraduate and graduate level. Space doesn’t permit details for each intern, but here is a 
sampling of the projects these remarkable young people are doing: 
 Testing Web10G code releases and addressing questions and bug fixes from the Web10G 
user community 
 Implementing the LSMS code for ab initio electronic structure calculations on GPGPU’s 
 MCell modeling of the frog neuromuscular junction and the mouse neuromuscular 
junction 
 Segmentation of the mouse visual cortex data 
 Simulating a turbulent jet bounded by walls using OpenFOAM 
Carnegie Science Center: The Carnegie Science Center’s STEM Initiative includes the 
Pittsburgh Regional Science and Engineering Fair (http://www.scitechfestival.org/mainsf.asp) 
and SciTech Days (http://www.carnegiesciencecenter.org/calendar/event-details/?eventID=730). 
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PSC is a Bronze level Sponsor of the STEM Initiatives at the science center. This allows us not 
only to have a booth at SciTech days but also to make two awards at the Pittsburgh Regional 
Science and Engineering Fair for projects with the best computational element, and it also helps 
to further our relationship with the Carnegie Science Center as a community partner. PSC 
exhibited at SciTech in March, where we talked to about 300 students and made the following 
awards at the annual Pittsburgh Regional Science and Engineering Fair which ran April 5-6, 
2013: 
 Gerry Chen, Fox Chapel High School 
Project: Simulation of predator-prey dynamics using agent-based modeling (code written 
in C++). 
 Sylvie Lee, Shady Side Academy 
Project: Using OCR technology to detect Stop signs in photos and announce it using a 
recorded voice (will apply this to videos next). 
We also chose five special mentions for projects that showed a lot of computational promise. 
BigData and Sustainability Course: Nick Nystrom, Bryon Gill, and J. Ray Scott assisted with a 
CMU course in the Information Systems program titled BigData and Sustainability. The 
development of the course was funded through a grant from IBM to Randy Weinberg and Raja 
Sooriamurthi, both professors in IS. For the BigData theme of the course, the professors wanted 
to involve the students in some Hadoop hands on exercises. Bryon Gill set up a Hadoop cluster 
and made it available to the 17 students in the class. Gill found and installed an environmental 
database appropriate to support the class theme of “BigData and Sustainability.” The students 
successfully ran Hadoop jobs on the cluster. Nick Nystrom delivered a lecture on graph analytics, 
covering motivating applications related to course concepts in sustainability, graph theory, 
community software, and PSC’s Sherlock system. 
12.6 SP Collaborations 
There is nothing to report on PSC collaborations this quarter. 
12.7 SP-Specific Activities 
3ROX: The spring 3ROX member meeting was held at PSC in mid-April. The meeting was well 
attended with over 20 attendees representing CMU, Pitt, Penn State, WVU, WVNET and AIU. 
Topics of discussion included an introduction to OpenFlow on Internet2 as well as updates on 
3ROX pricing, strategic directions and peering plans. Internet2’s NET+ service offerings were 
discussed as well. 
We are finalizing the paperwork associated with upgrading the 3ROX/Drexel network 
connections from a 2 x 5 Gbps to a 2 x 100 Gbps, with a 100-GE connection in both Pittsburgh 
and Philadelphia. Drexel and 3ROX have signed on as an Internet2 Innovation pilot campus 
(Drexel) and regional network (3ROX/Drexel). As Innovation pilots, we are agreeing to 
implement 100-GE, software defined networking technology and applications, and Science 
DMZ’s by December 2014. We join roughly 30 other campuses and 7 regionals in this program. 
A map of those participating can be found at http://internet2.edu/pubs/InnovationCampuses.pdf. 
Network Issues for Life Sciences: Chris Rapier submitted a white paper to the Internet2 Life 
Sciences Focused Technical Workshop and was accepted as a participant. The workshop, the first 
in a new series of conferences sponsored by Internet2, will bring together technical experts in a 
smaller, more intimate setting with scientists in the domain of life sciences to discuss their most 
pressing network-related issues and requirements. More information on the workshop can be 
found at http://events.internet2.edu/2013/ftw-life-sciences/. 
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Pittsburgh Hadoop User Group: PSC staff members have been instrumental in forming and 
sustaining the Pittsburgh Hadoop User Group. The group meets monthly in PSC’s Stiles lecture 
Hall. Notable this quarter was the meeting on May 15 where Jeff Barr of Amazon Web Services 
gave a great presentation on the impressive array of cloud services available through AWS. 
Everyone at the meeting was given a $100 gift card to try out AWS. 
12.8 Publications 
Andrew Adams and Adam J. Lee, “Combining Social Authentication and Untrusted Clouds for 
Private Location Sharing”, ACM Symposium on Access Control Models and Technologies 
(SACMAT 2013; see http://www.sacmat.org/2013/index.php). 
Lee BY, Wong KF, Bartsch SM, Yilmaz SL, Avery TR, Brown ST, Song Y, Singh A, Kim DS, 
Huang SS. “The Regional Healthcare Ecosystem Analyst (RHEA): a simulation modeling tool to 
assist infectious disease control in a health system”. J Am Med Inform Assoc. 2013 Apr 9. [Epub 
ahead of print] PubMed PMID: 23571848. 
Lee BY, Bartsch SM, Wong KF, Singh A, Avery TR, Kim DS, Brown ST, Murphy CR, Yilmaz 
SL, Potter MA, Huang SS. “The importance of nursing homes in the spread of methicillin-
resistant Staphylococcus aureus (MRSA) among hospitals”. Med Care. 2013 Mar; 51(3):205-15. 
doi: 10.1097/MLR.0b013e3182836dc2. PubMed PMID: 23358388. 
Markus Dittrich, John M. Pattillo, J. Darwin King, Soyoun Cho, Joel R. Stiles, and Stephen D. 
Meriney, “An Excess-Calcium-Binding-Site Model Predicts Neurotransmitter Release at the 
Neuromuscular Junction,” Biophysical Journal, Volume 104, Issue 12, 2751-2763, 18 June 2013. 
Ume L. Abbas, Robert Glaubius, Anuj Mubayi, Gregory Hood and John W. Mellors, 
“Antiretroviral Therapy and Pre-exposure Prophylaxis: Combined Impact on HIV-1 Transmission 
and Drug Resistance in South Africa”, Journal of Infectious Diseases. 
<http://jid.oxfordjournals.org/content/early/2013/04/08/infdis.jit150.abstract?keytype=ref&ijkey=
UCxmWRLhnjMhzCK> 
Sagnik Mazumdar, Mark L. Kimber, Anirban Jana, “Quantification of Numerical Error for a 
Laminar Round Jet Simulation”, ASME Verification and Validation Symposium, Las Vegas, NV, 
May 22-24, 2013. 
S. Majumdar, D. T. Landfried, A. Jana, M. L. Kimber, “Initial Computational Study of Thermal 
Mixing in a VHTR Lower Plenum”, NURETH-15, 15th International Topical Meeting on Nuclear 
Reactor Thermalhydraulics, Pisa, Italy, May 12-17, 2013. 
D. T. Landfried, S. Majumdar, A. Jana, M. L. Kimber, “Experimental Study of Jet Impingement 
in a VHTR Lower Plenum”, NURETH-15, 15th International Topical Meeting on Nuclear Reactor 
Thermalhydraulics, Pisa, Italy, May 12-17, 2013. 
S. Majumdar, D. Tyler Landfried, A. Jana, M. L. Kimber, “Computational Study of Confined 
Isothermal Round Jets”, NURETH-15, 15th International Topical Meeting on Nuclear Reactor 
Thermalhydraulics, Pisa, Italy, May 12-17, 2013. 
Nicolas Nystrom, Joel Welling, Philip Blood, and Eng Lim Goh (2013). Blacklight: Coherent 
Shared Memory for Enabling Science. Contemporary High Performance Computing: From 
Petascale toward Exascale 421; Jeffrey S. Vetter editor, Chapman & Hall/CRC Computational 
Science. 
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12.9 Metrics 
12.9.1 Standard User Assistance Metrics  
Numbers in Table 1 refer to tickets handled by the PSC help desk in PSC’s local ticket system 
during the quarter April 1 to June 30, 2013. 
Table 1. Distribution of times to resolution for the 384 tickets that were created as well as 
resolved in the PSC ticket system between 4/1/2013 and 6/30/2013 
Ticket 
Type 
Account 
issues 
File 
systems 
Jobs/batch 
queue issues 
Login/access 
issues 
Software
/apps 
System 
issues Other 
0-1 hr 6 4 20 0 3 2 6 
1-24 hrs 10 10 100 0 24 14 43 
1-7 days 23 8 12 1 30 17 7 
1-2 wks 2 3 2 0 18 0 3 
>2 wks 0 0 2 0 11 2 1 
 
Numbers in Table 2 refer to tickets relating to PSC that were handled in the central XSEDE 
Ticket System during the quarter April 1 to June 30, 2013. 
Table 2: Distribution of times to resolution – XSEDE 4/1/2013 to 6/30/2013 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr     1   1  1 
1-24 hr    1 4   2   
1-7 d  1 1 4 6   7 1 4 
1-2 wk 1   3 6   4 1 9 
> 2 wk    4  1  3   
Still 
Open 
   3    4   
 
Numbers in Table 3 refer to tickets relating to PSC that were handled in the central XSEDE 
Ticket System during the XSEDE project year July 1, 2012 to June 30, 2013. 
Table 3: Distribution of times to resolution – XSEDE 7/1/2012 to 6/30/2013 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr 1 1  4 2   1  1 
1-24 hr 1   6 7 4 1 7  2 
1-7 d 4 5 2 29 42 2  23 4 10 
1-2 wk 12 5 1 22 21 5  33 3 15 
> 2 wk 7 1 4 40 26 12 5 42 1 13 
Still 
Open 
   3    4   
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12.9.2 SP-specific Metrics 
Key system statistics for Blacklight for 4/1/2013 to 6/30/2013 are shown in Table 3. 
Table 3: Operational Statistics - Blacklight 
Number of unplanned outages 12 
Number of planned outages 3 
Total outages 15 
Number of job failures due to system faults 162 
Total time* in period (hours) 4368.00 100.00% 
Scheduled Downtime (hours) 14.42 0.33% 
Unscheduled Downtime (hours) 99.42 2.28% 
Total Downtime (hours) 113.83 2.61% 
Total time available to users (total-downtime) 4254.17 97.39% 
% System Utilization 67.48% 
* On Blacklight a node is half the machine. Time values listed are expressed in node hours. 
12.9.3 Standard systems metrics 
The ten charts of standard system metrics for Blacklight on the following five pages were 
provided by the XDMod team: 
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Avg Wall Hours Per Job by Job Size 
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User Expansion Factor by Job Size 
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User Expansion Factor by Job Wall Time 
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13 Purdue University - Service Provider Quarterly Report 
13.1 Executive Summary 
The Purdue service provider (SP) provides an HPC cluster (Steele), a high-throughput computing 
resource (the Purdue Condor pool), and a cloud resource (Wispy), all connected to the XSEDEnet 
and available to the XSEDE community via the XRAC allocation process. The SP operates the 
systems and provides helpdesk support and scientific consulting services to XSEDE users. It 
participates in XSEDE-wide operations, networking, security, software, annual conference, and 
training and outreach activities. The SP contributes its expertise in HPC, high-throughput 
computing, virtualization and science gateway development to assist XSEDE users through 
training events, tutorials and demonstrations, as well as to the XSEDE ECSS staff on its 
conference calls and at conferences. Purdue was a sponsor to this year’s XSEDE conference. The 
Purdue PI currently serves as the chair of the Service Provider Forum (SPF). The SP activities are 
funded by the NSF awards #0503992, #0932251.  
Usage in this quarter has decreased due to the ramping down of the SP resources and migration of 
users. From 4/1/2013 to 7/31/2013, the Purdue SP resources have supported 90 users (54 projects) 
from 40 institutions who utilized more than 12 million service units (SUs) by running 759,438 
jobs, including 2143 science gateway jobs during this period. 
Purdue’s resources are scheduled to retire from XSEDE as of August 1, 2013. After July 31, 
2013, Purdue’s Steele will be decommissioned from the XSEDE system. It will then physically 
retire from Purdue’s community cluster facility. Purdue’s Condor pool will no longer be allocated 
via XRAC but will still be accessible by researchers via the Open Science Grid and DiaGrid hub 
diagrid.org. Access to user data on Purdue resources will be maintained and available for 4 
months after the resources retire from XSEDE. The SP staff has been helping XSEDE users to 
transition to other XSEDE resources as the retirement date approaches, including supporting the 
current Condor users to continue to run in the Purdue Condor pool until adjustments are 
implemented for running on OSG or other systems. 
The Purdue team actively contributes to the XSEDE project (funded by the XSEDE award) by: 
 Providing expert support to user requests for extended and in-depth technical assistance 
in the ECSS. For example, Purdue ECSS staff has been investigating technical solutions 
to help XSEDE users share their simulation output data with the broader community.  
 Leading the XSEDE Campus Champion Program to further expand the user base by 
reaching out to campuses and building the campus champion community, providing 
training and outreach activities, and getting feedback from campus users to improve 
XSEDE services. Kay Hunt of Purdue has worked with her team to build a rich set of 
programs for the campus champions to network and learn at XSEDE13, as well as 
securing sponsorships for the conference, working with the conference chair, helping to 
making XSEDe13 hugely successful this year.  
 Providing an XSEDE–OSG liaison to bridge the efforts of the two cyberinfrastructure 
projects by assisting and guiding XSEDE users in utilizing the OSG resources, and 
organizing training and outreach activities to broaden user base. Kim Dillman of Purdue 
continues to work with OSG leaders and technical people to help them integrate with 
XSEDE by bringing user feedback and suggestions on how best to engage with XSEDE 
users whose needs could be met by OSG resources. She is also on ECSS staff helping 
users to utilize resources in both XSEDE and OSG more effectively. 
As a service provider, Purdue continues to support a number of science gateways that utilize 
XSEDE data and computational resources, bridge OSG computation high-throughput HPC 
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(HTHPC) jobs to XSEDE resource, and develop, deploy virtualization, bioinformatics, biostatics 
and Molecular Dynamics (MD) simulation tools to support research work across the country, as 
well as making in-roads to establishing data building blocks in science gateways to support data-
driven sciences.  
13.1.1 Resource Description 
Steele  
The Steele cluster consists of 893 dual quad-core Dell 1950 compute nodes, running Red Hat 
Enterprise Linux, version 4. Each node thus has 8 64-bit Intel 2.33 GHz E5410 CPUs and either 
16 GB or 32 GB of RAM. They are interconnected with either Gigabit Ethernet or InfiniBand. 
The machine offers access to the 120 TB scratch space. Steele’s peak performance is rated at 
66.59 TFLOPS. Steele cluster is well suited for a wide range of computational jobs. Steele 
replaced the Purdue Lear cluster and was made available to TG users in May 2008. Its projected 
useful lifetime is through July 2013. In October 2009, Purdue RP has increased the TG dedicated 
portion of Steele from 22 nodes to nearly 200 nodes (1600 cores). Steele has no effective runtime 
limit on XSEDE jobs. Additionally, XSEDE users may leverage the larger Steele cluster by 
utilizing the standby queues with no node limit but subject to 4 or 8 hour runtime limits. Steele 
will retire from the Purdue community cluster facility on August 1, 2013. 
Condor Pool 
The Purdue Condor pool is a shared resource among the resource owners (academic users at 
Purdue) and XSEDE/OSG users. Consisting of approximately 37,000 processor cores, the Condor 
pool is an opportunistic resource which allows Condor jobs access to machines that are not being 
used by their owners. The Purdue Condor pool is designed for high-throughput computing, and is 
excellent for parameter sweeps, Monte Carlo simulation, or serial applications. In addition, some 
classes of parallel jobs (master-worker) may be run effectively in Condor. 30% of all Condor-
usable cycles are available to XSEDE users at a minimum level of service. On average the Purdue 
Condor pool is able to provide up to 10 million CPU hours to XSEDE users per year.  
 
The Purdue Condor resource, renamed DiaGrid, has expanded significantly from a total of 7700 
CPUs at the end of 2007 to approximately 50,000 cores in 2013. The size of the pool changes as 
systems are added and retired. Currently there are approximately 37,000 cores as shown in Table 
1, including resources from Purdue’s West Lafayette campus, University of Wisconsin-Madison, 
University of Nebraska-Lincoln, Indiana University, University of Notre Dame, and Purdue 
Calumet campus. Memory on compute nodes ranges from 512 MB to 192 GB, and most 
processors run at 2 GHz or faster. This high-throughput resource can provide large numbers of 
cycles in a short amount of time, excellent for parameter sweeps, Monte Carlo simulations, or 
nearly any serial application. All shared areas and software packages available on Steele are 
available on Condor. Available to TeraGrid/XSEDE users since 2006, the Condor pool is self-
Table 1: Purdue Condor pool information as of July. 1, 2013 
System 
Information 
Cores 
Total 
Memory 
Local  
Interconnect 
Processor Speed 
X86_64 LINUX 29,111 129 TB IB, 10 Gb or 1 Gb Ethernet 
Various (2.1, 2.33, 2.5, 
3.2 GHz) 
INTEL & X86_64 
WINDOWS 
6,925 1.09 TB 1 Gb or 100Mb Ethernet 
Various (2.13, 2,66, 
3.6GHz) 
INTEL LINUX 385 66 GB 1 Gb or 100Mb Ethernet various 
Total 36,524 130 TB   
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Figure2. Route map for more complex traffic system. 
 
renewing as old machines in the pool are retired and new ones, e.g., from Purdue’s community 
clusters, added over time. The Condor Pool will retire from the XRAC resource list as of August 
1, 2013. It will remain operational and is accessible from OSG, DiaGrid.org to the broad 
research community, including XSEDE users.  
 
 
Wispy 
Purdue’s Wispy is a special XSEDE resource, a cloud computing platform for research and 
educational use. Wispy consists of eight 64bit, 16-core HP SL230 connected via 1 Gigabit 
Ethernet network with the capacity of supporting 128 VMs. Wispy runs KVM and the Nimbus 
cloud software. It provides users with the capability of packaging their applications and operating 
systems completely inside the Virtual Machine (VM) images, submitting these VMs to run in 
Wispy with up to 14 CPUs and 32GB of memory each, and have full control over the execution 
environment. Current usage includes small, instant, on-demand clusters for various tasks and 
running complicated or prepackaged applications on additional hardware resources. Wispy will 
retire from the XRAC resource list as of August 1, 2013, though it will remain available for 
testing and specific project needs upon requests.  
13.2 Science Highlights 
A general mixed integer programming model that minimizes the total transport costs for a 
variant of the vehicle routing problem 
PI: Drs. John W Sutherland and Zhao Fu, School of Mechanical Engineering, Purdue University 
Mechanical Engineering researchers have recently become aware of the XSEDE resources 
through the local XSEDE campus champions. In the School of Mechanical Engineering and 
Division of Environmental and Ecological 
Engineering, researchers study vehicle routing 
problem. With recent computer hardware 
advancements, computational methods are 
becoming a critical part of civil engineering 
research and expanding into other areas of 
studies. XSEDE resources assisted Drs. 
Sutherland and Fu in developing a general 
mixed integer programming model for a variety 
of vehicle routing problems in which customers 
require simultaneous pick-up and delivery 
(VRPSPD) of goods. Traditionally, researchers 
ran simulations/calculations on a small set of 
lab computers and were limited to 8-16 
processor cores, insufficient to produce 
conclusive data to explain experiment 
observations. This group started their 
computation on the Purdue campus resource 
DiaGrid.org. With the help of Purdue’s 
XSEDE campus champion, this group began to 
utilize XSEDE resources for their calculations 
in 2013. They recently ran on Steele, using 96-
256 cores. The group has developed a parallel 
simulated annealing algorithm (SA) to solve 
 
Figure1. Routes in RCdp1001 and Rdp101 
 231 
this NP-hard optimization problem. This SA algorithm uses four types of moves in the local 
search: 2-opt move and or-opt for intra-route exchange, swap/shift and 2-opt* for inter-route 
exchange. Computational results are reported for 58 test problems with 50-400 customers from 
Dethloff’s benchmark and Montane & Galvao’s benchmark. Compared with other methods 
described in the literature, Dr. Sutherland’s method is more effective to solve the VRPSPD 
problem.  
 
A Field monitoring system for hydrologic and water quality (H/WQ) control 
PI: Dr. Indrajeet Chaubey, Agricultural & Biological Engineering, Purdue University 
Watershed management is planned and implemented based on modeling and monitoring studies. 
The total maximum daily load (TMDL) development and best management practice (BMP) 
implementation are efforts to 
prevent and reduce pollution 
and subsequently improve 
water quality in a watershed. 
Field monitoring and 
hydrologic and water quality 
(H/WQ) modeling are used to 
track the fate of pollutants and 
to assess the effectiveness of 
BMPs. However, because 
field monitoring is expensive 
to implement and requires a 
long time to provide 
statistically useful 
information, it is usually 
utilized in evaluating the 
status of the watershed and in 
supporting H/WQ modeling. 
Thus, H/WQ modeling is a 
necessary complement to field 
monitoring because it is 
inexpensive and takes less 
time. In addition, H/WQ 
modeling allows what-if 
analysis of scenarios, which 
is not practical in field 
monitoring. Moreover, a 
model is reusable in other 
relevant cases and various 
functions of a model can be 
designed with respect to the 
modeler’s needs. 
Professor Indrajeet Chaubey 
and colleagues have 
developed a new model that 
improved our ability to 
understand and predict 
 
   Figure 4. Relationship between variables and parameters of 
the model. 
 
 
 
Figure 3 Simulated runoff maps (a subwatershed of Owl Run 
watershed, Virginia): (a) 24hr, (b) 25hr, (c) 26hr, and (d) 
27hr after the beginning of a storm event.. 
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Figure 6. CPU hours of Steele used by XSEDE researchers, June, 2012 
– June, 2013 
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Actural usage NSF funded
hydrologic and water quality processes by explicitly describing detailed water and pollutant 
transport processes. A distributed modeling approach is expected to become more widely used for 
hydrologic analysis in the future due to its utility and potential. XSEDE resources helped 
Chaubey’s group developed this new watershed-scale distributed, continuous hydrologic model, 
HYSTAR (HYdrology and Sediment simulation using Time-ARea method), with the goal of 
providing an alternative tool for hydrologic analysis and watershed management. With the help of 
Purdue’s XSEDE campus champion, this group began to utilize XSEDE resources for their 
calculations using 48-128 threads simultaneously.  
The model simulates two-
dimensional overland flow routing 
by coupling a time-area routing 
scheme with a dynamic rainfall 
excess sub-model (Fig. 3). In the 
model, the overland flow simulation 
is integrated with the distributed 
continuous soil water accounting 
sub-model to describe reciprocal 
interaction between surface and soil 
water (Fig. 4). This study first 
introduced the new routing concepts 
and functions to a time-area method 
and reinvented it as a unique and 
simple way to predict watershed response to input by explicitly describing two-dimensional 
hydrologic processes. In addition, the model is the first known distributed watershed-scale 
hydrologic model written with R, including the entire hydrologic simulation and built-in 
uncertainty analysis module. It was successfully applied to predict daily and monthly runoff of 
watersheds in Virginia and Brazil (Fig. 5). 
13.3 User-facing Activities  
13.3.1 System Activities 
The Steele cluster continues to 
serve the XSEDE users reliably 
during this period of ramping 
down before its impending 
retirement. XSEDE users access 
Steele through its XSEDE 
queues, and in addition to the 
NSF funded portion of the 
cluster, XSEDE users have 
access to the entire cluster 
through its standby queues with 
a wall clock limit of 4 hours for 
each job. In this manner, 
XSEDE users typically 
consumes as high as three times 
of the cycles allocated for 
XSEDE on a monthly basis. 
Figure 6 shows the monthly 
usage on Steele by XSEDE 
 
Figure 5. Comparison of simulated and observed runoff 
(Chuva Amaral watershed, Brazil). 
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users to date since June 2012.  
The SP strives to provide the highest level of system availability to its cluster users (see table2). 
The only service interruption on Steele during the quarter was on June 12, a 1-hour power outage 
on the network rack, and was brought back to service promptly. 
The SP had a service interruption on May 12 due to issues related to its LustreC file system. 
Although not impacting Steele (which does not use LustreC), the LustreC interruptions did affect 
some of the Condor nodes. Purdue engineers worked with vendor support to return the file system 
to operation the next day. Follow-up maintenance work was performed on the LustreC file system 
for 10 hours on 7/15/13 to ensure full performance of the file system. 
Purdue SP updates compilers, libraries, 
and other software periodically to ensure 
optimal performance and stability of the 
clusters. The software stack on most of 
Purdue community clusters were updated 
on July 8. Changes included updates to the 
default version of the Intel compiler and 
associated software stack as well to the 
default OpenMPI library.  
13.3.2 Services Activities 
Purdue SP provides both helpdesk support 
and consulting support to XSEDE users. The SP user support staff worked with many XSEDE 
users during the quarter. Most of the support requests were related to troubleshooting issues. 
Categories of user issues and requests are summarized in the table in Section 1.9. Purdue staff 
also worked with XSEDE allocations staff to assist users on current Purdue resources to transition 
to other XSEDE resources due to the impending retirement of these resources.  
Purdue’s SP staffs have identified 2 potential contacts to discuss possible access to XSEDE 
resources. Starting in January, Dr. Feng (Kevin) Chen has become a new XSEDE Campus 
Champion to help Purdue researchers.  
Dr. Kevin Chen and Kim Dillman, both Purdue Campus Champions, work with local users and 
often turn the documentation and examples they create in helping specific users into training 
materials for the larger XSEDE community. They actively participate in the face-to-face working 
meetings and phone calls for both the Outreach and XSEDE allocation proposal preparation, and 
recently worked on various documents for XSEDE13. They added two users who are now ready 
to use XSEDE to their Campus Champion allocations. Dr. Chen was a Co-Principal Investigator 
for a food science project “self-assembling mechanism of a triplex nanoparticle formed by 
amylose, beta-lactoglobulin and alpha-linoleic acid”. This project was awarded for 1 million 
XSEDE SU units (TG-DMR130079) on 06/19/2013. Dillman attended the Virtual School 
summer courses on data-intensive and many-core computing.  
13.4 Security 
No security incidents were reported during this quarter. 
  %Uptime (monthly) 
 2013 Condor Steele Wispy 
April 100% 100% 100% 
May 100% 100% 100% 
June 100% 99% 100% 
 
Table 2: Uptime Percentages for Steele/Condor/ Wispy 
(04/01 – 06/31/2013). 
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13.5 Education, Outreach, and Training Activities 
13.5.1 EOT Events 
 
 
13.5.2 Education 
Purdue has fielded a team in the student supercomputing competition at the annual 
Supercomputing Conference in the fall. But this is the first time the Purdue team participated in 
the student competition at the summer ISC Supercomputing Conference in Europe June 16-20. 
Purdue IT, HP, Intel and Matrix Integration co-sponsored the team for this event. The Purdue 
team is one of nine in the competition, which took place in Leipzig, Germany. The University of 
Colorado was the only other team from the U.S. The other teams were from schools in China and 
Germany, both countries with two teams, Costa Rica, Scotland and South Africa. With Professor 
Mike Baldwin, an atmospheric scientist from the Earth, Atmospheric and Planetary Sciences 
department, as the team’s faculty advisor, Purdue SP’s HPC systems staff, Stephen Harrell and 
Type Title Location Date Hours 
Number of 
Participants 
Number 
of 
Under-
represent
ed people 
Method 
Presentatio
n  
“Integrating 
DiaGrid, 
HUBzero, and 
Scientific Tools 
for a Common 
Goal: 
Broaden Access 
and Improve 
Productivity” 
ECSS 
gateway 
monthly 
call 
6/7/20
13 
1 Approx. 20 n/a Webcast 
Presentatio
n 
“BLASTer: A 
Hub-based Tool 
for 
Bioinformatics” 
at World Comp 
2013 
Las 
Vegas, 
Nevada 
06/23/
2013 
1 Approx. 40 n/a Live 
Training 
Virtual School of 
Computational 
Science and 
Engineering 
West 
Lafayette
, IN 
07/8-
10,201
3 
3 days Approx. 30 n/a Webcast 
Presentatio
n 
“iData: A 
Community 
Geospatial Data 
Sharing 
Environment to 
Support Data-
driven Science” at 
XSEDE13 
San 
Diego, 
CA 
07/23/ 
2013 
2 Approx. 50 n/a Live 
Birds of a 
Feather 
“Science Clouds” 
(as part of a team, 
Keahey et al) 
San 
Diego, 
CA 
7/24/2
013 
1 Approx. 30 n/a Live 
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Andy Howard, advised the team of undergraduate students from sophomore to senior year. 
Before the new HP and Intel hardware arrived, the students were able to utilize the newest 
resource on XSEDE, Stampede, to begin working with the known set of applications specified by 
the competition organizers. While the coaching and learning was ongoing during the semester, 
this team of undergraduate students has learned valuable lessons through the ISC competition, a 
different country and environment, a different set of rules, and ever-increasing power and 
application challenges presented to them at this competition.  
Purdue SP staff will also take lessons learned and improve the scientific computing class (EAS 
391) that they help teaching where the students learn to assemble their own supercomputer, install 
an operating system and other operational software such as job scheduler and message passing 
interface, and work with scientific applications such as Weather Research and Forecasting Model 
(WRF) with real data.  
13.5.3 Training 
Purdue SP hosted the 2013 Data Intensive Summer School, July 8-10, 2013. Over 30 graduate 
students, post-docs and professionals from all disciplines have attended this training program. 
Professors from all over the country taught students how to manage and process large data 
through two-way video conference technology. The course targets researchers in the fields where 
large collections of data must be dealt with, including the physical, biological, economic, and 
social sciences. The training covered the nuts and bolts of data-intensive computing, common 
tools and software, predictive analytics algorithms, data management, and non-relational database 
models. During the school, students learned to use high-throughput computing (HTC) systems — 
at their own campuses or using the national Open Science Grid (OSG) — to run large-scale 
computing applications that are at the heart of today’s cutting-edge science. Through lectures, 
discussions, and lots of hands-on activities with experienced OSG staff, students learned how 
HTC systems work, how to run and manage lots of jobs and huge datasets to implement a 
scientific computing workflow, and where to turn for more information and help.  
Purdue’s XSEDE staff Dr. Kevin Chen has mentored a high school student during the summer. 
Ian Campbell, an incoming senior at the West Lafayette High School, has a strong interest in 
science and software development. He joined the SP staff as a student programmer to assist in the 
development of scientific computation tools. Ian worked as part of the development team to put 
the popular molecular dynamics simulation software Gromacs online with a graphical user 
interface (Gromacsimum) and powerful computation and storage support on the back end. Ian 
developed the data transfer functions and parts of the user interface, and co-authored the User 
Guide. He has gained experience in developing software in the real world and knowledge of 
scientific computational tools, and is likely to go into science and engineering fields in college.  
13.6 SP Collaborations 
The SP staff continues to work with an USDA funded project (USDA-NIFA no. 2011-68002-
30220), an integrated research and extension project working to improve farm resilience and 
profitability in the North Central Region by transforming existing climate information into usable 
knowledge for the agricultural community. The overall purpose of the project is to develop 
decision support tools for use in understanding the potential impact of climate change on the 
production of maize (corn) in the region. The researchers in this project are conducting modeling 
and data synthesis which often require long runs on resources such as those available on XSEDE 
and high performance data storage. The SP staff is assisting the research group to investigate how 
to make the large number of simulation runs manageable by designing workflows, identifying 
appropriate resources, as well as assisting with data processing tasks. 23 of the desired 31 years of 
gridded simulation data have been created. These gridded simulation data are being used in a corn 
crop development model. In the last three months, the SP staff has also been assisting the 
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development of online decision support tools based on a minimum of 30 years of climate data for 
the region including min and max temperature, rainfall, growing degree days and county yield 
data. 
Purdue SP staff is part of a collaborative project “Hydroshare” funded by the NSF SI2 program. 
They are working with colleagues at several institutions, including Consortium of Universities for 
the Advancement of Hydrologic Science (CUAHSI), to establish a cyberinfrastructure, tools and 
data management capabilities for water scientists across the world to address critical issues 
related to water quality, quantity, accessibility, and management. The staff is integrating some of 
the capabilities developed for WaterHUB, an XSEDE science gateway, into the Hydroshare 
infrastructure both in workflow and meta data support, as well as for broader dissemination and 
impact.  
13.7 SP-Specific Activities 
In June 2013 the IsoMAP gateway was used to support two ITCE (Inter-university Training for 
Continental-Scale Ecology) graduate-level training courses (“Stable isotope biogeochemistry and 
ecology” and “Isotopes in spatial ecology and biogeochemistry”) offered to 51 students from 
across the USA and world. The NSF-supported ITCE program is developing training and research 
resources that will support the next generation of research on coupled ecological and Earth 
systems processes across a wide range of spatial scales. IsoMAP cyber-GIS tools supported a 
range of student research projects conducted during daily afternoon labs. During these ‘learning 
by doing’ sessions students with widely varying backgrounds and levels of experience were able 
to use IsoMAP to develop spatial models and maps of water isotope chemistry, evaluate transfer 
of isotopes within foodwebs, constrain the geographic origin of migratory birds and bats based on 
their tissue isotope chemistry, and identify and export data products for use in atmospheric and 
surface hydrology models. User logs show that following the courses several students have 
continued active use of the resource in support of their own research. 
13.8 Publications 
Staff publications: 
(1) M. McLennan, S. Clark, E. Deelman, M. Rynge, F. McKenna, D. Kearney, and C. Song. 
“Bringing Scientific Workflow to the Masses via Pegasus and HUBzero”, 5th 
International Workshop on Science Gateways, IWSG 2013, Zurich, Switzerland, June 3-
5, 2013.  
(2) B. Cotton, C. Thompson, B. Raub. BLASTer: “BLASTer: A hub-based tool for 
bioinformatics”, WORLDCOMP2013, Las Vegas, NV, July 22-25, 2013.  
(3) Rajesh Kalyanam, Lan Zhao, Carol Song, Yuet Ling Wong, Jaewoo Lee and Nelson 
Villoria. “iData: A Community Geospatial Data Sharing Environment to Support Data-
driven Science”, 2013 XSEDE annual conference, San Diego, CA, July 22-25, 2013.  
 
User publications 
(4) Lee, K. I.; Pastor, R. W.; Andersen, O. S.; Im, W. Assessing smectic liquid-crystal 
continuum models for elastic bilayer deformations. Chemistry and Physics Lipid 2013, 
169, 19. 
(5) Gogoladze, I.; Nasir, F.; Shafi, Q. Nonuniversal Gaugino masses and natural 
supersymmetry. International Journal of Modern Physics A 2013, 28, 1350046. 
(6) Gogoladze, I.; He, B.; Shafu, Q. Inverse seesaw in NMSSM and 126 GeV Higgs boson. 
Physics Letters B 2013, 718, 1008. 
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(7) Zhu, Q.; Li, L.; Oganov, A. R.; Allen, P. B. Evolutionary method for predicting surface 
reconstructions with variable stoichiometry. Physical Reviews B 2013, 87, 195317. 
(8) Zhu, Q.; Jung, D. Y.; Oganov, A. R.; Glass, C. W.; Gatti, C.; Lyakhov, A. O. Stability of 
xenon oxides at high pressures. Nature Chemistry 2013, 5, 61. 
(9) Huang, Y.; Shao, Y.; Beran, G, J, O. Accelerating MP2C dispersion corrections for 
dimers and molecular crystals. The Journal of Chemical Physics 2013, 138, 224112. 
(10) Lee, H.; Cao, S.; Hevener, K. E.; Truong, L.; Gatuz, J. L.; Patel, K.; Ghosh, A. K.; 
Johnson, M. E. Synergistic Inhibitor Binding to the Papain-Like Protease of Human 
SARS Coronavirus: Mechanistic and Inhibitor Design Implications. ChemMedChem 
2013, 8, 1361. 
(11) Medvedev, M. V.; Loeb, A. Dynamics of astrophysical bubbles and bubble-driven 
shocks: basic theory, analytical solutions, and observational signatures. Astrophysical 
Journal 2013, 768, 113. 
 
13.9 Metrics 
13.9.1 Standard User Assistance Metrics  
Purdue SP ticket resolution times by category from XSEDE ticket system: 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr     1   1   
1-24 hr 1 1  3 4   1 2 6 
1-7 d 9 6 1 44 20 2  15 31 22 
1-2 wk 2 3 1 14 9   9 11 8 
> 2 wk 2 1 1 21 4 3  4 16 23 
Still 
Open 
   1  1    2 
 
13.9.2 SP-specific Metrics 
N/A 
13.9.3 Standard systems metrics 
See charts below. 
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              PURDUE-CONDOR Quarterly Report 
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14 San Diego Supercomputer Center (SDSC) Service Provider 
Quarterly Report 
  
14.1 Executive Summary 
Gordon, XSEDE's data-intensive supercomputer, was the subject of many favorable comments 
during its annual review in this sixth quarter of operations. SDSC staff presented a 36-page white 
paper that described the broad range of science and engineering enabled by Gordon's unique 
architectural features, most notably its large complements of flash memory and its software-
aggregated virtual shared memory. Proactive efforts continue to extend the benefits of these 
unique features to new communities. For example, SDSC staff members (1) collaborated on a 
forest growth study that used more than 300 GB of virtual shared memory along with flash 
memory to do a large analysis of variance, (2) developed and applied a new algorithm for 
computing the cohesiveness of large networks that arise in social science studies, and (3) 
provided ongoing help to graduate students using Hadoop with flash memory for projects in 
network monitoring, genomics, music, business intelligence, brain modeling, wireless channel 
learning, and social media. These latter projects arose out of a UCSD class on Big Data Analytics 
taught the previous quarter. 
Trestles is now in its third year of production and continues to be highly successful in its 
objectives to support the modest-scale/gateway user community, with a focus on user 
productivity and fast turnaround. The system now hosts five gateways. The system utilization 
remains reasonably high while still maintaining our primary objective of short wait times and low 
expansion factors. We have committed to extend the operational life of Trestles at least through 
June 2014. 
14.1.1 Resource Descriptions 
Gordon 
Gordon is a dedicated XSEDE cluster designed by Appro and SDSC consisting of 1,024 compute 
nodes and 64 I/O nodes. Each compute node contains two 8-core, 2.6-GHz Intel EM64T Xeon E5 
(Sandy Bridge) processors and 64 GB of DDR3-1333 memory. The I/O nodes each contain two 
6-core, 2.67-GHz Intel X5650 (Westmere) processors, 48 GB of DDR3-1333 memory, and 
sixteen 300 GB Intel 710 solid-state drives (4.7 TB total SSD). Sixteen compute nodes can be 
aggregated into a shared-memory supernode with 256 cores and nearly 1 TB of physical memory 
using the vSMP software. The network topology is a 4x4x4 3D torus with adjacent switches 
connected by three 4x QDR InfiniBand links (120 Gbit/s). Compute nodes (16 per switch) and 
I/O nodes (1 per switch) are connected to the switches by 4x QDR (40 Gbit/s). The theoretical 
peak performance of Gordon is 341 TFlop/s. 
Trestles 
Trestles is a dedicated XSEDE cluster designed by Appro and SDSC consisting of 324 compute 
nodes. Each compute node contains four sockets, each with an 8-core 2.4 GHz AMD Magny-
Cours processor, for a total of 32 cores per node and 10,368 total cores for the system. Each node 
has 64 GB of DDR3 RAM, with a theoretical memory bandwidth of 171 GB/s. The compute 
nodes are connected via QDR InfiniBand interconnect, fat tree topology, with each link capable 
of 8 GB/s (bidirectional). Trestles has a theoretical peak performance of 100 TFlop/s. 
Project Storage 
Project Storage is an XSEDE storage resource, which has recently been expanded to now provide 
~1.4 PB (usable) of medium-term persistent storage to XSEDE users. It is cross-mounted by both 
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Gordon and Trestles. Project Storage has been allocated since early 2012 via a pilot internal 
proposal process, and is now transitioned to the formal XRAC storage allocation process. Project 
Storage is part of Data Oasis, a multi-component Lustre-based parallel file system designed by 
SDSC and supplied by Aeon Computing and Cray/Appro.  
14.2  Science Highlights 
Gordon Research Highlights, Parsing Genes, Proteins, and Big Bio Data 
Gordon is proving to be a boon to biologists interested in rapidly sifting through an ever-
expanding amount of data. “Next-generation sequencing has profoundly transformed biology and 
medicine, providing insight into our origins and diseases,” says Wayne Pfeiffer, a Distinguished 
Scientist at SDSC. “However, obtaining that insight from the data deluge requires complex 
software and increasingly powerful computers.” See the full story at 
http://www.sdsc.edu/News%20Items/PR061413_gordon_highlights.html for examples of 
bioscience research using Gordon.  
 
Gordon Being Made Available to Open Science Grid Members 
UC San Diego and the Open Science Grid (OSG) announced a partnership under which campus 
researchers will have access to the OSG’s fabric of Distributed High-Throughput Computing 
capabilities. The collaboration will benefit researchers with high-throughput workloads 
commonly used in domains such as biomedical and life sciences, as well as the geosciences. The 
partnership also means that OSG members will gain access to Gordon. Members will be able to 
apply for allocation of unused computing cycles on the system, including use of 4-gigabyte cores, 
which means faster computing of more data-intensive applications. See the full story at  
http://www.sdsc.edu/News%20Items/PR062413_osg.html 
 
Trestles Used to Develop New Tools for Cleaner Air and Energy Production 
Using SDSC’s Trestles supercomputer, chemists at the University of South Florida (USF) and 
King Abdullah University of Science and Technology (KAUST) have discovered a more 
efficient, less expensive, and reusable material for carbon dioxide (CO2) capture and separation 
than is currently used to prevent the greenhouse gas from entering the atmosphere. The 
breakthrough could have implications for a new generation of clean-air technologies, and offers 
new tools for confronting the world’s challenges in controlling carbon. The findings were 
published in a recent issue of the journal Nature. For the full story see 
http://www.sdsc.edu/News%20Items/PR050713_cleantech.html 
14.3 User-facing Activities 
14.3.1 System Activities 
After completing the Project Storage expansion last quarter, the Gordon and Trestles system 
activities focused on a few incremental items and preparing for two upcoming major upgrades.  
Incremental items included providing accurate usage metrics to enable storage accounting, 
updating GridFTP, deploying the xdusage tool, and installing and configuring hardware for 
XWFS.  
The Gordon operating system upgrade originally planned for Q2 was delayed due to personnel 
availability and is now scheduled for August 19. 
The upgrade of the Lustre file systems comprising Data Oasis is still on track. This upgrade from 
Lustre 1.8 to 2.4 will provide a route to improved Lustre metadata access via use of distributed 
metadata servers, a capability available in the Lustre 2.x releases. A support contract between 
SDSC and the Intel High Performance Data Division (the successor to Whamcloud) was signed 
that will ensure bug fixes, eliminate existing issues regarding the Lustre communications layer 
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(LNET), and facilitate the Lustre upgrade path. Related to this, Rick Wagner and Jeff Johnson 
(Aeon) presented a talk on Data Oasis at the Lustre User Group (LUG) April 2013 meeting in San 
Diego. 
The SDSC systems group also deployed three small test and development systems to test software 
before its use in production and to explore software alternatives in strategic technology areas.  
 Rhino is a Lustre file system for reproducing bugs found in production and testing 
upgrade paths; 
 Campfire is an HP cluster with Sandy Bridge processors and QDR InfiniBand to explore 
SR-IOV performance and Lustre client performance; 
 Riptide is a shared-nothing cluster to test various Hadoop implementations.  
There were no significant equipment failures during the quarter.  
 
14.3.2 Services Activities 
Between the two tickets systems used to support Trestles and Gordon (the XSEDE ticket system 
and SDSC’s local ticket system), a total of 452 tickets were created between April 1 and June 30, 
2013. These tickets included account questions, Gaussian access and support, Abaqus licensing 
and support, file system issues, software requests, Globus support, code support, password resets, 
code optimizations and debugging, allocation refunds/problems, project space requests, software 
support, and resource availability. 419 of those tickets were closed, leaving 33 tickets that we are 
still working to resolve. SDSC staff also transitioned to the new XSEDE ticketing system (RT) 
during this quarter. 
In support of Gordon users, SDSC staff fielded questions and provided information on: using 
Gaussian, software install requests, the configuration of Hadoop on Gordon, running R, and 
VASP access. New software installs/support included Q-Chem (v 4.0.1), Gaussian (D1), 
BEAGLE (v 1.0.1), PLINK (v 1.07), and BEAST (v 1.7.5). SDSC staff supported the usage of 
Hadoop on Gordon for the Big Data Analytics class at UCSD. The Hadoop cluster operation 
(using a dedicated I/O node) was continued beyond the end of the class to help support some of 
the research that progressed beyond the class time frame.  
In support of Trestles users, SDSC user services staff fielded questions on gridftp usage, 
allocations/accounts, new software installs, system performance, running R, and filesystem 
use/troubleshooting. New software installs/support included Q-Chem (v 4.0.1), Gaussian (D1), 
MAFFT (v 7.037), KNIME (v 2.7.4), BAMTOOLS (v 2.2.3), PICARD (v 1.93), GATK (v 2.6.4), 
and HTSeq (v 0.5.4). SDSC Staff supported the usage of Trestles for the “Parallel Computing for 
Science and Engineering” class at UCSD.  
 
SDSC Staff provided extended support for some projects (beyond the initial ticket requests) on 
Trestles and Gordon. One such example included the porting of a memory-intensive, multi-stage 
workflow to Gordon that uses a variety of applications to study melt flow in the upper mantle 
(TG-EAR130020, User: Gordana Garapic). This involved rebuilding stages of the pipeline on 
Gordon, adapting workflow scripts to utilize the right filesystem resources on Gordon, and 
providing guidance on application memory utilization at various problem sizes. SDSC Staff has 
also been providing ongoing support for R users and, in particular, providing guidance for 
users who want to utilize Gordon and Trestles' parallelism within R. This ranges from providing 
general information about the available packages and feasibility to adapting specific scripts to use 
parallel libraries and interface with the Gordon/Trestles batch system. In addition, SDSC Staff 
are formulating a set of documentation for parallel techniques in R aimed at new users 
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transitioning from using R on their desktops. 
14.4 Security 
SDSC had one incident this quarter during which, one user account was locked on both Gordon 
and Trestles. 
While quiet in terms of incidents, this quarter was active with other security-related activities. 
These include: condensing software license managers on a single host, an upgrade of the GridFTP 
software on Gordon and Trestles, and the evaluation and deployment of the xdusage software 
package. 
14.5 Education, Outreach, and Training Activities  
SDSC’s Education, Outreach, and Training activities for the second quarter of 2013 are 
summarized in the following table. 
  
Type  Title Location Date Hours 
#  parti-
cipants 
#  un-
der-rep 
Me-
thod 
Fund 
sources 
 TRAINING        
Work-
shop 
Exploring Data using 
R 
UCSD/SDSC April 18 3 20 4 S, G, X 
Work-
shop 
Python for Scientists 
and Engineers 
UCSD April 22-26 40 25 5 S, T, X 
 EDUCATION        
Lec-
tures 
Physical Chemistry of 
Biological 
Macromolecules 
UCSD April-May 17 70 25 S X, S 
Class 
Computer Science 
Principles through 
Alice 
UCSD April-May 16 15 8 S O, S 
Lec-
ture 
Phys 244: Parallel 
Computation – Focus 
on GPU Programming 
UCSD June 12 45 18 S S 
Work-
shop 
Introduction to 
Computers and Music 
UCSD/SDSC June 17-21 30 20 8 S S, R, D 
Work-
shop 
Principles of Music, 
Animation and 
Programming 
UCSD/SDSC June 24-28 30 20 8 S S, R, D 
 OUTREACH        
Tour 
West Health Institute 
CIO –SDSC 
Tour/Overview 
UCSD/SDSC April 17 2 5 2 S S, I 
Tour 
West Health Institute 
Engineering Team – 
SDSC Tour/Overview 
UCSD/SDSC May 10 2 5 1 S S, I 
Case 
study 
Bird Rock Systems – 
User Case Scenarios  
UCSD/SDSC June 7 2 45 12 S S, I 
Show-
case 
Industry Partners 
Program – Research 
Review 
UCSD/ SDSC June 12 4 25 5 S S 
Method key: S=Synchronous 
Fund sources key:  G=Gordon, T=Trestles, X=XSEDE, O=Other federal grants, S=State funds (UCSD), I=Industrial 
sponsors, R=Earned revenue, D=Donor gifts 
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14.5.1 Training 
Training workshops in the second quarter of 2013 continued to focus on data-intensive 
computing. SDSC hosted tutorials on Exploring Data using R, Python for Scientists and 
Engineers.  
14.5.2 Education 
SDSC launched its Research Experience for High School Students with orientation in May and 
the beginning of projects at the end of June. From the 172 applications collected by the March 31 
deadline, 32 students were selected. Of those 32 students, seven had posters accepted for 
presentation at XSEDE13 in July. In addition, several of the students are already involved in the 
planning and coordination of XSEDE13. These experiences have proven valuable introductions to 
computational science and other XSEDE-related fields for many students. Alumni have garnered 
prizes at local, regional, and national research competitions as well as won scholarships to attend 
prestigious colleges and universities – many with declared majors related to their internship 
experience.  
SDSC’s NSF-funded CE21-ComPASS project graduated 12 new teachers qualified to teach 
Computer Science Principles following an 8-week training program in April and May 2013. This 
brings to 24 the total number of local teachers ready to teach CS Principles in advance of the 
National College Board rollout of a new AP Computer Science Principles exam scheduled for 
2016. SDSC’s 2013 StudentTECH Summer Programs began in June, with record high demand 
for its computing and computational science learning opportunities for middle and high school 
students. 
SDSC scientists taught sections within two UCSD classes during this quarter of 2013, featuring 
topics in computational chemistry and GPU programming. 
14.5.3 Outreach 
XSEDE blog posts featured many items building excitement for XSEDE13 in San Diego. The 
HPCU site was updated regularly with news, events, career postings, internships, and fellowship 
opportunities. New student assistants helped with improvements to TEOS web pages as well.  
SDSC outreach to colleagues through professional conference presentations, workshops, and 
tutorials related to XSEDE services are included in the preceding table. In addition, SDSC was 
featured in six media stories during the quarter, with topics ranging from the new brain research 
initiative to Gordon’s role in guiding the future of particle physics. All are available from the 
SDSC web site. 
 
14.6 SP Collaborations 
14.6.1 Collaborations with SP XSEDE Users 
 
 Robert Sinkovits and Dongju Choi continued work with Mao Ye (Assistant Professor of 
Finance at UIUC) to parallelize limit order book (LOB) construction across multiple 
compute nodes in support of his work to study the impact of high frequency trading on 
financial markets. LOB construction is now no longer the bottleneck and we will turn our 
attention to other steps in the data processing pipeline. 
 Wayne Pfeiffer performed a very large phylogenetics analysis using RAxML and 
RAxML-Light on Trestles for Jessica Grant of Smith College. This analysis of a data set 
consisting of 809 taxa and 50,689 characters was much too large to be done via the 
CIPRES gateway. Twenty-two separate runs were made: the largest ran for 91 hours on 
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320 cores. 
 Dongju Choi and Kenneth Yoshimoto continued work with David Haussler’s team at 
UCSC to port JobTree software to Gordon so that it launches a single pilot job rather than 
submitting very large numbers of small batch jobs. 
 Robert Sinkovits worked with Doug White (Emeritus Professor of Anthropology at UC 
Irvine) to extend pairwise cohesion application to large, real world graphs. They recently 
finished the analysis of a co-authorship network that was previously considered to be 
undoable and are preparing a manuscript describing the work. 
 Amit Majumdar, Subhashini Sivagnanam & Kenneth Yoshimoto, collaborating with Ted 
Carnevale & Michael Hines from Yale School of Medicine and MaryAnn Martone, Anita 
Bandrowski & Vadmin Astakhov from NIF, continued development of the Neuroscience 
Gateway (NSG). NSG is now being used as a production gateway by computational 
neuroscientists. PyNN, NEST, and Brian were added as new simulation tools within 
the NSG and are available on Trestles. 
 Paul Rodriguez provided statistical and computational support for Christopher Wills 
(Professor of Biology at UCSD) in running an extremely large ANOVA for forest growth 
studies. The data comprised observations from an international collaboration of forest 
growth dynamics, and included over 19,000 factor levels from species and quadrant sizes. 
Thus, the analysis of 2-way interactions required linear system projections of large 
matrices with dummy indicators. SDSC modified the MATLAB ANOVA 
implementation to use SSD for checkpoints and memory repacking and executed the code 
on vSMP nodes using a total over 300 GB of aggregate memory. A paper that uses the 
results is under review at Science. 
 Kenneth Yoshimoto worked with Fred Broccard and Andrew Heiberg (Institute for 
Neural Computing) to port decision-making applications in the context of the game Go to 
Gordon and Trestles 
 Amit Chourasia 
 Performed interleaved visualization of ENZO output; 
 Initiated new project on visualization of Condor Tracking with PI James Sheppard; 
 Tested in-situ visualization integration with SeedMe for MHD simulations in 
collaboration with Mahidhar Tatineni;  
 Provided consulting support to graduate student Anandroop Ray on visualization of 
volumetric uncertainty for inversion calculation of near earth surface; 
 Provided consulting support to Shawn Coleman on visualization queries at the 
University of Arkansas.  
14.7 SP-Specific Activities 
Scheduling and Resource Optimization 
Catalina was upgraded on Gordon and Trestles to fix problems with multiple license allocation 
and with the topology node selection code. 
XSEDE-related Activities 
GRAM5 CTSS registration was completed for Trestles. Gridftp was updated to 5.2.2 on Gordon 
and Trestles gridftp nodes. Unicore was installed on Gordon and Trestles. 
In collaboration with NICS, SDSC deployed proof-of-concept instances of Unicore on Gordon 
and Trestles. These resources are available from XSEDE’s global Unicore registry for testing.  
As part of XSEDE’s Software Development and Integration group, SDSC security staff identified 
and assisted the remediation of a significant security flaw discovered in an authentication 
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software package during its review process. Additionally, SDSC security staff provided feedback 
to improve the security posture of a proposed architectural change to XSEDE. 
SDSC continues to meet its availability goal of 95% for the XCDB (XSEDE central database) 
and the AMIE central instance in Q2 2013. There were only 20 minutes of XCDB downtime and 
the problem was quickly identified and corrected. The AMIE central instance did not experience 
any service interruptions in Q2. In Q4 2013 Postgresql will be upgraded to take advantage of new 
features because support for the current version expires in mid-2014. 
In addition, SDSC continues to be very active in XSEDE through various working groups and the 
Service Provider Forum. These included: 
 Development and deployment of storage allocations 
 XWFS pilot project 
 XRAC reviews 
 Allocations-related policy and process issues 
 
SDSC now fully supports storage allocations on Data Oasis. Usage is tracked and reported daily 
to the XDCDB via AMIE. 
 
14.8 Publications  
K. C. Kandalla, H. Subramoni, K. Tomko, D. Pekurovsky and D. Panda. “A Novel Functional 
Partitioning Approach to Design High-Performance MPI-3 Non-Blocking Alltoallv Collective on 
Multi-core Systems” 42nd International Conference on Parallel Processing (ICPP.13), Lyons, 
France, October 1-4, 2013 (accepted). 
 
Salomon-Ferrer, R., Götz, A.W., Poole, D., Le Grand, S., Walker, R.C., "Routine microsecond 
molecular dynamics simulations with AMBER on GPUs. 2. Explicit Solvent Particle Mesh 
Ewald", J. Chem. Theory Comput., 2013, in press.  
 
Betz, R.M., Walker, R.C., "Implementing Continuous Integration Software in an Established 
Computational Chemistry Software Package", IEEE SE-CSE 2013, San Francisco, USA.  
 
S. Sivagnanam, A. Majumdar, K. Yoshimoto, N. T. Carnevale, V. Astakhov, A. Bandrowski, M. 
Martone, "Introducing The Neuroscience Gateway," Proceedings International Workshop on 
Science Gateways , Zurich, Switzerland, 3-5 June, 2013 (http://ceur-ws.org/Vol-993/). 
 
 
Talks 
  
“CIPRES and Neuroscience Gateway,” Mark Miller, Amit Majumdar, Subhashini Sivagnanam, 
Kenneth Yoshimoto, UC Grid (virtual) talk, May 6, 2013. 
“Introducing the Neuroscience Gateway (NSG)”, Amit Majumdar, Subhashini Sivagnanam, 
Kenneth Yoshimoto, XSEDE Science Gateway (virtual) talk, May 24, 2013. 
"Molecular Dynamics and the GPU Revolution: Sampling for the 99%", Ross C. Walker, 
Keynote Speaker, 2013-04-24 Northeastern University, Boston, MA, NVIDIA GPU Technology 
Workshop. 
 255 
"Transforming molecular biology research through extreme acceleration of AMBER molecular 
dynamics simulations: Sampling for the 99%", Ross C. Walker, Invited Speaker, 2013-04-15 
University of California Los Angeles. 
"Lipid 12: Accurate membrane simulations with a redesigned modular phospholipid force field 
for AMBER", Ross C. Walker, Benjamin Madej, Ian R. Gould, Callum J. Dickson, 2013-04-10 
245th American Chemical Society Conference, New Orleans, LA. 
"Merits of Adaptive Multiscale QM/MM Approaches", Ross C. Walker, Andreas W. Goetz, 
2013-04-07 245th American Chemical Society Conference, New Orleans, LA. 
“BIG DATA Infrastructure: From National Resources to Campus Requirements”, University of 
Georgia Symposium, Athens, GA, May 3, 2013. 
“SEEDME (Preview): Sharing visual results from disk to device”, SEA Software Engineering 
Conference 2013, Boulder, CO, Amit Chourasia Apr 1 2013 
“SEEDME (Preview): Sharing visual results from disk to device”, Globus World 2013, Chicago, 
IL, Amit Chourasia Apr 18 2013 
“Visualization Task Force”, XSEDE NIP meeting, Amit Chourasia May 13 2013 
"SDSC’s Data Oasis: Balanced Performance and Cost-Effective Lustre File Systems”, Lustre 
User Group (LUG) 2013, San Diego, CA, Rick Wagner and Jeff Johnson, April 18, 2013.  
 
Posters 
Romelia Salomon-Ferrer, Ross C. Walker - "Access to Millisecond Timescale Events with 
Accelerated Molecular Dynamics and GPU Technology", Computational Biology Then and Now, 
Weizmann Institute of Science, Israel, May 2013. 
Ben Madej, Callum J. Dickson, Ian R. Gould and Ross C. Walker - "A modular amber lipid force 
field for the simulation of complex membranes and membrane bound proteins", 245th American 
Chemical Society Meeting, New Orleans, LA, Apr 2013. 
14.9 Metrics  
Appendices 1.9A-C includes the following metrics: 
 1.9-A XSEDE-generated user ticket statistics 
 1.9-B Trestles and Gordon Quarterly stats from XDMoD (January – March 2013) 
 1.9-C Local Trestles stats related to achieving user productivity objectives 
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Appendix 14.9A Standard User Assistance Metrics 
Time to 
Resolution 
account 
issues 
file 
systems 
grid 
software 
jobs/batch 
queues 
login/access 
issues 
mss/data 
issues 
network 
issues 
software/apps system 
issues 
other 
0-1 hr 1   6   1 2  1 
1-24 hr 2 10  31 6   12  15 
1-7 d 2 7  45 6   17 5 14 
1-2 wk 3 6 1 17 1  2 13 2 10 
> 2 wk 1 2  15 2 2  23  7 
Still 
Open 
1 1 1 20    10  32 
 
 
 
 
 
 
Appendix 14.9B Trestles and Gordon Quarterly Usage Statistics 
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SDSC-GORDON Quarterly Report 
 
Total NUs Charged by Resource 
 
Service Provider = SDSC 
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 258 
Total NUs Charged by Job Size 
 
Resource = SDSC-GORDON 
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Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
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User Expansion Factor by Job Size 
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Total NUs Charged by Job Wall Time 
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User Expansion Factor by Job Wall Time 
 
Resource = SDSC-GORDON -- Service Provider = SDSC 
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Total NUs Charged by Field of Science 
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Total NUs Charged by User Institution 
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Total NUs Charged by PI 
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Appendix 14.9C Trestles SP-specific Metrics 
2013-04-01 to 2013-06-30 
 
Number of Jobs run by Job Size (Cores) 
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Average System Wait Time (Hours) by Job Size (Cores) 
 
 
 
 
 
 
Average Requested Wall Time (Hours) by Job Size (Cores) 
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Average “Scheduler” Expansion Factor by Job Size (Cores) 
(Requested Wall Time + System Wait Time)/Requested Wall Time 
 
 
 
 
Average Scheduler Expansion Factor by Requested Wall Time (Hours) 
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15 TACC - Service Provider Quarterly Report 
 
15.1 Executive Summaries 
Stampede Executive Summary 
The Stampede system began operation as scheduled on January 7
th
, 2013, and became the newest 
and largest XSEDE resource. Stampede rapidly became the most popular system in XSEDE, 
attracting nearly 500M SUs in requests in the current quarter (more than half the total for all of 
XSEDE). In the reporting period, Stampede ran 539,286 jobs and delivered 139,481,485 SUs to 
699 research projects. This resource was used by research teams led by 627 principal 
investigators supporting the research efforts of 1,587 individual users. 
The Stampede system consists of a “base” compute platform capable of more than 2.2PF, and an 
“innovative component” providing an additional 7.3PF of capability in the form of Intel Xeon Phi 
co-processors. While the base system achieved acceptance and has been in production, the Xeon 
Phi component is scheduled to be accepted in August 2013. The Xeon Phi processors have been 
available to users in early user mode since January, and more than 10,000 jobs have used this new 
capability. For the purposes of XSEDE, SUs are computed on the base system only, with the user 
having the option of using the Xeon Phi (available on every node) at no additional charge. 
Stampede also has a large memory subsystem with 16 nodes each with 1TB of RAM, and a 
visualization subsystem with 128 GPUs. Stampede is a flexible, comprehensive environment for 
modern computational science. Users have broadly adopted all of the Stampede capabilities, and 
we see high utilization and demand.  
More details can be found in the Stampede quarterly report (to be submitted separately.) 
 
Lonestar Executive Summary 
This Lonestar system remains in high demand, and continues to be over requested despite 
significant new resource additions within the XSEDE ecosystem. During the past year, the system 
has continued to exceed metrics for performance and stability, delivering 2-4x the performance of 
Ranger on most user applications. Within the reporting period the system has been used by 1,087 
users to run 163,510 jobs consuming 44,101,103 service units (SUs). Details of this usage, as 
well as highlights of some of the scientific achievements are provide in the Lonestar annual 
report. The outstanding performance of Lonestar has put it in great demand among the open 
science community. For the current quarter, researchers requested more than 60M SUs on 
Lonestar. While the presence of Stampede has reduced the requests on Lonestar dramatically, 
requests are still running at 400% of the available capacity. In the previous year, Lonestar was the 
most over requested resource in XSEDE/TeraGrid history.  
As detailed in the original proposal, the Lonestar project involved leveraging the funding 
provided by NSF with funding from other sources to build a much larger and capable system. The 
proposed 302 TeraFlop system represented the $2.86M project budget, and an additional $6.14M 
in funds from other partners to deploy the $9M system. Fundraising has exceeded that target, and 
currently $11.4M has been made available for investment in the system. The original 302TF 
system has been augmented with additional compute nodes (taking the total to 311TF), large 
shared memory nodes, and GPU nodes for remote visualization and GPGPU computing to 
provide a comprehensive environment for scientific computing.  
Overall, the Lonestar project continues to be a success. Users continue to flock to the resource in 
large numbers, and the effort to continue to expand the system with external funding continues. 
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More details can be found in the Lonestar quarterly report (to be submitted separately.) 
 
Longhorn Executive Summary 
The fourth year of the Longhorn XD Vis project has been successful in continuing to recruit new 
users, developing effective visualizations, developing tools to respond to evolving user needs, and 
training current and next generation scientists and engineers. Our efforts over the last year have 
focused on increasing visualization and data analysis usage on Longhorn. Additionally, we have 
focused on the enhancement and improvement of the user experience by improving the remote 
visualization capabilities, particularly through the Longhorn Visualization Portal. Longhorn usage 
has continued to increase with a diverse portfolio of users wanting Visualization and Data 
Analysis. Within the reporting period 99 persons ran 8,548 jobs from 57 projects and 50 PIs, 
using 799,799 SUs (SU = 1 wall-clock core hour). 
More details can be found in the Longhorn annual report (to be submitted separately.) 
 
15.1.1 Resource Description 
Stampede 
The Dell PowerEdge C8220 Cluster with Intel Xeon Phi coprocessors is one of the largest 
computing systems in the world for open science research. As an NSF Track2 HPC acquisition, 
this system provides unprecedented computational capabilities to the national research 
community enabling breakthrough science that has never before been possible. The scale of 
Stampede delivers opportunities in computational science and technology research, from highly 
parallel algorithms to high-throughput computing, from scalable visualization to next generation 
programming languages. 
Stampede system components are connected via a fat-tree, FDR InfiniBand interconnect. One 
hundred and sixty compute racks house compute nodes with dual, eight-core sockets, and feature 
the new Intel Xeon Phi coprocessors. Additional racks house login, I/O, big-memory, and general 
hardware management nodes. Each compute node is provisioned with local storage. A high-speed 
Lustre file system is supported by 76 I/O servers. Stampede also contains 16 large memory nodes, 
each with 1 TB of RAM and 32 cores, and 128 standard compute nodes, each with an NVIDIA 
Kepler K20 GPU, giving users access to large shared-memory computing and remote 
visualization capabilities, respectively. Users interact with the system via multiple dedicated login 
servers, and a suite of high-speed data servers. The cluster resource manager for job submission 
and scheduling is SLURM (Simple Linux Utility for Resource Management). The basic 
configuration is as follows: 
 6400 Dell PowerEdge C8220 server nodes, each with 
o two 8-core Xeon E5 processors 
o 32 GB of Memory 
o 250 GB of storage 
o one or two Intel Xeon Phi Coprocessors 
 16 large-memory nodes, each with 
o four 8-core Xeon E5 processors 
o Dual NVIDIA GeForce GPUs 
o 1 TB of Memory 
 128 visualization nodes, each with 
o NVIDIA K20 GPU (8 GB on-board GDDR5 memory) 
o Intel Xeon Phi Coprocessor 
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o 32 GB of Memory 
 14PB of shared storage managed by the Lustre Parallel File System software 
 FDR InfiniBand Interconnect via InfiniBand Mellanox switches 
 
Lonestar 
The TACC Dell Westmere Cluster contains 22,656 compute cores (3.33 GHz) within 1,888 Dell 
PowerEdge M610 compute blades (nodes), 15 PowerEdge R610 compute-I/O server-nodes, and 2 
PowerEdge M160 login/management nodes. Each compute node has 24 GB of memory, and the 
login/development nodes each have 24 GB. 14 large memory (1TB) nodes are available for high-
throughput computing and applications that require access to a shared-memory architecture and 8 
GPU nodes are configured for visualization and applications that can take advantage of the 
computational speed of the GPUs. The system storage includes a 421 TB parallel WORK Lustre 
file system, a 841 TB parallel SCRATCH Lustre file system, and 275 TB of local compute-node 
disk space (146GB/node). A QDR InfiniBand switch fabric interconnects the nodes (I/O and 
compute) via a fat-tree topology, with a point-to-point bandwidth of 40Gb/sec. The basic 
configuration is as follows. 
 
 1888 Dell PowerEdge M610 Blade Servers, each with 
o Dual Intel Westmere 6-core, 3.33 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
 14 Dell PowerEdge R910 servers, each with 
o Four 6-core, 2.0 GHz Intel Xeon processors 
o 1 TB of Memory 
o 292 GB of Local Disk 
 8 Dell PowerEdge C6100 servers, each with 
o Two NVIDIA M2070 GPUs 
o Two 6-core, Intel Xeon X5670 2.93 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
o 16-lane PCI Express to Dell C410x PCI expansion box housing the NVIDIA 
GPUs 
 421 TB Lustre Parallel File System (WORK) 
 841 TB Lustre Parallel File System (SCRATCH) 
 QDR InfiniBand Interconnect 
 
Longhorn 
The TACC DELL/NVIDIA Visualization & Data Analysis Cluster, Longhorn, is a hybrid 
CPU/GPU system designed for remote, interactive visualization and data analysis. In addition, 
Longhorn supports production, compute-intensive calculations on both the CPUs and GPUs via 
off-hour queues. The large, per-node memory is intended to support serial and parallel 
visualization and analysis applications that take advantage of large memories, multiple computing 
cores, and multiple graphics processors. Longhorn is an ideal companion resource for working 
with large data sets created on Ranger, since Longhorn can directly access Ranger's Lustre 
parallel file system through a 10 GigE network link.  
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The system consists of 256 dual-socket nodes, each with significant computing and graphics 
capability. Total system resources include 2048 compute cores (Nehalem quad-core), 512 GPUs 
(128 NVIDIA Quadro Plex S4s, each containing 4 NVIDIA FX 5800s), 13.5 TB of distributed 
memory and a 210 TB global file system. Longhorn configuration details can be found below.  
128 NVIDIA Quadro Plex S4s, each with 
 4 NVIDIA FX 5800 GPUs 
 16GB Graphics Memory (4GB per GPU) 
 2 independent graphics busses, one per GPU pair 
240 Dell R610 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 48GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
16 Dell R710 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 144GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
Mellanox QDR InfiniBand Interconnect 
14 Dell PowerVault MD1000 Direct Attached Storage Arrays (210TB global file system, 
managed by the Lustre Parallel File System) 
15.2 Science Highlights 
 
Clean Air Technologies: XSEDE resources help chemists develop new tools for cleaner air, 
energy production (USF Chemistry Professor Mike Zaworotko; USF graduate students Patrick 
Nugent and Stephen Burd) 
 
  
 
The metal-organic framework material at the center of a new 
discovery by chemists at the USF and KAUST is shown under a 
microscope. It is a promising breakthrough in developing better 
carbon-control technologies.  
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Chemists at the University of South Florida and King Abdullah University of Science and 
Technology have discovered a more efficient, less expensive, and reusable material for carbon 
dioxide (CO2) capture and separation. The breakthrough could have implications for a new 
generation of clean-air technologies and offers new tools for confronting the world's challenges in 
controlling carbon.  
The international group of scientists has identified a previously underused material — known as 
SIFSIX-1-Cu — that offers a highly efficient mechanism for capturing CO2. The discovery 
addresses one the biggest challenges of capturing CO2 before it enters the atmosphere: energy 
costs associated with the separation and purification of industrial commodities currently 
consumes 15 percent of global energy production. The demand for such commodities is projected 
to triple by 2050.  
 
To confirm their findings, the researchers used supercomputing simulations enabled by the 
National Science Foundation's XSEDE cyberinfrastructure: Ranger (TACC), Blacklight (PSC) 
and Trestles (SDSC). They initially used Blacklight to simulate the behavior of small numbers of 
gas molecules with each other and with metal-organic-materials (MOMs). Predicting the exact 
behavior of even small numbers of molecules requires a huge amount of computer memory — 
more than one terabyte, greater than the RAM memory in a thousand brand-new iPads. The 
researchers then used the Blacklight results to simulate the behavior of the gasses and the MOMs 
in bulk on Ranger and Trestles.  
 
The scientists believe SIFSIX-1-Cu has three significant applications: carbon-capture for coal-
burning energy plants; purification of methane in natural gas wells; and the advancement of 
clean-coal technology. The next step is to collaborate with engineers to determine how the 
materials can be manufactured and implemented for real-world uses.  
These research results were published online in the journal Nature in February 2013 with the title: 
"Porous materials with optimal adsorption thermodynamics and kinetics for CO2 separations."  
 
Sculpting Flow: TACC supercomputers help microfluidics researchers make waves at the 
microscopic level (PI: Baskar Ganapathysubramanian, Professor of Mechanical 
Engineering at Iowa State) 
 
 
In May 2013, researchers from UCLA, Iowa State and Princeton reported in Nature 
Communications on a new way of sculpting tailor-made fluid flows by placing tiny pillars in 
microfluidic channels. By altering the speed of the fluid, and stacking many pillars with different 
widths, placements and orientations in the fluid's path, they showed that it’s possible to create an 
impressive array of controlled flows. This method could allow clinicians to better separate white 
blood cells in a sample, increase mixing in industrial applications, and more quickly perform lab-
on-a-chip-type operations.  
 
Exploring the phase space of fluid deformations using 
high throughput computing: each configuration of a 
microfluidic system (pillar diameter, channel height, and 
flow speed) is a specific fluid deformation. XSEDE 
resources were used to classify these deformations. 
Such classification is fundamental to subsequent fluid 
sculpting. 
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Using advanced computing resources in the National Science Foundation’s (NSF) XSEDE 
cyberinfrastructure, the researchers ran more than 1,000 simulations representing combinations of 
speeds, thicknesses, heights or offsets that produced unique flows. The equations used to 
determine the flows are fairly straightforward, but the number of configurations needed to solve 
the problem required the use of the Ranger supercomputer at the Texas Advanced Computing 
Center. Ranger, funded by the NSF, served the national open science community for five years 
and was replaced by Stampede (the sixth most powerful supercomputer in the world) in January 
2013. 
With this method, Baskar Ganapathysubramanian says it is possible to create a sequence of pillars 
that would push white cells to the boundaries of a channel to separate them, and then return them 
to the center to be recaptured, or design a series of pillars to enhance mixing, which would be 
useful for removing heat from microprocessor fabrication as well as nano- and micro-scale 
controlled manufacturing. 
Overall, this library of fluid flow transformations determined through computer simulations will 
help the broader community design and use sculpted fluid flows. Eventually, 
Ganapathysubramanian wants to crowd-source the identification of critical flow transportations 
that will have implications to industry. 
 
Investigating the Dark Matter of Life: Supercomputer-enabled metagenomic research explores 
ecosystems in oceans and microbes in the human esophagus (PIs: Andrey Tovchigrechko and 
Shibu Yooseph) 
 
 
 
Between August and October 2005, the Sorcerer II sailed the tropical Indian Ocean collecting 
samples of seawater from 17 sites in the first survey of life along the Indian Ocean transect. The 
voyage was part of the Global Ocean Sampling Expedition, a continuing effort by the J. Craig 
Venter Institute (JCVI) to dive into the microbial diversity of the oceans and provide a baseline of 
the organisms that live there. Back at JCVI's Rockville, Maryland laboratory, researchers from 
the voyage extracted DNA from the microbial cell and viral particle in samples and sequenced 
this information using a combination of technologies. What emerged were several billion pieces 
of DNA representing an ecosystem that scientists know very little about.  
 
This approach to biology is called metagenomics and it represents the next frontier of genetic and 
microbial ecology research. According to a 2011 study, 85 percent of the world's organisms are 
unnamed and unknown. This "dark matter of life,” organisms that resist culturing and traditional 
 
 
A map of the Indian Ocean indicating 
where researchers from the J. Craig 
Venter Institute (JCVI) Global Ocean 
Sampling Expedition collected 
samples for metagenomic analysis. 
 
 286 
sequencing methods, is all around us. Metagenomics makes it possible to investigate microbes in 
their natural environments, but requires massive computing power.  
 
Thus, researchers from JCVI used the National Science Foundation XSEDE-allocated Ranger 
supercomputer from the Texas Advanced Computing Center (TACC) to determine the bacterial 
and viral diversity of the Indian Ocean. Reporting in the October 2012 edition of PLOS One, the 
researchers described the method by which they analyzed the samples and the relationships 
among organisms. It was the first study to holistically explore the dynamics of aquatic viruses 
across multiple size classes and provided unprecedented insight into virus diversity, metabolic 
potential, and virus-host interactions in the region.  
 
The researchers are now taking the science further by applying a metagenomic approach to the 
human esophagus and the microbial imbalances there that may play a role in certain kinds of 
gastric acid reflux and esophageal cancer. 
 
The Ultimate Timekeeper: University of Texas researcher creates computer simulations that 
investigate molecular movement in real-time (PI: Ron Elber) 
 
 
 
Molecules are arguably the most fidgety things in the universe. Their atoms are in constant 
motion, making slight position adjustments in timescales that start in femtoseconds—or one 
quadrillionth of a second. These short-scale atomic transitions are the starting point of the varying 
molecular conformations that drive vital biological movements, like the opening and closing of 
protein channels that trigger a heartbeat, or the movement of a molecule through a cellular 
membrane. It's a common technique for computational laboratories to map the steps of molecular 
movements by piecing together billions of femtosecond-long atomic place changes into a 
microsecond snapshot. But for many important biological processes, microseconds are simply not 
long enough.  
Milestoning, an algorithm developed by UT Austin researcher and XSEDE user Ron Elber, helps 
adderss this time-scale problem. By breaking the movements of molecules into discrete patches of 
shorter time that can be pieced back together, Elber creates computer simulations that investigate 
molecular movement in the time scale that they occur, whether that happens to be milliseconds or 
hours. 
 
This image portrays the conformational changes 
during the recovery stroke of Myosin.  
 287 
One of these processes is the movement of myosin, the "molecular machine" responsible for 
muscle contraction and relaxation. An action as simple as raising a hand takes trillions of myosin 
proteins working in tandem. Using milestoning, Elber developed a simulation that accounts for 
every atom in the myosin protein and how it moves during the millisecond-long movement of the 
protein as it contracts. The overall movement resembles a flexing bicep. 
 
The number of milestones varies from several tens to tens of thousands, depending on the 
process, but the accuracy of prediction improves with an increasing number of milestones. From 
the first milestone to the last, XSEDE resources at the Texas Advanced Computing Center 
(TACC) were indispensable to Elber. The Lonestar supercomputer was used to prepare the initial 
calculation conditions because of its GPU nodes, which run the particular calculations better than 
standard CPUs. The parallel capabilities of Lonestar, and more recently Stampede, were also used 
to calculate 10 to 100,000 potential molecular trajectories between the milestones. Each 
individual trajectory was run on four cores, with various trajectories being run across as many 
cores as were available at any one time. 
"Simply put, TACC resources made these calculations possible," said Elber. 
 
15.3 User-facing Activities  
15.3.1 System Activities 
15.3.2 Services Activities 
15.4 Security 
There have been no changes in TACC security procedures or security incidents/responses within 
the reporting period. 
15.5 Education, Outreach, and Training Activities 
TACC Outreach Activities 
XSEDE Education and Outreach activity in the reporting period continued with participation in 
bi-weekly Outreach reporting and planning conference calls, Underrepresented Outreach 
reporting and planning conference calls on alternate bi-weekly, and monthly TEOS calls. 
Type Title Location Date(s) Number of 
Participants 
Number of Under-
represented 
people 
The 
Austin 
Forum on 
Science, 
Technolog
y and 
Society 
“The 65.5 Million Year 
Old Chicxulub Impact 
Crater: Insights into 
Planetary Processes, 
Extinction and 
Evolution” w/Dr. Sean 
Gulick 
AT&T 
Conferen
ce Center 
4/2/13 125 
Not tracked. 
Cybersecu
rity 
Presentati
on 
Pflugerville HS 
(11
th
-12
th
 grade) 
Pflugervi
lle HS, 
Pflugervi
lle 
4/16/13 30 
Not tracked. 
Cybersecu
rity 
Hendrickson HS 
(11
th
- 12
th
 grade) 
Hendric
kson HS, 
4/18/13 80 
Not tracked. 
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Presentati
on 
Pflugger
ville 
Vislab & 
Machine 
Room 
Tour 
GenTX Day: 
River City 
Youth 
Foundation (3
rd
-
8
th
 grade) 
Vislab 
5/3/13 25 25 
Vislab 
Tour 
Martin Middle 
School & 
Bedichek Middle 
School 6-8th 
grade 
Vislab 
5/6/123 55 50 
The 
Austin 
Forum on 
Science, 
Technolog
y and 
Society 
“Surviving the 
21
st
 Century as a 
Thought 
Worker” 
w/Jennifer 
Bullard 
AT&T 
Conferen
ce Center 
5/7/13 110 Not tracked. 
Vislab 
Tour 
Clarksville HS- 
11
th
-12
th
 grade 
Vislab 
5/10/13 30 30 
Machine 
Room 
Tour 
Indeed.com 
PRC 
5/15/13 12 Not tracked. 
Vislab 
Tour 
ACE Academy 
Vislab 
5/16/13 15 0 
Cybersecu
rity 
Workshop 
Nimitz MS 
STEM Academy 
(8
th
 grade) 
San 
Antonio 5/21/13 92 
90 
Machine 
Room 
Tour 
Rouse HS  
PRC 
5/22/13 30 
Not tracked. 
Vislab 
Tour 
Anne Richards 
School (11
th
 
grade) 
Vislab 
5/22/13 4 
4 
Vislab 
Tour/Pres
entations 
Skillpoint 
Alliance STEM 
Council:  
Anne Richards 
School (12
th
 
grade) 
Vislab 
5/23/11
3 
35 
35 
The 
Austin 
Forum on 
Science, 
“The Big Deal 
About Big Data- 
a perspective 
from IBM 
AT&T 
Conferen
ce Center 
6/4/13 200 
Not tracked. 
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Technolog
y and 
Society 
Research” w/Dr. 
Kevin Nowka 
Vislab 
Tour 
UT MITE (12
th
 
grade) 
Vislab 
6/6/13 50 
50 
Machine 
Room 
Tour 
VIP- engineer 
from CT 
PRC 
6/7/13 1 
0 
Machine 
Room 
Tour 
Shadow a 
Scientist  (6-8
th
 
grade) 
PRC 
6/12/13 2 
0 
Vislab 
Tour 
UT MITE (12
th
 
grade) 
Vislab 
6/13/13 50 
50 
Vislab 
Tour 
UT First Bytes 
(11
th
- 12
th
 grade) 
Vislab 
6/21/13 60 50 
Vislab 
Tour 
River City 
Youth 
Foundation (6
th
-
8
th
 grade) 
Vislab 
6/21/13 15 15 
Vislab 
Tour/Pres
entations 
Skillpoint 
Alliance STEM 
Council:  
APPSoup 12
th
 
grader 
Vislab 
6/28/13 35 Not tracked. 
 
The Austin Forum on Science, Technology & Society 
In the reporting period, TACC hosted a total of three monthly Austin Forum events with invited 
speakers from areas of interest focusing on science and technology. The goal of The Austin 
Forum on Science, Technology & Society is to engage and educate the local community about the 
numerous ways in which science and technology enhance the quality of their everyday lives, as 
well as the health, prosperity and security of the nation. One hour is devoted to a presentation and 
Q&A discussion between the speaker and guests. Ample time for networking is offered, both 
preceding and following the speaker presentation. The speaker series has become increasingly 
popular in the community, attracting a total of 435 people this quarter. This quarter, the speaker 
series included Dr. Kevin Nowka, Director of Research at IBM-Austin, who talked about Big 
Data.  
TACC Facility Tours and Presentations 
From K-12 and higher education groups, TACC conducted facility tours and outreach 
presentations impacting 621 people in Q2 2013, of which more than half were underrepresented 
minorities and women. This quarter, TACC facilitated three cybersecurity workshops reaching 
202 high school students. The TACC Cybersecurity Program, made possible with support from 
the Verizon Foundation, is aimed at increasing awareness of Internet safety, while teaching deep 
concepts of how computer hardware, software, and networks operate. This program also explores 
careers in the field of STEM and Cybersecurity. 
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TACC Education and Training Activities 
Education 
The partnership with the UT Austin Division of Statistics and Scientific Computation (DSSC) 
continued in Q2 2013. DSSC is the home of the Scientific Computation courses. DSSC offers an 
Undergraduate Certificate and a Graduate Portfolio Program in Scientific Computation. As of Q2 
2013, 12 students have completed the program since its inception.  
For Q2 2013, 83 students were enrolled in the undergraduate certificate program. Enrollment in 
the certificate program included 53% from the College of Natural Science (which is home to 
mathematics, statistics, and computer science), 30% from the Cockrell School of Engineering, 
11% from the College of Liberal Arts, 4% from the McCombs School of Business, and 2% from 
the Jackson School of Geoscience.  
For the graduate portfolio program, 2 students are scheduled to complete the portfolio in Q2 
2013. 11 students are enrolled. The breakdown is 9%- College of Natural Sciences, 18%- College 
of Liberal Arts, 64%- Cockrell School of Engineering, and 9% - Jackson School of Geosciences 
Training 
TACC staff conducted or facilitated 13 training workshops/tutorials within the reporting period. 
A total of 367 people attended these training events either in person or via webcast. A majority of 
the workshops were recorded and a link to the recording provided to attendees for later viewing 
or to pass on to their colleagues. The following table lists the date, title, location, and attendance 
for each event. 
Type Title Location Date(s) Hour
s 
Number of 
Participant
s 
Number 
of 
Under-
represe
nted 
people 
Method 
Wkshp Visualization Tutorial Florida Int. 
Univ. 
4/4/13 7 40  S 
Wkshp Intel MIC Workshop TACC 4/5/13 8.5 22 3 S 
Wkshp XSEDE New User 
Training 
PSC/TACC 4/9/13 1.5 33 6 S 
Tutori
al 
Visualization Tutorial Univ. of 
Maryland 
Baltimore 
County 
4/11/13 7 30  S 
Wkshp Parallel Computing on 
Stampede 
TACC 4/18-
19/13 
8.25 61 9 S 
Wkshp Intel MIC Workshop TACC 2/19/13 8.5 19 3 S 
Wkshp Linux/Unix Basics UT Austin 5/17/13 3 28  S 
Wkshp Intro. to NGS 
Bioinformatics 
UT Austin 5/20/13 3 30  S 
Tutori
al 
PerfExpert Tutorial at 
ICS 
Eugene, 
Oregon 
6/10/13 3 14 1 S 
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Wkshp Intro. to Parallel 
Computing on Stampede 
Cornell 
Univ. 
6/11/13 7 25 4 S 
Wkshp XSEDE Scholars, Linux 
and C 
TACC 6/13/13 2 23 12 S 
Wkshp ISC 13 Germany 6/16/13  28  S 
Wkshp Parallel Computing on 
Stampede, Advanced 
Cornell 6/18/13 7 14 2 S 
 
The Virtual Workshop provides users access to twenty-seven training modules with new modules 
under development and existing modules being reviewed for updates. Users who are logged in to 
the XSEDE portal can pass-through to the Virtual Workshop, or they can use guest registration.  
During this quarter Applications of Parallel Computers concluded, using the Virtual Workshop 
for the lecture and quiz materials. The course has 14 lectures posted last quarter. The final 10 
lectures were completed this quarter. 
Available Modules 
 
Comprehensive Courses 
Applications of Parallel Computers (10 additional lectures posted this quarter) 
 
Programming Languages 
An Introduction to Linux 
An Introduction to C Programming 
An Introduction to Fortran Programming 
An Introduction to Python  
Python for High Performance 
Balancing Scripts and Compiled Code in Scientific Applications 
MATLAB Programming 
 
Parallel Computing 
Parallel Programming Concepts and High-Performance Computing 
Ranger Environment (in transition) 
Message Passing Interface (MPI) 
MPI Point-to-Point Communication 
MPI Collective Communications 
MPI One-Sided Communication 
MPI Advanced Topics 
Parallel I/O 
OpenMP 
Hybrid Programming with OpenMP and MPI  
 
Code Improvement 
Profiling and Debugging 
Optimization and Scalability Series Part 1: Planning for Parallel 
PerfExpert  
Computational Steering 
Use Cases  
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Data Analysis   
Large Data Visualization 
Paraview 
VisIt 
Using Databases 
MapReduce 
  
Modules Currently in Work  
MIC 
Vectorization 
CUDA/GPU 
Advanced SLURM 
Data Transfer 
R 
Virtual Workshop Usage 
  
  Page Loads Unique Visitors First Time 
Visitors 
Returning Visitors 
Q1 ‘11 4,456 920 730 190 
Q2 ‘11 16,281 2,988 2,509 479 
July – Sept 2011 9,208 2,905 2,457 448 
Oct – Dec 2011 10,068 3,615 3,019 596 
Jan – Mar 2012 16,800 5,318 4,249 1069 
Apr – Jun 2012 17,875 5,860 4,795 1,065 
July – Sept 2012 23,888 5,611 4,442 1,169 
Oct – Dec 2012 20,473 7,093 5,649 1,444 
Jan – Mar 2013 35,891 12,328 9,155 3,173 
Apr – Jun 2013 36,629 10,796 8,111 2,685 
Notes: 
       Q2 ’11 high numbers were a result of activity after an online news release on the Virtual 
Workshop was sent out. 
       Q1 and Q2 ’13 high numbers were a result of Applications of Parallel Computers being 
offered. 
15.6 SP Collaborations 
15.7 SP-Specific Activities 
15.8 Publications 
15.9 Metrics 
15.9.1 Standard User Assistance Metrics  
TACC staff members continue to provide trouble ticket support via the new RT driven XSEDE 
ticket system and the TACC Consulting System. 334 tickets, submitted via the XSEDE ticket 
system, were handled by TACC staff during the report period with 280 being closed. Both trouble 
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ticket systems are monitored 7x24x365 and approximately 25 TACC staff members are engaged 
in this front-line support activity. The following table indicates the number of tickets opened, 
closed, and a breakdown of the ticket category. 
 
Issue Category  Number of tickets opened Number of tickets closed  
Jobs/Batch Queues 97 84 
Software/Applications 64 55 
Login/Access Issues 69 63 
System Issues 10 9 
Account Issues 23 22 
Filesystem Issues  9 8 
Allocations 5 3 
Other  57 36 
XSEDE users also may submit requests for assistance via the TACC User Portal (TUP). During 
the reporting period 351 tickets were submitted through the TUP; 305 have been resolved, 32 are 
pending user response, and 14 are in progress. 
15.9.2 SP-specific Metrics 
 
Allocation usage in section 1.9.3 reflects utilization of TACC resources by the XSEDE user 
community. There are allocation pools on TACC resources for the non-XSEDE community; the 
following table indicates the breakdown of available allocation and usage during the reporting 
period for both major communities. Allocation and usage information is reported in system units 
(SUs) with an SU being a core hour. 
XSEDE/UT Quarter Usage 
System 
SUs 
Available 
XSEDE SUs 
Delivered 
XSEDE 
Usage (%) 
UT SUs 
Delivered 
UT Usage 
(%) 
Total SUs 
Delivered 
Stampede 210,790,400 114,787,899 82.30 24,693,586 17.70 139,481,485 
Lonestar 49,997,000 12,963,324 29 31,137,780 71 44,101,104 
Longhorn 4,456,448 509,057 64 290,742 36 799,799 
 
The following table contains system availability statistics for the reporting period for TACC 
compute, visualization, and storage resources. 
TACC Resource Uptime Statistics 
  
Lonestar Stampede 
Uptime Uptime 
PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2013-04 1 12.00 0 0.00 98.3 3 34.50 0 0.00 95.2 
2013-05 0 0.00 0 0.00 100.0 3 74.00 0 0.00 90.1 
2013-06 1 9.50 0 0.00 98.7 1 17.00 0 0.00 97.6 
  
Longhorn Ranch 
Uptime Uptime 
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PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2013-04 1 8.00 0 0.00 98.9 1 23.75 2 4.00 96.1 
2013-05 0 0.00 0 0.00 100.0 0 0.00 0 0.00 100.0 
2013-06 0 0.00 0 0.00 100.0 1 23.75 0 0.00 96.7 
 
 
15.9.3 Standard systems metrics 
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TACC-STAMPEDE Quarterly Report 
Total NUs Charged by Resource 
Service Provider = TACC 
2013-04-01 to 2013-06-30 
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Total NUs Charged by Job Size 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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Avg Wall Hours Per Job by Job Size 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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Avg Wait Hours Per Job by Job Size 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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User Expansion Factor by Job Size 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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Total NUs Charged by Job Wall Time 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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User Expansion Factor by Job Wall Time 
Resource = TACC-STAMPEDE -- Service Provider = TACC 
2013-04-01 to 2013-06-30 
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Total NUs Charged by Field of Science 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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Total NUs Charged by User Institution 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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Total NUs Charged by PI 
Resource = TACC-STAMPEDE 
2013-04-01 to 2013-06-30 
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TACC-LONESTAR4 Quarterly Report 
Total NUs Charged by Resource 
Service Provider = TACC 
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Total NUs Charged by Job Size 
Resource = TACC-LONESTAR4 
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Avg Wall Hours Per Job by Job Size 
Resource = TACC-LONESTAR4 
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Avg Wait Hours Per Job by Job Size 
Resource = TACC-LONESTAR4 
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User Expansion Factor by Job Size 
Resource = TACC-LONESTAR4 
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Total NUs Charged by Job Wall Time 
Resource = TACC-LONESTAR4 
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User Expansion Factor by Job Wall Time 
Resource = TACC-LONESTAR4 -- Service Provider = TACC 
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Total NUs Charged by Field of Science 
Resource = TACC-LONESTAR4 
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Total NUs Charged by User Institution 
Resource = TACC-LONESTAR4 
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Total NUs Charged by PI 
Resource = TACC-LONESTAR4 
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TACC-LONGHORN Quarterly Report 
Total NUs Charged by Resource 
Service Provider = TACC 
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Total NUs Charged by Job Size 
Resource = TACC-LONGHORN 
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Avg Wall Hours Per Job by Job Size 
Resource = TACC-LONGHORN 
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Avg Wait Hours Per Job by Job Size 
Resource = TACC-LONGHORN 
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User Expansion Factor by Job Size 
Resource = TACC-LONGHORN 
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Total NUs Charged by Job Wall Time 
Resource = TACC-LONGHORN 
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User Expansion Factor by Job Wall Time 
Resource = TACC-LONGHORN -- Service Provider = TACC 
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Total NUs Charged by Field of Science 
Resource = TACC-LONGHORN 
 
  
 323 
Total NUs Charged by User Institution 
Resource = TACC-LONGHORN 
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Total NUs Charged by PI 
Resource = TACC-LONGHORN 
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A Progress Towards Goals 
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B XSEDE Schedule with Progress Update 
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Page: 1
 
Printed on  Tuesday, August 20, 2013
Name Start Finish
%
Completed
FTE
XSEDE Schedule 10/6/10 7/9/21 40.42%
XSEDE 10/6/10 7/9/21 40.42%
Project Office 10/6/10 11/3/16 39.31%
Project Management and Reporting 10/6/10 8/31/16 43.75%
Management 7/1/11 6/29/16 62.50%
Project Reporting 10/6/10 8/31/16 38.10%
Project Management - Risk Management 7/1/11 1/5/16 52.38%
Sciforma Administration 7/1/13 6/30/16 25.00%
Systems Engineering 7/2/12 6/30/14 48.64%
User needs collection 7/2/12 6/28/13 100.00%
Requirements analysis 7/2/12 6/28/13 100.00%
Managing the UREP 7/2/12 6/28/13 100.00%
Update Req Mgmt Plan (obsolete; repl by
Use Case approach)
7/2/12 9/28/12 35.00%
Updating the SEMP (determined to be
unnecessary and not carried out)
7/2/12 12/14/12 0.00%
XDOR/IDEALS: establishing
procedures/developing documentation
7/2/12 9/28/12 100.00%
Manage XSEDE Document Archive Process 6/28/13 6/28/13 100.00%
User Needs Collection PY3 7/1/13 6/30/14 0.00%
Use Case Development and Processing PY3 7/1/13 6/30/14 0.00%
Manage the UREP PY3 7/1/13 6/30/14 0.00%
Manage XSEDE Document Archive Process
PY3
7/1/13 6/30/14 0.00%
Systems Architecture 10/6/10 9/30/14 10.85%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
API&CLT (1.0) 1/3/11 3/25/11 0.00%
GUI Tools (1.0) 1/3/11 1/28/11 0.00%
Replica Management Sys (1.0) 1/3/11 3/25/11 0.00%
AAM System (1.0) 1/3/11 1/28/11 0.00%
Ticket System (1.0) 1/3/11 1/28/11 0.00%
Ops Ctr Spt System (1.0) 1/3/11 1/28/11 0.00%
XSEDE Gateway Framework (1.0) 1/3/11 3/25/11 0.00%
Campus Interoperability Framework (1.0) 1/3/11 3/25/11 0.00%
Investigate Identity Mgmt and Auth w
InCommon
1/3/11 4/22/11 0.00%
Security Mgmt and Services(1.0) 1/3/11 6/17/11 0.00%
Create Security PSG 9/1/11 10/12/11 0.00%
Approval of Security PSG 10/12/11 10/12/11 0.00%
XSEDE Certificate Authority 9/1/11 12/21/11 0.00%
Unified System Log (1.0) 1/3/11 1/28/11 0.00%
CM & Deployment Mgmt System (1.0) 1/3/11 1/21/11 0.00%
OSG Bridge (1.0) 1/3/11 2/25/11 0.00%
XSEDE Portal 1/3/11 3/25/11 0.00%
System Test Planning (1.0) 5/23/11 6/10/11 0.00%
Usability Panel Planning (1.0) 5/23/11 6/3/11 0.00%
TRR for Inc 1.0 7/4/11 7/5/11 0.00%
Inc 1.0 Integration 6/20/11 7/1/11 0.00%
Inc 1.0 System Test 7/6/11 8/2/11 0.00%
Inc 1.0 Spiral I&T Complete 8/2/11 8/2/11 0.00%
Inc 1.0 Deployment Planning 7/4/11 7/15/11 0.00%
Training Material Dev. (1.0) 3/28/11 5/20/11 0.00%
Inc 1.0 Deployment 8/3/11 8/16/11 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
Deploy Grid Middleware Infrastructure 3/1/11 3/28/11 0.00%
Milestone: Grid Middleware Infrastructure
deployed
10/6/10 10/6/10 0.00%
Deploy Data Management software 4/1/11 3/29/12 0.00%
Milestone: Data Management software
deployed
10/6/10 10/6/10 0.00%
Deploy Account Management software 3/1/11 3/28/11 0.00%
Milestone: Account Management software
deployed
10/6/10 10/6/10 0.00%
Deploy Information Services Infrastructure 3/1/11 3/28/11 0.00%
Milestone: Information Services Infrastructure
deployed
10/6/10 10/6/10 0.00%
Deploy Common User Environment 3/1/11 3/28/11 0.00%
Milestone: Common User Environment
deployed
10/6/10 10/6/10 0.00%
Deploy System of Systems Test Environment 3/1/11 3/28/11 0.00%
Milestone: System of Systems Test
Environment deployed
10/6/10 10/6/10 0.00%
Spiral 1.0 1/3/11 12/21/11 0.00%
Inc 1.0 Start 1/3/11 1/3/11 0.00%
Refine Engineering Plan 1/3/11 1/21/11 0.00%
Prod. Baseline 1.0 Approved 1/3/11 1/3/11 0.00%
UNICORE Stack (1.0) 1/3/11 3/4/11 0.00%
Genesis II Stack (1.0) 1/3/11 2/25/11 0.00%
Execution Mgmt. (1.0) 1/3/11 2/25/11 0.00%
Execution Mon. Sys. (1.0) 1/3/11 1/28/11 0.00%
Information Serv. (1.0) 1/3/11 1/28/11 0.00%
GFFS Initial 1/3/11 1/11/11 0.00%
XWFS Initial 1/3/11 1/21/11 0.00%
Data Management (1.0) 1/3/11 3/25/11 0.00%
G&VO Management (1.0) 1/3/11 3/25/11 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
Inc 1.0 Deployment Complete 8/16/11 8/16/11 0.00%
XSEDE IOC 8/16/11 8/16/11 0.00%
Spiral 2.0 5/3/11 10/18/11 0.00%
Prod. Baseline 2.0 Approved 5/3/11 5/3/11 0.00%
Syslog Analysis Sys (2.0) 5/3/11 5/3/11 0.00%
AAM System (2.0) 5/3/11 6/27/11 0.00%
Execution Monitoring Sys (2.0) 5/3/11 6/27/11 0.00%
RQOSA Mgmt Sys (2.0) 5/3/11 7/25/11 0.00%
Security Mgmt and Services (2.0) 5/3/11 8/22/11 0.00%
API&CLT (2.0) 5/3/11 6/27/11 0.00%
GUI Tools (2.0) 5/3/11 5/30/11 0.00%
CM & Deploy Mgmt (2.0) 5/3/11 5/30/11 0.00%
Campus Interop Fwrk (2.0) 5/3/11 7/25/11 0.00%
Ticket System (2.0) 5/3/11 6/27/11 0.00%
XSEDE Gateway Framework (2.0) 5/3/11 7/25/11 0.00%
Replica Mgmt (2.0) 5/3/11 7/25/11 0.00%
File System (2.0) 5/3/11 8/22/11 0.00%
Ops Ctr Spt Sys (2.0) 5/3/11 5/3/11 0.00%
Execution Mgmt (2.0) 5/3/11 6/27/11 0.00%
Info Services (2.0) 5/3/11 8/22/11 0.00%
Foreign Grid Policy Adapters (2.0) 5/3/11 6/13/11 0.00%
Bandwidth Provisioning (2.0) 5/3/11 7/25/11 0.00%
XSEDE Portal (2.0) 5/3/11 6/27/11 0.00%
G&VO Mgmt (2.0) 5/3/11 7/25/11 0.00%
Collab. Tools (2.0) 5/3/11 5/30/11 0.00%
Data Management (2.0) 5/3/11 7/25/11 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
Inc 2.0 Integration 8/23/11 9/5/11 0.00%
Inc 2.0 System Test 9/7/11 9/20/11 0.00%
Training Material Dev. (2.0) 5/3/11 6/27/11 0.00%
System Test Planning (2.0) 8/15/11 9/2/11 0.00%
Usability Panel Planning (2.0) 8/22/11 8/26/11 0.00%
TRR for Inc 2.0 9/6/11 9/6/11 0.00%
Inc 2.0 Deployment Planning 9/21/11 10/4/11 0.00%
Inc 2.0 Deployment 10/5/11 10/18/11 0.00%
Inc 2.0 Deployment Complete 10/18/11 10/18/11 0.00%
Inc 2.0 Spiral I&T Complete 9/20/11 9/20/11 0.00%
Spiral 3.0 10/18/11 4/4/12 0.00%
Prod. Baseline 3.0 Approved 10/18/11 10/18/11 0.00%
Execution Mgmt (3.0) 10/18/11 12/12/11 0.00%
G&VO Mgmt (3.0) 10/18/11 1/9/12 0.00%
Data Managementt (3.0) 10/18/11 12/12/11 0.00%
Info Services (3.0) 10/18/11 2/6/12 0.00%
Replica Mgmt Sys (3.0) 10/18/11 10/18/11 0.00%
Bandwidth Provisioning (3.0) 10/18/11 10/18/11 0.00%
RQOSA Mgmt (3.0) 10/18/11 10/18/11 0.00%
AAM Sys (3.0) 10/18/11 12/12/11 0.00%
Execution Mon Sys (3.0) 10/18/11 11/14/11 0.00%
Collab Tools (3.0) 10/18/11 11/14/11 0.00%
API&CLT (3.0) 10/18/11 11/14/11 0.00%
GUI Tools (3.0) 10/18/11 10/31/11 0.00%
File System (3.0) 10/18/11 1/9/12 0.00%
Ops Ctr Support Sys (3.0) 10/18/11 10/18/11 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
 332 
Name Start Finish
%
Completed
FTE
Syslog Analysis Sys (3.0) 10/18/11 10/31/11 0.00%
XSEDE Portal (3.0) 10/18/11 11/14/11 0.00%
System Test Planning (3.0) 2/1/12 2/21/12 0.00%
Usability Panel Planning (3.0) 2/7/12 2/13/12 0.00%
TRR for Inc 3.0 2/22/12 2/22/12 0.00%
Security Mgmt and Services (3.0) 10/18/11 1/9/12 0.00%
Inc 3.0 Integration 2/7/12 2/20/12 0.00%
Inc 3.0 System Test 2/23/12 3/7/12 0.00%
Inc 3.0 Spiral I&T Complete 3/7/12 3/7/12 0.00%
Training Material Dev. (3.0) 11/7/11 12/30/11 0.00%
Inc 3.0 Deployment Planning 3/8/12 3/21/12 0.00%
Inc 3.0 Deployment 3/22/12 4/4/12 0.00%
Inc 3.0 Deployment Complete 4/4/12 4/4/12 0.00%
XSEDE FOC 4/4/12 4/4/12 0.00%
Ongoing: Incremental improvements
continue via SEMP Spiral Design Process
10/6/10 9/30/14 0.00%
Public Facing XSEDE Architecture Document 12/5/11 3/5/12 100.00%
Agreement of contents and level of
detail
12/5/11 12/8/11 100.00%
Establish time frame to produce public
facing architecture document
12/9/11 1/5/12 100.00%
Outline for initial level 1 & level
2-decomposition documentation
1/6/12 1/12/12 100.00%
First draft of public facing document 1/13/12 2/1/12 100.00%
Revise, comment add content to
document as necessary
2/2/12 2/9/12 100.00%
Architects review first draft with Bachman 2/10/12 2/10/12 100.00%
Identify remaining steps to complete first
draft
2/13/12 2/16/12 100.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
A&D team including liaisons from SD&I,
Security, Campus Bridging and
management review first draft
2/17/12 2/27/12 100.00%
Architects address comments/revisions
and request endorsement from A&D
team and liaisons
2/28/12 3/1/12 100.00%
First version of XSEDE Architecture
Document (Level 1 & 2 Decomp)
available at Qrtrly Mtg
3/2/12 3/5/12 100.00%
Campus Bridging - Architectural Response to
Stakeholder Requirements
1/19/12 5/31/12 65.83%
 Preliminary background work 1/19/12 2/16/12 100.00%
 Documentation and review of use cases
and requirements matrix completed
2/17/12 2/23/12 100.00%
 Architectural response at a Level 3
Decomposition prepared by the
architects
2/24/12 3/22/12 100.00%
 Stakeholder review of Architectural
response
3/23/12 4/19/12 95.00%
Active Design Review 4/20/12 5/3/12 0.00%
 Incorporation into public facing XSEDE
Architecture Document
5/4/12 5/31/12 0.00%
Science Gateways - Architectural Response
to Stakeholder Requirements
5/4/12 9/6/12 20.00%
Documentation and review of use cases
and requirements matrix completed
5/4/12 5/31/12 100.00%
Architectural response at a Level 3
Decomposition prepared by the
architects
6/1/12 6/28/12 0.00%
Stakeholder review of Architectural
response
6/29/12 7/26/12 0.00%
Active Design Review 7/27/12 8/9/12 0.00%
 Incorporation into public facing XSEDE
Architecture Document
8/10/12 9/6/12 0.00%
Computing - Architectural Response to
Stakeholder Requirements
8/10/12 12/13/12 14.40%
Documentation and review of use cases
and requirements matrix completed
8/10/12 9/6/12 72.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
Architectural response at a Level 3
Decomposition prepared by the
architects
9/7/12 10/4/12 0.00%
Stakeholder review of Architectural
response
10/5/12 11/1/12 0.00%
Active Design Review 11/2/12 11/15/12 0.00%
 Incorporation into public facing XSEDE
Architecture Document
11/16/12 12/13/12 0.00%
BIG Data - Architectural Response to
Stakeholder Requirements
11/16/12 4/4/13 17.05%
Documentation and review of use cases
and requirements matrix completed
11/16/12 12/13/12 85.25%
Architectural response at a Level 3
Decomposition prepared by the
architects
12/14/12 1/25/13 0.00%
Stakeholder review of Architectural
response
1/28/13 2/21/13 0.00%
Active Design Review 2/22/13 3/7/13 0.00%
 Incorporation into public facing XSEDE
Architecture Document
3/8/13 4/4/13 0.00%
Connecting Instrumentation - Architectural
Response to Stakeholder Requirements
3/8/13 7/11/13 2.00%
Documentation and review of use cases
and requirements matrix completed
3/8/13 4/4/13 10.00%
Architectural response at a Level 3
Decomposition prepared by the
architects
4/5/13 5/2/13 0.00%
Stakeholder review of Architectural
response
5/3/13 5/30/13 0.00%
 Active Design Review 5/31/13 6/13/13 0.00%
 Incorporation into public facing XSEDE
Architecture Document
6/14/13 7/11/13 0.00%
Collaboration - Architectural Response to
Stakeholder Requirements
6/14/13 10/17/13 1.00%
Documentation and review of use cases
and requirements matrix completed
6/14/13 7/11/13 5.00%
Architectural response at a Level 3
Decomposition prepared by the
architects
7/12/13 8/8/13 0.00%
Stakeholder review of Architectural
response
8/9/13 9/5/13 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
Active Design Review 9/6/13 9/19/13 0.00%
 Incorporation into public facing XSEDE
Architecture Document
9/20/13 10/17/13 0.00%
XSEDE Architectural Canonical Use Cases 6/14/13 10/17/13 16.00%
Documentation and review of use cases
and requirements matrix completed
6/14/13 7/11/13 30.00%
Architectural response at a Level 3
Decomposition prepared by the
architects
7/12/13 8/8/13 30.00%
Stakeholder review of Architectural
response
8/9/13 9/5/13 20.00%
Active Design Review 9/6/13 9/19/13 0.00%
 Incorporation into public facing XSEDE
Architecture Document
9/20/13 10/17/13 0.00%
External Relations 10/6/10 11/3/16 64.52%
Generate Publications: Highlights (Science,
EOT, Digital Resources)
4/2/12 11/3/16 62.73%
SciHi subcommittee from XSEDE ER
established
4/9/12 4/9/12 100.00%
Collect story ideas 5/25/12 5/25/12 100.00%
Story choices approved by XSEDE
leadership
6/29/12 6/29/12 100.00%
Graphic designer selected 7/2/12 7/2/12 100.00%
About 15 science highlights stories
selected, edited (incl tech review) and
shared w sr leadership
7/27/12 7/27/12 100.00%
Cover-to-cover edit complete 8/10/12 8/10/12 100.00%
Overall design and test story mockup
complete and reviewed
9/5/12 9/5/12 90.00%
Final design complete 9/20/12 9/20/12 0.00%
Completed book delivered to printer 9/21/12 9/21/12 0.00%
Milestone: Science Highlights published 11/21/12 11/21/12 0.00%
Ongoing: Repeat previous 10 tasks
annually
4/2/12 11/3/16 0.00%
Create XSEDE website and translate
relevant TG website content
1/3/11 4/18/11 100.00%
XSEDE WebsiXSEDE website committee
established
1/3/11 1/3/11 100.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
Website requirements document
complete
1/17/11 1/17/11 100.00%
Content requirements document
complete
1/17/11 1/17/11 100.00%
First rev of design reviewed by website
committee
2/15/11 2/15/11 100.00%
Rev of website reviewed by XSEDE
leadership
3/1/11 3/1/11 100.00%
Short form usability test completed 3/15/11 3/15/11 100.00%
Final version of website reviewed by
website committee
3/22/11 3/22/11 100.00%
Content approved 4/1/11 4/1/11 100.00%
Final build complete 4/7/11 4/7/11 100.00%
Content ported and built 4/15/11 4/15/11 100.00%
Initial version of XSEDE website
launched
4/18/11 4/18/11 100.00%
Milestone: XSEDE website completed 4/18/11 4/18/11 100.00%
Generate Annual Conference Proceedings 10/6/10 10/7/14 48.00%
Genereate Annual Conference 2012 3/1/12 7/12/12 100.00%
Proceedings chair selected and
incorporated into event planning
3/1/12 3/1/12 100.00%
Submission site publicized 3/1/12 3/1/12 100.00%
Approval from ACM or whatever
publisher received
6/1/12 6/1/12 100.00%
Templates and copyright permission
forms out to authors
6/5/12 6/5/12 100.00%
All papers and copyright permission
forms received from authors and
OKed by track chairs
6/22/12 6/22/12 100.00%
All papers sent to production house
for reproduction to USB drive
6/25/12 6/25/12 100.00%
Milestone: Annual Conference
Proceedings Complete
7/12/12 7/12/12 100.00%
Genereate Annual Conference 2013 3/1/13 7/12/13 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
Proceedings chair selected and
incorporated into event planning
3/1/13 3/1/13 0.00%
Submission site publicized 3/1/13 3/1/13 0.00%
Approval from ACM or whatever
publisher received
6/1/13 6/3/13 0.00%
Templates and copyright permission
forms out to authors
6/5/13 6/5/13 0.00%
All papers and copyright permission
forms received from authors and
OKed by track chairs
6/22/13 6/24/13 0.00%
All papers sent to production house
for reproduction to USB drive
6/25/13 6/25/13 0.00%
Milestone: Annual Conference
Proceedings Complete
7/12/13 7/12/13 0.00%
Ongoing: Repeat previous 7 tasks
annually
10/6/10 10/7/14 20.00%
Milestone: Ongoing - Generate press
releases & website content
4/4/11 3/24/16 25.00%
Milestone: Ongoing - Generate publicity via
social media
1/3/12 3/24/16 25.00%
Monthly: Gather, edit and format content for
internal (plain text) e-newsletter; distribute to
XSED
1/10/12 6/9/16 25.00%
Milestone: Ongoing - Generate monthly
internal e-newsletter
1/10/12 6/9/16 25.00%
Monthly: Gather, edit and format content for
external (HTML/designed) e-newsletter;
distribute to m
1/25/12 6/23/16 25.00%
Milestone: Ongoing - Generate monthly
external e-newsletter
1/25/12 6/23/16 25.00%
Industry Relations 7/1/11 6/30/16 8.52%
Workforce Development 7/1/11 6/30/16 0.00%
Increase industry partners' awareness of
all XSEDE SP's training opportunites
7/1/11 6/30/16 0.00%
Elicit industry partners' input to enhance
training programs for workforce
development
7/1/11 6/30/16 0.00%
Software Development 7/12/12 3/3/15 17.04%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Hold conference call with XAB to flesh
out software development activity
7/12/12 7/12/12 1.00%
Select and execute the software
development project
3/6/13 3/3/15 33.08%
SD&I 9/1/11 1/13/14 87.69%
PDR 9/1/11 9/1/11 100.00%
Increment Planning 9/1/11 9/1/11 100.00%
develop incrment plan 9/1/11 9/1/11 100.00%
IRR 9/7/11 9/7/11 100.00%
conduct IRR 9/7/11 9/7/11 100.00%
IRR complete and passed 9/7/11 9/7/11 100.00%
CI Detailed Design 9/8/11 9/8/11 100.00%
develop detail design 9/8/11 9/8/11 100.00%
GFFS 9/8/11 9/8/11 100.00%
Execution Management 9/8/11 9/8/11 100.00%
XUAS Data 9/8/11 9/8/11 100.00%
CDR 9/9/11 9/15/11 100.00%
conduct CDR 9/9/11 9/9/11 100.00%
CDR complete and passed 9/15/11 9/15/11 100.00%
CI Development 9/16/11 9/16/11 100.00%
develop CI 9/16/11 9/16/11 100.00%
GFFS 9/16/11 9/16/11 100.00%
Execution Management 9/16/11 9/16/11 100.00%
XUAS Data 9/16/11 9/16/11 100.00%
CI TRR 9/19/11 10/7/11 100.00%
conduct CI TRR 9/19/11 9/19/11 100.00%
GFFS 9/19/11 9/19/11 100.00%
Execution Management 9/19/11 9/19/11 100.00%
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SDIACT-018 - Replicated/Synchronized
stateful resource
4/18/12 6/18/12 100.00%
SDIACT-028 - (CANCELED): GO Transfer
REST API as XSEDE Production service
4/25/12 7/2/12 100.00%
SDIACT-031 - Improve GridFTP for SPs 4/25/12 7/2/12 100.00%
SDIACT-043 - Genesis II Documentation 4/30/12 7/2/12 100.00%
SDIACT-044 - (CANCELED, MERGED with
SDIACT-100): Campus bridging beta support
4/30/12 7/2/12 100.00%
SDIACT-049 - Link Globus Online into
XSEDE User Portal
4/25/12 7/2/12 100.00%
SDIACT-050 - MyProxy OAuth Limited Proxy
Support
4/20/12 7/2/12 100.00%
SDIACT-054 - Production EMS and GFFS
registration
4/19/12 6/5/12 75.00%
SDIACT-073 - System information publishing
pilot
4/24/12 6/29/12 20.00%
SDIACT-075 - GridFTP in UNICORE 6 5/1/12 7/2/12 100.00%
SDIACT-096 - Identify XSEDE not TeraGrid
in resource names for new OSG resource
integration
3/22/12 5/9/12 100.00%
SDIACT-097 - Basic Execution Service 5/2/12 6/25/12 100.00%
SDIACT-100 - Globus Online Increment 2
addressing security concerns
4/25/12 7/2/12 100.00%
SDIACT-101 - EMS and GFFS Increment 2
updates
5/8/12 7/2/12 100.00%
SCIDACT-071 - Improve cmd line single
sign-on access
3/27/12 6/29/12 100.00%
SDIACT-070 - SSO Hub (CLI) 11/9/12 2/28/13 100.00%
SDIACT-102 - Upgrade and replace tgusage
w/ xdusage
10/4/12 12/14/12 100.00%
SDIACT-103 - Prototype Acct Mgmt w/ JIRA 11/26/12 1/14/13 100.00%
SDIACT-121 - Activity workspace & process
imp.
11/21/12 2/20/13 75.00%
SDIACT-106 Globus Transfer REST APIv1.0 12/5/12 2/14/13 10.00%
SDIACT-108 Globus Connect Multi-user 1.0 12/5/12 2/15/13 100.00%
SDIACT-003 CA Certificate Installer 12/11/12 2/28/13 10.00%
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Name Start Finish
%
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SDIACT-110 GenesisII GAML to SAML
Migration
1/22/13 4/19/13 100.00%
SDIACT-099 System-wide Genesis II installer 1/15/13 2/11/13 100.00%
SDIACT-115 Pilot Airavata EMS Provider for
Science Gateways
1/24/13 3/27/13 10.00%
SDIACT-112 Replicated Kerberos-aware STS
(repl by 1.1.6.46)
2/11/13 4/15/13 100.00%
SDIACT-123 Integrated EMS and GFFS
Increment 3 Update
1/15/13 5/31/13 100.00%
SDIACT-107 GLUE2 Update 3/1/13 1/1/14 10.00%
SDIACT-112 Replicated Kerberos-aware STS 3/20/13 4/15/13 100.00%
SDIACT-084 XWFS Deployment 4/3/13 7/1/13 10.00%
SDIACT-126 GFFS Namespace Design,
Policies, and Support Tools
4/23/13 5/21/13 85.00%
SCDIACT-105 GridFTP Configuration
Recommendations
5/13/13 1/13/14 10.00%
SDIACT-113 GenesisII Integration with
InCommon
5/27/13 8/15/13 10.00%
Operations 10/6/10 6/30/17 53.06%
Cybersecurity 10/6/10 7/1/16 49.03%
Setup coordination of XSEDE incident
response
5/12/11 7/1/11 100.00%
Setup and deploy XSEDE Certificate
Authority
7/1/11 5/31/13 50.00%
Ongoing: Maintain Certificate Authority 10/6/10 7/1/16 13.96%
Develop and deploy Security Awareness
program
7/1/11 6/27/13 100.00%
Ongoing: Maintain Security Awareness
program
7/2/12 7/1/16 40.00%
Develop and deploy two factor
authentication service
10/6/10 6/30/14 53.33%
Evaluate Implementation Options 7/1/11 5/4/12 100.00%
Deploy two factor authentication 10/6/10 5/31/13 30.00%
Start and complete phase two to select
soft token
7/1/13 6/30/14 30.00%
Ongoing: Maintain two factor authentication
service
1/21/13 7/1/16 0.00%
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Integrate and deploy InCommon Federated
Authentication service
7/1/11 8/23/12 20.00%
Ongoing: Maintain InCommon Federated
Authentication service
10/6/10 7/1/16 0.00%
Ongoing: Develop and implement
improvements based on SEMP Spiral Design
7/1/11 7/1/16 30.00%
Ongoing: XSEDE Incident response 7/1/11 7/1/16 40.00%
Ongoing: Conduct on-demand security
reviews for SD&I
7/2/12 7/1/16 30.00%
Ongoing: Conduct security reviews for ST&D 7/2/12 7/1/16 30.00%
Conduct XSEDE security risk assessment 7/2/12 12/21/12 100.00%
Setup XSEDE Nessus vulnerability
assessment capability
9/3/12 12/14/12 100.00%
Setup secure wiki 7/2/12 8/24/12 100.00%
Install and update intrusion detection
capability and security monitoring
9/3/12 2/15/13 100.00%
Obtain InCommon membership for XSEDE 3/1/12 8/14/12 100.00%
Ongoing: Conduct annual XSEDE security
meeting
6/28/13 7/1/16 0.00%
Ongoing: Participate in XSEDE
communications plan
7/1/11 7/1/16 19.95%
Ongoing: Vulnerability scanning and audit
assessment
7/1/13 7/1/16 50.00%
Ongoing: Perform security reviews for the
XSEDE engineering process
7/1/13 7/1/16 20.00%
Ongoing: Perform security incident drills 7/1/13 7/1/16 0.00%
Refresh intrusion detection capability 7/1/13 6/30/14 90.00%
Ongoing: Document and update security
policies
7/1/13 7/1/16 30.00%
Data Services 10/6/10 7/1/16 37.50%
XSEDE Wide File System 10/6/10 7/1/16 35.01%
Evaluate/Select global parallel file
system(s)
7/4/11 6/28/12 100.00%
Deploy/extend global parallel file
system(s)
10/6/10 6/3/13 50.03%
Provide the XWFS as a production
resource
7/1/13 6/30/14 0.00%
Test/deploy software-only global parallel
file system layer
7/1/13 6/30/14 25.00%
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Ongoing: Maintain/extend global parallel
file system(s)
7/2/12 7/1/16 0.00%
Evaluate and design archival replication
framework
7/1/11 6/27/12 0.00%
Prototype NSFv4 wide area file system and
investigate security implications
1/1/13 6/17/13 100.00%
Deploy GridFTP monitoring and end-to-end
tuning
7/1/13 6/30/14 25.00%
XSEDENet Networking 10/6/10 7/1/16 53.28%
Transition current TG network to XSEDE
network
4/1/11 7/29/11 100.00%
Execute NLR contracts 4/1/11 7/1/11 100.00%
Connect XSEDE sites to NLR 6/27/11 7/29/11 100.00%
xsede.org nameservice 5/9/11 7/29/11 100.00%
delegate subdomains to XSEDE
partners: NICS, TACC, PSC
5/9/11 7/29/11 100.00%
establish DNS entries for non-subdomain
names (network.xsede.org, etc.)
5/9/11 7/29/11 100.00%
Ongoing: Maintain and Monitor XSEDEnet 7/29/11 7/1/16 84.92%
Preserve the PSC speed page 5/9/11 7/29/11 100.00%
Ongoing: Tune end-to-end performance for
user applications
7/1/11 7/1/16 19.95%
Ongoing: Develop and implement
improvements based on SEMP Spiral Design
Process
7/1/11 7/1/16 19.95%
Setup perfSONAR 7/1/11 7/13/12 100.00%
Provide Operations tools to monitor the
network
8/1/11 3/30/12 100.00%
Replace network.teragrid.org functions 8/1/11 3/30/12 100.00%
Evaluate alternatives to NLR 3/1/12 7/18/12 100.00%
Execute network vendor contracts 10/6/10 11/30/10 100.00%
Ongoing: Maintain DNS entries for
non-subdomain names (network.xsede.org,
etc.)
1/3/11 7/1/16 20.00%
Ongoing: Maintain perfSONAR 10/6/10 7/1/16 3.45%
Ongoing: Maintain Operations tools to
monitor the network
10/6/10 7/1/16 34.40%
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%
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FTE
Ongoing: Develop/Implement special ops
team process for network related application
performance imp
7/2/12 7/1/16 20.00%
XSEDEnet Metrics 10/6/10 7/1/16 7.57%
Determine metrics 7/2/12 7/1/14 22.72%
Ongoing: Collect data 10/6/10 7/1/16 0.00%
Ongoing: Report metrics (dashboard,
quarterly report)
10/6/10 7/1/16 0.00%
SMNP Access, Layer 2 monitoring and
measurement
7/2/12 7/1/16 0.00%
Develop Application Standards for Network
Performance Metrics
7/2/12 7/1/16 0.00%
Evaluate features, capabilities, and reporting
of Internet2
7/1/13 6/30/14 0.00%
Software Testing and Deployment 7/1/11 6/30/17 46.17%
Test XSEDE software 7/4/11 11/29/12 100.00%
Test Grid Middleware - EMS (Unicore and
Genesis II client)
7/4/11 11/29/12 100.00%
Test Grid Middleware - GFFS (Genesis II) 7/4/11 11/29/12 100.00%
Test Data Movement - Globus Online 7/4/11 11/29/12 100.00%
Deploy XSEDE software 11/7/11 6/30/14 62.07%
Deploy Grid Middleware - Unicore 2/28/13 6/28/13 86.21%
Deploy Grid Middleware - Genesis II
(campus bridging)
7/1/13 6/30/14 0.00%
Deploy Data Movement - Globus Online 11/7/11 11/9/11 100.00%
Ongoing: Coordinate operational reviews of
next increment of XSEDE software on
7/1/11 7/1/16 19.95%
Ongoing: Test next increment of XSEDE
Software on demand
7/4/11 7/1/16 14.99%
Ongoing: Deploy next increment of XSEDE
software to SPs on demand
7/2/12 6/30/17 46.54%
Ongoing: Coordinate campus bridging
deployments
7/4/11 7/1/16 19.96%
Ongoing: Develop deployment work plans
and documentation
7/4/11 7/1/16 19.96%
Ongoing: Coordinate Globus Grid software
support
7/4/11 7/1/16 19.96%
Ongoing:  Support Deployment of Software
& Services at SPs
7/2/12 7/1/16 18.74%
Ongoing: Collaborate on and contribute to
XSEDE engineering process
7/1/13 7/1/16 0.00%
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Accounting and Account Management 5/9/11 7/1/16 60.25%
Ongoing: Maintain existing accounting and
account management databases
7/1/11 7/1/16 19.95%
Ongoing: Investigate and improve
accounting/account management processes
7/1/11 7/1/16 19.95%
Ongoing: Participate in XSEDE
communications plan
7/1/11 7/1/16 19.95%
Optimize and upgrade the XDCDB system 7/1/11 3/29/12 100.00%
Ongoing: Develop and implement
improvements based on SEMP Spiral Design
7/1/11 7/1/16 19.95%
Make appropriate name changes to
{item}.xsede.org
5/9/11 7/29/11 100.00%
domain name changes 5/9/11 7/29/11 100.00%
web site changes 5/9/11 7/29/11 100.00%
documentation changes 5/9/11 7/29/11 100.00%
Complete the 2nd phase of vetted/unvetted
account creation effort
5/9/11 3/30/12 100.00%
Ongoing: Maintain and enhance
XSEDE-wide reporting, decision-support and
7/1/11 7/1/16 20.01%
Streamline and modernize the
allocation-request and account
7/2/12 7/1/13 100.00%
Re-work and simplify the proposal
submission process
7/2/12 6/28/13 100.00%
Improve the proposal review and
approval process
1/1/13 7/1/13 100.00%
Provide enhanced A&AM administrative
capabilties
1/1/13 7/1/13 100.00%
Streamline account-request process 7/2/12 1/4/13 100.00%
Enhance user-based information delivery
(allocation/usage info, etc.)
7/2/12 10/5/12 100.00%
Ongoing: Improve overall A&AM-related
documentation and training
7/2/12 7/1/16 0.00%
Establish processes to improve campus
bridging and new SP integration
7/2/12 1/1/14 0.00%
Ongoing: Support hardware/infrastructure
integrity (server maintenace, UPS, etc.)
7/1/11 7/1/16 19.95%
Development and deployment of Partnership
Online Proposal System (POPS 2.0)
7/1/13 6/30/14 25.00%
System Operational Support 10/6/10 7/1/16 60.01%
Setup XSEDE Operations Center 6/1/11 6/28/11 100.00%
Ongoing: Operate XSEDE Operations
Center
7/1/11 7/1/16 50.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
 346 
Name Start Finish
%
Completed
FTE
Deploy centralized XSEDE cyberinfrasture
servers/services
5/30/11 8/31/12 75.12%
Ongoing: Maintain centralized XSEDE
cyberinfrastructure servers/services
10/6/10 7/1/16 50.00%
Upgrade XDCDB hardware and split
database and AMIE parts
5/9/11 6/30/14 53.75%
upgrade hardware at SDSC and
operating system at PSC
5/9/11 8/12/11 100.00%
migrate AMIE to stand alone VM server
(PSC and SDSC)
5/9/11 6/17/11 100.00%
Upgrade PostgreSQL database 7/1/13 6/30/14 15.00%
Collaborate with A&AM on POPS
integration
7/1/13 6/30/14 0.00%
Evaluate XDCDB hardware at PSC and
determine if refresh needed
5/9/11 6/29/12 100.00%
Evaluate current TG services and classify
them into XSEDE HA tiers
5/9/11 6/28/12 100.00%
Plan and schedule a semi-annual XDCDB
failover test (SDSC to PSC)
5/9/11 6/28/12 100.00%
TeraGrid ticket system transition 7/1/11 8/11/11 100.00%
Evaluate/Deploy XSEDE Centralized
monitoring software
11/1/11 6/21/13 100.00%
Participate in Ticket System evaluation in
conjunction with User Support
7/1/11 2/2/12 100.00%
Transition Ticket System: Legacy to New 10/6/10 3/6/12 100.00%
Backup XOC setup at IU 11/1/11 6/28/13 15.00%
Documentation/Training for XOC Backup 11/1/11 6/28/13 30.00%
XOC Failover Test 11/1/11 6/28/13 0.00%
Operations Annual Report 10/6/10 6/28/12 100.00%
Prepare operational metrics annual
report/internal Operational Assessment
6/1/12 6/28/12 100.00%
Milestone: Operational metrics annual
report completed
10/6/10 10/6/10 100.00%
Ongoing: Participate in XSEDE
communications plan
7/1/11 7/1/16 19.95%
Ongoing: Provide VM support for Centralized
Services
7/1/11 7/1/16 19.95%
Ongoing: Provide VM support for Science
Gateway services
7/1/11 7/1/16 19.95%
Ongoing: Maintain VM server hardware 7/1/11 7/1/16 19.95%
Ongoing: Maintain other server hardware 7/1/11 7/1/16 19.95%
Deploy and test Inca monitoring system on
SP resources
7/1/13 6/30/14 50.00%
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Ongoing: Provide dedicated backend
support for central services
7/1/13 7/1/16 50.30%
Replace underlying hardware for VM services 7/1/13 6/30/14 0.00%
User Services 1/3/11 7/9/21 34.80%
Training 1/3/11 6/30/16 31.25%
Milestone: Develop guidelines for online and
in-person training materials across XSEDE
Sites
3/1/11 3/28/11 100.00%
Milestone: Develop 10 Training Modules
Annually
4/1/11 6/30/16 35.00%
Milestone: Develop 10 Training Modules
Year 1
4/1/11 3/30/12 100.00%
 Develop and Post 2 new online
training tutorials
4/1/11 7/1/11 100.00%
 Develop and Post 2 new online
training tutorials
7/5/11 9/29/11 100.00%
 Develop and Post 3 new online
training tutorials
10/3/11 12/30/11 100.00%
 Develop and Post 3 new online
training tutorials
1/4/12 3/30/12 100.00%
Milestone: Develop 10 Training Modules
Year 2
7/2/12 6/28/13 75.00%
 Develop and Post 2 new online
training tutorials
7/2/12 9/28/12 100.00%
 Develop and Post 2 new online
training tutorials
10/1/12 12/31/12 100.00%
 Develop and Post 3 new online
training tutorials
1/1/13 3/29/13 100.00%
 Develop and Post 3 new online
training tutorials
4/1/13 6/28/13 0.00%
Milestone: Develop 10 Training Modules
Year 3
7/1/13 6/30/14 0.00%
 Develop and Post 2 new online
training tutorials
7/1/13 9/30/13 0.00%
 Develop and Post 2 new online
training tutorials
10/1/13 12/31/13 0.00%
 Develop and Post 3 new online
training tutorials
1/1/14 3/31/14 0.00%
 Develop and Post 3 new online
training tutorials
4/1/14 6/30/14 0.00%
Milestone: Develop 10 Training Modules
Year 4
7/1/14 6/30/16 0.00%
 Develop and Post 2 new online
training tutorials
7/1/14 9/30/14 0.00%
 Develop and Post 2 new online
training tutorials
10/1/14 12/31/14 0.00%
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 Develop and Post 3 new online
training tutorials
1/1/15 3/31/15 0.00%
 Develop and Post 3 new online
training tutorials
4/1/16 6/30/16 0.00%
Milestone: Develop 10 Training Modules
Year 5
7/1/15 6/30/16 0.00%
 Develop and Post 2 new online
training tutorials
7/1/15 9/30/15 0.00%
 Develop and Post 2 new online
training tutorials
10/1/15 12/31/15 0.00%
 Develop and Post 3 new online
training tutorials
1/1/16 3/31/16 0.00%
 Develop and Post 3 new online
training tutorials
4/1/16 6/30/16 0.00%
Conduct 50 Training Sessions Annually 4/1/11 6/30/16 35.00%
 Milestone: Conduct 50 Training sessions
Year 1
4/1/11 3/30/12 100.00%
 Conduct first 10 in-person or
webcast training sessions
4/1/11 7/1/11 100.00%
 Conduct first 15 in-person or
webcast training sessions
7/5/11 12/30/11 100.00%
 Conduct first 10 in-person or
webcast training sessions
10/3/11 12/30/11 100.00%
 Conduct first 15 in-person or
webcast training sessions
1/4/12 3/30/12 100.00%
 Milestone: Conduct 50 Training sessions
Year 2
7/2/12 6/28/13 75.00%
 Conduct first 10 in-person or
webcast training sessions
7/2/12 9/28/12 100.00%
 Conduct first 15 in-person or
webcast training sessions
10/1/12 12/31/12 100.00%
 Conduct first 10 in-person or
webcast training sessions
1/1/13 3/29/13 100.00%
 Conduct first 15 in-person or
webcast training sessions
4/1/13 6/28/13 0.00%
 Milestone: Conduct 50 Training sessions
Year 3
7/1/13 6/30/14 0.00%
 Conduct first 10 in-person or
webcast training sessions
7/1/13 9/30/13 0.00%
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 Conduct first 15 in-person or
webcast training sessions
10/1/13 12/31/13 0.00%
 Conduct first 10 in-person or
webcast training sessions
1/1/14 3/28/14 0.00%
 Conduct first 15 in-person or
webcast training sessions
4/1/14 6/30/14 0.00%
 Milestone: Conduct 50 Training sessions
Year 4
7/1/14 6/30/15 0.00%
 Conduct first 10 in-person or
webcast training sessions
7/1/14 9/30/14 0.00%
 Conduct first 15 in-person or
webcast training sessions
10/1/14 12/31/14 0.00%
 Conduct first 10 in-person or
webcast training sessions
1/1/15 3/31/15 0.00%
 Conduct first 15 in-person or
webcast training sessions
4/1/15 6/30/15 0.00%
 Milestone: Conduct 50 Training sessions
Year 5
7/1/15 6/30/16 0.00%
 Conduct first 10 in-person or
webcast training sessions
7/1/15 9/30/15 0.00%
 Conduct first 15 in-person or
webcast training sessions
10/1/15 12/31/15 0.00%
 Conduct first 10 in-person or
webcast training sessions
1/1/16 3/31/16 0.00%
 Conduct first 15 in-person or
webcast training sessions
4/1/16 6/30/16 0.00%
Milestone: Complete Federation of existing
online training materials with XSEDE
Repositories
1/3/11 12/30/11 100.00%
Milestone: Complete 2 targeted community
workshops annually
7/1/11 6/30/16 20.00%
 Conduct first targeted community
workshop Year 1
7/1/11 12/30/11 100.00%
 Conduct second targeted community
workshop Year 1
1/2/12 6/29/12 100.00%
 Conduct first targeted community
workshop Year 2
7/2/12 12/31/12 0.00%
 Conduct second targeted community
workshop Year 2
1/1/13 6/28/13 0.00%
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 Milestone: Release Production User Portal &
Web Site
4/1/11 7/1/11 100.00%
 Transition existing production portal
capabilities and web site
4/1/11 7/1/11 100.00%
 Define user information architecture 4/1/11 6/23/11 100.00%
 Milestone: Maintain Production User News
System
4/1/11 7/1/11 100.00%
 Transition existing user news system to
production
4/1/11 7/1/11 100.00%
 Milestone: Release Allocation & User Guide
for New and Transitioning Users
4/1/11 10/11/11 100.00%
 Document instructions for new users
coming to XSEDE
4/1/11 7/1/11 100.00%
 Document instructions for existing users 7/4/11 9/5/11 100.00%
 Document allocation policies for
resources
9/6/11 10/11/11 100.00%
 Milestone: Release new user guide with user
comment capabilities
4/1/11 7/1/11 100.00%
 Create user guide template for HPC,
Viz, Storage, etc.
4/1/11 6/23/11 100.00%
 Create user guide examples for each
resource type
4/1/11 6/23/11 100.00%
 Ensure all user guides have been
transitioned to template
4/1/11 7/1/11 100.00%
 Publish all user guides across web
presence
4/1/11 7/1/11 100.00%
 Milestone: Production mobile user portal 4/1/11 6/30/11 56.61%
 Transition existing mobile framework 4/1/11 4/28/11 100.00%
 Evaluate requirements for mobile
features
4/29/11 6/22/11 49.84%
 Create schedule for releasing future
mobile features
4/29/11 6/30/11 20.00%
Milestone: Release updated user news 7/1/11 9/22/11 100.00%
 Define requirements for user news
system
7/1/11 7/28/11 100.00%
 Evaluate existing and alternative
technologies
7/29/11 8/11/11 100.00%
 Release new user news system (if
appropriate)
8/12/11 9/22/11 100.00%
Milestone: Create new social media presence
for XD
10/3/11 9/26/13 12.53%
 Define requirements for social media 10/3/11 9/3/12 50.10%
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 Evaluate requirements that come out of
User Engagement
10/31/11 9/26/13 0.00%
 Create twitter and facebook presence
for users of XD and specifically XUP
users
7/2/12 12/31/12 0.00%
 Display twitter feeds on user portal 7/2/12 12/31/12 0.00%
Milestone: Release collaborative capabilities
to user portal
7/2/12 12/31/12 0.00%
 Define requirements based on User
Engagement feedback
7/2/12 12/31/12 0.00%
 Enable users to be able to share
calendars, chat, files, etc. with
collaborators via user portal
7/2/12 12/31/12 0.00%
Milestone: Release integrated training
system
1/2/12 3/23/12 100.00%
 Define requirements for integrated
training system based on TEOS and
User Requiremenst
1/2/12 1/27/12 100.00%
 Enable sites to post training courses on
user portal
1/30/12 3/23/12 100.00%
 Enable sites to add online training
resources to user portal
1/30/12 3/23/12 100.00%
 Enable users to register for training
online via user portal
1/30/12 3/23/12 100.00%
 Create one stop shop for user training
on user portal with calendar, SMS
notification, online regi
1/30/12 3/23/12 100.00%
Resource Selector 1/3/11 9/2/11 19.81%
Ongoing: Develop and implement
improvements based on SEMP Spiral Design
Process
1/3/11 6/30/16 25.97%
 XSEDE User Portal 1/3/11 6/30/16 26.15%
 Redesign dock at the top and apply
theme
1/2/12 3/2/12 100.00%
 Update profile portlet - expand with
picture, publications,etc.
1/2/12 6/29/12 100.00%
 Link checker for XUP & XSEDE web
site
1/2/12 3/30/12 0.00%
 Add forget username feature 1/2/12 4/30/12 100.00%
 Integrate future grid status in XUP
system monitor
1/2/12 6/29/12 0.00%
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 Expand system status beyond
up/down/etc.
1/2/12 6/29/12 0.00%
 Implement new News categories 1/2/12 3/30/12 100.00%
 GridShib/InCommon integration 1/2/12 9/28/12 0.00%
 Enable dynamic feedback on each
page
1/2/12 3/30/12 100.00%
 Migrate TGU staff queries to XUP
staff area
1/2/12 3/30/12 75.00%
 Compete guest homepage redesign 1/2/12 6/29/12 0.00%
 Disable/gray out login link when
resources are down
4/2/12 6/29/12 0.00%
 Merge add/remove user page and
allocation page
7/2/12 6/30/16 0.00%
 Look at giving gateways a different
'view' for their community allocations
7/2/12 6/30/16 0.00%
 Merge DN listing with user profile 7/2/12 6/30/16 0.00%
 Integrate new ticketing system 7/2/12 12/31/12 0.00%
 Chat for help 7/2/12 6/30/16 0.00%
 Make hot links/bookmarking feature 7/2/12 6/30/16 0.00%
 Screen sharing with support staff 7/2/12 6/30/16 0.00%
 Expand allocations/usage/job
history with graphs
7/2/12 6/30/16 100.00%
 Integrate XDMoD services 7/2/12 6/30/16 19.99%
 Custom views for communities:
campus champions, gateways, fields
of science
1/3/11 1/1/15 7.99%
 Network connectivity monitor 7/2/12 6/30/16 0.00%
 Dynamic visualization information in
system monitor
7/2/12 6/30/16 0.00%
 Remote visualization services 7/2/12 6/30/16 0.00%
 RSS feeds and SMS notifications
for user portal functions
7/2/12 6/30/16 50.00%
 OSG documentation integration 7/2/12 6/30/16 100.00%
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%
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FTE
 Videos & interactive guide on
features of XUP
7/2/12 6/30/16 0.00%
 Online training for XUP 7/2/12 6/30/16 0.00%
 Online survey for users on features 7/2/12 6/30/16 0.00%
 Workflow management interface 7/2/12 6/30/16 0.00%
 Metascheduling, job reservations,
and ensemble job submission
7/2/12 6/30/16 0.00%
 Change community account form to
enter information in XCDB and
approve via portal
7/2/12 6/30/16 10.00%
Ongoing: Prioritize and integrate SD&I
configuration items in US UII
1/3/11 12/31/15 20.00%
User Engagement 4/1/11 7/9/21 35.17%
 Annual User Surveys 1/2/12 6/30/16 30.00%
 Develop and Implement Y1 Annual User
Survey
1/2/12 3/30/12 100.00%
 Milestone: Y1 Annual User Survey
report
7/2/12 7/2/12 100.00%
 Develop and Implement Y2 Annual User
Survey
1/1/13 4/1/13 100.00%
 Milestone: Y2 Annual User Survey
report
7/1/13 7/1/13 0.00%
 Develop and Implement Y3 Annual User
Survey
1/1/14 3/31/14 0.00%
 Milestone: Y3 Annual User Survey
report
6/30/14 6/30/14 0.00%
 Develop and Implement Y4 Annual User
Survey
1/1/15 3/31/15 0.00%
 Milestone: Y4 Annual User Survey
report
6/30/15 6/30/15 0.00%
 Develop and Implement Y5 Annual User
Survey
1/1/16 3/31/16 0.00%
 Milestone: Y5 Annual User Survey
report
6/30/16 6/30/16 0.00%
 XSEDE CRM 1/2/12 7/2/12 0.00%
 Document current XSEDE activities
athat act as CRM
1/2/12 1/2/12 0.00%
 Design and Implemnt initial CRM system 1/2/12 6/29/12 0.00%
 Milestone: Initial CRM system deployed 7/2/12 7/2/12 0.00%
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 Data Mining 10/3/11 7/1/16 34.21%
 Q1Y1 Data mining operations 10/3/11 12/30/11 100.00%
 Milestone: Q1Y1 Data mining report 12/30/11 12/30/11 100.00%
 Q2Y1 Data mining operations 1/2/12 3/30/12 100.00%
 Milestone: Q2Y1 Data mining report 4/2/12 4/2/12 100.00%
 Q3Y1 Data mining operations 4/3/12 7/2/12 100.00%
 Milestone: Q3Y1 Data mining report 7/2/12 7/2/12 100.00%
 Q4Y1 Data mining operations 7/3/12 10/1/12 100.00%
 Milestone: Q4Y1 Data mining report 10/2/12 10/2/12 100.00%
 Q1Y2 Data mining operations 10/2/12 12/31/12 100.00%
 Milestone: Q1Y2 Data mining report 1/1/13 1/1/13 100.00%
 Q2Y2 Data mining operations 1/2/13 4/2/13 100.00%
 Milestone: Q2Y2 Data mining report 4/2/13 4/2/13 100.00%
 Q3Y2 Data mining operations 4/1/13 6/28/13 100.00%
 Milestone: Q3Y2 Data mining report 7/1/13 7/1/13 0.00%
 Q4Y2 Data mining operations 7/1/13 9/30/13 0.00%
 Milestone: Q4Y2 Data mining report 10/1/13 10/1/13 0.00%
 Q1Y3 Data mining operations 10/1/13 12/31/13 0.00%
 Milestone: Q1Y3 Data mining report 1/1/14 1/1/14 0.00%
 Q2Y3 Data mining operations 1/1/14 3/31/14 0.00%
 Milestone: Q2Y3 Data mining report 4/1/14 4/1/14 0.00%
 Q3Y3 Data mining operations 4/1/14 6/30/14 0.00%
 Milestone: Q3Y3 Data mining report 7/1/14 7/1/14 0.00%
 Q4Y3 Data mining operations 7/1/14 9/30/14 0.00%
 Milestone: Q4Y3 Data mining report 10/1/14 10/1/14 0.00%
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 Q1Y4 Data mining operations 10/1/14 12/31/14 0.00%
 Milestone: Q1Y4 Data mining report 1/1/15 1/1/15 0.00%
 Q2Y4 Data mining operations 1/1/15 3/31/15 0.00%
 Milestone: Q2Y4 Data mining report 4/1/15 4/1/15 0.00%
 Q3Y4 Data mining operations 4/1/15 6/30/15 0.00%
 Milestone: Q3Y4 Data mining report 7/1/15 7/1/15 0.00%
 Q4Y4 Data mining operations 7/1/15 9/30/15 0.00%
 Milestone: Q4Y4 Data mining report 10/1/15 10/1/15 0.00%
 Q1Y5 Data mining operations 10/1/15 12/31/15 0.00%
 Milestone: Q1Y5 Data mining report 1/1/16 1/1/16 0.00%
 Q2Y5 Data mining operations 1/1/16 3/31/16 0.00%
 Milestone: Q2Y5 Data mining report 4/1/16 4/1/16 0.00%
 Q3Y5 Data mining operations 4/1/16 6/30/16 0.00%
 Milestone: Q3Y5 Data mining report 7/1/16 7/1/16 0.00%
Develop Focus Group Topics and conduct
focus groups
9/30/11 6/30/16 35.00%
 Milestone: Q1Y1 Focus Group Report 9/30/11 9/30/11 100.00%
 Milestone: Q2Y1 Focus Group Report 1/2/12 1/2/12 100.00%
 Milestone: Q3Y1 Focus Group Report 4/2/12 4/2/12 100.00%
 Milestone: Q4Y1 Focus Group Report 7/2/12 7/2/12 100.00%
 Milestone: Q1Y2 Focus Group Report 10/1/12 10/1/12 100.00%
 Milestone: Q2Y2 Focus Group Report 12/31/12 12/31/12 100.00%
 Milestone: Q3Y2 Focus Group Report 4/1/13 4/1/13 100.00%
 Milestone: Q4Y2 Focus Group Report 7/1/13 7/1/13 0.00%
 Milestone: Q1Y3 Focus Group Report 9/30/13 9/30/13 0.00%
 Milestone: Q2Y3 Focus Group Report 12/31/13 12/31/13 0.00%
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 Milestone: Q3Y3 Focus Group Report 3/31/14 3/31/14 0.00%
 Milestone: Q4Y3 Focus Group Report 6/30/14 6/30/14 0.00%
 Milestone: Q1Y4 Focus Group Report 9/30/14 9/30/14 0.00%
 Milestone: Q2Y4 Focus Group Report 12/31/14 12/31/14 0.00%
 Milestone: Q3Y4 Focus Group Report 3/31/15 3/31/15 0.00%
 Milestone: Q4Y4 Focus Group Report 6/30/15 6/30/15 0.00%
 Milestone: Q1Y5 Focus Group Report 9/30/15 9/30/15 0.00%
 Milestone: Q2Y5 Focus Group Report 12/31/15 12/31/15 0.00%
 Milestone: Q3Y5 Focus Group Report 3/31/16 3/31/16 0.00%
 Milestone: Q4Y5 Focus Group Report 6/30/16 6/30/16 0.00%
Develop and Conduct BoF Sessions 9/30/11 9/2/16 40.00%
 Milestone: Conduct Y1 XSEDE BoF and
Report
9/30/11 9/30/11 100.00%
 Milestone: Conduct Y1 SC BoF and
Report
1/2/12 8/25/16 100.00%
 Milestone: Conduct Y2 XSEDE BoF and
Report
10/1/12 8/31/16 100.00%
 Milestone: Conduct Y2 SC BoF and
Report
12/31/12 12/31/12 100.00%
 Milestone: Conduct Y3 XSEDE BoF and
Report
9/2/16 9/2/16 0.00%
 Milestone: Conduct Y3 SC BoF and
Report
9/2/16 9/2/16 0.00%
 Milestone: Conduct Y4 XSEDE BoF and
Report
9/2/16 9/2/16 0.00%
 Milestone: Conduct Y4 SC BoF and
Report
9/2/16 9/2/16 0.00%
 Milestone: Conduct Y5 XSEDE BoF and
Report
9/2/16 9/2/16 0.00%
 Milestone: Conduct Y5 SC BoF and
Report
9/2/16 9/2/16 0.00%
Conduct Usability Panels and Testing (as
needed)
4/1/11 7/9/21 20.00%
User Engagement General Operations 7/1/11 9/3/20 40.00%
 Monitor tickets 7/1/11 9/3/20 40.00%
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 Resolve XSEDE wide tickets 7/1/11 9/3/20 40.00%
 Bi-weekly User Engagement status
meetings
7/1/11 9/3/20 40.00%
 Quarterly reporting 7/1/11 9/3/20 40.00%
XSEDE Ticket System 4/1/11 1/22/14 63.64%
 Transition existing TG ticket system to
production in XSEDE
4/1/11 4/27/12 100.00%
 Milestone: Release Production Ticketing
System
7/7/11 4/29/13 100.00%
 Deploy new/improved XSEDE Ticket
System
7/1/11 1/22/14 55.56%
 Define requirements for ticket
system
7/1/11 8/31/12 100.00%
 Evaluate candidate ticket systems 8/15/11 10/29/12 100.00%
 Milestone: Select new/improved
ticket system
10/3/11 8/31/12 100.00%
 Develop and deploy new/improved
ticket system
10/3/11 1/28/13 100.00%
 Milestone: Release new/improved
ticket system
4/2/12 1/22/14 100.00%
 Integrate new/improved ticket
system with CRM
4/2/12 6/29/12 0.00%
 Milestone: Release Integrated CRM
interface
6/29/12 6/29/12 0.00%
 Integrate new/improved ticket
system with XSEDE User Portal
4/2/12 6/29/12 0.00%
 Milestone: Release Integrated XUP
interface
6/29/12 6/29/12 0.00%
Consulting Policies 10/3/11 5/31/16 25.00%
 Create consulting policies, procedures,
and support guide
10/3/11 5/31/16 50.00%
 Milestone: Deploy consulting policies,
procedures, and support guide
1/30/14 1/30/14 0.00%
Contact PI at allocation start 7/15/11 11/17/17 28.57%
Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period
7/15/11 11/17/17 100.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 1
7/15/11 1/30/14 100.00%
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 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 2
10/17/11 1/30/14 100.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 3
1/16/12 1/30/14 100.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 4
4/16/12 4/28/15 100.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 5
4/29/15 4/29/15 100.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 6
9/1/15 9/1/15 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 7
9/1/15 9/1/15 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 8
10/29/15 10/29/15 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 9
10/29/15 10/29/15 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 10
1/29/16 1/29/16 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 11
6/30/16 6/30/16 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 12
4/29/16 4/29/16 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 13
4/29/16 4/29/16 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 14
10/15/14 10/15/14 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 15
1/15/15 1/15/15 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 16
4/15/15 4/15/15 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 17
7/15/15 7/15/15 0.00%
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 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 18
10/15/15 10/15/15 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 19
1/15/16 1/15/16 0.00%
 Contact "new"/"renewal" PIs at the
beginning of each XRAC allocation
period 20
4/15/16 4/15/16 0.00%
Contact "startup" PIs each month 7/15/11 9/2/16 35.00%
Allocations 1/3/11 9/2/16 22.45%
 Allocations policy in place 4/1/11 9/2/16 100.00%
 Host Quarterly Allocations Meetings
Annually
9/1/11 9/2/16 31.25%
 Host Year 1 Quarterly Allocations
Meetings
9/1/11 9/2/16 100.00%
 Host Year 2 Quarterly Allocations
Meetings
9/2/16 9/2/16 25.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 100.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Year 3 Quarterly Allocations
Meetings
9/2/16 9/2/16 0.00%
 Host Year 4 Quarterly Allocations
Meetings
9/2/16 9/2/16 0.00%
Conduct How to Write a Successful Proposal
Webcasts Annually
1/3/11 9/2/16 25.00%
 Conduct Year 1 How to Write a
Successful Proposal Webcast
8/1/11 9/2/16 100.00%
 Conduct Year 2 How to Write a
Successful Proposal Webcast
9/2/16 9/2/16 25.00%
 Conduct How to Write a Successful
Proposal Webcast
9/2/16 9/2/16 100.00%
 Conduct How to Write a Successful
Proposal Webcast
9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful
Proposal Webcast
9/2/16 9/2/16 0.00%
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 Conduct How to Write a Successful
Proposal Webcast
9/2/16 9/2/16 0.00%
 Conduct Year 3 How to Write a
Successful Proposal Webcast
1/3/11 9/2/16 0.00%
 Conduct Year 4 How to Write a
Successful Proposal Webcast
9/2/16 9/2/16 0.00%
 Conduct Year 5 How to Write a
Successful Proposal Webcast
9/2/16 9/2/16 0.00%
New POPS Interface 2/13/12 9/2/16 0.00%
 Design new interface 2/13/12 4/2/12 0.00%
 Implement and test 4/2/12 6/29/12 0.00%
 Deploy 9/2/16 9/2/16 0.00%
Add Tier 2 resources to allocation process 1/3/11 12/30/11 0.00%
Implement Allocation Levels and Types 1/3/11 6/28/13 0.00%
 Levels 7/2/12 6/28/13 0.00%
 Small 7/2/12 6/28/13 0.00%
 Standard 7/2/12 6/28/13 0.00%
 XRAC 7/2/12 6/28/13 0.00%
Types 1/3/11 6/28/13 0.00%
 Storage 1/3/11 12/30/11 0.00%
 Visualization 7/2/12 6/28/13 0.00%
 Throughput 7/2/12 6/28/13 0.00%
 Advanced Support for Research
Teams (ECSS)
7/2/12 6/28/13 0.00%
 GPU, MIC, other
non-heterogeneous x86 compute
systems
7/2/12 6/28/13 0.00%
Extended Collaborative Support Service
(ECSS)-Projects
10/6/10 7/22/16 40.93%
Create/ test proj. mgmt. framework for ECSS
work plans/reporting
7/1/11 10/28/11 100.00%
Add at least 1 external FTE to fill an identified
skills gap
7/1/11 6/30/16 100.00%
Fill 1.5 Discretionary Hires (as needed) 7/2/12 6/28/13 66.66%
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Host monthly symposium open to ECSS,
XSEDE staff, and Users
10/3/11 6/30/16 30.00%
Conduct continuing training of ECSS Staff as
needed
7/2/12 6/30/16 30.00%
Carry out adaptive and startup reviews 10/6/10 6/30/16 40.00%
 Extended Support for Research Team (ESRT) 7/1/11 7/22/16 39.29%
 Establish ESRT group 7/1/11 7/21/11 100.00%
 Set up ESRT staff and management
teams and communications
7/1/11 7/21/11 100.00%
 Milestone: Support 20 ESRT Projects
Annually
7/1/11 7/22/16 40.59%
 Work w/TG AUS to transition ASTA
Projs. To ESRT mgmt.
7/1/11 10/28/11 100.00%
 Milestone: All TG ASTA proj. managed
as XD ESRT Projs.
10/28/11 10/28/11 100.00%
 Work with XD CMS to Generate 20 new
XD ESRT projs. Annually
7/1/11 6/30/16 40.00%
 Year 1 Generate 20 new XD ESRT
projects
7/1/11 6/29/12 100.00%
 Year 2 Generate 20 new XD ESRT
projects
7/2/12 6/28/13 100.00%
 Year 3 Generate 25 new XD ESRT
projects
7/1/13 6/30/14 0.00%
 Year 4 Generate 20 new XD ESRT
projects
7/1/14 6/30/15 0.00%
 Year 5 Generate 20 new XD ESRT
projects
7/1/15 6/30/16 0.00%
 20 ESRT work plans documented and
actively managed annually
10/31/11 7/22/16 29.00%
 Year 1 - 20 work plans documented 10/31/11 6/29/12 100.00%
 milestone: Y1 prepare and complete
Final Reports
7/2/12 7/27/12 90.00%
 Year 2 - 20 work plans documented 7/2/12 6/28/13 100.00%
 milestone: Y2 prepare and complete
Final Reports
7/1/13 7/26/13 0.00%
 Year 3 - 25 work plans documented 7/1/13 6/30/14 0.00%
 milestone: Y3 prepare and complete
Final Reports
7/1/14 7/25/14 0.00%
 Year 4 - 20 work plans documented 7/1/14 6/30/15 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
 362 
Name Start Finish
%
Completed
FTE
 milestone: Y4 prepare and complete
Final Reports
7/1/15 7/24/15 0.00%
 Year 5 - 20 work plans documented 7/1/15 6/30/16 0.00%
 milestone: Y5 prepare and complete
Final Reports
7/1/16 7/22/16 0.00%
Organize and execute HPC workshop at
IEEE E-Science conference
7/1/11 7/7/11 0.00%
Host Annual Workshop on Petascale
Computing
7/1/11 7/1/15 0.00%
Conduct XRAC Meetings Adaptive Reviews 7/2/12 6/30/16 35.00%
 Novel & Innovative Projects 7/1/11 6/29/16 28.57%
 Establish NIP group 7/1/11 9/30/11 100.00%
 Set up NIP staff and management
teams and communications
7/1/11 9/30/11 100.00%
 Milestone: Generate 20 new XSEDE+ ECS
NIPs Annually
7/1/11 6/29/16 20.00%
 Year 1-work w/XD CMS,TEOS,TIS to
generate 20 XD NIP projects
7/1/11 6/29/12 100.00%
 Year 2-work w/XD CMS,TEOS,TIS to
generate 20 XD NIP projects
7/2/12 6/28/13 0.00%
 Year 3-work w/XD CMS,TEOS,TIS to
generate 20 XD NIP projects
7/1/13 6/30/14 0.00%
 Year 4-work w/XD CMS,TEOS,TIS to
generate 20 XD NIP projects
7/1/14 6/30/15 0.00%
 Year 5-work w/XD CMS,TEOS,TIS to
generate 20 XD NIP projects
7/1/15 6/29/16 0.00%
 Milestone: Create ECSS Project work plans 7/1/11 12/30/11 0.00%
 Extended Collaborative Support Service -
Communities
7/1/11 7/22/16 34.27%
Create/ test proj. mgmt. framework for ESCC
work plans/reporting
7/1/11 10/28/11 100.00%
Add at least 1 external FTE to fill an identified
skills gap
7/1/11 6/30/16 25.00%
Host monthly symposium for ECSS and
XSEDE staff
10/3/11 6/30/16 30.00%
Conduct Continuing Training of ECSS Staff as
needed
7/2/12 6/30/16 30.00%
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Carry out adaptive and startup reviews 8/25/11 6/30/16 40.00%
 Extended Support for Community Codes
(ESCC)
7/1/11 7/22/16 35.00%
 Establish ESCC group 7/1/11 8/25/11 100.00%
 Set up ESCC staff and management
teams and communications
7/1/11 8/25/11 100.00%
 Transition TG ASP proj. to ESCC
management
7/1/11 10/28/11 100.00%
 Milestone:Active TG ASP proj. managed as
XD ESCC proj.
10/28/11 10/28/11 100.00%
 Milestone: Support 10 ESCC Projects
Annually
7/1/11 7/22/16 26.67%
 Year 1-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESCC proj.
7/1/11 6/29/12 100.00%
 Year 2-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESCC proj.
7/2/12 6/28/13 100.00%
 Year 3-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESCC proj.
7/1/13 6/30/14 0.00%
 Year 4-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESCC proj.
7/1/14 6/30/15 0.00%
 Year 5-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESCC proj.
7/1/15 6/30/16 0.00%
 Milestone: Create 10 ESCC work plans
Annually
10/31/11 7/22/16 20.00%
 Y1 - 10 work plans documented 10/31/11 6/29/12 100.00%
 milestone: Y1 prepare and complete
Final Reports
7/2/12 7/27/12 50.00%
 Y2 - 10 work plans documented 7/2/12 6/28/13 50.00%
 milestone: Y2 prepare and complete
Final Reports
7/1/13 7/26/13 0.00%
 Y3 - 10 work plans documented 7/1/13 6/30/14 0.00%
 milestone: Y3 prepare and complete
Final Reports
7/1/14 7/25/14 0.00%
 Y4 - 10 work plans documented 7/1/14 6/30/15 0.00%
 milestone: Y4 prepare and complete
Final Reports
7/1/15 7/24/15 0.00%
 Y5 - 10 work plans documented 7/1/15 6/30/16 0.00%
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 milestone: Y5 prepare and complete
Final Reports
7/1/16 7/22/16 0.00%
Work with the TIS group to evaluate and
recommend SI2 software projects for
inclusion in the XSEDE
7/2/12 6/30/16 0.00%
Develop documentation, sample scripts,
optimized builds to cover the top community
codes in use on
7/2/12 6/30/16 0.00%
 Extended Collaborative Support Service -
Science Gateways
7/1/11 7/22/16 25.50%
 Establish ESSGW group 7/1/11 6/30/16 100.00%
 Set up ESSGW staff and management
teams and communications
7/1/11 8/25/11 100.00%
Organize bi-weekly gateway community
calls open to all XSEDE users
9/1/11 6/30/16 100.00%
 Milestone: Support 10 Science Gateways
Annually
7/1/11 7/22/16 16.67%
 Year 1-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESSGW proj.
7/1/11 6/29/12 100.00%
 Year 2-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESSGW proj.
7/2/12 6/28/13 70.00%
 Year 3-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESSGW proj.
7/1/13 6/30/14 0.00%
 Year 4-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESSGW proj.
7/1/14 6/30/15 0.00%
 Year 5-Work w/TG CMS,TEOS,TIS to
generate 10 XD ESSGW proj.
7/1/15 6/30/16 0.00%
 Milestone: Create ESSGW work plans 10/31/11 7/22/16 8.00%
 At least 10 ESSGW work plans
documented&actively managed
annually
10/31/11 7/22/16 8.00%
 Y1 - 10 work plans documented 10/31/11 6/29/12 50.00%
 milestone: Y1 prepare and
complete Final Reports
7/2/12 7/27/12 10.00%
 Y2 - 10 work plans documented 7/2/12 6/28/13 20.00%
 milestone: Y2 prepare and
complete Final Reports
7/1/13 7/26/13 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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%
Completed
FTE
 Y3 - 10 work plans documented 7/1/13 6/30/14 0.00%
 milestone: Y3 prepare and
complete Final Reports
7/1/14 7/25/14 0.00%
 Y4 - 10 work plans documented 7/1/14 6/30/15 0.00%
 milestone: Y4 prepare and
complete Final Reports
7/1/15 7/24/15 0.00%
 Y5 - 10 work plans documented 7/1/15 6/30/16 0.00%
 milestone: Y5 prepare and
complete Final Reports
7/1/16 7/22/16 0.00%
 Gateway Outreach: Constantly reach out to
new potential gateways independently and
in collaboratio
7/1/11 6/30/16 20.00%
 XSEDE Requirements: Work with Gateway
community in analyzing the XSEDE
architecture requirements
7/1/11 6/30/16 20.00%
 XSEDE Architecture Test Cases: Provide
Test Cases to SD&I teams in nature of tests
to evaluate sca
7/1/11 6/30/16 20.00%
 Extended Support for Training Education and
Outreach (ESTEO)
7/1/11 6/30/16 45.00%
 Establish ESTEO group 7/1/11 8/25/11 100.00%
 Set up ESTEO staff and management
teams and communications
7/1/11 8/25/11 100.00%
 Milestone: Contribute content for TEO
modules
7/1/11 10/28/11 100.00%
 Work w/TG AUS to transition ASEOT
projs. to XD ESTEO mgmt.
7/1/11 10/28/11 100.00%
 Milestone: All TG ASEOT projs.
Managed as XD ESTEO projs.
10/28/11 10/28/11 100.00%
 Milestone: 50 ESTEO projects/activities
supported Annually
7/1/11 6/30/16 30.00%
Year 1-work w/XD CMS, TEOS, TIS to
generate 50 XD ESTEO
projects/activities
7/1/11 6/29/12 100.00%
 Year 2- work w/XD CMS, TEOS, TIS to
generate 50 XD ESTEO
projects/activities
7/2/12 6/28/13 50.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Name Start Finish
%
Completed
FTE
 Year 3 - work w/XD CMS, TEOS, TIS to
generate 50 XD ESTEO
projects/activities
7/1/13 6/30/14 0.00%
 Year 4 - work w/XD CMS, TEOS, TIS to
generate 50 XD ESTEO
projects/activities
7/1/14 6/30/15 0.00%
 Year 5 - work w/XD CMS, TEOS, TIS to
generate 50 XD ESTEO
projects/activities
7/1/15 6/30/16 0.00%
Test and Document initial work assignments
for UCB CS class using XSEDE resouces
7/2/12 6/28/13 0.00%
Arrange ECSS Internal Training Seminars
Annually
7/2/12 6/30/16 0.00%
Education and Outreach 4/4/11 6/30/14 42.82%
Education 7/1/11 6/30/14 35.33%
Milestone: 2 HPC Graduate level summer
schools annually
7/1/11 6/30/14 37.50%
Milestone: 2 HPC Graduate level summer
schools annually
7/1/11 10/3/11 100.00%
Milestone: 2 HPC Graduate level summer
schools annually
7/2/12 7/1/13 50.00%
Milestone:provide parallel computing
bootcamp
7/1/13 6/30/14 0.00%
Milestone:Develop and share two parallel
computing courses
7/1/13 6/30/14 0.00%
Milestone: 5 summer workshops annually 7/1/11 6/30/14 36.67%
Milestone: 5 summer workshops annually 7/1/11 10/3/11 100.00%
Milestone: 5 summer workshops annually 7/2/12 7/1/13 10.00%
Milestone:Faculty workshops with 100
faculty contact hours annually
7/1/13 6/30/14 0.00%
Milestone: Add certificate programs at
specific universities
7/1/11 6/30/14 40.00%
Milestone: ID univ to work with to dev
vert pgm
7/1/11 12/30/11 100.00%
Milestone:Add cert and/or deg pgm @
univ and cont to ID univs for cert pgm
7/2/12 7/1/13 20.00%
Milestone: Add certificate program and
specific universities
7/1/13 6/30/14 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Milestone: Provide online educational
services
7/1/11 6/30/14 50.00%
Milestone: Provide online educational
services
7/1/11 10/3/11 100.00%
Milestone: Provide online educational
services
7/2/12 6/28/13 50.00%
Milestone: Provide online educational
services
7/1/13 6/30/14 0.00%
Campus Visits 7/1/13 6/30/14 0.00%
Milestone: Make 8 campus visits
promoting XSEDE education services
7/1/13 6/30/14 0.00%
HPC University 7/1/13 6/30/14 0.00%
Assist with development of HPC
University site
7/1/13 6/30/14 0.00%
Outreach 6/1/11 6/30/14 53.33%
Underrepresented Engagement 7/1/11 6/30/14 50.00%
Milestone: 10 campus visits (SURA) 7/1/11 6/30/14 50.00%
Milestone: 10 campus visits (SURA) 7/1/11 10/3/11 100.00%
Milestone: 10 campus visits (SURA) 7/2/12 6/28/13 50.00%
Milestone: 10 campus visits (SURA) 7/1/13 6/30/14 0.00%
Milestone: Engage 40 underrepresented
individuals (Rice)
7/1/11 6/30/14 50.00%
Milestone: Engage 40
underrepresented individuals (Rice)
7/1/11 10/3/11 100.00%
Milestone: Engage 40
underrepresented individuals (Rice)
7/2/12 6/28/13 50.00%
Milestone: Engage 40
underrepresented individuals (Rice)
7/1/13 6/30/14 0.00%
Milestone: Create Faculty Council with 20
minority faculty (Rice)
7/1/11 6/30/14 50.00%
Milestone: Create Faculty Council
with 20 minority faculty (Rice)
7/1/11 12/30/11 100.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Milestone: Create Faculty Council
with 20 minority faculty (Rice)
7/2/12 7/1/13 50.00%
Milestone: Create Faculty Council
with 20 minority faculty (Rice)
7/1/13 6/30/14 0.00%
Speakers' Bureau 7/1/11 6/30/14 50.00%
Milestone: 10 National/Regional
presentations
7/1/11 6/30/14 50.00%
Milestone: 10 National/Regional
presentations
7/1/11 10/3/11 100.00%
Milestone: 10 National/Regional
presentations
7/2/12 6/28/13 50.00%
Milestone: 10 National/Regional
presentations
7/1/13 6/30/14 0.00%
Student Engagement 7/1/11 6/30/14 40.00%
Milestone: Recruit 20 students for
training/mentoring/internship
7/1/11 6/30/14 40.00%
Milestone: Recruit 20 students for
training/mentoring/internship
7/1/11 10/3/11 100.00%
Milestone: Recruit 20 students for
training/mentoring/internship
7/2/12 6/28/13 20.00%
Milestone: Recruit 20 students for
training/mentoring/internship
7/1/13 6/30/14 0.00%
Campus Champions 7/1/11 6/30/14 66.67%
Milestone: Increase impact in Campus
Champions program
7/1/11 6/30/14 66.67%
Milestone: Increase membership in
Campus Champions program
7/1/11 10/3/11 100.00%
Milestone: Increase impact in
Campus Champions program
7/2/12 6/28/13 50.00%
Milestone: Increase impact in
Campus Champions program
7/1/13 6/30/14 50.00%
XSEDE Annual Conference 6/1/11 6/30/14 66.67%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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%
Completed
FTE
XSEDE 12 6/1/11 10/3/11 100.00%
XSEDE 13 7/2/12 6/28/13 50.00%
XSEDE 14 7/1/13 6/30/14 50.00%
Community Requirements 4/4/11 6/30/14 57.14%
TEOS Advisory Committee 4/4/11 6/30/14 66.67%
Semi-Annual consultation with TEOS
Advisory Group
4/4/11 11/16/11 100.00%
TEOS Advisory Committee 7/2/12 6/28/13 50.00%
TEOS Advisory Committee 7/1/13 6/30/14 50.00%
Collect Community Requirements 4/4/11 6/30/14 66.67%
Annual collection and analysis of
community needs and requirements
4/4/11 11/16/11 100.00%
Collect Community Requirements 7/2/12 6/28/13 50.00%
Collect Community Requirements 7/1/13 6/30/14 50.00%
TEOS Managers Strategic Planning Retreat 7/1/13 6/30/14 0.00%
TEOS Managers Strategic Planning
Retreat
7/1/13 6/30/14 0.00%
Infratructure 4/4/11 6/30/14 50.00%
Curation of TEOS information on public web
and XSEDE portal
4/4/11 6/30/14 100.00%
Curation of TEOS information on public
web and XSEDE portal
4/4/11 10/3/11 100.00%
Curation of TEOS information on public
web and XSEDE portal
7/1/13 6/30/14 100.00%
E&O Curation 7/2/12 6/28/13 50.00%
E&O Infrastructure 7/2/12 6/30/14 50.00%
E&O Infrastructure 7/2/12 6/28/13 50.00%
Manage E&O Infrastructure Activity 7/1/13 6/30/14 50.00%
Contribute to HPC University web site 7/1/13 6/30/14 0.00%
Contribute to HPC University web site 7/1/13 6/30/14 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Unspent funds: Additional effort to enhance
E&O Blog and HPCU interaction
7/1/13 6/30/14 0.00%
Unspent funds: Additional effort to
enhance E&O Blog and HPCU
interaction
7/1/13 6/30/14 0.00%
Campus Bridging 4/4/11 6/30/14 30.59%
Lead Campus Bridging Effort 4/4/11 6/30/14 32.00%
Communications 4/4/11 6/30/14 33.33%
Ongoing: Share information with
campuses interested in campus
bridging
4/4/11 10/3/11 100.00%
Communicate ouside XSEDE (with
constituents) regarding campus
bridging
7/1/13 6/30/14 0.00%
Communicate within XSEDE
regarding camput bridgingg
7/1/13 6/30/14 0.00%
Manage Campus Briding Effort 7/2/12 6/30/14 25.00%
Lead Campus Bridging Effort 7/2/12 6/28/13 50.00%
Manage Campus Briding Effort 7/1/13 6/30/14 0.00%
Campus Bridging Travel to Pilot Program
Sites(Task replaced 1/23/13)
7/2/12 6/28/13 100.00%
Pilot program, software packaging,
documentation and suppport (Task
replaced 1/23/13)
7/2/12 6/28/13 50.00%
Rocks Roll test cluster 10GbE at
Cornell(Task replaced 1/23/13)
7/2/12 6/28/13 10.00%
Rocks Roll test cluster Infiniband at
IU(Task Replaced 1/23/13)
7/2/12 6/28/13 10.00%
Distribute Rocks Rolls of basic cluster
tools
7/1/13 6/30/14 0.00%
Pilot program 2/1/12 4/30/13 55.64%
Pilot site preparatory meetings 2/1/12 12/31/12 100.00%
Operations deployment plan for beta grid 7/2/12 12/28/12 100.00%
XSEDE beta grid in place 8/1/12 3/29/13 80.06%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Market TIS to Technologies 7/2/12 6/28/13 100.00%
Market TIS to user 7/2/12 6/28/13 100.00%
Plan for increased access to TIS - ex. In
common Authentication
4/1/13 8/5/13 25.00%
Enable users to add comments to
technologies - such as likes and feedbacks
8/28/12 12/31/12 15.00%
Enable evaluators to enter evaluations for
multiple pieces of a single technology
7/2/12 9/21/12 100.00%
Plan for future release iterations of XTED
based on requirements
7/2/12 6/28/13 75.00%
Improved technology user interface to make
it easier and more intuitive to add
7/2/12 9/21/12 100.00%
Reduced the amount of required information
to enter technologies, and enable users to
7/2/12 9/21/12 100.00%
PY4 - Expand XTED content by outreaching
to a larger community
1/1/13 6/28/13 100.00%
PY4 - Enable consumption of additional
content from existing technology repositories
7/1/13 6/30/14 0.00%
PY4 - Create the ability for XSEDE staff mini
reviews
7/1/13 6/30/14 0.00%
PY4 - Enable statistic tracking and
monitoring metrics for XTED
7/1/13 6/30/14 0.00%
Technology Evaluation 6/1/12 12/30/15 53.62%
Receive the requirements from other Level
3s.
10/1/12 9/27/13 100.00%
Providing evaluation results to the XSEDE
Level 3 implementers.
4/1/13 7/18/14 100.00%
Transfer Evaluation results to the Level 3
implementers.
4/1/13 9/27/13 100.00%
Transfer TIS knowledge and deployment
objects to Level 3 implementers
7/22/13 7/18/14 100.00%
Make data available to other XSEDE Level
3s about the evaluation process, data
collection and report
10/1/13 9/29/14 100.00%
Maintain/update system access accounts to
XSEDE RP systems for TEP members
1/1/14 12/30/14 100.00%
PY4-Receive evluation
requests/requirements form other XSEDE
areas
7/1/13 6/30/14 0.00%
PY4 - Provide evaluation results,
methodologies, and documentation to other
XSEDE areas
7/1/13 6/30/14 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
 372 
 
Name Start Finish
%
Completed
FTE
PY4 - Maintain test hardware and team
member access to XSEDE/TIS resources
7/1/13 6/30/14 0.00%
Maintain Test hardware 7/21/14 9/29/15 100.00%
Maintain/administer TEP acquired
hardware
7/21/14 7/17/15 100.00%
Maintenance/administration of the TEL
dedicated hardware
10/1/14 9/29/15 100.00%
Update XTED as appropriate 1/1/15 12/30/15 100.00%
Accomplish multiple evaluations annually 6/1/12 11/11/15 41.82%
Evaluation 5: Pegasus WMS- finish 6/1/12 11/11/15 100.00%
6/1/12 11/15/12 90.00%
Evaluation 7: GFFS Reliable File
7/2/12 8/2/12 100.00%
Evaluation 7: GFFS Reliable File
7/2/12 8/2/12 100.00%
Evaluation 8: Safenet - start 10/15/12 11/15/12 100.00%
7/2/12 8/2/12 90.00%
7/2/12 8/2/12 100.00%
7/2/12 8/2/12 50.00%
7/2/12 8/2/12 100.00%
7/2/12 8/2/12 90.00%
start
7/2/12 8/2/12 0.00%
finish
7/2/12 8/2/12 0.00%
start
7/2/12 8/2/12 0.00%
finish
7/2/12 8/2/12 0.00%
PY4 - Evalaution PY4-1 7/2/12 9/30/13 0.00%
PY4 - Evaluation PY4-2 7/2/12 9/30/13 0.00%
PY4 - Evaluation PY4-3 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-4 7/2/12 7/2/12 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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PY4 - Evaluation PY4-5 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-6 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-7 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-8 7/2/12 7/2/12 0.00%
Verify the evaluation process annually 7/2/12 4/8/13 33.33%
review the evaluation process 4/1/13 4/8/13 100.00%
PY4 - Review and update the evaluation
process annually
7/2/12 7/2/12 0.00%
update the evaluation process post
review as necessary
7/2/12 7/9/12 0.00%
Assist in updating the process to identify
User Requirements and the next item for
evaluation
7/23/12 7/19/13 100.00%
Maintain/update the TEP portion of the
XSEDE wiki
7/23/12 7/19/13 100.00%
Documentation 7/23/12 4/12/13 100.00%
Document TEL Dedicated Hardware 7/23/12 8/3/12 100.00%
Document FutureGrid systems 4/1/13 4/12/13 100.00%
Provide short document for specific TIS
activities for others
10/1/12 10/4/12 100.00%
Create an evaluation process for hardware 4/1/13 5/24/13 0.00%
Create a training package for new TEP
members to orient them on the TEP process
10/15/12 11/15/12 100.00%
Train new members with the training package 7/2/12 7/11/12 100.00%
PY4 - Train new members as necessary 7/2/12 7/2/12 0.00%
PY4 - Assist in defining the process to
identify the next candidate
7/2/12 7/2/12 0.00%
Virtual Machines 4/1/13 4/19/13 0.00%
Create images that closely mirrors
XSEDE SP systems
4/1/13 4/19/13 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019
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Gantt Legend
Project (Gantt Bar Styles)
Default
Completed Scheduled Baseline 1
Task (Gantt Bar Styles)
Default
Completed Scheduled Free Float Total Float Negative Float Start Delay Baseline 1
Critical Filter
Scheduled
Parent Filter
Scheduled
Buffers
Scheduled
Buffer Incursion 0% - 25%
Buffer Incursion
Buffer Incursion 25% - 75%
Buffer Incursion
Buffer Incursion 75% - 100%
Buffer Incursion
Task (Gantt Symbols)
Default
Objective Start Objective Finish Gantt Baseline2 Finish Gantt Baseline3 Finish Gantt Baseline4 Finish Gantt Baseline5 Finish
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Risks Summary
Risk Summary Stats
Total Number of
Risks:
 
165
Number of
non-retired
Risks:
 
129
High Impact
Risks:
  37
High Probability
Risks:
  18
High Risk-Level:   10
Key Risks:   3
Current Risks:  
127
(stats count
non-retired risks)
All Risks
1 8 11
17 38 23
28 16 23
Impact
Non-retired
Risks
1 7 10
17 33 10
21 13 17
Impact
Retired Risks
 1 1
 5 13
7 3 6
Impact
Non-retired Risks
129 risks
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
398
Extensions to
Standard-Based
Services
High High High Monitor
1.5.2 Extended
Collaborative
Science Gateways
Support
May 01,
2013
Jun 30,
2016
273 Grid Software Scaling High High High Monitor
1.1.3 Architecture
& Design
Apr 01,
2011
Mar 31,
2016
272
Grid Software System
Integration
High High High Monitor
1.1.3 Architecture
& Design
Apr 01,
2011
Mar 31,
2016
399 High course enrollment High High High Monitor 1.3.1 Training
May 08,
2013
Jun 30,
2016
395
Insufficient Progress
without a named Level
3 manager
High High High Monitor
1.1.5 Industry
Relations
Apr 11,
2013
Jun 30,
2016
380
Lack of ability to
support a large
number of online
students.
High High High Monitor
1.5.3 Extended
Collaborative EOT
Support
Mar 15,
2013
Jul 01,
2014
379
Lack of ability to
support a large
number of students in
full online courses
High High High Monitor 1.3.1 Training
Mar 15,
2013
Jul 01,
2014
378
Lack of ability to
support a large
number of students in
full online courses
High High High Monitor 1.6.1 Education
Mar 15,
2013
Jul 01,
2014
405
PY3 Funding for
Software Packaging
High High High Monitor
1.6.5 Campus
Bridging
Aug 08,
2013
Jul 01,
2014
377
Parent Risk for large
number of online
students
High High High Monitor
Mar 12,
2013
Jul 01,
2014
 Home > Risks Register > XSEDE Risks Summary
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350
Admins are not
required to use strong
authentication for
management of XSEDE
services.
High High Medium Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
328
Campus Bridging
expectation
management
High High Medium Monitor
1.6.5 Campus
Bridging
Oct 01,
2012
Dec 31,
2013
296
Capacity of XSEDE
reources less than
demand
High Medium High Monitor 1.1 Project Office Jul 01, 2011
Jun 30,
2016
278
Implementation delays
and inconsistencies
High High Medium Monitor
1.2.4 Software
Testing &
Deployment
Jul 01, 2011
Jul 01,
2016
369
Lack of Process to
insure that the
application and user
cases/requirements
are defined up front.
High Medium High Monitor 1.7 TIS
Oct 30,
2012
Jun 30,
2015
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
396
Lack of submissions to
Industry Challenge call
High Medium High Monitor
1.1.5 Industry
Relations
Apr 11,
2013
Jun 30,
2014
287
Loss of Project PI or
co-PI
High Medium High Monitor 1 XSEDE
Jan 01,
2011
Jun 30,
2016
258
Mismatch between
research teams’ needs,
XD resources, and
AUSS staff availability.
High Medium High Monitor
1.4 Extended
Collaborative
Support - Projects
Apr 01,
2011
Mar 31,
2016
312
Network Disruption
Disables Critical
Services
High Medium High Monitor 1.2.3 XSEDEnet Jul 01, 2011
Jul 01,
2015
301
Opportunity: Leverage
new/novel resources
High Medium High Monitor 1.1 Project Office Jul 01, 2011
331 Program Plan High Medium High Monitor
1.1.1 Project
Management and
Reporting
Feb 16,
2012
Jul 01,
2015
362
Security policies and
procedures from
TeraGrid are
out-of-date
High High Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
250
Suitable project
management
framework and process
is not available.
High Medium High Monitor
1.4.1 Extended
Collaborative
Research Teams
Support
Jul 01, 2011
Mar 31,
2016
360
There is a zero-day
root escalation exploit
in the wild for Linux or
some common piece of
the XSEDE software
stack
High High Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
364
There is no regular
security training for
users and service
providers, and security
policies lack visibility.
High High Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
274
Usage of deployed
software and services
High High Medium Monitor
1.2.4 Software
Testing &
Deployment
Jul 01, 2011
Jul 01,
2016
298
XSEDE archival
storage gap
High Medium High Monitor 1.2.2 Data Services Jul 01, 2011
Jun 30,
2016
376
Active Design Review
Effort
Medium Medium Medium Monitor
1.1.3 Architecture
& Design
Mar 12,
2013
Mar 31,
2016
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343
Automated services
may use unencrypted
private keys to access
XSEDE
Medium Medium Medium Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
252 Campus Infrastructure Medium Medium Medium Monitor
1.6.5 Campus
Bridging
Jul 01, 2011
Mar 31,
2016
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
318
Communication
Breakdown
Medium Medium Medium Monitor
1.2.6 Systems
Operational
Support
Jul 01, 2011
Jul 01,
2016
325
Delay in program
implementation
Medium Medium Medium Monitor 1.6.1 Education
Sep 19,
2011
Sep 30,
2012
392
Dependencies on
access to development
resources
Medium Medium Medium Monitor
1.7.1 Technology
Identification
Apr 04,
2013
Jun 30,
2015
356
Deployed software
could be out of date,
especially without
coordinated patch
manage-ment and
stale CTSS
registrations info
Medium Medium Medium Monitor
Oct 23,
2012
Oct 23,
2016
305
Federated identity
management does not
catch on
Medium Medium Medium Monitor 1.1 Project Office Jul 01, 2011
Jun 30,
2014
388
GFFS Pilot - lack of
responses/engagement
Medium Medium Medium Monitor
1.6.5 Campus
Bridging
Mar 18,
2013
Jul 01,
2014
363
Grand-fathered in
services or software
are exploited
Medium Medium Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
401
Human Resource
Availability
Medium Medium Medium Monitor
1.3.3 User
Engagement
Mar 12,
2013
Mar 12,
2014
365
Incident response
resources at different
SPs vary, and the
XSEDE incident
response (IR) team is
geographically
distributed.
Medium Medium Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
347
Inconsistent or
non-existent backup
processes
Medium Medium Medium Monitor
Oct 22,
2012
Oct 22,
2016
271
Insufficient Service
Provider Integration
into XSEDE activities
Medium Medium Medium Monitor 1.1 Project Office
Jan 01,
2011
Mar 31,
2016
397
Lack of response from
industry regarding
workforce
development needs
Medium Medium Medium Monitor
1.1.5 Industry
Relations
Apr 11,
2013
Jun 30,
2016
251 Mentoring Program Medium Medium Medium Monitor 1.6.2 Outreach Jul 01, 2011
Mar 31,
2016
352
No consistent patch
management process
for all XSEDE services
and systems
Medium Medium Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
277
Noncompliant service
provider
Medium Medium Medium Monitor 1.1 Project Office
Apr 01,
2011
Mar 31,
2016
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
253 Remote User Support Medium Medium Medium Monitor
1.6.5 Campus
Bridging
Jul 01, 2011
Mar 31,
2016
374 Scheduling participants Medium Medium Medium Monitor
1.1.3 Architecture
& Design
Mar 12,
2013
Mar 31,
2016
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322
Suitable project
management
framework and process
is not available
Medium Medium Medium Monitor
1.5.2 Extended
Collaborative
Science Gateways
Support
Jul 01, 2011
Mar 31,
2016
255
Suitable project
management
framework and process
is not available.
Medium Medium Medium Monitor
1.5.1 Extended
Support for
Community Codes
Jul 01, 2011
Mar 31,
2016
257
Suitable project
management
framework and process
is not available.
Medium Medium Medium Monitor
1.5.3 Extended
Collaborative EOT
Support
Jul 01, 2011
Mar 31,
2016
403 Targeted survey issues Medium Medium Medium Monitor
1.3.3 User
Engagement
Aug 01,
2013
Jun 30,
2014
366
There are no security
baselines for most
services, and there is
no regular auditing
with respect to
security
Medium Medium Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
361
There is a common
XSEDE service with a
remote exploit
Medium Medium Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
246
Training - Sync
delivery
Medium Medium Medium Monitor 1.3.1 Training Jul 01, 2011
Mar 31,
2016
375
Working through
slumps
Medium Medium Medium Monitor
1.1.3 Architecture
& Design
Mar 12,
2013
Mar 31,
2016
359
XSEDE depends upon
software that is no
longer actively
supported
Medium Medium Medium Monitor
Oct 23,
2012
Oct 23,
2016
346
XSEDE hardening
guidelines for SPs are
optional and unaudited
Medium Medium Medium Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
351
XSEDE has no
centralized security
monitoring
Medium Medium Medium Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
367
XSEDE has very
complex organizational
and procedural
structures.
Medium Medium Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
357
XSEDE relies heavily
on in-house software
that has not had code
audits
Medium Medium Medium Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
266
Architecture
Obsolescence &
Software Risks
Medium Low High Monitor
1.1.2 Systems and
Software
Engineering
Apr 01,
2011
Mar 31,
2016
404
Data Integrity while
traversing XSEDENet
Medium Low High Monitor 1.2.3 XSEDEnet
Mar 01,
2013
Jul 01,
2016
370
Dependencies on
operational support for
services from outside
sources.
Medium Low High Monitor 1.7 TIS
Oct 30,
2012
Jun 30,
2015
288
Differing architectural
views hinder
deployment and
operation of XSEDE
Medium Low High Monitor
1.1.2 Systems and
Software
Engineering
Mar 01,
2011
Jun 30,
2016
332
Failure of XDCDB
failover process
Medium Low High Monitor
1.2.6 Systems
Operational
Support
Jun 18,
2012
Jul 01,
2016
260
Failure of XSEDE
Operational
Infrastructure
Medium Low High Monitor
1.2.6 Systems
Operational
Support
Jul 01, 2011
Jul 01,
2016
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295
Funds are not provided
for initial network
"gap" costs
Medium Low High Monitor 1.2.3 XSEDEnet Jul 01, 2011
Jun 30,
2016
276
Inadequate
communication with
SPs
Medium Low High Monitor 1.1 Project Office
Jan 01,
2011
Mar 31,
2016
372
LifeRay license expires
without renewal.
Medium Low High Monitor
1.7.1 Technology
Identification
Oct 30,
2012
Jun 30,
2015
254
Mismatch between
research teams’ needs,
XD resources, and
ECSS staff availability.
Medium Low High Monitor
1.5.1 Extended
Support for
Community Codes
Jul 01, 2011
Mar 31,
2016
256
Mismatch between
research teams’ needs,
XD resources, and
ECSS staff availability.
Medium Low High Monitor
1.5.3 Extended
Collaborative EOT
Support
Jul 01, 2011
Mar 31,
2016
248
Mismatch maintained
between research
teams’ needs, XD
resources, and ECSS
staff availability.
Medium Low High Monitor
1.4.1 Extended
Collaborative
Research Teams
Support
Jul 01, 2011
Mar 31,
2016
316
Prohibitive Cost for
Required Software
Medium Low High Monitor
1.2.4 Software
Testing &
Deployment
Jul 01, 2011
Jul 01,
2016
265 Technical Obsolesence Medium Low High Monitor
1.1.3 Architecture
& Design
Apr 01,
2011
Mar 31,
2016
317
TeraGrid Domain
Name Hardcoded into
SP Software
Medium High Low Monitor
1.2.6 Systems
Operational
Support
Jul 01, 2011
Jul 01,
2016
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
242 XRAC Meeting Costs Medium Low High Monitor 1.3.4 Allocations Jul 01, 2011
Mar 31,
2016
314
XSEDE DNS Service
Availability
Medium Low High Monitor 1.2.3 XSEDEnet Jul 01, 2011
Jul 01,
2016
315
XSEDE RS Service
Availability
Medium Low High Monitor 1.2.3 XSEDEnet Jul 01, 2011
Jul 01,
2015
334
Abuse of shared
accounts
Low Medium Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
400
Delays in
implementing new
features and services
Low Low Medium Monitor
1.3.2 User
Information &
Interfaces
May 08,
2013
Jun 30,
2014
275
Deviation from project
management
procedures
Low Medium Low Monitor
1.1.1 Project
Management and
Reporting
Jan 01,
2011
Mar 31,
2016
394 Evaluation timeliness Low Medium Low Monitor
1.7.2 Technology
Evaluation
Apr 04,
2013
Jul 01,
2015
354
Helpdesk tickets are
emailed in plaintext
Low Medium Low Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
338
Identity vetting
procedures are abused
or circumvented
Low Medium Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
335
Inconsistent
authentication
standards exploited to
spread attacks
Low Medium Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
307
Integrating services
fail to meet standards
in service level
agreements
Low Medium Low Monitor 1.1 Project Office Jul 01, 2011
Jun 30,
2016
330
Lack of Testing
Resources
Low Medium Low Monitor
1.2.4 Software
Testing &
Deployment
Jan 10,
2012
Jul 01,
2016
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393
Lack of applications to
evaluate
Low Low Medium Monitor
1.7.2 Technology
Evaluation
Apr 04,
2013
Jul 01,
2015
270
Loss of Senior
Technical Personnel
Low Low Medium Monitor 1 XSEDE
Apr 01,
2011
Mar 31,
2016
339 Mail list abuse Low Medium Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
402 Management transition Low Low Medium Monitor
1.3.3 User
Engagement
Jun 01,
2013
Dec 31,
2013
321
Mismatch between
non-traditional users’
needs, XSEDE
services, and NIP staff
allocation.
Low Medium Low Monitor
1.4.2 Novel &
Innovative Projects
Jul 01, 2011
Jun 30,
2016
327
Namespace collisions
between XSEDE
software and local
software
Low Medium Low Monitor
1.2.4 Software
Testing &
Deployment
Oct 03,
2011
Jul 01,
2016
373
Non-optimum arrival
of tool evaluation
requests.
Low Low Medium
Execute
Contingency
1.7.2 Technology
Evaluation
Oct 30,
2012
Jun 30,
2015
333
Outdated Critical
Documents
Low Low Medium Monitor
1.2 XSEDE
Operations
Aug 16,
2012
Jul 01,
2016
319
Overloading XSEDE
Operations Center
Staff
Low Medium Low Monitor
1.2.6 Systems
Operational
Support
Jul 01, 2011
Jul 01,
2016
306
Plan for long term
service scaling may
not meet short term
needs
Low Medium Low Monitor 1.1 Project Office Jul 01, 2011
Jun 30,
2016
239
Potential equipment
failure can disrupt
database services.
Low Low Medium Monitor
1.2.5
Accounting/Account
Mgmt
Jul 01, 2011
Jul 01,
2016
241
Prohibitive Operating
Costs for Hardware or
Software
Low Low Medium Monitor
1.2.6 Systems
Operational
Support
Jul 01, 2011
Jul 01,
2016
368
Resources for security
in XSEDE could be
inadequate
Low Medium Low Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
341
Self-service password
resets are abused
Low Medium Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
268
Software Partner
Failure
Low Low Medium Monitor
1.1.3 Architecture
& Design
Apr 01,
2011
Mar 31,
2016
249 Student Internships Low Medium Low Monitor 1.6.2 Outreach Jul 01, 2011
Mar 31,
2016
245
Training - AUSS
support
Low Low Medium Monitor 1.3.1 Training Jul 01, 2011
Mar 31,
2016
261
UNICORE project is
cancelled
Low Low Medium Monitor
1.1.3 Architecture
& Design
Jan 01,
2011
Mar 31,
2015
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
344
Uses may not
adequately protect
their private keys
Low Medium Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
244
XD Architecture not
fully implemented at
an XD Service Provider
Low Low Medium Monitor 1.1 Project Office
Apr 01,
2011
Mar 31,
2016
262
XD Service Provider
has insufficient
resources to
implement XSEDE
Architecture
Low Low Medium Monitor
1.2.4 Software
Testing &
Deployment
Jul 01, 2011
Jul 01,
2016
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387
Acceleration of web
hits is less than
desired
Low Low Low Monitor
1.6.4 E&O
Infrastructure
Mar 18,
2013
Jul 01,
2016
385
Advisory Committee
Member retention
Low Low Low Monitor 1.6.3 Evaluation
Mar 18,
2013
Jul 01,
2016
340
Conference call system
uses weak or loosely
managed PINs
Low Low Low Monitor
Oct 22,
2012
Oct 22,
2016
371
Delay in "In-Common
Authentication"
availability
Low Low Low Monitor
1.7.1 Technology
Identification
Oct 30,
2012
Dec 30,
2013
247 Education Workshops Low Low Low Monitor 1.6.1 Education
May 01,
2011
Mar 31,
2016
345
Forensic trail is lost
because of no
centralized logging in
XSEDE
Low Low Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
355
IR IM chats could be
exposed without one's
knowledge
Low Low Low Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
381
Lack of Program
Knowledge
Low Low Low Monitor 1.6.2 Outreach
Mar 18,
2013
Jul 01,
2014
269
Lack of Qualified
System Administration
Personnel
Low Low Low Monitor
1.1.2 Systems and
Software
Engineering
Mar 01,
2011
Mar 31,
2016
382
Lack of available
XSEDE Staff to support
growing communities
Low Low Low Monitor 1.6.2 Outreach
Mar 18,
2013
Jul 01,
2014
390
Lack of fit between
offereings and needs
Low Low Low Monitor
1.6.5 Campus
Bridging
Mar 18,
2013
Jul 01,
2016
337
One-off authentication
systems make account
revocation more fragile
Low Low Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
Risk Id Risk Risk Level Probability Impact Status Subproject Monitor Date Retire Date
386
Portal registration
inconsistencies
Low Low Low Monitor 1.6.3 Evaluation
Mar 18,
2013
Jul 01,
2016
267 Software Complexity Low Low Low Monitor
1.2.4 Software
Testing &
Deployment
Jul 01, 2011
Jul 01,
2016
389
Software packaging
plan
Low Low Low Monitor
1.6.5 Campus
Bridging
Mar 08,
2013
Jul 01,
2014
358
Some XSEDE
resources depend upon
proprietary, unvetted
protocols.
Low Low Low Monitor
Oct 23,
2012
Oct 23,
2016
391
Support and
installation issues that
create a large demand
on help@xsede.org
Low Low Low Monitor
1.6.5 Campus
Bridging
Mar 18,
2013
Jul 01,
2016
384
Survey users may not
continue to participate
is subsequent years
Low Low Low Monitor 1.6.3 Evaluation
Mar 18,
2013
Jul 01,
2016
342
Unencrypted
credentials are
harvested for attacks
Low Low Low Monitor 1.2.1 Security
Oct 22,
2012
Oct 22,
2016
353
User data has weak
isolation guarantees on
most resources
Low Low Low Monitor 1.2.1 Security
Oct 23,
2012
Oct 23,
2016
383
• Inadequate travel
support for staff and
participants to build
meaningful
relationships
Low Low Low Monitor 1.6.2 Outreach
Mar 18,
2013
Jul 01,
2014
 383 
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E Metrics 
To demonstrate its success and help focus management attention on areas in need of 
improvement, XSEDE monitors a wide range of metrics in support of different aspects of 
“success” for the program. Since Q2 2013 marks the end of XSEDE’s second program year, this 
appendix has a modified format. First, it discusses notable trends and changes in XSEDE’s 
metrics over the course of the year (§E.1). Note that most tables and charts throughout this 
appendix cover all four quarters. After this section, the appendix follows the same format used in 
other quarterly reports, providing a consistent structure and continuous data points for historical 
purposes. The metrics presented in the quarterly reports provide a view into XSEDE’s user 
community, including its success at expanding that community, the projects and allocations 
through which XSEDE manages access to resources, and the use of the resources by those 
projects (§0). In addition, XSEDE has identified metrics describing the program’s success at 
delivering centralized services to this community, including operations, user support, advanced 
user support, and education and outreach activities (§E.3). Together, these metrics provide 
perspectives on how XSEDE works to ensure that the XSEDE-associated services and resources 
deliver science impact for the science and engineering research community. 
E.1 Annual Metrics Highlights 
In almost every metric, XSEDE continued to experience considerable growth over its second 
program year. From the size of the user community to the number of projects to the number of 
compute cycles delivered, XSEDE continued to see greater interest and associated use in its 
computational offerings. Similarly, XSEDE program activity and services grew to support the 
larger community. This growth included greater volumes of data movement via Globus Online, 
more Extended Collaborative Support projects, greater use of the user portal and web user 
interfaces, and more Campus Champions. At the same time, XSEDE managed to reduce the time 
it took to create user accounts, process allocation requests, and respond to user help requests. 
E.1.1 XSEDE Resource and Service Usage Highlights 
User community. The XSEDE user community absorbed significant growth in the program’s 
second year. From 6,636 at the end of Q2 2012, the number of open user accounts grew by 11.2% 
to 7,380 at the end of Q2 2013. A comparable increase of 11.1% was seen in the number of active 
user accounts, from 2,245 to 2,496. Gateway users consistently increase the number of active 
users each quarter by 40% or more, peaking at 1,858 gateway users in Q2 2013. Similarly, 
XSEDE’s institutional breadth grew by almost 4% from 375 distinct institutions with active users 
to 389 institutions worldwide. During the year, compute jobs were charged by 4,389 distinct users 
from 519 different institutions in all 50 states plus the District of Columbia and Puerto Rico, and 
10,697 distinct user accounts were open at some point in the year. 
XSEDE also faced challenges in expanding its presence among a number of targeted 
communities. While the number of active Campus Champion projects per quarter increased from 
62 in Q2 2012 to 75 in Q2 2013, the number of active institutions in EPSCoR states decreased 
from 67 in Q2 2012 to 59 in Q2 2013, and the number of active MSIs decreased from 18 to 14. 
However, over the span of the year, 601 users from 79 institutions in EPSCoR states and 75 users 
from 18 MSIs were active on XSEDE resources. XSEDE’s reach included usage from 190 
collaborating users at 110 institutions in 34 countries outside the U.S. (amounting to 3% of total 
usage). 
Projects and allocations. The level of demand for XSEDE computational resources continued to 
outstrip the available resources. Although NUs available at XRAC meetings rose from 17.9 
billion in Q2 2012 to 32.8 billion (+83%), due primarily to the arrival of the Stampede system at 
TACC, the SP resources were more than two times over-requested at every meeting except Q1 
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2013, where resources were “only” 175% over-requested. The number of open projects 
rebounded after a dip in Q1 2013 (due to the decommissioning of TACC’s Ranger), and the 
number of active projects hit 1,125 in Q2 2013, continuing a steady climb. The activity by field of 
science (Figure 26) remained relatively similar across the quarters, with nine areas responsibly for 
92% of NUs delivered; however, the number of users in the 24 other fields of science accounted 
for nearly 30% of PIs and 40% of open user accounts. The top four “other” disciplines, each 
accounting for about 1% of usage, were Electrical and Communication Systems, Environmental 
Biology, Biological and Critical Systems, and Ocean Sciences. In Q2 2012, usage by the “other” 
fields of science reached nearly 8% of total NUs. 
The XRAC faced a continued high level of requests—reviewing 158, 188, 143, and 174 requests 
at their four quarterly meetings—but still managed to make at least partial awards to an average 
of 85% of those requests. New awards accounted for more than 35% of the XRAC awards from 
each meeting, peaking at 41% in Q2 2013. 
 
Figure 26. XSEDE Program Year 2 computing activity by field of science. PIs and users may appear in more than one 
field of science, so totals are higher than counts of unique PIs and users during the year. 
Resources and usage. At the end of its first program year, XSEDE encompassed 12 resources 
and 6.77 peak petaflops of computing performance, along with the integration of Open Science 
Grid as an additional high-throughput computing resource. TACC’s Stampede and IU’s Mason 
system joined as SP resources, while TACC’s Ranger and Spur and NCSA’s Forge resource were 
decommissioned. A total of 6.34 million jobs were reported, delivering 83.1 billion NUs over the 
course of the year, usage increased by 35% in XSEDE’s second year over its year. 
The overall usage of XSEDE resources continues to balance between many projects running at 
smaller job scales (with “smaller” being fewer than 1,024 cores) and fewer projects running at 
larger scales. Consistent with the large-scale systems deployed at XSEDE Service Providers, 
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most of the system usage is delivered to projects that need to run at large scale for at least some of 
their work. Figure 27 shows that the balance point for the program year is at 75/25. 
 
Figure 27. XSEDE data for PY2 shows that 75% of XSEDE projects use at most 1,024 cores in their work, and 
consume only 25% of the resource core-hours. The converse also holds true: 25% of projects use more than 1,024 cores 
for some work, and they consume 75% of the NUs delivered by XSEDE. 
Delivering a growing number of NUs to a growing user base presents challenges to XSEDE 
Service Providers (SPs) in terms of maintaining rapid turnaround for jobs and, in turn, high levels 
of user satisfaction. To that end, XSEDE is monitoring some coarse metrics that provide a 
glimpse into overall system responsiveness across XSEDE. These include unweighted and 
weighted (by job core-hours) averages for wait time, response time, and slow down (or expansion 
factor). The weighted averages better reflect the reality that a small number of large-core-count 
jobs consume most of the delivered NUs (see Table 13). In general, these metrics show that the 
average job, in terms of resource consumption, ran for 20 hours, with decreasing wait time, 
response time and slow down on average over the year, likely because of the rapid increase in 
capacity with the arrival of Stampede.  
E.1.2 XSEDE Program Highlights 
In addition to tracking its user community and computing resource utilization, the XSEDE 
program is tracking a number of metrics about the program itself and its operational services in 
order to monitor how well XSEDE itself is functioning and identify situations requiring 
management attention. 
Of note, the metrics indicate several highlights from around the program: 
 The XSEDE environment continued to maintain a high decree of security. XSEDE’s 
security team responded to only two incidents during the program year, two 
compromised accounts in Q3 2012. See Table 15. 
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 A growing number of XSEDE users took advantage of the Globus Online service, 
moving nearly 300 million files, amounting to 2.26 PB of data to XSEDE sites and 1.95 
PB from XSEDE sites during PY2. See Table 16. 
 The Allocations team has worked to improve the response time for the various types of 
ongoing allocation requests, keeping the response time at 10 days or less for most request 
types, despite the high volume of activity in this area. See Table 17.  
 While the number of tickets received at the XSEDE Operations Center each quarter 
remained relatively flat and in consistent problem areas as in prior years (Table 4 and 
Figure 28), the XSEDE support teams responded within 24 hours to 82% or more tickets 
each quarter, reaching a high of 99% in Q1 2013. The number of tickets that were closed 
within 2 business days reached as high as 48% in Q2 2013. See Table 18. 
 The Systems Operations team continued to maintained a high overall uptime for the 41 
centrally managed XSEDE services. By leveraging failover resources where appropriate, 
downtime was greatly minimized. Of the 41 reporting services, 38 had better than 99.5% 
uptime over the entire program year. See Table 21. 
 XSEDEnet completed a transition from NLR to Internet2 in Q1 2013. Initial data show 
that the new network provider is delivering much higher uptime (via automatic failover to 
backup paths), justifying the costs and effort of the switch. See Figure 40. 
Table 4. XSEDE annual ticket totals. 
  
TG  
2009 
TG  
2010 
TG  
2011 
XSEDE  
PY1 
XSEDE  
PY2 
Total Tickets Received 12,437 12,333 12,791 13,170 13,117 
Tickets Resolved by Ops Center 2,632 2,829 2,492 2,062 1,592 
% Resolved by Ops Center 21% 23% 19% 16% 12% 
 
Figure 28. Breakdown of tickets appearing in common categories. 
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 XSEDE’s User Information and Interfaces group managed significant growth over the 
course of the year (76% more web hits, 60% more portal hits, 65% more portal accounts). 
The retrieval of Knowledgebase documents more than doubled during the course of the 
year. See Table 24. 
 The Extended Collaborative Support Service (ECSS) completed all projects underway at 
the end of TeraGrid and built a new portfolio of projects, with more than 100 projects 
active in Q2 2013. ECSS received 172 project requests over the year and was able to 
initiate 93 projects (54% of requests); 101 ECSS projects were completed during the 
year. The Novel and Innovative Projects (NIP) effort grew to 13 projects and conducted 
more than 100 outreach activities. See Table 26. 
E.2 XSEDE Resource and Service Usage Metrics 
Table 5 highlights a few key XSEDE measures that summarize the user community, the projects 
and allocations, and resource utilization for Q2 2013. Expanded information and five-year 
historical trends are shown in three corresponding subsections. 
In Q2 2013, the XSEDE user community continued to grow, with 2,496 individuals representing 
389 institutions charging compute jobs. XSEDE added 894 new users to its ranks and 28 fields of 
science report use. More details are in §E.2.1. 
Project and allocation activity remained strong, with XSEDE resources requested at 204% of 
what was available. The quality of requests was also strong, with XRAC recommending support 
for 101% of the available resources. During the quarter, the number of active projects climbed to 
1,125. More details are in §E.2.2. 
XSEDE computing resources held steady at 6.77 Pflops (peak) at the end of the quarter. The 
central accounting system showed 12 resources reporting activity, and together they delivered 
24.8 billion NUs of computing. This represents an increase of approximately 8% over the 
previous quarter, due largely to increased use of Stampede. At the same time, XSEDE users 
experienced shorter wait times, on average, according to several metrics. More details are in 
§E.2.3. 
E.2.1 User community metrics 
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Figure 29 shows the 
five-year trend in the 
XSEDE user 
community, including 
open user accounts, total 
active XSEDE users, 
active individual 
accounts, active gateway 
users, the number of new 
accounts, and the total 
number of unvetted user 
accounts (i.e., portal-
only accounts) at the end 
of each quarter. 
Unvetted user accounts 
can be used for training 
course registration and 
other functions. The 
quarter saw a record 
level of 7,380 open 
accounts and 894 new 
users, showing 
continued strong growth 
in the XSEDE user 
community. 
Figure 30 shows the 
activity on XSEDE 
resources according to 
field of science, 
including the relative 
fraction of PIs, open accounts, active users, allocations, and NUs used according to discipline. 
For consistency across quarters, we show the nine fields of science that typically consume ~2% or 
more of delivered NUs per quarter. This quarter Earth Sciences replaced Biological and 
Hazardous Systems due to the considerable usage in Earth Sciences over the past several quarters. 
PIs and users are counted more than once if they are associated with projects in different fields of 
science. The quarterly data show that the percentages of PIs and accounts associated with the 
“other” disciplines represent more than 30% of all PIs, 40% of user accounts, and nearly 30% of 
active users. Collectively the “other” fields of science represent 8% of total quarterly usage, led 
by activity in electrical and communications systems (1.9%) and environmental biology (1.1%). 
Figure 31 shows the number of publications, conference papers, and presentations reported by 
XSEDE users each quarter, including the 1,130 reported by 101 projects in Q2; Appendix F lists 
these publications according to allocated project. The large increase in Q2 is explained, in part, 
both by the 174 requests at the XRAC meeting, the second most ever, and the 342 user 
publications reported by the CIPRes Science Gateway in their renewal request.  
Table 5. Quarterly activity summary 
User Community Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Open user accounts 6,964 6,464 7,042 7,380 
Active individuals 2,148 2,229 2,342 2,496 
Gateway users 1,624 1,629 1,528 1,858 
New user accounts 863 644 1,339 894 
Active fields of science 29 31 32 28 
Active institutions 354 331 364 389 
Projects and Allocations     
NUs available at XRAC 22.429B 31.142B 32.781B 32.803B 
NUs requested at XRAC 57.611B 71.429B 57.454B 66.981B 
NUs recommended by XRAC 19.738B 37.963B 26.305B 33.032B 
NUs awarded at XRAC 18.149B 29.820B 26.305B 31.115B 
Open projects 1,612 1,606 1,240 1,727 
Active projects 1,028 1,014 1,096 1,125 
Active gateways 16 15 15 14 
New projects 212 201 224 286 
Closed projects 218 229 280 246 
Resources and Usage     
Resources open (all types) 24 24 18 25 
Total peak petaflops 3.54 3.39 6.77 6.77 
Resources reporting use 14 13 13 12 
Jobs reported 1.32M 1.62M 1.63M 1.77M 
NUs delivered 17.9B 17.4B 23.0B 24.8B 
Avg wtd run time (hrs) 22.4 23.4 19.4 19.9 
Avg wtd wait time (hrs) 36.5 30.1 23.8 11.4 
Avg wtd slow down 4.1 3.6 2.9 2.3 
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Figure 29. XSEDE user census, excluding XSEDE staff. 
 
Figure 30. Quarterly XSEDE user, allocation, and usage summary by field of science, in order by usage, excluding staff 
projects. Note: PIs and users may appear under more than one field of science. 
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Table 6 and Table 7 highlight aspects of the broader impact of XSEDE. The former shows that 
graduate students, post-doctoral researchers, and undergraduates make up 65% of the XSEDE 
user base. The latter table shows XSEDE’s reach into targeted institutional communities. 
Institutions with Campus Champions represent a large portion of XSEDE’s usage because this 
table shows all users at Campus Champion institutions, not just those on the champion’s project. 
The table also shows XSEDE’s reach into EPSCoR states, the MSI community, and 
internationally.  
 
Figure 31. Publications, conference papers, and presentations reported by XSEDE users 
Table 6. End of quarter XSEDE open user accounts by type, excluding XSEDE staff. 
Category Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Graduate Student 2,678 2,555 2,848 2,961 
Faculty 1,386 1,322 1,384 1,436 
Postdoctorate 1,109 1,002 1,028 1,089 
Undergraduate Student 733 627 721 757 
University Research Staff (excluding postdocs) 559 492 528 565 
High school 10 13 23 29 
Others 489 453 510 543 
TOTALS 6,964 6,464 7,042 7,380 
Table 7. Active institutions in selected categories. Institutions may be in more than one category. 
Category  Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Campus  
Champions 
Sites 69 65 71 75 
Users 812 876 888 1,017 
% total NUs 39% 34% 39% 38% 
EPSCoR  
states 
Sites 66 61 62 59 
Users 324 321 303 347 
% total NUs 15% 17% 10% 15% 
MSIs Sites 17 15 15 14 
Users 37 38 48 36 
% total NUs 1% 0.4% 0.7% 0.5% 
International Sites 44 36 53 75 
Users 70 61 90 98 
% total NUs 2% 4% 2% 3% 
Total Sites 354 331 364 389 
Users 2,148 2,229 2,342 2,496 
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E.2.2 Project and allocation metrics 
Figure 32 shows the five-year trend for requests and awards at XSEDE quarterly allocation 
meetings. The figure shows the continued strong growth in demand even with the increase in 
available resources due to the TACC Stampede system. NUs requested were 204% of NUs 
available, and the XRAC recommendations were 101% of the NUs available. XSEDE awarded 
slightly fewer NUs than recommended because requests could not be moved to alternate 
resources in all cases, due to architectural differences. Table 8 presents a summary of overall 
project activity.  
Table 9 shows projects and activity in key project categories as reflected in allocation board type, 
including the number of open and active user accounts with each type of project. Note that 
Science Gateways may appear under any board, and users may be associated with more than one 
project.) The quarter saw a strong rebound to a new high of 1,727 open projects; the number of 
active projects—those making use of resources—continued its steady increase. 
Table 10 shows detailed information about allocations activity for the various request types 
available for the different classes of projects. XSEDE had 174 Research (XRAC) requests, of the 
which 135 (77%) received awards, including 55 new projects. There were also 220 Startup 
requests, of which 180 (82%) received awards; 22 Education requests with 17 awards; and 23 
Campus Champion requests with 20 awards. 
As a special class of projects, science gateway activity is detailed in Figure 33, showing 
continued high levels of usage and users from these projects. Table 11 shows gateway activity 
supported by specific XSEDE resources.  
 
Figure 32. Allocation meeting history, showing NUs requested, awarded, available, and recommended.  
Since September 2008, all meetings have considered any request that exceeded “small” limits. 
 393 
Table 8. Project summary metrics 
Project metric Q3 2012 Q4 2012 Q1 2013 Q2 2013 
XRAC requests 158 188 146 174 
XRAC request success 87% 89% 84% 76% 
XRAC new awards 36% 38% 38% 41% 
Startup requests 176 142 211 220 
Startup request success 81% 78% 77% 82% 
Projects open 1,612 1,606 1,240 1,727 
Projects new 212 201 224 286 
Projects active 1,028 1,014 1,096 1,125 
Projects closed 218 229 280 246 
Resource diversity (wtd) 1.5 (2.1) 1.4 (2.0) 1.6 (2.2) 1.4 (1.9) 
SP diversity (wtd) 1.3 (1.7) 1.3 (1.6) 1.3 (1.6) 1.2 (1.6) 
Table 9. Project activity by allocation board type. 
Board Open projects Open users Active projects Active users NUs 
XRAC 652 4,359 574 1,614 23,644,296,144 
Startup 864 1,952 440 563 831,624,303 
Staff 27 543 17 71 158,964,792 
Educational 79 1,967 45 433 119,824,288 
Campus Champions 105 684 48 105 69,063,749 
Discretionary 0 0 1 1 15,128 
Totals 1,727 9,505 1,125 2,787 24,823,788,404 
Table 10. Allocations activity in POPS, excluding staff and discretionary projects. 
 
Research Startup 
 
# Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd 
New 82 295,623,259 55 92,918,079 204 26,369,555 172 19,532,108 
Prog. Report 1 1,270,000 1 1,255,822 n/a n/a n/a n/a 
Renewal 92 580,395,970 79 348,240,015 16 2,045,012 8 505,012 
Advance 46 36,256,244 40 17,296,000 n/a n/a n/a n/a 
Justification 3 8,375,630 1 1,400,000 0 0 0 0 
Supplemental 42 38,310,434 24 11,292,000 18 2,510,000 15 1,918,000 
Transfer 65 24,268,786 59 23,135,726 21 1,022,833 19 793,597 
Extension 62 n/a 60 n/a 50 n/a 49 n/a 
 
Education Campus Champions 
 
# Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd 
New 18 3,016,203 13 723,000 13 6,353,036 11 4,659,101 
Prog. Report n/a n/a n/a n/a n/a n/a n/a n/a 
Renewal 4 190,000 4 190,000 10 4,480,137 9 3,436,101 
Advance n/a n/a n/a n/a n/a n/a n/a n/a 
Justification 0 0 0 0 0 0 0 0 
Supplemental 4 600,000 4 700,000 3 270,000 2 70,000 
Transfer 1 53,620 1 54,000 0 0 0 0 
Extension 0 n/a 0 n/a 1 n/a 1 n/a 
Table 11. Gateway activity by resource. 
Resource Gateways Jobs NUs 
SDSC Trestles 5 25,371 209,050,078 
TACC Stampede 7 26,830 205,128,913 
SDSC Gordon 3 9,084 181,013,122 
NICS Kraken 4 2,876 41,479,748 
TACC Lonestar4 4 866 4,669,097 
PSC Blacklight 1 362 2,989,389 
Purdue Steele 2 1,624 94,150 
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Figure 33. Quarterly gateway usage (NUs), jobs submitted, users (reported by ECSS),  
registered gateways, and active gateways. 
E.2.3 Resource and usage metrics 
In Q2, SP systems delivered 24.8 billion NUs, an increase of about 7.7% from the previous 
quarter, and 48% more NUs than the year-ago quarter. Table 12 breaks out the resource activity 
according to different resource types. Figure 34 shows the total NUs delivered by XSEDE 
computing systems, as reported to the central accounting system over the past five years. 
Figure 35 presents a perspective of the capacity and capability use of XSEDE resources by 
project. The figure shows the cumulative percentage of projects and resource usage according to 
each project’s largest reported job size (in cores). The point at which the proverbial 80/20 rule 
holds precisely is at 72/28; that is the 72% of projects whose largest jobs were between 512 and 
1,024 cores consumed only 28% of the delivered NUs, while the remaining 28% of projects, 
whose largest jobs were all of larger sizes, consumed the remaining 72% of delivered NUs. 
Table 12. Resource activity, by type of resource, excluding staff projects.  
Note: A user will be counted for each type of resource used. 
Resource Type Resources Jobs Users NUs 
High-performance computing 6 1,296,475 2,062 21,965,728,398 
Data-intensive computing 2 166,751 569 2,529,252,967 
High-throughput computing 2 298,962 18 126,865,116 
Visualization system 2 7,631 88 42,977,134 
Totals 12 1,769,819 2,737 24,664,823,615 
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Figure 34. Total XSEDE resource usage in NUs. 
 
Figure 35. Cumulative distribution of projects, jobs, and usage according to project’s maximum job size, in cores 
(excluding staff projects). Vertical line (black) shows 72% of projects use fewer than 1,024 cores and consume 28% of 
XSEDE NUs; the other 28% of projects run some larger jobs and consume 72% of NUs. 
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Finally, Table 13 presents some summary metrics to reflect aggregate “usage satisfaction,” 
including the average run time, wait time, response time (run + wait), and slow down (or 
expansion factor). These values are presented as unweighted averages, which show the impact of 
small jobs, and as averages weighted by each job’s portion of the workload (in core-hours), which 
show responsiveness to the jobs responsible for most of the delivered NUs. Notably for Q2, while 
the “average” job is only 2 hours long, the average weighted job is nearly 20 hours long, and all 
the weighted usage satisfaction metrics showed decreases, an indicator of faster responsiveness 
and thus user satisfaction. The weighted average for slow down (2.3) eliminates the skew in the 
job slow down attributed to small jobs and shows a much more realistic average perceived 
slowdown for the work delivered. 
XSEDE provides central monitoring of GRAM5 job submission activity at XSEDE SP sites 
(Figure 36). GRAM has been deprecated in favor of GRAM5, and thus we are no longer reporting 
pre-GRAM5 jobs separately.  
Table 13. Usage satisfaction metrics, for HPC and data-intensive computing resources only, 
excluding staff projects. 
  Job attribute Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Unweighted  
average 
Run time (hrs) 2.0 2.0 2.0 2.0 
Wait time (hrs) 6.2 4.4 3.1 3.6 
Response time (hrs) 9.7 7.6 5.9 6.4 
Slow down 512.2 334.0 562.2 491.9 
Weighted 
average 
Wtd run time (hrs) 22.4 23.4 19.4 19.9 
Wtd wait time (hrs) 36.5 30.1 23.8 11.4 
Wtd response time (hrs) 58.9 53.5 43.1 31.4 
Wtd slow down 4.1 3.6 2.9 2.3 
 
Figure 36. GRAM5 jobs by site 04-01-2013 to 07-01-2013 
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E.3 XSEDE Program Metrics 
E.3.1 Project Office 1.1 
1.1.4 External Relations 
The XSEDE External Relations team reported the following media hits for the quarter.  
Table 14. XSEDE media hits. 
Date Source Headline Category Notes 
6/25/13 HPCWire Kraken Chews on Gribble Data for Industrial Enzyme 
Research 
XSEDE   
6/24/13 HPCWire Registration Opens for Extreme Scaling Workshop 
2013 
XSEDE, Blue 
Waters 
  
6/24/13 HPCWire PSC Staff Spearhead NSF Network's Internet2 
Migration  
XSEDE, 
NCSA 
  
6/20/13 Lab Manager Mag. Researchers Get Access to Open Science Grid XSEDE SDSC 
6/18/13 BrandeisNOW Computer modeling technique goes viral  XSEDE   
6/2/13 InsideHPC XSEDE Industry Challenge Program Seeks Proposals  XSEDE   
5/31/13 HPCWire SDSC Hosts First Annual Industry Partners Research 
Review 
XSEDE Also on 
Datanami 
5/28/13 Science World 
Report 
Historic US Drought Yields a Harvest of Data: Nature  XSEDE   
5/28/13 HPCWire PSC Computer Simulations Highlight Need to Focus 
on Vaccine Transport 
XSEDE   
5/23/13 HPCWire TACC to Upgrade to Internet2's Fastest Network 
Connection: 100 Gbps 
XSEDE   
5/22/13 HPCWire NSF Forges Further Beyond FLOPs  Blue Waters, 
XSEDE 
  
5/20/13 Honolulu Beat UH Hilo Student Awarded Nat’l Science Foundation 
Fellowship - Honolulu Civil Beat 
XSEDE   
5/20/13 Udaily - U Delware Nine win prestigious NSF Graduate Research 
Fellowships 
XSEDE   
5/16/13 The Red and Black- 
UGA 
Ten UGA students, alumni awarded National Science 
Foundation fellowships 
XSEDE   
5/15/13 InsideHPC XSEDE Resources Play Key Role in Research on 
Black Holes 
XSEDE   
5/8/13 domain-b New material for Co2 capture discovered news  XSEDE   
5/7/13 Datanami Virtual School Summer Courses Available on Data-
Intensive and Many-Core Computing 
XSEDE Also on 
HPCwire 
4/26/13 InsideHPC Student Programming Competition Coming to 
XSEDE13 this Summer 
XSEDE   
4/11/13 Terra Daily UC San Diego team achieves petaflop-level 
earthquake simulations on GPU-powered 
supercomputers 
Blue Waters, 
XSEDE 
  
4/11/13 Mesh Press Stocks In News (Mellanox Technologies, International 
Paper Company, Vodafone Group Plc, Cubist 
Pharmaceuticals Inc)  
XSEDE   
4/10/13 Telecompaper XSEDE selects Internet2 for 100G network upgrade  XSEDE   
4/10/13 Lab Manager 
Magazine 
2013 Graduate Research Fellowships Reflect a 
Diversity of Fields, Institutions and Students  
XSEDE   
4/10/13 HPCWire XSEDE Upgrades to Internet2's 100G Network XSEDE   
4/9/13 Phys.org 2013 Graduate Research Fellowships reflect a 
diversity of fields, institutions and students  
XSEDE   
4/9/13 HPCWire XSEDE13 Registration Now Open XSEDE also HPC in 
the Cloud 
4/8/13 Homeland Security 
News Wire 
Supercomputers allow for more realistic earthquake 
simulations 
Blue Waters, 
XSEDE 
  
4/8/13 HPCWire PSC Patents ZEST to Stop Supercomputing System 
Failures 
XSEDE   
 398 
Date Source Headline Category Notes 
4/5/13 Lab Manager 
Magazine 
Team Achieves Petaflop-Level Earthquake 
Simulations on GPU-Powered Supercomputers 
Blue Waters, 
XSEDE 
earthquake 
code 
4/3/13 PSC Blog Ken Hackworth: The Man, The Myth, The Legend XSEDE Employee 
feature 
4/3/13 redOrbit Understanding Protoplanetary Disk Turbulence - 
Space News 
XSEDE  
4/2/13 HPCWire  Researchers Develop Code that Reduces Time and 
Cost in Simulating Seismic Hazards 
Blue Waters, 
XSEDE 
 
4/2/13 e! Science News UC San Diego team achieves petaflop-level 
earthquake simulations on GPU-powered 
supercomputers 
Blue Waters, 
XSEDE 
 
4/2/13 InsideHPC Mellanox FDR InfiniBand Powers Stampede 
Supercomputer 
XSEDE  
4/2/13 MarketWatch (Wall 
Street Journal) 
Mellanox FDR 56Gb/s InfiniBand Powers Stampede 
Supercomputer, Now Fully Deployed at Texas 
Advanced Computing Center  
XSEDE  
4/2/13 HPCWire Stampede Driven by Mellanox FDR 56-Gbps 
InfiniBand 
XSEDE  
4/2/13 HPCWire Releasing the Kraken on Protoplanetary Disks XSEDE  
E.3.2 Operations 1.2 
1.2.1 Security 
The XSEDE security team uses the metrics in Table 15 for tracking security incidents and 
response. Details on any incidents are provided in the main body of the report.  
Table 15. XSEDE security metrics and incident response 
 Q3 2012 Q4 2012 Q1 2013 Q2 2013 
XSEDE-wide notice of vulnerability 0 0 1 0 
Compromised user accounts 2 0 0 0 
Other incident response 0 0 0 0 
Critical rollout of vulnerability patches 0 0 0 0 
Security enhancement rollouts 0 1 4 1 
1.2.2 Data Services 
XSEDE supports monitoring for two central data movement services: the gridFTP service 
connecting the XSEDE service providers and the Globus Online service for connecting XSEDE 
service providers as well as external sites. Table 16 shows quarterly summary metrics and 
increasing Globus Online adoption over the past four quarters. Figure 37 and Figure 38 show 
Globus Online and GridFTP activity, respectively, by SP site. (We are examining why Globus 
Online activity at some sites, such as NICS, is larger than their more general GridFTP activity.) 
Table 16. Globus Online activity to and from XSEDE endpoints, excluding GO XSEDE speed page user. 
 
Q3 2012 Q4 2012 Q1 2013 Q2 2013 
To/from 
XSEDE 
endpoint 
Files to XSEDE 57.1 million 14.1 million 33.9 million 41.9 million 
TB to XSEDE 311 559 642 748 
Files from XSEDE 44.9 million 17.7 million 39.1 million 45.6 million 
TB from XSEDE 325 453 650 525 
Faults detected 985,000 1,561,000 1,296,000 1,378,000 
Users 218 217 258 256 
To/from 
XSEDE 
via 
Globus Connect 
Files to XSEDE 24.9 million 2.1 million 2.3 million 2.9 million 
TB to XSEDE 37 37 51 82 
Files from XSEDE 9.4 million 4.9 million 7.6 million 6.4 million 
TB from XSEDE 34 23 47 56 
Faults detected 575,000 770,000 570,000 768,000 
Users 138 124 139 141 
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Figure 37. Globus Online activity into and out of XSEDE SP end points 
  
Figure 38. GridFTP volume and file transfers, per SP site. 
1.2.3 XSEDEnet 
In Q1 2013, XSEDE transitioned from NLR to the Internet2 AL2S backbone, and XSEDEnet 
staff have migrated to new reporting tools and the new charts provided here, as of May 2013. The 
new tools will allow XSEDE to use site data instead of backbone-only data. When usage reaches 
50% over 3 weeks at any given site, the site will be contacted to determine the possibility of 
upgrading their bandwidth. 
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Network traffic statistics for all SP sites are shown in Figure 39. The data points are based on 
average bits per second (bps) sampled twice each day. Figure 40 shows the average one-way 
delay statistics from the perfSONAR network testing servers. The graphs show peaks when SP 
connections have moved over to backup paths due to network events such as fiber cuts or AL2S 
maintenance. The data show no loss in connectivity, just longer latencies between SP sites. 
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Figure 39. Network traffic data for all SP sites. 
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Figure 40. Average one-way delay data from the perfSONAR network testing servers. 
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1.2.5 Accounting and Account Management 
The Accounting and Account Management group administers and operates the software for the 
XSEDE allocations system (POPS), the accounting system, and user account management. Table 
17 shows the processing time for ongoing allocation requests outside of the quarterly XRAC 
requests. XSEDE reduced the account creation time to a matter of minutes with the deployment 
of POPS and User Portal components that allow users to create their own portal logins; because 
of this improvement, this metric will now be constant, so we will no longer be reporting it. 
Table 17. Average time to process allocation requests and account creation requests, in days. 
(Excludes quarterly XRAC requests; “n/a” indicates none submitted.) 
ALLOCATION REQUESTS Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Research Advance 5 12 4 4 
Transfer 5 3 3 4 
Supplement 7 17 12 9 
Justification 44 5 68 61 
Startup, Education, 
Campus Champions, 
Discretionary 
New 10 12 9 10 
Renewal 3 7 5 3 
Transfer 4 3 2 2 
Supplement 8 5 8 8 
Account creation requests 0.03 0.03 0.03 - 
1.2.6 Systems Operational Support 
The Systems Operational Support group encompasses the XSEDE Operations Center (XOC), 
which includes front-line user support and the ticket system, and the system administration of all 
XSEDE centralized services. In the ticket system, XSEDE tracks total ticket volume and 
responsiveness (Table 18), which groups (“resolution centers”) field the tickets (Table 19), and 
the numbers of tickets in seven common categories (Table 20 and Figure 41). Starting with Q1 
2013, the tables and figure consider only the tickets that fall into the standard resolution centers 
and categories, which represent the bulk of XSEDE ticket activity. 
Ticket volume data show a significant decrease in tickets from PY1 to PY2, from 10,335 tickets 
reported opened in PY1 to 7,019 opened in PY2. While there does seem to be a slight decreasing 
trend in certain categories, two reporting factors explain large portions of the decrease. First, 
starting in Q1 2013, the total counts exclude tickets that fall outside the standard categories and 
resolution centers; second, the Q2 2013 ticket count counts only tickets opened through May 20. 
XSEDE completed the transition to the open-source RT system on May 21, replacing the earlier 
NCSA-developed system. Q2 2013 ticket numbers shown here reflect only partial quarter 
numbers from the old system. Starting next quarter, metrics will be extracted from the RT system. 
For the central services, XSEDE tracks the uptime reported by system administrators (Table 21) 
as well as the Inca-reported uptime for seven key user-visible services (Table 22). The Inca-
reported uptime better reflects “user-visible outages,” that is, what the average user would 
experience, and typically exceeds the actual system uptime, reflecting the effectiveness of 
XSEDE’s backup systems, failover capabilities, and operational responsiveness. 
Table 18. XSEDE Operations Center ticket system metrics. 
 Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Total tickets opened 2,421 2,098 1,823 677 
Tickets opened – email 2,175 1,872 1,785 659 
Tickets opened – portal 18 18 8 5 
Tickets opened – phone 228 208 30 13 
Total tickets closed 2,028 2,021 1,695 598 
Tickets, response in 24 hrs 2,021 (83%) 1,727 (82%) 1,806 (99%) 627 (93%) 
Tickets closed within 2 bus. days 880 (36%) 742 (35%) 720 (39%) 323 (48%) 
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Table 19. Ticket breakdown (opened/closed) for each major resolution center. 
  
Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Open Closed Open Closed Open Closed Open Closed 
NICS 481 458 514 503 449 435 244 219 
XOC 349 231 290 171 131 131 56 56 
TACC 292 257 253 218 461 416 222 202 
Proposal issues 403 358 381 300 355 324 175 134 
SDSC 313 251 298 242 235 211 127 106 
PSC 75 64 50 48 42 41 16 15 
Purdue 82 82 60 60 57 56 22 21 
NCSA 83 81 21 18 12 7 10 8 
User facing services 25 22 67 65 36 35 14 14 
UST 11 11 5 5 42 38 1 1 
IU 3 3 2 2 1 1 1 1 
OSG 1 1 2 1 2 1 3 3 
Others 303 209 153 85 n/a n/a 
 
Figure 41. Tickets in the seven primary problem categories. 
Table 20. Ticket counts for the seven primary problem categories shown in Figure 41. 
  Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Login / access issues 345 326 350 162 
Jobs / batch queues 407 342 311 193 
Software / apps 224 210 239 123 
Account issues 150 148 126 48 
MSS / data issues 76 63 57 25 
File systems 75 80 93 37 
System issues 84 70 50 27 
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Table 21. XSEDE centralized service uptime and outages. Empty cells indicate no outages (100% up). 
“% Up” is percent uptime; “Hrs (P|U)” shows outage hours, planned and unplanned. 
Service 
Q3 2012 Q4 2012 Q1 2013 Q2 2013 
% Up Hrs (P|U) % Up Hrs (P|U) % Up Hrs (P|U) % Up Hrs (P|U) 
AMIE         
AMIE backup         
Bugzilla       99.54% 0|10 
Build and Test       99.54% 0|10 
Certificate 
Authority 
  99.73% 0|6     
Data Movement 
Service 
        
Globus Listener       99.54% 0|10 
IIS Metrics       99.54% 0|10 
Inca 98.71% 26|2.5     93.50% 0|142 
Inca backup   99.91% 0|2   91.94% 0|176 
Information 
Services 
      99.52% 0|10.5 
Karnak 99.98% 0|0.5 91.17% 0|195 88.70% 0|244 99.11% 0|19.5% 
Kerberos primary         
Kerberos backup         
Knowledgebase         
Majordomo         
MyProxy         
Nagios       99.54% 0|10 
OAuth         
Openfire Jabber         
POPS         
RDR   99.64% 0|8 99.35% 0|14 99.91% 0|2 
RT primary       99.84% 0|3.45 
RT backup         
RT test         
Sciforma 99.84% 3.5|0     99.48% 1.25|10 
Sciforma TEST       99.48% 1.25|10 
Secure Wiki         
SELS         
Sharepoint         
Software 
Distribution 
      99.54% 0|10 
Source 
Repository 
      99.54% 0|10 
Speedpage 99.95% 1|0       
TG Wiki         
Usage Reporting 
Tools 
        
User Portal       99.77% 0|5 
User Portal 
backup 
  99.91% 0|2     
User Profile 
Service 
        
XDCDB 99.97% 0|0.75 99.90% 0.06|2.25 99.91% 2|0   
XDCDB backup 98.91% 0|24 99.64% 0|8     
Table 22. Inca-monitored XSEDE central services, Inca-detected uptimes, and outages. 
Service Outage definition. Test frequency. Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Inca 
Inca status pages unavailable or  test details page 
fails to load. Every 5 min. 
98.71% 99.71% 99.98% 100% 
Information 
Services 
Information web pages unavailable. Every 15 min. 100% 99.76% 99.99% 99.5% 
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Service Outage definition. Test frequency. Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Karnak Karnak front page fails to load. Every 30 min. 99.98% 91.17% 88.70% 99.1% 
MyProxy 
MyProxy server does not respond to credential 
check. Every hour. 
100% 100% 100% 100% 
User Portal 
Portal home page fails to load correctly. Every 30 
min. 
99.98% 100% 99.99% 100% 
XDCDB  
Connection to database refused or slow (using 
check_postgres.pl script). Every 5 min. 
99.96% 100% 99.98% 100% 
E.3.3 User Services 1.3 
1.3.1 Training 
We are now including aggregate training metrics, including number of events held and attendees 
as well as online modules and visitors, in Table 23.  
Table 23. Training events and attendees 
 Q4 2012 Q1 2013 Q2 2013 
Events held 23 20 16 
Event attendees 858 1,268 482 
Online modules available 41 44 44 
Online module unique visitors 7,774 13,163 11,642 
Online module repeat visitors 1,444 3,173 2,685 
1.3.2 User Information & Interfaces 
The User Information and Interfaces group provides XSEDE users with central information and 
services via the XSEDE User Portal (XUP), web site, XUP mobile, and knowledgebase. Table 24 
shows increasing activity on most user information interfaces, as well as increases in the numbers 
of logged-in users accessing these interfaces. Table 25 shows the most popular XUP applications, 
by visits. 
Table 24. XSEDE web site, user portal and XUP Mobile activity. 
(Note: “Users” indicates logged-in users.) 
UII Activity Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Web hits 2,362,105 2,269,506 3,434,497 4,705,248 
Web visitors 33,053 33,145 51,018 57,300 
XUP hits 1,540,402 1,558,209 2,135,182 2,350,865 
XUP visitors 16,118 16,998 23,582 24,248 
XUP accounts 9,015 10,000 12,563 14,848 
XUP users 4,399 4,346 5,722 3,619 
XUP users running jobs 1,552 1,640 1,818 1,484 
XUP Mobile hits 1,931 3,569 6,668 6,842 
XUP Mobile users 20 17 20 21 
KB docs retrieved 87,987 187,966 171,097 215,132 
Total KB docs 538 573 586 585 
New KB docs 62 36 10 16 
Table 25. XUP and Web site application visits. “Users” indicates logged-in users. 
 Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Application Visits Users Visits Users Visits Users Visits Users 
Allocations/Usage 45,899 3,773 44,572 3,649 55,103 4,863 49,515 4,709 
User News 25,707 263 26,992 338 42,830 509 74,336 548 
Training Regis’n 10,556 650 18,726 1,011 28,503 1,703 34,263 1,146 
File Manager 42,219 
(xfrs) 
97 
(3.6 TB) 
37,852 69 
(10 TB) 
24,307 85  
(9.5 TB) 
17,485 126 
(1.89 TB) 
GSI-SSH 22,411 1,286 21,352 1,248 22,543 1,509 18,214 1,386 
Resource Listing 16,934 1,391 16,869 1,436 19,901 1,696 25,427 1,652 
Publications 2,908 595 12,528 1,372 18,214 1,694 25,248 1,673 
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 Q3 2012 Q4 2012 Q1 2013 Q2 2013 
Application Visits Users Visits Users Visits Users Visits Users 
RSS news feed   11,959 92 14,171 109   
Help Desk/Consult 4,704 652 10,031 721 13,955 975 12,669 904 
Knowledge Base 8,269 156 8,699 217 12,178 301 14,852 273 
Software Search 9,903 318 9,707 344 10,911 434 10,914 394 
System Accounts 10,919 1,731 9,037 1,632 10,828 1,937 10,113 1,923 
User Profile 5,930 1,345 6,314 1,312 8,083 1,626 6,986 1,612 
System Monitor 6,819 985 6,996 888 7,933 1,085 8,864 1,149 
Online Training 
Listing 
1,414 220 1,452 304 7,923 753 4,335 545 
POPS Submit 5,982 1,117 5,735 1,118 5,974 1,294 6,098 1,290 
Add User Form 4,446 547 3,710 523 5,367 664 4,552 633 
Gateways List 5,470 158 5,043 152 4,929 161 6,345 175 
Ticketing System 2,229 609 1,996 532 2,483 622 674 224 
My Jobs 2,634 788 2,484 777 2,463 836 2,308 809 
SU Calculator 1,240 109 1,336 188 1,519 244 1,175 216 
XSEDE Tech DB   330 15 1,388 41 159 5 
Karnak Q Predict 643 182 601 153 628 149 1,307 186 
Community Accts 318 259 279 206 387 231 331 242 
Gateway Regis’n 238 8 275 12 234 11 199 8 
 
E.3.4 Extended Collaborative Support Service 1.4, 1.5 
The Extended Collaborative Support Service pairs members of the XSEDE user community with 
expert staff in projects lasting up to a year to solve challenging science and engineering problems. 
Table 26 shows project and staffing metrics. The PY2 totals do not always equal the sums of the 
quarterly numbers because the annual tallies do not report projects after June 30, 2013, and are no 
longer reporting as separate projects many of the Community Code projects that were 
consolidated. Table 27 shows metrics for Extended Support for Training, Education, and 
Outreach. 
Table 26. Extended Collaborative Support project and staffing activity 
  Q3 2012 Q4 2012 Q1 2013 Q2 2013 PY2 Total 
Project requests XRAC 14 14 25 26 69 
Supplemental/Startups 30 18 30 15 89 
ECSS In-house project 0 0 0 0 0 
Projects initiated Research Team 15 13 15 13 78 
Community Codes 3 7 8 4 23 
Science Gateways 2 1 6 3 12 
Unassigned 2 1 0 0 0 
Projects cancelled 
no-go 
XRAC 5 0 11 17 13 
Supplemental/Startups 17 10 15 4 22 
Projects active Research Team (XRAC) 26 30 37 32 24 
Research Team (S/S) 19 24 30 27 21 
Research (TG) 0 0 0 0 0 
Subtotal 45 54 67 59 45 
Community Codes (XRAC) 9 9 9 13 6 
Community Codes (S/S) 18 7 20 20* 5 
Community Codes (TG) 1 0 0 0 0 
In-house 1 0 2 2 0 
Subtotal 29 16 31 35 11 
Science Gateways (XRAC) 9 7 7 7 5 
Science Gateways (S/S) 8 8 13 12 13 
Science Gateways (TG) 0 0 0 0 0 
Subtotal 17 15 20 19 18 
Total Projects Active 91 85 118 115 74 
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  Q3 2012 Q4 2012 Q1 2013 Q2 2013 PY2 Total 
Work plans submitted  14 9 6 7 44 
Active projects with 
work plans 
Research Team    37 36 
Community Codes    7 3 
Science Gateways    4 5 
Total    55 44 
Projects completed (allocation ended in quarter) 11 11 39 40 91 
Novel, Innovative 
Projects (NIP) 
User groups engaged 65 72 82 85  
NIP ECSS requests 
(prospective user groups) 
42 54 59 70  
Startup grants     57 
NIP-led ECSS planning 
efforts 
3 5 2 5 5 
XRAC projects     8 
NIP ECSS projects active 10 10 13 13 13 
NIP outreach events 21 30 31 36 20 
ECSS staffing (FTE) Research Team 13.19 15.54 15.69 12.14 13.2 
Community Codes 8.14 5.60 5.35 5.48 5.95 
Science Gateways 4.63 4.89 4.97 5.52 5.52 
NIP 5.64 5.05 5.10 4.87 5.12 
ESTEO 3.43 3.87 3.18 4.28 4.48 
 Total 35.03 34.95 34.29 32.29 34.27 
* Note: Includes 2 Trinity and Allpaths-LG projects 
Table 27. Extended Support for Training, Education and Outreach 1.5.3 
 Q3 2012 Q4 2012 Q1 2013 Q2 2013 PY2 
Total 
Description # Staff # Staff # Staff # Staff # 
Requests for service  0 0 4 4 0 0 0 0 4 
User meetings and BOFs 11 12 13 13 6 7 15 18 45 
Mentoring 9 9 2 2 2 2 7 5 20 
Talks and presentations 15 22 9 12 3 3 13 20 40 
Tutorials 12 18 5 10 9 11 7 9 33 
Online tutorials and webinars 3 3 0 0 2 4 2 2 7 
Online tutorial reviews  2 2 4 5 3 3 15 3 24 
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F XSEDE Publications Listing 
F.1 XSEDE Staff Publications  
F.1.1 Project Office 1.1 
F.1.2 Operations 1.2 
1. Basney, J. "InCommon & CILogon: Federated Identities Supporting Science" 
http://www.redclara.net/news/DV/DVFD/Presentaciones/Jim_Basney.pdf. Presentation made to the 
RedCLARA "Virtual Day Conference on Identity Federations" 
(http://www.redclara.net/indico/evento/DV_FederacionIdentidad), June 19, 2013. 
2. Simmel, D. "XSEDE Authentication Infrastructure." Presentation made to the RedCLARA "Virtual Day 
Conference on Identity Federations" (http://www.redclara.net/indico/evento/DV_FederacionIdentidad), June 
19, 2013. http://www.redclara.net/news/DV/DVFD/Presentaciones/DereK_Simmel.pdf 
F.1.3 User Services 1.3 
3. Vincent Betro and Mark Fahey. "Performance of the fusion code GYRO on three generations of Cray 
machines". Poster for ISC 13. Liepzig, Germany. June 17-20, 2013. Received Best Poster award in March! 
4. Vincent Betro. "Performance of the fusion code GYRO on three generations of Cray machines and the Beacon 
Project". Presentation at Intel Booth at ISC 13. Liepzig, Germany. June 17-20, 2013. 
5. Vincent Betro. "Performance of the fusion code GYRO on three generations of Cray machines and How 
Debugging Helped". Presentation at TotalView Booth at ISC 13. Liepzig, Germany. June 17-20, 2013. 
6. Vincent Betro. "Performance of the fusion code GYRO on three generations of Cray machines". Presentation 
at Innovative Computing Laboratory. Knoxville, TN. June 7, 2013. 
7. Haihang You, Reuben Budiardja, Pragnesh Patel, Vincent Betro, Mark Fahey. "Performance Comparison of 
Scientific Applications on Cray Architectures". Cray Users Group Meeting. Napa, California. May 6-10, 2013. 
8. Vincent Betro, Glenn Brook, Ryan Hulguin, Matt Swartz, Lonnie Crosby. "Performance Metrics and 
Application Experiences on a Cray Xtreme-X Supercomputer Equipped with Intel Xeon Phi Coprocessors". 
Cray Users Group Meeting. Napa, California. May 6-10, 2013. 
F.1.4 Extended Collaborative Support Service 1.4, 1.5 
9. Cai, Y. D., Ahmed, I., Pilny, A., Poole, M. S. SocialMapExplorer: Visualizing Social Networks of MMOGs in 
Geographic Space. International Sunbelt Social Network Conference, May 2013, Hamburg, Germany. 
10. Cai, Y. D., Ahmed, I., Pilny, A., Brown, C., Atouba, Y., Poole, M. S. SocialMapExplorer: Visualizing Social 
Networks of Massively Multiplayer Online Games in Temporal-Geographic Space. To present at XSEDE13, 
July 2013, San Diego, CA. 
11. Brian J Haas, Alexie Papanicolaou, Moran Yassour, Manfred Grabherr, Philip D Blood, Joshua Bowden, 
Matthew Brian Couger, David Eccles, Bo Li, Matthias Lieber, Matthew D MacManes, Michael Ott, Joshua 
Orvis, Nathalie Pochet, Francesco Strozzi, Nathan Weeks, Rick Westerman, Thomas William, Colin N 
Dewey, Robert Henschel, Richard D LeDuc, Nir Friedman & Aviv Regev, “De novo transcript sequence 
reconstruction from RNA-seq using the Trinity platform for reference generation and analysis”, Nature 
Protocols 8, 1494–1512 (2013) doi:10.1038/nprot.2013.084. 
12. R.D. LeDuc, B. Haas, W.K Barnett, M. Vaughn, J. Taylor, J. Fonner, J.G. Williams, P.D. Blood, and M. 
Sullivan, “Leveraging the National Cyberinfrastructure for Biomedical Research”, Journal of the American 
Medical Informatics Association, accepted for publication. 
13. Nick Nystrom, Philip Blood, Brian Couger, Jill Matzke. "Conquering Data-Intensive BioSciences Problems", 
SGI Webinar Event, Nov. 6, 2012.  
14. Book Chapter: Nystrom, N., Welling, J., Blood, P., and Goh, E.L. (2013). Blacklight: Coherent Shared 
Memory for Enabling Science. In J.S. Vetter (Ed.), Contemporary High Performance Computing: From 
Petascale Toward Exascale (pp. 421-439). Boca Raton, FL: Taylor and Francis, CRC Computational Science 
Series. 
15. Poster : Andrew Kail, Elton Freeman, Xinyang Wang, A.J. Baker, and Kwai Wong, " A Scalable Software 
Framework for Thermal Radiation Analysis," XSEDE 12, 2012 
16. Poster :Stephen Mandry, James Cortese, Keith Seymour, and Kwai Wong, "An Interoperable Executive 
Library for Multiphysics Simulations (IELMS)," XSEDE 12, 2012 
17. H. Xia, K. Wong, and X. Zhao, “A Fully Coupled Model for Electromechanics of the Heart,” Computational 
and Mathematical Methods in Medicines, vol. 2012, Article ID 927279. 
18. Eduardo D'Azevedo, Zhiang Hu, Shiquan Su, Kwai Wong, "A Performance Study of Solving a Large Dense 
Matrix for Radiation Heat Transfer ," SIAM CSE, Boston, Feb. 2013. 
 410 
19. Shiquan Su, Eduardo D'Azevedo,  Zhiang Hu, Kwai Wong, "Solving a Large Scale Thermal Radiosity 
Problem on GPU-Based Parallel Computer," FEMTEC, Las Vegas, May 2013 
20. Kwai Wong,  and Xiaopeng Zhao , "Interoperable Executive Library for the Simulation of Biomedical Process 
- Hear Simulation," FEMTEC, Las Vegas, May 2013 
21. Alan Craig, “High Performance Computing and XSEDE”, and “Scientific Visualization” at Climate Change 
Camp at Iḷisaġvik College in Barrow, Alaska  July 23, 2012 and at Institutes for Advanced Topics in 
Digital Humanities held at University of South Carolina August 6-8, 2012; “High Performance 
Computing and XSEDE” at Clemson University August 9, 2012 and at the  Smithsonian Institute January 16, 
2013.  
22. Alan Craig,  “Getting Started With High Performance Computing for Humanities, Arts, and Social Science” 
and “From the Virtual to the Real, VR, AR, and Personal Fabrication” at HASTAC 2013 Conference in 
Toronto, Ontario April 26, 2013 and at the University of Illinois at Urbana-Champaign June 18, 2013. 
23. Alan Craig, Host and Principal Investigator for the NSF Funded “Radical Innovation Summit” and gave a 
presentation about HPC and XSEDE in Washington DC June 13-14, 2013. 
24. Reuben Budiardja, Effect of Rank Placement on Cray XC30 Communication Cost, May 2013, CUG 2013 
Proceedings 
25. Haihang You, Reuben Budiardja, Vince Betro, Bilel Hadri, Pragneshkumar Patel, Jeremy Logan, Mark 
Fahey, Lonnie Crosby, Performance Comparison of Scientific Applications on Cray Architectures, May 2013, 
CUG 2013 Proceedings 
26. M W Guidry, R Budiardja, E Feger, J J Billings, W R Hix, O E B Messer, K J Roche, E McMahon, and M 
He, Explicit integration of extremely stiff reaction networks: asymptotic methods, Comput. Sci. Disc. 6 
015001, 2013. 
27. E. Endeve, C Y Cardall, R D Budiardja, and A. Mezzacappa 2012, Turbulent magnetic field amplification 
from spiral SASI modes in core-collapse supernovae, J. Phys. Conf. Ser., in press. 
28. C. Y. Cardall, E. Endeve, R. D. Budiardja, P. Marronetti, and A. Mezzacappa 2012, Towards the core-
collapse supernova explosion mechanism, Astron. Soc. Pac. Conf. Ser., in press. 
29. Doug James, Having It Both Ways: Eclipse PTP on Desktop and Cluster", presentation at Software Days, 
Austin TX, December 2012. 
30. Wierzbinski E, de Leon A, Yin X, Balaeff A, Davis KL, Reppireddy S, Venkatramani R, Keinan S, Ly DH, 
Madrid M, Beratan DN, Achim C, Waldeck DH, “Effect of backbone flexibility on charge transfer rates in 
peptide nucleic acid duplexes”, J Am Chem Soc. 2012 134(22):9335-42. 
31. S. R. Ribone, V. Leen, M. Madrid, W. Dehaen, D. Daelemans, C. Pannecouque, M. C. Briñón, "Synthesis, 
biological evaluation and molecular modeling of 4,6-diarylpyrimidines and diarylbenzenes as novel non-
nucleosides HIV-1 reverse transcriptase inhibitors", European Journal of Medicinal Chemistry, 2012, 58, 485-
492.  
32. Channing Brown, Iftekhar Ahmed, Dora Cai, Marshall Scott Poole, Andrew Pilny, and Yannick Atouba, 
“Comparing the Performance of Group Detection Algorithm in Serial and Parallel Processing Environments”, 
XSEDE12, July 2012, Chicago, IL. 
33. Dora Cai, Iftekhar Ahmed, Andrew Pilny, and Marshall Scott Poole, Visualizing Social Networks of MMOGs 
in Geographic Space. Presented at 2013 International Sunbelt Social Network Conference, May 2013, 
Hamburg, Germany. 
F.1.5 Education and Outreach 1.6 
F.2 Publications from XSEDE Users 
The following publications were gathered from Research submissions to the June 2013 XSEDE 
Resource Allocations Committee (XRAC) meeting. Renewal submissions are required to provide 
a file specifically to identify publications resulting from the work conducted in the prior year. The 
publications are organized by the proposal with which they were associated. This quarter, 101 
requests (out of 174) identified 1,130 publications and conference papers that were published, in 
press, accepted, submitted, or in preparation. In addition to more requests than the previous 
quarter, this lists includes 342 user publications supported by the CIPRes Science Gateway 
(project DEB090011). 
1. AST050018 
1. A. Generozov, O. Blaes, P. C. Fragile, & K. B. Henisey, Physical Properties of the Inner Shocks in Tilted 
Black Hole Accretion Flows, in preparation 
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2. D. M. Teixeira, V. V. Zhuravlev, P. C. Fragile, & P. B. Ivanov, No Evidence for Bardeen-Petterson Alignment 
in a Conservative GRMHD Simulation of a Moderately Thin, Tilted Accretion Disk, in preparation 
3. S. Drappeau, S. Dibi, J. Dexter, S. Markoff, & P. C. Fragile, Self-consistent spectra from radiative GRMHD 
simulations of accretion onto Sgr A*, to appear inMonthly Notices of the Royal Astronomical Society 
4. J. Dexter & P. C. Fragile, Tilted black hole accretion disc models of Sagittarius A*: time-variable millimetre 
to near-infrared emission, to appear inMonthlyNotices of theRoyalAstronomical Society [arXiv:1204.4454] 
5. M. A. Abramowicz &P. C. Fragile, Foundations of Black Hole Accretion Disk Theory, LivingReviews in 
Relativity, 16, 1 (2013) 
6. S. Dibi, S. Drappeau, P. C. Fragile, S. Markoff, & J. Dexter, GRMHD simulations of accretion onto Sgr A*: 
How important are radiative losses?, Monthly Notices of the Royal Astronomical Society, 426, 1928 (2012) 
7. K. B. Henisey, O. M. Blaes, & P. C. Fragile, Variability from Nonaxisymmetric Fluctuations Interacting with 
Standing Shocks in Tilted Black Hole Accretion Disks, Astrophysical Journal, 761, 18 (2012) 
[arXiv:1211.2273] 
2. AST080028 
8. General Relativistic Modeling of Magnetized Jets from Accreting Black Holes, Tchekhovskoy, A., McKinney, 
J. C., Narayan, R., Proc. Conf. “The Central Kiloparsec in Galactic Nuclei: Astronomy at High Angular 
Resolution 2011”, J Phys: Conf. Series (JPCS), 372, 012040 (2012) 
9. The Eye of the Storm: Light from the Inner Plunging Region of Black Hole Accretion Discs, Zhu, Y., Davis, 
S. W., Narayan, R., Kulkarni, A. K., Penna, R. F., McClintock, J. E., MNRAS, 424, 2504 (2012) 
10. GRMHD Simulations of Magnetized Advection-Dominated Accretion on a Non-Spinning Black Hole: Role of 
Outflows, Narayan, R., Sadowski, A., enna, R. F., Kulkarni, A. K., MNRAS, 426, 3241 (2012). 
11. The Shakura-Sunyaev Viscosity Prescription with Variable α(r), Penna, R. F., Sadowski, A., Kulkarni, A. K., 
Narayan, R., MNRAS, 428, 2255 
12. Semi-Implicit Scheme for Treating Radiation Under M1 Closure in General Relativistic Conservative Fluid 
Dynamics Codes, Sadowski, A., Narayan, R., Tchekhovskoy, A., Zhu, Y., MNRAS, 429, 3533 (2013) 
13. Radio Light Curves During the Passage of Cloud G2 Near Sgr A*, Sadowski, A., Sironi, L., Abarca, D., Guo, 
X., ¨Ozel, F., Narayan, R., mnras, in press (arXiv:1301.3906) 
14. Location of the Bow Shock Ahead of Cloud G2 at the Galactic Center, Sadowski, A., Narayan, R., Sironi, L., 
¨Ozel, F., MNRAS, submitted (arXiv:1303.3893) 
3. AST090005 
15. Iliev, I. T., Mellema, G., Shapiro, P. R., Pen, U.-L., Mao, Y., Koda, J., & Ahn, K. 2012, “Can 21-cm 
observations discriminate between high-mass and low-mass galaxies as reionization sources?," MNRAS, 423, 
2222 (http://adsabs.harvard.edu/abs/2012MNRAS.423.2222I) 
16. Ahn, K., Iliev, I. T., Shapiro, P. R., Mellema, G., Koda, J., & Mao, Y. 2012, “Detecting the Rise and Fall of 
the First Stars by Their Impact on Cosmic Reionization," ApJ, 756, L16 
(http://adsabs.harvard.edu/abs/2012ApJ...756L..16A) 
17. Rindler-Daller, T., & Shapiro, P. R. 2012, “Finding new signature effects on galactic dynamics to constrain 
Bose-Einstein-condensed cold dark matter," ArXiv e-prints, (astro-ph/1209.1835) 
(http://adsabs.harvard.edu/abs/2012arXiv1209.1835R) 
18. Datta, K. K., Mellema, G., Mao, Y., Iliev, I. T., Shapiro, P. R., & Ahn, K. 2012, “Light-cone effect on the 
reionization 21-cm power spectrum," MNRAS, 424, 1877 
(http://adsabs.harvard.edu/abs/2012MNRAS.424.1877D) 
19. Datta, K. K., Friedrich, M. M., Mellema, G., Iliev, I. T., & Shapiro, P. R. 2012, “Prospects of observing a 
quasar H II region during the epoch of reionization with the redshifted 21-cm signal," MNRAS, 424, 762 
(http://adsabs.harvard.edu/abs/2012MNRAS.424..762D) 
20. Friedrich, M. M., Mellema, G., Iliev, I. T., & Shapiro, P. R. 2012, “Radiative transfer of energetic photons: X-
rays and helium ionization in C2-Ray," MN-RAS, in press (arXiv:1201.0602) 
(http://adsabs.harvard.edu/abs/2012arXiv1201.0602F) 
21. Friedrich, M. M., Mellema, G., Iliev, I. T., & Shapiro, P. R., 2012, “Radiative transfer of energetic photons: X-
rays and helium ionization in C2-RAY," MNRAS, 421, 2232 
(http://adsabs.harvard.edu/abs/2012MNRAS.421.2232F) 
22. Mao, Y., Shapiro, P. R., Mellema, G., Iliev, I. T., Koda, J., & Ahn, K. 2012, “Redshift-space distortion of the 
21-cm background from the epoch of reionization - I. Methodology re-examined," MNRAS, 422, 926 
(http://adsabs.harvard.edu/abs/2012MNRAS.422..926M) 
23. Shapiro, P. R., Iliev, I. T., Mellema, G., Ahn, K., Mao, Y., Friedrich, M., Datta, K., Park, H., Komatsu, E., 
Fernandez, E., Koda, J., Bovill, M., & Pen, U.-L. 2012, “Simulating cosmic reionization and the radiation 
backgrounds from the epoch of reionization," in American Institute of Physics Conference Series, eds. M. 
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Umemura & K. Omukai, Vol. 1480 of American Institute of Physics Conference Series, 248 
(http://adsabs.harvard.edu/abs/2012AIPC.1480..248S) 
24. Fernandez, E. R., Iliev, I. T., Komatsu, E., & Shapiro, P. R. 2012, “The Cosmic near Infrared Background. III. 
Fluctuations, Reionization, and the Effects of Minimum Mass and Self-regulation," ApJ, 750, 20 
(http://adsabs.harvard.edu/abs/2012ApJ...750...20F) 
25. Watson, W. A., Iliev, I. T., D'Aloisio, A., Knebe, A., Shapiro, P. R., & Yepes, G. 2012, “The halo mass 
function through the cosmic ages," ArXiv e-prints, (astro-ph/1212.0095) 
(http://adsabs.harvard.edu/abs/2012arXiv1212.0095W) 
26. Fernandez, E., Iliev, I. T., Komatsu, E., Dole, H., & Shapiro, P. 2012, “Using the cosmic infrared background 
to deduce properties of high redshift stars," in American Institute of Physics Conference Series, eds. M. 
Umemura & K. Omukai, Vol. 1480 of American Institute of Physics Conference Series, 281 
(http://adsabs.harvard.edu/abs/2012AIPC.1480..281F) 
27. Shapiro, P. R., Mao, Y., Iliev, I. T., Mellema, G., Datta, K. K., Ahn, K., & Koda, J. 2012, “Will Nonlinear 
Peculiar Velocity and Inhomogeneous Reionization Spoil 21cm Cosmology from the Epoch of Reionization?," 
ArXiv e-prints, (astro-ph/1211.2036) (http://adsabs.harvard.edu/abs/2012arXiv1211.2036S) 
28. D'Aloisio, A., Zhang, J., Jeong, D., & Shapiro, P. R. 2013, “Halo statistics in non-Gaussian cosmologies: the 
collapsed fraction, conditional mass function and halo bias from the path-integral excursion set method," 
MNRAS, 428, 2765 (http://adsabs.harvard.edu/abs/2013MNRAS.428.2765D) 
29. Jensen, H., Laursen, P., Mellema, G., Iliev, I. T., Sommer-Larsen, J., & Shapiro, P. R. 2013, “On the use of 
Lyα emitters as probes of reionization," MNRAS, 428, 1366 
(http://adsabs.harvard.edu/abs/2013MNRAS.428.1366J) 
30. Jensen, H., et al. 2013, “Probing reionization with LOFAR using 21-cm redshift space distortions," ArXiv e-
prints, (astro-ph/1303.5627) (http://adsabs.harvard.edu/abs/2013arXiv1303.5627J) 
31. Park, H., Shapiro, P. R., Komatsu, E., Iliev, I. T., Ahn, K., & Mellema, G. 2013, “The Kinetic Sunyaev-
Zel'dovich effect as a probe of the physics of cosmic reionization: the effect of self-regulated reionization," 
ArXiv e-prints, (astro-ph/1301.3607) (http://adsabs.harvard.edu/abs/2013arXiv1301.3607P) 
32. Harnois-Deraps, J., Pen, U.-L., Iliev, I. T., Merz, H., Emberson, J. D., & Des-jacques, V. 2012, “High 
Performance P3M N-body code: CUBEP3M," ArXiv e-prints, (astro-ph/1208.5098) 
(http://adsabs.harvard.edu/abs/2012arXiv1208.5098H) 
33. Mellema, G., et al. 2012, “Reionization and the Cosmic Dawn with the Square Kilometre Array," ArXiv e-
prints, (astro-ph/1210.0197) (http://adsabs.harvard.edu/abs/2012arXiv1210.0197M) 
34. Fernandez, E. R., Dole, H., & Iliev, I. T. 2013, “A Novel Approach to Constrain the Escape Fraction and Dust 
Content at High Redshift Using the Cosmic Infrared Background Fractional Anisotropy," ApJ, 764, 56 
(http://adsabs.harvard.edu/abs/2013ApJ...764...56F) 
35. Griffen, B. F., Drinkwater, M. J., Iliev, I. T., Thomas, P. A., & Mellema, G. 2013, “The inhomogeneous 
reionization of the local intergalactic medium by metal-poor globular clusters," MNRAS 
(http://adsabs.harvard.edu/abs/2013MNRAS.tmp.1066G) 
4. AST090085 
36. Blondin, J. M., 2013, Astrophysical Journal, 767, 135. Accretion Disks in Two-Dimensional Hoyle-Lyttleton 
Flow  
37. Blondin, J. M. & Raymer, E. J., 2012, ApJ, 752, 30. Hoyle-Lyttleton Accretion in Three Dimensions 
38. Manousakis, A., Walter, R., & Blondin, J. M., 2012; Astronomy &Astrophysics, 547, 20. Neutron star masses 
from hydrodynamical effects in obscured supergiant high mass Xray binaries 
39. Williams, B. J., Borkowski, K. J., Ghavamian, P., Hewitt, J. W., Alwin, S. M., Petre, R., Reynolds, S. P., & 
Blondin, J. M., 2013, ApJ, in press. Azimuthal Density Variations Around the Rim of Tycho's Supernova 
Remnant 
40. Warren, D. C. & Blondin, J. M., 2013, Monthly Notices of the Royal Astronomical Society, 429, 3099. Three-
dimensional numerical investigations of the morphology of Type Ia SNRs 
41. Burkey, M. T., Reynolds, S. P., Borkowski, K. J., & Blondin, J. M., 2013, ApJ, 764, 63. X-Ray Emission from 
Strongly Asymmetric Circumstellar Material in the Remnant of Kepler's Supernova 
5. AST090107 
42. Creevey, O. L., Do˘gan, G., et al. (2012) Fundamental properties of five Kepler stars using global 
asteroseismic quantities and ground-based observations. Astronomy & Astrophysics, 537:A111. 
43. Borucki,W. J., et al. (2012) Kepler-22b: A 2.4 Earth-radius Planet in the Habitable Zone of a Sun-like Star. 
Astrophysical Journal, 745:120. 
44. Howell, S. B., et al. (2012) Kepler-21b: A 1.6 R_ Planet Transiting the Bright Oscillating F Subgiant Star HD 
179070. Astrophysical Journal, 746:123. 
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45. Metcalfe, T. S., et al. (2012) Asteroseismology of the Solar Analogs 16 Cyg A and B from Kepler 
Observations. Astrophysical Journal, 748:L10. 
46. Mathur, S., et al. (2012) A Uniform Asteroseismic Analysis of 22 Solar-type Stars Observed by Kepler. 
Astrophysical Journal, 749: 152. 
47. Escobar, M. E., et al. (2012) Precise modeling of the exoplanet host star and CoRoT main target HD 52265. 
Astronomy & Astrophysics, 543:A96. 
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Type Title Location Date(s) Hours Number of 
Participants 
Number 
of 
Under-
represen
ted 
people 
Method Funding 
Sources 
Worksh
op 
XSEDE Regional 
Workshop  
Florida 
International 
University, 
Miami, FL 
4/3-4/4 1.5 99 
15 in 
computation
al thinking 
track 
 S XSEDE 
Worksh
op 
Computational science 
workshop 
Shodor 
Education 
Foundation, 
Raleigh, NC 
4/4-4/6 2 17 10 S XSEDE 
Other NSF 
Confer
ence 
talks 
Claflin University CI Day Orangeburg, 
SC 
4/12 2 51 25 S XSEDE 
Confer
ence 
talks 
Texas Women's University 
Student Research 
Symposium 
Denton, TX 4/16-
4/17 
2 60 40 S XSEDE 
Worksh
op 
XSEDE Education 
Overview 
Philander 
Smith 
College, 
Little Rock, 
AK 
4/20 6 10 9 S XSEDE 
Worksh
op 
Introduction to Big Data, 
Parallel Computing, and 
Computational Thinking 
Jackson 
State 
University 
4/18 2 25 25 S XSEDE 
Confer
ence 
talks 
Computational and Parallel 
Thinking 
University of 
Medellin 
4/22 2 17 17 S NSF grant 
Worksh
op 
Introduction to XSEDE 
Community Resources 
EAFIT 
University 
4/22 2 40 40 S XSEDE 
NSF Grant 
Webina
r 
Introduction to the XSEDE 
Education Program 
Great Plains 
Network 
4/26 1 12  S XSEDE 
Worksh
op 
Computational Science 
Education 
Doane 
College 
5/21-
5/22 
7 15  S XSEDE 
Worksh
op 
Workshop on 
computational thinking and 
XSEDE (Noyce 
Scholarship PI Meeting) 
Washington, 
DC 
5/30-
5/31 
2 15 8 S XSEDE 
Worksh
op 
AgentSheets Workshop Boulder, CO 9-12 12 20 14 S XSEDE 
Agent 
Sheets 
Webi
nar 
 “High Performance 
Computing & 
Online 4/4/201
3 
1 22 20 S  
 465 
Research” 
Presented by Manuel 
Zubieta (“High 
Performance 
Computing in Protein 
Structure Prediction”) 
and J.D. DeVaughn-
Brown (“Developing 
an iPad game for 
Teaching Calculus”) 
 
Webi
nar 
 “High Performance 
Computing & 
Research” 
Presented by Manuel 
Zubieta (“High 
Performance 
Computing in Protein 
Structure Prediction”) 
and J.D. DeVaughn-
Brown (“Developing 
an iPad game for 
Teaching Calculus”) 
Online 4/4/201
3 
 
1 22 20 S  
Webi
nar 
“Building Predictive 
Models Using 
Statistical Machine 
Learning” 
 
Presented by Dr. 
Devika Subramanian 
Online 4/25/20
13 
1 18 17 S  
Webi
nar 
"Supercomputing in 
Plain English"  
 
Presented by Dr. 
Henry Neeman 
Online 5/23/20
13 
1 33 32 S  
Confe
rence 
Call 
XSEDE Scholar Elder 
Statesmen Conference 
Call 
call 4/30/13 1 3 3   
Confe
rence 
Call 
XSEDE Scholar Elder 
Statesmen Conference 
Call 
call 5/17/13 1 3 3   
Webi
nar 
Introduction to the 
Student Programming 
Competition 
Presented by Peter 
Online 6/7/201
3 
1 14 14 S  
 466 
Molnar 
Webi
nar 
Introduction to Linux 
for the XSEDE 
Scholars and others 
(Open to all) 
 
Online 6/13/20
13 
1.5 25 24 S  
Webi
nar 
C Programming (#1 of 
4 sessions) for the 
XSEDE Scholars and 
others (Open to all) 
Presented by Ritu 
Arora 
Online 6/18/20
13 
2 29 28 S  
Webi
nar 
C Programming (#2 of 
4 sessions) for the 
XSEDE Scholars and 
others (Open to all) 
Presented by Ritu 
Arora 
Online 6/20/20
13 
 
1 
9 9 S  
Webi
nar 
C Programming (#3 of 
4 sessions) for the 
XSEDE Scholars and 
others (Open to all) 
Presented by Ritu 
Arora 
Online 6/25/20
13 
2 7 6 S  
Traini
ng 
Work
shop 
XSEDE Regional 
Workshop @FIU 
Miami, FL 4/5 – 
4/5 
95 94 In-Person    
Traini
ng 
Work
shop 
XSEDE Workshop 
@UMBC 
Baltimore, 
MD 
4/11 – 
4/12 
19 4 In-Person    
Educa
tion 
Work
shop 
Philander Smith 
University Education 
Workshop 
Little 
Rock, AR 
4/20 10 10 In-Person   
Semin
ar 
Into to XSEDE for 
Morehouse 
 4/25 & 
5/2 
6 8 Webinar   
Works
hop 
Exploring Data using R UCSD/SDSC April 18 3 20 4 Sync, live G, X 
Works
hop 
Python for Scientists and 
Engineers 
UCSD 
April 
22-26 
40 25 5 
Sync, live 
 
X, T 
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Lectur
e 
Physical Chemistry of 
Biological Macromolecules 
UCSD 
04/201
3-
05/201
3 
17  70 25 S G, S 
Course 
Computer Science 
Principles through Alice 
UCSD 
4/2013 
– 
5/2013 
16 15 8 S O, S 
Lectur
e 
Phys 244 “Parallel 
Computation – Focus on 
GPU Programming 
UCSD 
06/201
3-
06/201
3 
12 45 18 S G, S 
W 
Introduction to 
Computers and Music 
UCSD/SDSC 
June 17-
21 
30 20 8 S S, R, D 
W 
Principles of Music, 
Animation and 
Programming 
UCSD/SDSC 
June 24-
28 
30 20 8 S S, R, D 
Tour 
West Health Inst. CIO –
SDSC Tour/Overview 
UCSD/SDSC April 17 2 5 2 S S, I 
Tour 
West Health Institute 
Engineering Team – SDSC 
Tour/Overview 
UCSD/SDSC May 10 2 5 1 S S, I 
Case 
Study 
Bird Rock Systems – User 
Case Scenarios  
UCSD/SDSC June 7 2 45 12 S S, I 
Showc
ase 
Industry Partners Program 
– Research Review 
UCSD/ SDSC June 12 4 25 5 S S 
Tour  Small Tour for IUPUI  
IT Ambassadors  
IU 
Indianapol
is IN 
Campus 
Apr-13 1 12 0 S 
 
Tour  (JAG Days Tours Jan. 
31, Feb. 27th, & April 
8th ) 
IU 
Indianapol
is IN 
Campus 
Apr-13 1 48 9 S 
 
Tour  AVL overview to 
Sp13 S637 class 
IU 
Indianapol
is IN 
Campus 
Apr-13 1 18 0 S 
 
Tour Trevor Harris WVU 
Visit 
IU 
Indianapol
is IN 
Campus 
Apr-13 1 10 0 S 
 
Tour  Racek Class Tour and 
Chair Review 
Wednesday April 17th 
IU 
Indianapol
is IN 
Campus 
Apr-13 1 5 0 S 
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Tour  Merck-Regenstrief 
bootcamp tour 
IU 
Indianapol
is IN 
Campus 
Apr-13 1 21 3 S 
 
Tour  Tour for Joseph Stone IU 
Indianapol
is IN 
Campus 
Apr-13 1 2 0 S 
 
Tour Tours for Informatics 
Spring Preview March 
7, 28, April 18, & 25 
IU 
Indianapol
is IN 
Campus 
Apr-13 1 13 0 S 
 
Tour  Girls Inc Sat. Tour  IU 
Indianapol
is IN 
Campus 
Apr-13 1 117 89 S 
 
Tour  IUB AVL Open 
House - Apr 2013 
IU 
Indianapol
is IN 
Campus 
Apr-13 1 30 0 S 
 
Work
shop 
Big Red II Pre-Launch 
Workshop 
IU 
Bloomingt
on, IN 
Campus 
Apr-13 8 77 0 S 
 
Confe
rence 
talk/pr
esenta
tion/p
anel 
IU Southeast Regional 
Campus Overview  
IU 
Southeast 
- New 
Albany, 
IN 
Apr-13 7 20 2 S 
 
Confe
rence 
talk/pr
esenta
tion/p
anel 
IU South Bend 
Campus Presentation 
on RT Services  
IU South 
Bend, IN 
Campus 
12-
Apr-13 
2.5 
hours 
30 0 S 
 
Confe
rence 
talk/pr
esenta
tion/p
anel 
Big Red II Open 
House and RT Fair 
IU 
Bloomingt
on, IN 
Campus 
13-
May-
13 
4 
hours 
30 0 S 
 
Confe
rence 
talk/pr
esenta
Big Red II Dedication  IU 
Bloomingt
on, IN 
26-
Apr-13 
2 
hours 
300 0 S 
 
 469 
tion/p
anel 
Campus 
Tour OTEAM Informatcs 
Tour 
IUPUI 
AVL 
16-
May-
13 
2.5 46 15 S 
 
Tour Intro to High Energy 
Physics and High 
Throughput 
Computing 
Lebanon 
High 
School 
28-
May-
13 
8 500 60 S 
 
Confe
rence 
talk/pr
esenta
tion/p
anel 
One Degree Imager - 
Portal, Pipeline, and 
Archive (ODI-PPA) 
conference booth 
American 
Astronomi
cal 
Society 
(AAS) 
Summer 
2013 
conferenc
e in 
Indianapol
is, IN 
June 3-
6 2013 
28 100 8 S 
 
Tour Friday UCOL advisors 
tours 
IU 
Indianapol
is IN 
Campus 
7-Jun-
13 
1 28 4 S 
 
Tour 3D Animation 
Informatics Summer 
Workshop 
IU 
Indianapol
is IN 
Campus 
9-Jun-
13 
1 21 3 S 
 
Tour Informatics Guest 
Tour 
IU 
Indianapol
is IN 
Campus 
11-Jun-
13 
1.5 20 1 S 
 
Tour Nanotechnology 
Summer Camp 
IU 
Indianapol
is IN 
Campus 
12-Jun-
13 
1 26 6 S 
 
Tutori
al 
Research Experience 
for Undergraduates 
IU 
Bloomingt
on, IN 
Campus 
12-13 
Jun 13 
48 11 3 S 
 
Tour Nanotechnology 
Discovery Academy 
(INDA) Tour 
IU 
Indianapol
is IN 
Campus 
17-Jun-
13 
1.5 13 0 S 
 
K-12 MEAP Mars Colony IU 18-Jun- 4.5 30 27 S  
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Educa
tion 
Indianapol
is IN 
Campus 
13 
Tour Joe Defazio 
Informatics Client 
Tour 
IU 
Indianapol
is IN 
Campus 
18-Jun-
13 
1.5 8 6 S 
 
K-12 
Educa
tion 
IU Adventures in 
STEM AVL Activities 
and Tour 
IU 
Bloomingt
on, IN 
Campus 
18-19 
Jun 13 
10 80 68 S 
 
Confe
rence 
talk/pr
esenta
tion/p
anel 
I-Light and Indiana 
GigaPOP Members 
Meeting 
IU 
Bloomingt
on, IN 
Campus 
19-Jun-
13 
1 30 2 S 
 
Tour University of Alabama 
Visitor Tour 
IU 
Bloomingt
on, IN 
Campus 
20-Jun-
13 
0.5 2 0 S 
 
Tutori
al 
High Throughput 
Medicine 
OSG 
Virtual 
Webinar 
21-Jun-
13 
1 25 0 A 
 
Tour Bloomington Press 
Club Tour 
IU 
Bloomingt
on, IN 
Campus 
24-Jun-
13 
1 12 0 S 
 
K-12 
Educa
tion 
Geek Camp 2013 IU 
Bloomingt
on, IN 
Campus 
25-Jun-
13 
1 16 3 S 
 
Tour Nanotechnology  IU 
Bloomingt
on, IN 
Campus 
26-Jun-
13 
1 24 1 S 
 
Tour EOT: Pro 100 K-12 
Demo Tour 
IU 
Indianapol
is IN 
Campus 
26-Jun-
13 
1 15 14 S 
 
Tour Jake Chen Tour June 
28th 1:30pm 
IU 
Indianapol
is IN 
Campus 
28-Jun-
13 
1.5 18 7 S 
 
 471 
K-12 
Educa
tion 
Ready, Set, Robots 
Summer Camp 
IU 
Bloomingt
on, IN 
Campus 
Jun-13 32 48 2 S 
 
Confe
rence 
talk/pr
esenta
tion/p
anel 
Optimizing the 
National 
Cyberinfrastructure for 
Lower Bioinformatics 
Costs: Making the 
Most of Resources for 
Publicly Funded Rese 
 
Boston, 
MA 
20 Jun-
13 
1 130 2 S 
 
Confe
rence 
talk/pr
esenta
tion/p
anel 
Next Generation 
Cyberinfrastructures 
for Next Generation 
Sequencing and 
Genome Science 
 
Vancouve
r, CA 
5 Jun-
13 
1 60 3 S 
 
Work
shop 
Clark State CC visits 
NCGAS 
 
IU 
Bloomingt
on, IN 
Campus 
Jun-13 32 11 2 S 
 
 
 
 
 
 
