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UNIVERSAL ENVELOPING ALGEBRAS OF POISSON HOPF ALGEBRAS
JIAFENG LU¨, XINGTING WANG AND GUANGBIN ZHUANG
Abstract. For a Poisson algebra A, by exploring its relation with Lie-Rinehart algebras, we
prove a Poincare´-Birkoff-Witt theorem for its universal enveloping algebra Ae. Some general
properties of the universal enveloping algebras of Poisson Hopf algebras are studied. Given a
Poisson Hopf algebra B, we give the necessary and sufficient conditions for a Poisson polynomial
algebra B[x;α, δ]p to be a Poisson Hopf algebra. We also prove a structure theorem for Be when
B is a pointed Poisson Hopf algebra. Namely, Be is isomorphic to B#σH(B), the crossed product
of B and H(B), where H(B) is the quotient Hopf algebra Be/BeB+.
1. Introduction
The notion of Poisson Hopf algebras arises naturally in the study of Poisson geometry and
quantum groups. For example, the coordinate ring of a Poisson algebraic group is a Poisson Hopf
algebra [KS, Definition 3.1.6]. Recently, connected Hopf algebras are studied in a series of papers
[BOZZ, WZZ, WW, Zh]. In [Zh], the third named author showed that, for a connected Hopf algebra
H , the associated graded algebra grH with respect to the coradical filtration is always commutative.
Therefore grH carries an induced Poisson structure, which actually makes grH into a Poisson Hopf
algebra. This observation suggests, in a very rough sense, that one should think of connected Hopf
algebras as deformations of Poisson Hopf algebras. While the study of Poisson Hopf algebras is
interesting on its own, we certainly hope that it will help us to understand Hopf algebras in general.
For a Poisson algebra A, one can define its universal enveloping algebra Ae, which basically
transfers the Poisson structure of A to the algebra structure of Ae. Generally speaking, the algebra
Ae could be very complicated and highly non-commutative. For example, in [U], Umirbaev proved
that the universal enveloping algebras of the Poisson symplectic algebra Pn is isomorphic to An⊗Aopn ,
where An is the n-th Weyl algebra. If we start with a Poisson Hopf algebra B, then B
e is actually
a Hopf algebra [Oh2], whose module category is equivalent to the category of Poisson modules over
B as monoidal categories. Hence, from a categorical point of view, the Hopf algebra Be carries all
information we need to understand the Poisson Hopf algebra B, which motivates us to study the
structure of Be.
The paper is organized as follows.
In Section 2 and Section 3, we briefly review some basic concepts related to Poisson Hopf algebras
and give some examples. Section 4 is devoted to the study of Poisson polynomial algebras. To be
2010 Mathematics Subject Classification. 17B63, 16T05, 16S10.
Key words and phrases. Poisson Hopf algbras, universal enveloping algebras, Lie-Rinehart algebras.
1
2 JIAFENG LU¨, XINGTING WANG AND GUANGBIN ZHUANG
specific, for a given Poisson Hopf algebra B, we give the necessary and sufficient conditions for a
Poisson polynomial algebra B[x;α, δ]p to be a Poisson Hopf algebra.
In Section 5, we review the definition and some basic properties of Ae, the enveloping algebra of
a Poisson algebra A. A well-known result in [H] states that the Ka¨lher differentials ΩA of a Poisson
algebra is a Lie-Rinehart algebra. By using the universal property of Ae [Oh2], we show that Ae is
isomorphic to V (A,ΩA), the enveloping algebra of the Lie-Rinehart algebra ΩA. Consequently, a
Poincare´-Birkoff-Witt theorem for Ae is derived.
In the rest of the sections we focus on the structure of Be where B is a Poisson Hopf algebra.
In [Oh2], it is shown that Be is Hopf algebra with B as a Hopf subalgebra. By using standard
techniques from Hopf algebra theory, we show in Section 6 that Be is always a free module over B
and an injective comodule over H(B), where H(B) = Be/BeB+. Moreover, when B is a pointed
Poisson algebra, we are able to prove that
Be ∼= B#σH(B)
as algebras, where B#σH(B) is the crossed product of B and H(B). This result involves showing
that the extension B ⊂ Be has the normal basis property and is Galois. In Section 7, a more
special case, where B is a pointed Poisson Hopf algebra with {g, t} = 0 for any g, t ∈ G := G(B),
is considered. In this case, C = grB inherits a Poisson structure from B. Also, the canonical
biproduct decomposition [Ra2]
C ∼= R#kG
is compatible with the Poisson structure in the sense that both R and kG are Poisson subalgebras
of C. Now the structure of Ce becomes rather transparent. In fact, Re is a (kG)e-module algebra
and one has
Ce ∼= Re#(kG)e.
Throughout this paper, let k denote a base field. All algebras, coalgebras and tensor products
are taken over k unless otherwise stated.
Acknowledgments. The authors thank Ken Brown, Gigel Militaru, Susan Montgomery, Ualbai
Umirbaev and James Zhang for reading earlier versions of this paper. The third author would also
like to thank Pavel Etingof for explaining some arguments in the paper [EK]. Jiafeng Lu¨ is supported
by National Natural Science Foundation of China (No. 11001245, 11271335 and 11101288).
2. Preliminaries
In this section we will recall some definitions and basic results.
2.1. Coalgebras and Hopf algebras. For the definition and basic properties of coalgebras and
Hopf algebras, a comprehensive reference is [Mo]. We recall some terminology used in this paper.
For a coalgebra C, we denote the comultiplication and the counit by ∆ and ǫ, respectively. For
any x ∈ C, we write ∆(x) = x1⊗x2, which is basically the Sweedler’s notation with the summation
sign Σ omitted. Let G(C) be the set of the group-like elements in C, and C+ be the kernel of
UNIVERSAL ENVELOPING ALGEBRAS OF POISSON HOPF ALGEBRAS 3
the counit. The coradical C0 of C is defined to be the sum of all simple subcoalgebras of C. The
coalgebra C is called pointed if C0 = kG(C), and connected if C0 is one-dimensional. Also, we use
{Cn}∞n=0 to denote the coradical filtration of C [Mo, 5.2.1]. For a pointed Hopf algebra H , the
coradical filtration {Hn}∞n=0 is a Hopf algebra filtration [Mo, p. 62] so that the associated graded
algebra, which we denote by grH , is also a Hopf algebra.
In [AC], Andruskiewitsch-Cuadra introduced the standard filtration {H[n]}n≥0 for a Hopf algebra
H . By definition, H[0] is the subalgebra generated by H0 and
H[n] = ∧
n+1H[0],
where ∧ denotes the wedge of k-spaces [Mo, 5.2]. The standard filtration possesses a lot of nice
properties. For example, if the antipode S of H is injective (which is true when H is commutative),
then {H[n]}n≥0 is a Hopf filtration [AC, Lemma 1.1].
2.2. Poisson Hopf algebras.
Definition 2.1. A Poisson algebra is a commutative algebra A equipped with a Lie bracket {·, ·}
such that
{a, bc} = {a, b}c+ b{a, c},
for any a, b, c ∈ A.
Proposition 2.2. Let A be a Poisson algebra with a Poisson bracket {·, ·}. Then A⊗A becomes a
Poisson algebra via the following multiplication and bracket:
(a⊗ b) · (c⊗ d) := ac⊗ bd,(2.1)
{a⊗ b, c⊗ d} := ac⊗ {b, d}+ {a, c} ⊗ db.(2.2)
A typical way of constructing Poisson algebras is as follows. Let R be a filtered algebra such
that the associated graded algebra A is commutative. Then the filtration on R induces a Poisson
structure on A. In fact, let a ∈ An and b ∈ Am where a ∈ Rn and b ∈ Rm. Since A is commutative,
ab − ba ∈ Rn+m−1, which gives an element ab− ba ∈ An+m−1. Now define {a, b} = ab− ba. It is
easy to check that {, } is a Poisson bracket on A.
Example 2.3. Let R = U(g), where g is a finite-dimensional Lie algebra with Lie bracket [ , ]. Then
R has a canonical filtration such that the associated graded algebra is S(g). As a consequence, S(g)
becomes a Poisson algebra. In fact, the Poisson structure on S(g) recovers the Lie bracket in the
sense that
{a, b} = [a, b],
for any a, b ∈ g. We call this Poisson algebra the Poisson symmetric algebra of g and denote it by
PS(g).
Definition 2.4. Let B be a commutative bialgebra with a Poisson bracket {, }. Then B is called
a Poisson bialgebra if
∆({a, b}) = {∆(a),∆(b)},
for any a, b ∈ B. If, in addition, B is a Hopf algebra, then B is called a Poisson Hopf algebra.
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Let B a Poisson bialgebra, then ǫ({a, b}) = 0 for any a, b ∈ B, where ǫ is the counit. In fact, the
axiom of counit implies that ǫ(x) = ǫ(x1) ǫ(x2) for any x ∈ B. Therefore,
ǫ({a, b}) = ǫ({a1, b1}) ǫ(a2) ǫ(b2) + ǫ(a1) ǫ(b1) ǫ({a2, b2})
= ǫ({a1 ǫ(a2), b1 ǫ(b2)}) + ǫ({ǫ(a1)a2, ǫ(a2)b2})
= ǫ({a, b}) + ǫ({a, b}).
Consequently, ǫ({a, b}) = 0 for any a, b ∈ B. Also, it is easy to show that for a Poisson Hopf algebra
B, the antipode S is a Poisson algebra anti-morphism, that is, S({a, b}) = {S(b), S(a)} for any
a, b ∈ B.
For a Poisson Hopf algebra B, we say that it is a pointed (resp. connected) Poisson Hopf algebra
if it is pointed (resp. connected) as a coalgebra.
2.3. Poisson modules.
Definition 2.5. Let A be a Poisson algebra. Then a left Poisson module structure on a left
A-module over a Poisson algebra A is a linear map
{·, ·}M : A⊗M →M
such that
(1) {{a, b}A,m}M = {a, {b,m}M}M − {b, {a,m}M}M ,
(2) {ab,m}M = a{b,m}M + b{a,m}M ,
(3) {a, bm}M = {a, b} ·m+ b{a,m}M ,
for any a, b ∈ A and m ∈M .
Similarly, one can define right Poisson modules over A. From now on, by saying a Poisson
module, we mean a left Poisson module, unless otherwise stated. Let M and N be two Poisson
modules over A. Then a Poisson module morphism f : M → N is an A-module map f such
that f({a,m}M) = {a, f(m)}N . Hence, for a Poisson algebra A, there is the category of Poisson
modules over A, with Poisson modules and Poisson module morphisms as objects and morphisms,
respectively.
Lemma 2.6. Let B be a Poisson bialgebra and let M,N be two Poisson modules over B. Then
M ⊗N becomes a Poisson module over B via the following action and bracket,
a · (m⊗ n) := a1m⊗ a2n
{a,m⊗ n} := a1m⊗ {a2, n}+ {a1,m} ⊗ a2n,
for any a ∈ B, m ∈M and n ∈ N .
The following proposition is clear.
Proposition 2.7. Let B be a Poisson bialgebra. Then the category of Poisson modules over B is
a monoidal category.
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Even though in our paper we only consider the canonical case where the Poisson algebras are
assumed to be commutative, there has been a great effort to study non-commutative Poisson algebras
and their modules. For example, Agore and Militaru introduced the notion of Poisson bimodules
for non-commutative Poisson algebras in the paper [AM].
3. Examples of Poisson Hopf algebras
In this section, we give some examples of Poisson Hopf algebras. It is well known that the
enveloping algebra U(g) of a Lie algebra is a Hopf algebra with ∆(a) = 1⊗ a+ a⊗ 1 for any a ∈ g.
A similar result holds for the Poisson symmetric algebra PS(g), as shown in the following example.
Example 3.1. The Poisson symmetric algebra PS(g) defined in Example 2.3 is a Poisson Hopf
algebra. The comultiplication and antipode are given by
∆(a) = 1⊗ a+ a⊗ 1, S(a) = −a,
for any a ∈ g.
In [WZZ, Zh], connected Hopf algebras of Gelfand-Kirillov dimension 3 and 4 over an algebraically
closed field of characteristic zero are classified. It turns out that for any class of such connected
Hopf algebras one could construct a class of Poisson Hopf algebras. Unfortunately, the constructions
appear to be ad hoc and we have no theoretical explanation. For example, one should compare
Example 3.2 with [Zh, Example 7.1], and Example 3.3 with [WZZ, Example 4.4].
Example 3.2. Let B be the algebra k[x1, x2, x3] with the following Poisson structure
{x1, x2} = 0,
{x3, x1} = λ1x1 + αx2,
{x3, x2} = λ2x2,
where α = 0 if λ1 6= λ2 and α = 0 or 1 if λ1 = λ2. Then B becomes a Poisson Hopf algebra via
∆(x1) = 1⊗ x1 + x1 ⊗ 1,
∆(x2) = 1⊗ x2 + x2 ⊗ 1,
∆(x3) = 1⊗ x3 + x1 ⊗ x2 − x2 ⊗ x1 + x3 ⊗ 1.
Example 3.3. Let B be the algebra k[X,Y, Z,W ] with the following Poisson structure
{Y,X} = {Z,X} = {Z, Y } = 0,
{W,X} = a11X + a12Y,
{W,Y } = a21X + a22Y,
{W,Z} = (a11 + a22)Z + ξ1X + ξ2Y,
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where aij , ξi ∈ k. Then B becomes a Poisson Hopf algebra via
∆(X) = 1⊗X +X ⊗ 1,
∆(Y ) = 1⊗ Y + Y ⊗ 1,
∆(Z) = 1⊗ Z +X ⊗ Y − Y ⊗X + Z ⊗ 1,
∆(W ) = 1⊗W +W ⊗ 1
+ θ1(Z ⊗X −X ⊗ Z +X ⊗XY +XY ⊗X)
+ θ2(Y ⊗ Z − Z ⊗ Y +XY ⊗ Y + Y ⊗XY ),
where θi ∈ k and at least one of them is non-zero.
In the previous examples, the Poisson Hopf algebras are all connected. In the following four
examples, the Poisson Hopf algebras are pointed but not connected.
Example 3.4. Let B be the algebra k[g±1, x]. Then there is a unique Hopf algebra structure on
B such that ∆(g) = g ⊗ g and ∆(x) = x⊗ 1 + g ⊗ x. Moreover, B is a Poisson Hopf algebra via
{x, g} = λgx,
where λ ∈ k.
Example 3.5. Let B = k[x, y, z, g±1]. Then B becomes a Hopf algebra via
∆(g) = g ⊗ g,
∆(x) = x⊗ g + g−1 ⊗ x,
∆(y) = y ⊗ g−1 + g ⊗ x,
∆(z) = z ⊗ 1 + 1⊗ z.
The Poisson structure is given by
{x, g} = {y, g} = {z, g} = 0,
{z, x} = λx, {z, y} = −λy,
{x, y} = z.
Example 3.6. Let B = k[x, a±1, b±1]. Then B becomes a Hopf algebra via
∆(a) = a⊗ a,
∆(b) = b⊗ b,
∆(x) = x⊗ ab+ ab⊗ x.
The Poisson structure is given by
{a, b} = x,
{x, a} = λax2, {x, b} = −λbx2.
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The next example can be viewed as a Poisson version of Uq(sl2), the quantized enveloping algebra
of sl2.
Example 3.7. Let B be the algebra k[E,F,K±1] with the following Poisson bracket
{E,K} = λKE,
{F,K} = −λKF,
{E,F} = α(K −K−1).
Then B becomes a Poisson Hopf algebra via
∆(K) = K ⊗K,
∆(E) = E ⊗K + 1⊗ E,
∆(F ) = F ⊗ 1 +K−1 ⊗ F.
The following example can be viewed as a Poisson version of Oq(SL2).
Example 3.8. LetB be the Hopf algebraO(SL2). As an algebra, B = k[x11, x12, x21, x22]/〈x11x22−
x12x21 − 1〉. The coalgebra structure is given by
∆(xij) =
∑
s
xis ⊗ xsj .
The Poisson structure is given by
{x11, x12} = λx11x12, {x11, x21} = λx11x21, {x11, x22} = 2λx12x21,
{x12, x21} = 0, {x12, x22} = λx12x22, {x21, x22} = λx21x22.
In all the previous examples, we make no restriction on the characteristic of the base field k
(although in some examples one might need to avoid characteristic 2). However, there are lots of
interesting examples if the base field has positive characteristic. In [WW], Wang-Wang studied some
classes of connected Hopf algebras of dimension p3. It turns out that a lot of them have Poisson
versions (again, unfortunately, we have no theoretical explanation). For instance, one should view
the following example as a Poisson version of the Hopf algebra in [WW, Theorem 1.3(B3)].
Example 3.9. Assume that the base field k has characteristic p > 2. Let B = k[x, y, z]/(xp, yp, zp)
be the restricted symmetric algebra with three variables. Then B becomes a commutative Hopf
algebra via
∆(x) =x⊗ 1 + 1⊗ x,
∆(y) =y ⊗ 1 + 1⊗ y,
∆(z) =z ⊗ 1 + 1⊗ z − 2x⊗ y.
The Poisson structure is given by
{x, y} = y, {y, z} = y2, {x, z} = z.
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4. Poisson polynomial algebras
The concept of a Poisson polynomial algebra was introduced in [Oh3]. Roughly speaking, it is a
Poisson version of the Ore extension.
Let A be a Poisson algebra. A Poisson derivation on A is a k-linear map α on A which is
a derivation with respect to both the multiplication and the Poisson bracket, that is, α(ab) =
α(a)b + aα(b) and α{a, b} = {α(a), b} + {a, α(b)} for any a, b ∈ A. Suppose that δ is a derivation
on A such that
(4.1) δ({a, b}) = {δ(a), b}+ {a, δ(b)}+ α(a)δ(b) − δ(a)α(b)
for any a, b ∈ A. Then the Poisson structure on A extends uniquely to a Poisson algebra structure
on the polynomial ring R = A[x] such that
(4.2) {x, b} = α(b)x+ δ(b)
for any b ∈ A. We write R = A[x;α, δ]p for this Poisson algebra and call it a Poisson Ore extension
of A for its similarity with Ore extensions.
Motivated by the examples in the previous section and the work in [BOZZ], we make the following
definition.
Definition 4.1. Let B be a Poisson Hopf algebra and let B[x;α, δ]p be a Poisson Ore extension
of B. If B[x;α, δ]p is a Poisson Hopf algebra with B as a Poisson Hopf subalgebra, then we say
B[x;α, δ]p is a Poisson Hopf extension of B.
Now one may ask the natural question: when B[x;α, δ]p is a Poisson Hopf Ore extension of B?
From now on, we assume that R = B[x;α, δ]p is a Poisson Ore extension of B and that ∆(x) is
of the following form.
∆(x) = g ⊗ x+ x⊗ 1 + w,
where w ∈ B ⊗ B and g is a group-like element in B. Furthermore, we can assume that ǫ(x) = 0
and w ∈ B+ ⊗B+.
First, the coassociativity and the antipode axiom imply the following:
w ⊗ 1 + (∆⊗ Id)(w) = g ⊗ w + (Id⊗∆)(w),
and
S(w1)w2 = g
−1w1S(w2).
The defining relation (4.2) implies that {∆(x),∆(b)} = ∆α(b)∆(x)+∆δ(b) for any b ∈ B. Notice
that
{∆(x),∆(b)}
= {g ⊗ x+ x⊗ 1 + w, b1 ⊗ b2}
= gb1 ⊗ {x, b2}+ {g, b1} ⊗ b2x+ {x, b1} ⊗ b2 + {w, b1 ⊗ b2}
= gb1 ⊗ (α(b2)x+ δ(b2)) + {g, b1} ⊗ b2x+ (α(b1)x+ δ(b1))⊗ b2 + {w, b1 ⊗ b2}
= (b1 ⊗ α(b2) + {g, b1}g
−1 ⊗ b2)(g ⊗ x) + (α(b1)⊗ b2)(x ⊗ 1) + gb1 ⊗ δ(b2) + δ(b1)⊗ b2 + {w, b1 ⊗ b2}.
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As a consequence, we have
(4.3) ∆α(b) = b1 ⊗ α(b2) + {g, b1}g
−1 ⊗ b2,
(4.4) ∆α(b) = α(b1)⊗ b2,
and
(4.5) ∆α(b)w +∆δ(b) = gb1 ⊗ δ(b2) + δ(b1)⊗ b2 + {w, b1 ⊗ b2}.
Consider η(b) := α(b1)S(b2). By using (4.4),
∆η(b) = ∆α(b1)∆S(b2) = α(b1)S(b4)⊗ b2S(b3) = η(b)⊗ 1.
Hence η(b) is a scalar for any b ∈ B. Therefore, η can be viewed as a k-linear map from B to k.
Moreover, α can be recovered from η by the formula
(4.6) α(b) = η(b1)b2
Now (4.3) becomes
∆α(b) = b1 ⊗ η(b2)b3 + {g, b1}g
−1 ⊗ b2.
Applying Id⊗ ǫ on both sides of the previous equation, one gets that
(4.7) α(b) = η(b1)b2 = b1η(b2) + {g, b}g
−1.
Since α is a Poisson derivation, it is easy to check that
(4.8) η(ab) = ǫ(a)η(b) + ǫ(b)η(a).
By using (4.6) and (4.8), it yields that
α({a, b}) = η(a1b1){a2, b2}+ η({a1, b1})a2b2(4.9)
= (ǫ(a1)η(b1) + ǫ(b1)η(a1)){a2, b2}+ η({a1, b1})a2b2
= {ǫ(a1)a2, η(b1)b2}+ {η(a1)a2, ǫ(b1)b2}+ η({a1, b1})a2b2
= {α(a), b}+ {a, α(b)}+ η({a1, b1})a2b2.
Since α is a derivation with respect to the Poisson bracket, we have
η({a1, b1})a2b2 = 0
for any a, b. Applying ǫ to the above equality, one gets
(4.10) η({a1, b1}) ǫ(a2) ǫ(b2) = η({a1 ǫ(a2), b1 ǫ(b2)}) = η({a, b}) = 0
for any a, b ∈ B.
Gathering things together, we have the following theorem, which can be viewed as a Poisson
version of [BOZZ, Thereom 2.4].
Theorem 4.2. Let B be a Poisson Hopf algebra and let B[x;α, δ]p be a Poisson polynomial algebra
which is a Poisson Hopf algebra with B as a Poisson Hopf subalgebra. Suppose ǫ(x) = 0 and
∆(x) = g ⊗ x+ x⊗ 1 + w for some w ∈ B+ ⊗B+ and group-like element g. Then
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(1) There exists a linear map η : B → k such that
(4.11) α(b) = η(b1)b2 = b1η(b2) + {g, b}g
−1
for any b ∈ B. The map η satisfies the condition
(4.12) η(ab) = ǫ(a)η(b) + ǫ(b)η(a) and η({a, b}) = 0,
for any a, b ∈ B.
(2) The map δ satisfies the condition
(4.13) ∆δ(b)− δ(b1)⊗ b2 − gb1 ⊗ δ(b2) = {w,∆(b)} −∆α(b)w.
(3) The element w =
∑
w1 ⊗ w2 satisfies the following identities
(4.14) S(w1)w2 = g
−1w1S(w2),
and
(4.15) w ⊗ 1 + (∆⊗ Id)(w) = g ⊗ w + (Id⊗∆)(w).
Notice that the condition η(ab) = ǫ(a)η(b) + ǫ(b)η(a) in (4.12) just says that η : B → k is a
derivation where k is viewed as the trivial module over B. It is not hard to show that the converse
of the previous theorem is also true. Namely,
Proposition 4.3. Let B be a Poisson Hopf algebra. Suppose that α is a Poisson derivation on
B, δ is a derivation on B satisfying (4.1), g ∈ G(B) and w ∈ B+ ⊗ B+. If all these data satisfy
conditions (4.11)−(4.15), then the Poisson polynomial B[x;α, δ]p has a unique Poisson Hopf algebra
structure with B as a Poisson Hopf subalgebra such that ǫ(x) = 0 and ∆(x) = g ⊗ x+ x⊗ 1 + w.
Example 4.4. Let C be the Poisson Hopf algebra defined in Example 3.4. Clearly, B = k[g±1] is a
Poisson Hopf subalgebra of C with the trivial Poisson structure. Now C is isomorphic to B[x;α, δ]p,
where α(g) = λg and δ(g) = 0. In fact, if we retain the notation in Theorem 4.2, then η : B → k is
the unique derivation such that δ(g) = λ and w = 0 and all conditions in the theorem are trivially
satisfied.
Now we define an iterated Poisson Hopf Ore extension to be a Poisson Hopf algebra B containing
a chain of Poisson Hopf subalgebras
(4.16) k = B(0) ⊂ · · · ⊂ B(i) ⊂ B(i+1) ⊂ · · · ⊂ B(n) = B,
with each of the extensions B(i) ⊂ B(i+1) := B(i)[xi+1;σi+1, δi+1] being a Poisson Hopf Ore exten-
sion.
It is not hard to see that both Poisson Hopf algebras in Example 3.2 and Example 3.3 can be
realized as iterated Poisson Hopf Ore extensions.
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5. Universal enveloping algebras of Poisson algebras
Let A be a Poisson algebra. Then one can define the universal enveloping algebra of A (See [U]).
We briefly recall the construction here. Let mA = {ma : a ∈ A} and hA = {ha : a ∈ A} be two
copies of the vector space A endowed with two k-linear isomorphisms m : A → mA sending a to
ma and h : A→ hA sending a to ha. Then A
e is an associative algebra over k, with an identity 1,
generated by mA and hA with relations
mxy = mxmy,(5.1)
h{x,y} = hxhy − hyhx,(5.2)
hxy = myhx +mxhy,(5.3)
m{x,y} = hxmy −myhx = [hx,my],(5.4)
m1 = 1.(5.5)
The following result is known. See [U, Corollary 1].
Proposition 5.1. The category of left (resp. right) Poisson modules over a Poisson algebra A is
equivalent to the left (resp. right) module category over Ae.
It turns out that the map m and h induce an algebra map and a Lie map, respectively. Moreover,
the map m is injective [U, Section 2]. Therefore we can identify x ∈ A with mx ∈ Ae. We will
sometimes refer to m and h as structure maps of Ae.
Obviously, A is an Ae-module via the action defined by hx · a = {x, a} and mx · a = xa for any
x, a ∈ A. There is a unique Ae-module map ξ : Ae → A sending 1 to 1.
An equivalent definition for Ae is to use the universal property of the structure maps m and h
[Oh2, Definition 1].
5.1. Poisson derivation. Let A be a Poisson algebra and M a Poisson A-module. A k-linear map
δ : A→M is called a Poisson derivation with coefficients in M if
δ(ab) = aδ(b) + bδ(a),
and
δ({a, b}) = {a, δ(b)} − {b, δ(a)}.
A universal Poisson derivation of the Poisson algebra A is a Poisson module ΘA together with a
Poisson derivation D : A → ΘA such that for any Poisson derivation δ : A → M there is a unique
Poisson module map f : ΘA →M with δ = f ◦D. As shown in [U, Lemma 1], ΘA can be constructed
as the left ideal I of Ae generated by all hx where x ∈ A with the derivation D given by
D : A→ I (x 7→ hx).
Based on this construction, we have the following proposition.
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Proposition 5.2. Let A be a Poisson algebra. Then Ae ∼= A⊕ I as left A-modules, where I is the
left ideal of Ae generated by all hx with x ∈ A. Consequently,
Ae ∼= A⊕ΘA
as left A-modules, where ΘA is the universal Poisson derivation of A.
Proof. We have seen that there is a unique Ae-module map ξ : Ae → A sending 1 to 1. Clearly,
ξ◦m = idA. Since both ξ and m are A-module maps, Ae is isomorphic to A⊕I as A-modules, where
I is the kernel of the map ξ. It is easy to show that I agrees with the left ideal of Ae generated by
all hx where x ∈ A. Now the result follows from [U, Lemma 1]. 
5.2. Relation with Lie-Rinehart algebra. The notion of Lie-Rinehart algebras appeared in
several literatures under different names before the first thorough study by Rinehart in [Ri]. It
can be viewed as the algebraic analogue of the notion of Lie algebroids. In this section, we are
going to study the relation between Ae and the Lie-Rinehart algebra structure on ΩA, the Ka¨lher
differentials of A.
Definition 5.3. Let R be a commutative ring with identity, A a commutative R-algebra and L a
Lie algebra over R. The pair (A,L) is called a Lie-Rinehart algebra over A if L is a left A-module
and there is an anchor map ρ : L → DerR(A), which is an A-module and a Lie algebra morphism,
such that the following relation is satisfied,
(5.6) [ξ, a · ζ] = a · [ξ, ζ] + ρ(ξ)(a) · ζ,
for any a ∈ A and ξ, ζ ∈ L.
For simplicity, we will use ξ(a) for ρ(ξ)(a) where ξ ∈ L and a ∈ A. From now on, if not mentioned
otherwise, we would assume that R is the ground field k. The following example is the one that we
are mainly interested [H, Theorem 3.8].
Example 5.4. Let A be a Poisson algebra over k and ΩA its Ka¨hler differentials. Then the pair
(A,ΩA) becomes a Lie-Rinehart algebra over k where the Lie bracket on ΩA is given by
(5.7) [adf, bdg] = abd{f, g}+ a{f, b}dg − b{g, a}df,
and the anchor map sends df to {f, ·}.
Next we recall the construction of V (A,L), the enveloping algebra of a Lie-Rinehart algebra
(A,L) over R = k. Via the map ρ : L → Derk A, A becomes a Lie module over the Lie algebra L.
Let h = A ⋊ L, the semidirect product of A with L [We, 7.4.9] and take U = U(h). Recall that as
a k-space, A⋊ L is just the direct sum of A and L and the Lie bracket is given by
[a+X, b+ Y ] = (X(b)− Y (a)) + [X,Y ],
where a, b ∈ A and X,Y ∈ L. Also, as the direct sum of A and L, A⋊L carries a natural A-module
structure. For any z ∈ A⋊ L, denote by z′ the canonical image of z in U . Let P be the two-sided
ideal generated by all elements of the form (a.z)′− a′z′, where a ∈ A and z ∈ A⋊L. Then V (A,L)
is defined to be U/P and there is a canonical map A⋊ L→ V (A,L).
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Now let (A,ΩA) be the Lie-Rinehart algebra defined in Example 5.4, where A is a Poisson algebra.
Then we have two maps
(5.8) α : A→ A⋊ ΩA → V (A,ΩA),
and
(5.9) β : A
d
−→ ΩA → A⋊ ΩA → V (A,ΩA).
Lemma 5.5. Retain the above notation. Then α is an algebra map and β is a Lie algebra map.
Moreover, we have
(5.10) α({a, b}) = [β(a), α(b)], β(ab) = α(a)β(b) + α(b)β(b)
for any a, b ∈ A.
Proof. Recall that the anchor map ρ sends da to {a, ·}. Hence by all previous convention da(b) =
ρ(da)(b) = {a, b} for any a, b ∈ A. Therefore,
[β(a), α(b)] = [da, b] = da(b) = {a, b} = α({a, b}).
The second equation simply amounts to
d(ab) = adb + bda,
which is obviously true. 
Proposition 5.6. Retain the notation in Lemma 5.5. Let B be a k-algebra, γ : A→ B an algebra
map and δ : A→ B a Lie algebra map such that
(5.11) γ({a, b}) = [δ(a), γ(b)], δ(ab) = γ(a)δ(b) + γ(b)δ(b)
for any a, b ∈ A. Then there exists a unique algebra map λ : V (A,ΩA)→ B such that the diagram
A
α
−−−−→ V (A,ΩA)
β
←−−−− A
=
y λ
y
y=
A
γ
−−−−→ B
δ
←−−−− A
commutes.
Proof. As in the construction of the enveloping algebra of a Lie-Rinehart algebra, we identify
V (A,ΩA) with U/P , where U = U(A ⋊ ΩA) and P is the two-sided ideal generated by all ele-
ments of the form (a.z)′ − a′z′ with a ∈ A and z ∈ A⋊ ΩA.
First, the algebra B becomes an A-module via the algebra map γ, i.e. a ·m := γ(a)m for any
a ∈ A and m ∈ B. Now the condition δ(ab) = γ(a)δ(b) + γ(b)δ(b) just says that δ is a derivation.
Therefore there is an A-module map θ : ΩA → B such that δ = θ ◦ d. Consequently, we have a
well-defined A-linear map from A⋊ΩA to B sending a+bdf to γ(a)+b ·δ(f) = γ(a)+γ(b)δ(f). This
map is a Lie algebra map and thus induces a map U → B which factors through U/P = V (A,ΩA).
Denote this map by λ : V (A,ΩA) → B. The commutativity of the diagram is clear from the
construction. 
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Proposition 5.7. Let A be a Poisson algebra. Then Ae ∼= V (A,ΩA). To be precise, there is a
unique isomorphism Λ such that the diagram
A
α
−−−−→ V (A,ΩA)
β
←−−−− A
=
y Λ
y
y=
A
m
−−−−→ Ae
h
←−−−− A
commutes.
Proof. This is a consequence of Proposition 5.6 and the universal property of Ae [Oh2, Definition
1]. 
In [Ri], a filtration is defined on V (A,L) for any Lie-Rinehart algebra (A,L) over k. In particular,
in our case where A is a Poisson algebra, the algebra V (A,ΩA) carries a filtration which naturally
passes to Ae via the isomorphism Λ as in Proposition 5.7. The filtration {Fn}n≥0 is such that
A ⊂ F0A
e and hx ∈ F1A
e for any x ∈ A. Now the theorem [Ri, Theorem 3.1] says the following.
Corollary 5.8. Let A be a Poisson algebra. If the Ka¨hler differential ΩA is a projective A-module,
then there is an A-algebra isomorphism
(5.12) SA(ΩA) ∼= grF A
e,
where SA(ΩA) is the symmetric A-algebra on ΩA.
Corollary 5.8 can be viewed as a Poincare´-Birkhoff-Witt theorem for the enveloping algebra of a
Poisson algebra. In particular, it recovers the result in [OPS].
Remark 5.9. In general, the canonical A-module map SA(ΩA)→ grF A
e is surjective. So at least
we know that as an A-module, Ae is generated by elements of the form
ha1 · · ·has ,
where ai ∈ A and s is any integer.
5.3. Poisson cohomology and homology. The relation of Poisson (co)homology with V (A,ΩA)
is studied in [Ri] and [H]. In view of Proposition 5.7, we can reformulate that by using the Poisson
enveloping algebra Ae.
Let A be a Poisson algebra. Consider the complex C∗ where Cn = 0 for n < 0 and Cn =
Ae ⊗A ΩnA/k for n ≥ 0. Conventionally, we take Ω
0
A/k = A. The differential b is given by
b(a0 ⊗ d a1 d a2 · · ·d an) =
n∑
i=1
(−1)i+1a0hai ⊗ d a1 d a2 · · · ˆd ai · · · d an
+
∑
1≤i<j≤n
(−1)i+ja0 ⊗ d{ai, aj} da1 · · · ˆd ai · · · ˆd aj · · ·d an.
Proposition 5.10. Let A be a Poisson algebra and suppose that ΩA is projective over A. Then the
complex C∗ defined above is a projective resolution of A as a left A
e-module.
Proof. This is a consequence of Proposition 5.7 and [Ri, Lemma 4.1]. 
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For a Poisson module M over a Poisson algebra A, let Xs(A,M) = HomA(Ω
s
A,M). The Poisson
coboundary operator δi : Xs(A,M)→ Xs+1(A,M) is defined, for any Q ∈ Xs(A,M), by
δi(Q)(f0, ..., fs) =
s∑
i=0
(−1)i{fi, Q(f0, ..., fˆi, ...fs)}M +
∑
0≤i<j≤s
(−1)i+jQ({fi, fj}, f0, ..., fˆi, ..., fˆj , ...).
The cohomology of the complex X∗(A,M) is called the Poisson cohomology with coefficients in M
and denoted by HP∗(A,M). If M = A, then HP∗(A) is used in stead of HP∗(A,A). Similarly,
one can define HP∗(A,N), the Poisson homology with coefficients in N , where N is a right Poisson
module over A (See, for example, [ZVZ]).
In [H], Huebschmann proved that, when ΩA is projective over A,
HP∗(A,M) ∼= Ext∗V (A,ΩA)(A,M),
and
HP∗(A,N) ∼= Tor
V (A,ΩA)
∗ (N,A),
where M is a left Poisson module and N a right Poisson module. Consequently,
Proposition 5.11. Let A be a Poisson algebra and suppose that ΩA is projective over A. Then
(5.13) HP∗(A,M) ∼= Ext∗Ae(A,M),
and
(5.14) HP∗(A,N) ∼= Tor
Ae
∗ (N,A),
for any left Poisson module M and any right Poisson module N .
6. Hopf structures on Poisson enveloping algebras
In [Oh2], it is shown that if B is a Poisson bialgebra, then Be carries a bialgebra structure as
well.
Theorem 6.1. [Oh2, Theorem 10] Let B be a Poisson bialgebra with comultiplication ∆ and counit
ǫ. Then Be has a bialgebra structure with comultiplication ∆e and counit ǫe such that
∆em = (m⊗m)∆, ǫem = ǫ,
and
∆eh = (m⊗ h+ h⊗m)∆, ǫe h = 0.
Morever, if B is a Hopf algebra with antipode S, then Be is a Hopf algebra with antipode Se such
that
Sem = mS, Seh = hS.
From now on, we will drop the superscript e for the comultiplication, counit and antipode on Be
if there is no confusion. The following proposition is expected.
Proposition 6.2. The category of Poisson modules over a Poisson bialgebra B is equivalent to the
module category over Be as monoidal categories.
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6.1. The Poisson enveloping algebra of PS(g). The Poisson enveloping algebra of PS(g) is
calculated in [Oh2, Example 11]. Here we are going to give a more Hopf-theoretical description.
Let g be a Lie algebra and let V be a copy of g as a k-space. Then V becomes a g-module via
the adjoint action, which naturally extends to S(V ). In fact, S(V ) becomes a U(g)-module algebra
in the sense of [Mo, Definition 4.1.1]. Therefore one can form the smash product S(V )#U(g).
It is easy to check that S(V )#U(g) ∼= U(V ⋊ g), where V ⋊ g is the semidirect product of V
with g [We, 7.4.9]. First, there is a Lie algebra map from V ⋊ g to S(V )#U(g) sending (v, g) to
v#1 + 1#g. By the universal property of enveloping algebra, this map induces an algebra map
U(V ⋊ g)→ S(V )#U(g), which is actually an isomorphism.
Proposition 6.3. Suppose that the base field k has characteristic 0. Let B be the Poisson Hopf
algebra PS(g). Then Be ∼= U(V ⋊ g) as Hopf algebras.
Proof. By the defining relation of Be, it is easy to check that there is a Lie algebra map V ⋊g→ Be
sending (x, y) to x+ hy. This map induces an algebra map Φ : U(V ⋊ g)→ Be. To see that Φ is a
Hopf algebra map, one just have to notice that x+ hy is a primitive element by Theorem 6.1. Now
it follows from Proposition 5.8 or [OPS, Theorem 7.3] that Φ is an isomorphism. 
6.2. Some general properties. As one can see from Theorem 6.1, the injective map m preserves
the Hopf algebra structure. Hence, if B is a Poisson Hopf algebra, we can identify B as a Hopf
subalgebra of Be.
Proposition 6.4. Let B be a Poisson Hopf algebra. Then B is a normal Hopf subalgebra of Be.
Proof. For the definition of normal Hopf subalgebra, see [Mo, Definition 3.4.1]. By Theorem 6.1,
one gets
∆(hy) = y1 ⊗ hy2 + hy1 ⊗ y2
for any y ∈ B. By Remark 5.9, every element in Be is a linear combination of elements of the form
xhy1 · · ·hyn for some x, yj ∈ B. Therefore, it suffices to show that
(adlhy)(x) ∈ B and (adrhy)(x) ∈ B,
for any x, y ∈ B, where adl and adr are defined in [Mo, definition 3.4.1]. Now,
(adlhy)(x) = y1xhSy2 + hy1xSy2
= xy1hSy2 + xhy1Sy2 + {y1, x}Sy2
= x ǫ(hy) + {y1, x}Sy2
= {y1, x}Sy2 ∈ B
Similarly, one can show that
(adrhy)(x) = {Sy1, x}y2 ∈ B.
This completes the proof. 
Corollary 6.5. Let B be a Poisson Hopf algebra. Then B+Be = BeB+ and I = BeB+ is a Hopf
ideal of Be.
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Proof. This follows from Proposition 6.4 and [Mo, Lemma 3.4.2(1)]. 
For the sake of simplicity, we put
H(B) := Be/BeB+
in the rest of the paper.
Proposition 6.6. Let B be a Poisson Hopf algebra. Then the coradical of Be is equal to the
coradical of B.
Proof. First we define a filtration {Fn}n≥0 on Be. Let F0 be the subalgebra of Be generated by
B0, the coradical of B. Since the antipode of B is bijective, F0 is a Hopf subalgebra of Be. Define
Fn to be
Fn = ∧
n+1F0,
where the ∧ is taken in Be. Apparently, {Fn}n≥0 is an ascending chain of k-spaces and B[n] ⊂ Fn
for any n. We are going to prove that {Fn}n≥0 is a Hopf filtration on Be. Similar to the proof of
[Mo, Theorem 5.2.2 (2)], one has
∆Fn ⊂
n∑
i=0
Fi ⊗Fn−i.
Moreover, it is easy to show by induction that
(6.1) FnFm ⊂ Fn+m.
Now it only remains to show that {Fn}n≥0 is exhaustive, i.e.
⋃∞
i=0 Fi = B
e. By the construction,
Be is generated by elements of the form a and hb, where a, b ∈ B, as an algebra. Hence by (6.1),
it suffices to show that for any b ∈ B, hb ∈ FN for some N ≥ 0. Suppose that b ∈ B[ℓ] ⊂ Fℓ. We
proceed by induction on ℓ and show that N = ℓ+ 1.
If ℓ = 0, then ∆(b) = b1 ⊗ b2 ∈ B[0] ⊗B[0]. Now
∆(hb) = hb1 ⊗ b2 + b1 ⊗ hb2 ∈ B
e ⊗F0 + F0 ⊗B
e.
Hence hb ∈ ∆
−1(Be ⊗F0 + F0 ⊗B
e) = F0 ∧ F0 = F1.
Suppose ℓ ≥ 1. Then ∆(b) = b1 ⊗ b2 ∈
∑ℓ
i=0 B[i] ⊗ B[ℓ−i]. Clearly, b1 ⊗ b2 ∈ B ⊗ B[ℓ], so
hb1 ⊗ b2 ∈ B
e ⊗B[ℓ] ⊂ B
e ⊗Fℓ. Also, b1 ⊗ b2 ∈ B[0] ⊗ B +
∑ℓ
i=1 B[i] ⊗B[ℓ−i]. Hence by induction
hypothesis, b1 ⊗ hb2 ∈ B[0] ⊗B
e +Be ⊗Fℓ. Consequently,
∆(hb) = hb1 ⊗ b2 + b1 ⊗ hb2 ∈ B
e ⊗Fℓ + F0 ⊗B
e.
Now it is clear that hb ∈ ∆−1(Be ⊗Fℓ + F0 ⊗Be) = Fℓ+1.
Since {Fn}n≥0 is a Hopf algebra filtration (in particular, a coalgebra filtration) on B
e, the
coradical of Be is contained in F0 = B[0] ⊂ B by [Mo, Lemma 5.3.4]. The result then follows. 
This proposition has some nice consequences. For a right comodule M over a coalgebra C, the
coinvariants of C in M are the set M coC := {m ∈ M : ρ(m) = m ⊗ 1}, where ρ is the comodule
structure map. Similarly, for a left C-comodule M , one can define coCM .
Corollary 6.7. Let B be a Poisson Hopf algebra. Then the following statements are true.
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(1) Be is a free module over B,
(2) B = (Be)coH(B) = coH(B)(Be),
(3) Be is an injective comodule over H(B).
Proof. Since the coradical of Be is equal to that of B, part (1) follows from [Ra1, Corollary 2.3].
Then part (2) and (3) follow from [Sch, Theorem 1.4]. 
The algebra Be is clearly an H(B)-comodule algebra in the sense of [Mo, Definition 4.1.2]. In
terms of [Mo, Definition 7.2.1], Corollary 6.7 (b) just means that B ⊂ Be is an H(B)-extension.
Corollary 6.8. Let B be a pointed Poisson Hopf algebra. Then Be is a pointed Hopf algebra and
G(B) = G(Be).
6.3. The structure of H(B). The purpose of this section is to explore the structure ofH(B) where
B is a Poisson Hopf algebra. To start with, we have the following proposition.
Proposition 6.9. Let B be a Poisson Hopf algebra. Then H(B) is a connected Hopf algebra and
is generated by primitive elements as an algebra.
Proof. Let V = (Be0)
+. By Propostion 6.6, V = B+0 and therefore V ⊂ B
+Be. Consequently
there is a surjective coalgebra map Be/V → H(B). By [Mo, Lemma 5.3.8], Be/V is a connected
coalgebra. Hence H(B) is a connected coalgebra by [Mo, Corollary 5.3.5].
Let π be the projection from Be to H(B) and let θ be the composition π ◦h. By the construction
of H(B), π(a) = ǫ(a) for any a ∈ B. Since Be is generated by elements of the form a and hb, where
a, b ∈ B, as an algebra, H(B) is generated by elements of the form θ(b) where b ∈ B. Now
∆(θ(b)) = (π ⊗ π)∆(hb)
= π(b1)⊗ θ(b2) + θ(b1)⊗ π(b2)
= ǫ(b1)⊗ θ(b2) + θ(b1)⊗ ǫ(b2)
= 1⊗ θ(b) + θ(b)⊗ 1.
This completes the proof. 
For any Poisson Hopf algebra B, the space B+/(B+)2 is indeed a Lie algebra with Lie bracket
induced by the Poisson structure on B.
Proposition 6.10. Suppose that the base field k has characteristic 0. Let B be a finitely generated
Poisson Hopf algebra and let m = B+. Then H(B) ∼= U(a) as Hopf algebras, where a is the Lie
algebra m/m2.
Proof. Let θ be the composition π ◦ h, where π : Be → H(B) is the canonical projection. Let G be
the algebraic group with O(G) = B. By a well-known result of Cartier, G is smooth. Hence ΩB is
a free module over B of rank equal to ℓ = dimkm/m
2. Let {x1, x2, ..., xℓ} be a set of elements in
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m whose image in m/m2 form a k-basis. By Corollary 5.8, Be is a free B-module with a B-basis
consisting of elements of the form
(6.2) hi1x1 · · ·h
iℓ
xℓ
.
Let W be the k-space of Be spanned by elements in (6.2). Then B+Be = B+W . Consequently, π
restricts to a k-space isomorphism from W to H(B). In particular, H(B) has a k-basis consisting
of elements of the form
(6.3) θ(x1)
i1 · · · θ(xℓ)
iℓ .
Since char k = 0, Proposition 6.9 tells that H(B) is isomorphic to U(L), where L is the primitive
space of the connected Hopf algebra H(B). By the proof of Proposition 6.9, {θ(x1), ...., θ(xℓ)} ⊂ L.
Moreover, from the k-basis (6.3) ofH(B), we see that {θ(x1), ...., θ(xℓ)} is a k-basis for L. Therefore,
the Lie algebra morphism θ maps m onto L. It is easy to check that k1 + m2 ⊂ ker θ. Since
dimk L = dimkm/m
2, ker θ = k1 + m2 and θ induces a Lie algebra isomorphism from m/m2 to L.
This completes the proof. 
In fact, the Lie algebra m/m2 carries more structure - it is actually a so-called Lie bialgebra,
whose definition we briefly recall here.
Let V be a vector space. Let Sym(V ⊗ V ) be the subspace of V ⊗ V spanned by elements of the
form x⊗ y+ y⊗ x and let Asym(V ⊗V ) be the subspace of V ⊗V spanned by elements of the form
x⊗ y − y ⊗ x. Clearly, we have
V ⊗ V = Sym(V ⊗ V )⊕Asym(V ⊗ V ).
Definition 6.11. A Lie coalgebra L is a vector space with a k-linear map δ : L → Asym(L ⊗ L)
such that
(6.4) (1 + ξ + ξ2) ◦ (1⊗ δ) ◦ δ = 0,
where ξ : L⊗3 → L⊗3 is the k-linear map induced by the cyclic permutation x⊗ y⊗ z 7→ y⊗ z ⊗ x.
Obviously, any coalgebra C with comultiplication ∆ becomes a Lie coalgebra via δ := ∆−∆op.
Definition 6.12. A Lie bialgebra L is a Lie algebra with a Lie coalgebra structure given by a
cobracket δ such that
(6.5) δ([a, b]) = a · δ(b)− b · δ(a),
where
a · (b⊗ c) = [a, b]⊗ c+ b⊗ [a, c].
Remark 6.13. [KS, Proposition 2.2.10] For a Lie bialgebra L, the cobracket δ naturally extends
to a map U(L) → U(L) ⊗ U(L), which makes U(L) a coPoisson Hopf algebra in the sense of [KS,
Definition 2.2.9].
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The following argument is taken from [EK], with a slightly different notation. Now, assume that
the base field has characteristic 0. Let a = m/m2, where m = B+. It is clear that the Poisson
bracket extends to the completion of B with respect to the m-adic topology
lim
←
B/mn,
which is exactly k[[a]]. Therefore, k[[a]] becomes a topological Poisson Hopf algebra. Then the space
of continuous functions on k[[a]] is the universal enveloping algebra U(a∗) of a∗. Moreover, U(a∗)
becomes a coPoisson Hopf algeba with the cobracket δ given by the dual of the Poisson bracket
on k[[a]]. It is easy to show that δ(a∗) ⊂ a∗ ⊗ a∗, and δ defines a Lie bialgebra structure on a∗.
Consequently, a carries a natural Lie bialgebra structure as the dual of a∗. To summarize, we have
Proposition 6.14. Suppose that the base field k has characteristic 0. Let B be a finitely generated
Poisson Hopf algebra and let m = B+. Then a = m/m2 is a Lie bialgebra as described above.
Consequently, H(B) is a coPoisson Hopf algebra.
Proof. We have already shown that a = m/m2 is a Lie bialgebra. Now it follows from Proposition
6.10 and Remark 6.13 that H(B) is a coPoisson Hopf algebra. 
In fact, if the Poisson Hopf algebra B is connected in the sense that its coradical is one-
dimensional, the coPoisson Hopf algebra structure on H(B) is easier to describe. As shown in
Proposition 6.10, H(B) = U(L) where L is the primitive space of H(B). Therefore, all we have to
do is to describe the Lie bialgebra structure on L.
Recall that B becomes a Lie coalgebra with δ = ∆−∆op.
Lemma 6.15. Suppose that the base field k has characteristic 0. Let B be a finitely generated
connected Poisson Hopf algebra and let J := ker θ. Then
δ(J) ⊂ B ⊗ J + J ⊗B,
where δ = ∆−∆op. Consequently, B/J = m/m2 is a quotient Lie coalgebra of B, where m = B+.
Proof. As shown in the proof of Proposition 6.10, J = k1 + m2. Let T = m2 and we only need to
show that
δ(T ) ⊂ B ⊗ J + J ⊗B.
Pick an element in T . Without loss of generality, we may assume that the element is of the
form y1y2 where yi ∈ B+. Moreover, since B is connected as a coalgebra, we can assume that
∆(yi) = 1⊗ yi + yi ⊗ 1 + ui where ui ∈ B+ ⊗B+. Denote τ(ui) by u
op
i where τ : B ⊗ B → B ⊗ B
is the flip map. Then
(6.6) δ(y1y2) = u1∆(y2)− u
op
1 ∆
op(y2),
which is obviously in B ⊗ J + J ⊗B. This completes the proof. 
We use δ to denote the cobracket on m/m2 defined in the previous lemma. As we have shown
in the proof of Proposition 6.10, the map θ : B → H(B) induces a Lie algebra isomorphism from
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m/m2 to L, the space of primitive elements of H(B). We denote this isomorphism by θ. Now the
cobracket δ passes to L via θ. Namely,
δ′ := (θ ⊗ θ)δθ
−1
is a cobracket on L.
Proposition 6.16. Suppose that the base field k has characteristic 0. Let B be a finitely generated
connected Poisson Hopf algebra and let L be the space of primitive elements of H(B). Then L
becomes a Lie bialgebra via δ′ defined above.
Proof. Clearly, L is a Lie algebra via the commutator [a, b] := ab − ba. Now we have to check the
condition (6.5) holds. For any a, b ∈ L, choose x, y ∈ m = B+ such that a = θ(x) and b = θ(y). It
is clear that
δ′([a, b]) = (θ ⊗ θ)δ({x, y}).
By definition, δ = ∆−∆op. Hence
δ′(a) = θ(x1)⊗ θ(x2)− θ(x2)⊗ θ(x1),
and
δ′(b) = θ(y1)⊗ θ(y2)− θ(y2)⊗ θ(y1).
Notice that for any u, v ∈ B, θ(uv) = ǫ(u)θ(v) + ǫ(v)θ(u). Therefore,
(θ ⊗ θ)δ({x, y})
= (θ ⊗ θ)(x1y1 ⊗ {x2, y2}+ {x1, y1} ⊗ x2y2 − x2y2 ⊗ {x1, y1} − {x2, y2} ⊗ x1y1)
= θ(y1)⊗ [θ(x), θ(y2)] + θ(x1)⊗ [θ(x2), θ(y)] + [θ(x), θ(y1)]⊗ θ(y2) + [θ(x1), θ(y)]⊗ θ(x2)
− θ(y2)⊗ [θ(x), θ(y1)]− θ(x2)⊗ [θ(x1), θ(y)]− [θ(x), θ(y2)]⊗ θ(y1)− [θ(x2), θ(y)]⊗ θ(x1)
= a · δ′(b)− b · δ′(a).
This completes the proof. 
Example 6.17. Let B be the Poisson Hopf algebra defined in Example 3.2. As a Hopf algebra,
H(B) is just U(L), where L is the Lie algebra spanned by {y1, y2, y3} with the following Lie bracket
[y1, y2] = 0,
[y3, y1] = λ1y1 + αy2,
[y3, y2] = λ2y2,
where α = 0 if λ1 6= λ2 and α = 0 or 1 if λ1 = λ2. The cobracket δ is given by
δ(y1) = δ(y2) = 0
δ(x3) = 2(y1 ⊗ y2 − y2 ⊗ y1).
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6.4. Normal basis property. Let B be a Poisson Hopf algebra. In Corollary 6.7, it is shown that
B ⊂ Be is an H(B)-extension. In what follows we will investigate the normal basis property [Mo,
Definition 8.2.1] of this extension.
Let I be the left ideal of Be generated by hx where x ∈ B. As shown in Proposition 5.2,
Be ∼= B ⊕ I as left B-modules and I is isomorphic to the universal Poisson derivation ΩB.
Consider the map p := (Id⊗ πh) ◦∆ : B → B ⊗H(B). A straightforward calculation shows the
following.
Lemma 6.18. The map p : B → B ⊗H(B) defined above is a Poisson derivation.
Since I can be identified as the universal Poisson derivation, there is a Be-module map τ : I →
B ⊗H(B) such that p = τh. Let ι : B → B ⊗H(B) be the B-module map sending b to b⊗ 1. Now
there is a (left) B-module map
(6.7) Υ := ι⊕ τ : Be → B ⊗H(B),
where we identify Be with B ⊕ I.
Next, we are going to show that Υ : Be → B ⊗H(B) is also a right H(B)-comodule map. That
is to say, the diagram
(6.8)
Be
Υ
−−−−→ B ⊗H(B)
λ
y ρ
y
Be ⊗H(B)
Υ⊗Id
−−−−→ B ⊗H(B)⊗H(B)
commutes, where λ and ρ are comodule structure maps.
Before we prove that Υ is an H(B)-comodule map, a technical lemma regarding the maps λ and
Υ is needed. First, we will set up some conventions. As before, we let θ = πh. Also recall that, for
any a, b ∈ B, ha · b is defined to be {a, b}.
For a set S, a partition P of S is a collection of subsets of S such that ∅ /∈ P ,
⋃
L∈P L = S and
L1
⋂
L2 = ∅ for any distinct L1, L2 ∈ P . For a finite set S ⊂ B of n elements, we choose a total
order on it, say a(n) > a(n−1) > ... > a(1). For a subset J = {a(ℓi)}si=1 of S, let
(6.9) hJ = hℓshℓs−1 · · ·hℓ1 ,
and
(6.10) TJ := hℓs · (hℓs−1 · · · (hℓ2 · a
(ℓ1)
1 ) · · · )
where ℓs > · · · > ℓ1 and hi := ha(i) . For a partition P = {J1, · · · , JN} of S with t(J1) > · · · > t(JN )
where t(Ji) is the smallest element in Ji, set
(6.11) TP = TJ1TJ2 · · ·TJN .
Also, let
(6.12) θP := θ(t(J1)2) · · · θ(t(JN )2).
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Remark 6.19. For the purpose of our calculation, we adopt the convention that P = {∅} is the
only partition of S = ∅. Also, we set h∅ = 1, TP = 1 and θP = 1, where P = {∅}.
For the symbols hJ , TP and θP , one should view them as elements in B
e, B and H(B), respec-
tively. Since B is commutative, the order that we arrange TJi in the definition of TP does not
matter. Also notice that if J = {a(i)}, then
TJ = a
(i)
1 .
Now we are ready for the lemmas.
Lemma 6.20. Retain the above notation. Then
(6.13) λ(hS) =
∑
J⊂S
∑
partitions P of S \ J
TPhJ ⊗ θP ,
where the first summation runs through all subsets J of S and the second summation runs through
all partitions of S \ J . Also,
(6.14) Υ(hS) =
∑
partitions P of S
TP ⊗ θP .
Proof. Suppose that S has n elements with the ordering a(n) > a(n−1) > ... > a(1). Also, as before,
use hi for ha(i) . We are going to prove (6.13) by induction on n. If n = 1, then
λ(hS) = a
(1)
1 ⊗ θ(a
(1)
2 ) + h1 ⊗ 1.
For the right-hand side of (6.13), J is either S or ∅. If J = S, then S \J is the empty set and by our
convention in Remark 6.19, TP = θP = 1. Hence TPhJ ⊗ θP gives h1⊗ 1. If J = ∅, then TPhJ ⊗ θP
becomes a
(1)
1 ⊗ θ(a
(1)
2 ). Consequently, the equation (6.13) holds when n = 1.
Now assume that n ≥ 2 and let S′ be the subset {a(n−1), · · · , a(1)}. By induction hypothesis,
λ(hS) = (a
(n)
1 ⊗ θ(a
(n)
2 ) + hn ⊗ 1)hS′
(6.15)
= (a
(n)
1 ⊗ θ(a
(n)
2 ) + hn ⊗ 1)(
∑
J′⊂S′
∑
partitions P′ of S′ \ J′
TP′hJ′ ⊗ θP′)
=
∑
J′⊂S′
∑
partitions P′ of S′ \ J′
(a
(n)
1 TP′hJ′ ⊗ θ(a
(n)
2 )θP′ + hnTP′hJ′ ⊗ θP′)
=
∑
J′⊂S′
∑
partitions P′ of S′ \ J′
(a
(n)
1 TP′hJ′ ⊗ θ(a
(n)
2 )θP′ + TP′hnhJ′ ⊗ θP′ + (hn · TP′)hJ′ ⊗ θP′)
For a partition P ′ of S′ \ J ′, since hn acts as a derivation on TP′ , we have
(6.16) hn · (TP′) =
∑
P
TP
where P runs through the partitions of S \ J ′ obtained by adding a(n) to a set in P ′. Notice that
{a(n)} /∈ P by construction. Conversely, let P be a partition of S \ J ′ and suppose that {a(n)} /∈ P .
Suppose P = {I1, I2, · · · , Is} and a
(n) ∈ Ii for some i. By assumption the set Ii \ {a
(n)} is not
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empty. Hence P ′ := {I1, · · · , Ii \ {a(n)}, · · · , Is} is a partition of S′ \ J ′ and TP would appear as a
summand of hn · (TP′). To sum up, we have
(6.17)
∑
J′⊂S′
∑
partitions P′ of S′ \ J′
(hn · TP′)hJ′ ⊗ θP′ =
∑
J⊂S
a(n) /∈J
∑
partitions P
ofS\J
{a(n)}/∈P
TPhJ ⊗ θP .
Combining this with (6.15), we get
λ(hS) =
∑
J⊂S
a(n) /∈J
∑
partitions P
ofS\J
{a(n)}∈P
TPhJ ⊗ θP
+
∑
J⊂S
a(n)∈J
∑
partitions P
ofS\J
TPhJ ⊗ θP +
∑
J⊂S
a(n) /∈J
∑
partitions P
ofS\J
{a(n)}/∈P
TPhJ ⊗ θP
=
∑
J⊂S
∑
partitions P of S \ J
TPhJ ⊗ θP .
Hence the equation (6.13) holds. The equation (6.14) can be proved similarly so we omit the details
here. 
Proposition 6.21. The map Υ : Be → B ⊗H(B) is a right H(B)-comodule map.
Proof. Since Be is the direct sum of B and I, where I is the left ideal of Be generated by hx where
x ∈ B, it suffices to show ρΥ = (Υ⊗ Id)λ on B and I. For any b ∈ B,
ρΥ(b) = (Υ⊗ Id)λ(b) = b⊗ 1⊗ 1.
Therefore, it remains to show that ρΥ and (Υ⊗ Id)λ agree on I.
First, we are going to show that (Υ ⊗ Id)λ is a Be-module map when restricted on I. Clearly,
(Υ⊗ Id)λ is a B-module map. Hence, by Remark 5.9, we only have to show that
(6.18) (Υ⊗ Id)λ(h(a(n+1)) · · ·h(a(1))) = han+1 · (Υ⊗ Id)λ(h(a
(n)) · · ·h(a1))
for n ≥ 1. Let S′ be the set {a(n+1), · · · , a(1)} with the ordering a(n+1) > · · · > a(1) and let S be
the subset {a(n), · · · , a(1)}. Hence with the notation we introduced before Lemma 6.20, we need to
show
(6.19) (Υ⊗ Id)λ(hS′ ) = hn+1 · (Υ⊗ Id)λ(hS).
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By Lemma 6.20, we have
hn+1 · (Υ ⊗ Id) ◦ λ(hS)
=hn+1 · (Υ ⊗ Id(
∑
J⊂S
∑
partitions P of S \ J
TPhJ ⊗ θP))
=hn+1 · (
∑
J⊂S
∑
partitions P of S \ J
∑
partitions A of J
TPTA ⊗ θA ⊗ θP)
=
∑
J⊂S
∑
partitions P of S \ J
∑
partitions A of J
(hn+1 · (TPTA)⊗ θA ⊗ θP
+a
(n+1)
1 TPTA ⊗ θ(a
(n+1)
2 )θA ⊗ θP + a
(n+1)
1 TPTA ⊗ θA ⊗ θ(a
(n+1)
2 )θP ).
Hence hn+1 · (Υ⊗ Id) ◦ λ(hS) can be broken up into the sum of the following expressions.
(6.20)
∑
J⊂S
∑
partitions P
ofS\J
∑
partitions A of J
hn+1 · (TP)TA ⊗ θA ⊗ θP ,
(6.21)
∑
J⊂S
∑
partitions P
ofS\J
∑
partitions A of J
TPhn+1 · (TA)⊗ θA ⊗ θP ,
(6.22)
∑
J⊂S
∑
partitions P
ofS\J
∑
partitions A of J
a
(n+1)
1 TPTA ⊗ θ(a
(n+1)
2 )θA ⊗ θP ,
(6.23)
∑
J⊂S
∑
partitions P
ofS\J
∑
partitions A of J
a
(n+1)
1 TPTA ⊗ θA ⊗ θ(a
(n+1)
2 )θP .
On the other hand,
(6.24) (Υ⊗ Id)λ(hS′) =
∑
J′⊂S′
∑
partitions P′
ofS′\J′
∑
partitions A′ of J′
TP′TA′ ⊗ θA′ ⊗ θP′ .
Now, the sum (6.24) can be rewritten into the sum of the following:
(6.25)
∑
J′⊂S′
a(n+1) /∈J′
∑
partitions P′
ofS′\J′
{a(n+1)}/∈P′
∑
partitions A′ of J′
TP′TA′ ⊗ θA′ ⊗ θP′ .
(6.26)
∑
J′⊂S′
a(n+1)∈J′
∑
partitions P′
ofS′\J′
∑
partitions A′ of J′
{a(n+1)}/∈A′
TP′TA′ ⊗ θA′ ⊗ θP′ ,
(6.27)
∑
J′⊂S′
a(n+1)∈J′
∑
partitions P′
ofS′\J′
∑
partitions A′ of J′
{a(n+1)}∈A′
TP′TA′ ⊗ θA′ ⊗ θP′ ,
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(6.28)
∑
J′⊂S′
a(n+1) /∈J′
∑
partitions P′
ofS′\J′
{a(n+1)}∈P′
∑
partitions A′ of J′
TP′TA′ ⊗ θA′ ⊗ θP′ ,
In (6.27), TA′ is of the form a
(n+1)
1 TA and θA′ is of the form θ(a
(n+1)
2 )θA, where A = A
′\{a(n+1)}
is a partition of S. Hence (6.27) is equal to (6.22). Similarly, one can show that (6.28) is equal to
(6.23).
For a partition A of a subset J of S, since hn+1 acts as a derivation on TA, we have
(6.29) hn+1 · (TA) =
∑
A′
TA′
where A′ runs through all partitions of J ′ = J ∪ {a(n+1)} ⊂ S′ obtained by adding a(n+1) to
a set in A. Notice that {a(n+1)} /∈ A′ by construction. Conversely, let A′ be a partition of J ′ =
J∪{a(n+1)} ⊂ S′ and suppose that {a(n+1)} /∈ A′. Suppose A′ = {I1, I2, · · · , Is} and a(n+1) ∈ Ii for
some i. By assumption the set Ii \{a(n+1)} is not empty. Hence A := {I1, · · · , Ii \{a(n+1)}, · · · , Is}
is a partition of S and TA′ would appear as a summand of hn+1 · (TA). Consequently, (6.21) is equal
to (6.26). Similarly, (6.20) is equal to (6.25). This completes the proof. 
Proposition 6.22. The map Υ : Be → B ⊗H(B) is injective.
Proof. If Υ is not injective, by Proposition 6.21, kerΥ is a non-zero subcomodule of Be. By [Mo,
5.1.1], kerΥ must contain a simple subcomodule, i.e. kerΥ ∩ s(Be) 6= {0}, where s(Be) is the
socle of the right H(B)-comodule Be. As stated in [AD, Section 2], s(Be) = λ−1(Be ⊗ H(B)0).
By Proposition 6.9, H(B)0, the coradical of H(B), is equal to k1. Hence, s(Be) = (Be)coH(B).
Now it follows from Proposition 6.7 that s(Be) = B. However, by construction, Υ is injective when
restricted on B, i.e. kerΥ∩B = {0}. This is a contradiction and therefore Υ is an injective map. 
Now it is very tempting to claim that Υ is a bijection. Unfortunately, we are only able to show
the surjectivity of Υ when the Poisson Hopf algebra B is pointed.
Theorem 6.23. Let B be a pointed Poisson Hopf algebra. Then the H(B)-extension B ⊂ Be has
the normal basis property. That is,
Be ∼= B ⊗H(B)
as left B-modules and right H(B)-modules. The isomorphism is given by the map Υ defined in
(6.14).
Proof. Thanks to Proposition 6.22, all we have to show is that Υ is surjective. As shown in the
proof of Proposition 6.9, H(B) is generated as an algebra by elements θ(a) where a ∈ B. Since Υ is
a B-module map, it suffices to show that for any positive integer ℓ and a1, · · · , aℓ ∈ B, the element
(6.30) 1⊗ θ(aℓ) · · · θ(a1)
is in the image of Υ. In fact, we will show the element (6.30) is in Υ(I), where I is the left ideal of
Be generated by elements hb where b ∈ B. We proceed by induction on ℓ.
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Suppose that ℓ = 1. Recall that {Bi}i≥0 is the coradical filtration of B. Then a1 ∈ Bn for some
n. If n = 0, without loss of generality, we may assume a1 = g where g is a group-like element.
Hence by the definition of Υ, one has 1 ⊗ θ(a1) = Υ(g−1ha1). Now assume that n ≥ 1. By [Mo,
Theorem 5.4.1], we may assume a1 is such that
∆(a1) = g ⊗ a1 + a1 ⊗ x+
∑
i
bi ⊗ ci,
where g, x are group-like elements and bi, ci ∈ Bn−1. By the induction on n, there exists z ∈ I such
that Υ(z) = a1 ⊗ θ(x) +
∑
i bi ⊗ θ(ci). Therefore a direct calculation shows that
1⊗ θ(a1) = Υ(g
−1ha1 − g
−1z).
Clearly, the element g−1ha1 − g
−1z ∈ I.
Now suppose that ℓ ≥ 2. By the induction hypothesis on ℓ, there exists y ∈ I such that
Υ(y) = 1 ⊗ θ(aℓ−1) · · · θ(a1). Again, aℓ ∈ Bn for some n. If n = 0, without loss of generality, we
may assume aℓ = g where g is a group-like element. By construction, Υ is a B
e-module map on I.
Hence
Υ(haℓy) = haℓ ·Υ(y) = g ⊗ θ(aℓ) · · · θ(a1).
Therefore,
1⊗ θ(aℓ) · · · θ(a1) = Υ(g
−1hgy).
Now assume that n ≥ 1. Without loss of generality, we may assume aℓ is such that
∆(aℓ) = g ⊗ aℓ + aℓ ⊗ x+
∑
i
bi ⊗ ci,
where g, x are group-like elements and bi, ci ∈ Bn−1. Now
Υ(haℓy) = haℓ ·Υ(y) = g⊗θ(aℓ) · · · θ(a1)+aℓ⊗θ(x)θ(aℓ−1) · · · θ(a1)+
∑
i
bi⊗θ(ci)θ(aℓ−1) · · · θ(a1).
By the induction on n, there exists w ∈ I such that Υ(w) = aℓ ⊗ θ(x)θ(aℓ−1) · · · θ(a1) +
∑
i bi ⊗
θ(ci)θ(aℓ−1) · · · θ(a1). Therefore,
1⊗ θ(aℓ) · · · θ(a1) = Υ(g
−1haℓy − g
−1w).
Obviously the element g−1haℓy − g
−1w ∈ I. This completes the proof. 
6.5. Galois extension. In the previous section, we have shown that for a pointed Poisson Hopf
algebra B, the H(B)-extension B ⊂ Be has the normal basis property. In fact, the extension enjoys
another nice property - it is a (right) H(B)-Galois extension. For the definition of a Hopf-Galois
extension, one can refer to [Mo, Definition 8.1.1]. It amounts to show, in our setting, that the map
β : Be ⊗B Be → Be ⊗H(B), given by x⊗ y 7→ (x ⊗ 1)λ(y), is bijective.
Proposition 6.24. Let B be a pointed Poisson Hopf algebra. Then the H(B)-extension B ⊂ Be is
Galois.
Proof. By Proposition 6.7, Be is an injective comodule over H(B). Hence, by [S, Corollary 2.4.9],
we only have to show the Galois map β is surjective. Clearly, β is a left Be-module map, where the
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Be-module structure on Be⊗B Be is given by z(x⊗ y) := zx⊗ y. Therefore, it suffices to show that
for any positive integer ℓ and a1, · · · , aℓ ∈ B, the element
1⊗ θ(a1) · · · θ(aℓ)
is in the image of β. The proof is very similar to that of Theorem 6.23. We proceed by induction
on ℓ.
Suppose that ℓ = 1. Recall that {Bi}i≥0 is the coradical filtration of B. Then a1 ∈ Bn for some
n. If n = 0, without loss of generality, we may assume a1 = g where g is a group-like element. A
direct calculation shows that
1⊗ θ(a1) = β(g
−1 ⊗ hg − g
−1hg ⊗ 1).
Now assume that n ≥ 1. By [Mo, Theorem 5.4.1], we may assume a1 is such that
∆(a1) = g ⊗ a1 + a1 ⊗ x+
∑
i
bi ⊗ ci,
where g, x are group-like elements and bi, ci ∈ Bn−1. So we have
λ(ha1) = g ⊗ θ(a1) + ǫ(a1)hg ⊗ 1 +
∑
i
(bi ⊗ θ(ci) + ǫ(ci)hbi ⊗ 1) := g ⊗ θ(a1) + w.
By the induction on n, there exists z ∈ Be ⊗B Be such that β(z) = w. Therefore,
1⊗ θ(a1) = β(g
−1h− g−1z).
Clearly, the element g−1ha1 − g
−1z ∈ I.
Now suppose that ℓ ≥ 2. By the induction hypothesis on ℓ, there exists y ∈ Be ⊗B Be such that
β(y) = 1 ⊗ θ(a1) · · · θ(aℓ−1). Again, aℓ ∈ Bn for some n. If n = 0, without loss of generality, we
may assume aℓ = g where g is a group-like element. Now
β(yhaℓ) = β(y)λ(haℓ) = g ⊗ θ(a1) · · · θ(aℓ) + haℓ ⊗ θ(a1) · · · θ(aℓ−1).
Therefore,
1⊗ θ(a1) · · · θ(aℓ) = β(g
−1yhg − g
−1hgy).
Now assume that n ≥ 1. Without loss of generality, we may assume that aℓ is such that
∆(aℓ) = g ⊗ aℓ + aℓ ⊗ x+
∑
i
bi ⊗ ci,
where g, x are group-like elements and bi, ci ∈ Bn−1. Now
β(yhaℓ) =β(y)λ(haℓ)
=g ⊗ θ(a1) · · · θ(aℓ) + ǫ(aℓ)hg ⊗ θ(a1) · · · θ(aℓ−1)
+
∑
i
(bi ⊗ θ(a1) · · · θ(aℓ−1)θ(ci) + ǫ(ci)hbi ⊗ θ(a1) · · · θ(aℓ−1))
:=g ⊗ θ(a1) · · · θ(aℓ) + w
′.
By the induction on n, there exists z′ ∈ Be ⊗B Be such that β(z′) = w′. Therefore,
1⊗ θ(aℓ) · · · θ(a1) = β(g
−1yhaℓ − g
−1z′).
This completes the proof. 
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By the previous results, the structure of Be, where B is a pointed Poisson Hopf algebra, is rather
clear. In fact, since the H(B)-extension B ⊂ Be is Galois and has the normal basis property, it
follows from [Mo, Theorem 8.2.4] that the extension is H(B)-cleft in the sense of [Mo, Definition
7.2.1(2)]. Now, by [Mo, Theorem 7.2.2], the algebra Be can be recovered as the crossed product of
B with H(B).
Proposition 6.25. Let B be a pointed Poisson Hopf algebra. Then
Be ∼= B#σH(B).
7. The structure of (grB)e
In the previous section, we showed that for a pointed Poisson Hopf algebra B, Be is isomorphic
to B#σH(B). However, the existence of the cocycle σ still makes the structure of B#σH(B) very
complicated.
In this section, we focus on a particular type of pointed Poisson Hopf algebras B such that
{g, t} = 0 for any g, t ∈ G(B). We will show that C = grB carries an induced Poisson structure
and Ce has a nice decomposition (Proposition 7.10).
Lemma 7.1. Let B be a Pointed Poisson Hopf algebra and denote its coradical filtration by
{Bn}n≥0. If {g, t} = 0 for any g, t ∈ G(B), then
{Bi, Bj} ⊂ Bi+j ,
for any i, j ≥ 0.
Proof. Easy by induction. 
In the previous lemma, the assumption that {g, t} = 0 for any g, t ∈ G(B) is essential. As shown
in Example (3.6), it might be the case that {g, t} 6= 0 for some g, t ∈ G(B).
Proposition 7.2. Let B be a Pointed Poisson Hopf algebra such that {g, t} = 0 for any g, t ∈ G(B).
Then C = grB inherits a Poisson Hopf algebra structure from B with C(n) = Bn/Bn−1. Moreover,
C is a graded Poisson Hopf algebra in the sense that it is a graded Hopf algebra and
{C(i), C(j)} ⊂ C(i + j).
Proof. It is well known that C is a graded Hopf algebra. For any x ∈ Bi and y ∈ Bj , let x and
y be the corresponding elements in C(i) and C(j), respectively. Then the Poisson bracket on C is
defined by
{x, y} = {x, y},
where {x, y} is the element in C(i+ j) represented by {x, y} ∈ Bi+j . It is clear that {C(i), C(j)} ⊂
C(i + j). It is routine to check that C is a Poisson Hopf algebra with the Poisson bracket defined
above. 
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7.1. The structure of Ce. Throughout this subsection, let B be a Pointed Poisson Hopf algebra
such that {g, t} = 0 for any g, t ∈ G(B). We simply denote G(B) by G and let C = grB. There
is a canonical projection π : C → kG such that πι = id where ι is the inclusion kG → C. So by a
well-know result of Radford [Ra2],
(7.1) C ∼= R#kG
as Hopf algebras, where R = Ccoπ = {x ∈ C : (id⊗ π)∆(x) = x⊗ 1}.
The algebra R#kG is called the biproduct of R and kG. In fact, every element in C can be written
as a linear combination of elements of the form xg where x ∈ R and g ∈ G and the isomorphism
sends xg to x#g. Moreover, R is a braided graded Hopf algebra in GGM, the Yetter-Drinfeld category
over G. The left G-action on R is given by the conjugation (which is trivial in this case since C is
commutative) and the left G-coaction is given by (π ⊗ id)∆.
Lemma 7.3. Retain the above notation. Then the map ι and π are Poisson maps.
Proof. The map ι is clearly a Poisson map. Notice that by definition, kerπ =
⊕∞
i=1 C(i). Now it
follows from Proposition 7.2 that kerπ is a Poisson ideal. Hence π is also a Poisson map. 
Now we make an easy observation before moving on to the next lemma. Since kerπ is a Poisson
ideal of C, for any u ∈ kerπ ⊗ kerπ and w ∈ C ⊗ C, by the definition of the Poisson bracket on
C ⊗ C, we have
(7.2) {u,w} ∈ kerπ ⊗ kerπ.
Lemma 7.4. Retain the above notation. Then the following are true.
(1) The algebra R is a Poisson subalgebra of C,
(2) {g, {y, g−1}} ∈ R and g−1{g, y} ∈ R for any y ∈ R and g ∈ G.
Proof. For any a, b ∈ R, we have to show that (id ⊗ π)∆({a, b}) = {a, b} ⊗ 1. Without loss of
generality, we may assume that a, b are homogeneous of degree ≥ 1 and therefore a, b ∈ kerπ. Since
C is a pointed and graded coalgebra, we may further assume that ∆(a) and ∆(b) are of the forms
∆(a) = a ⊗ 1 + g ⊗ a + u, and ∆(b) = b ⊗ 1 + t ⊗ b + v, where g, t are group-like elements and
u, v ∈ kerπ ⊗ kerπ. Then a direct calculation shows that
∆({a, b}) = {∆(a),∆(b)}
= {a, b} ⊗ 1 + {a, h} ⊗ b+ {g, b} ⊗ a+ gh⊗ {a, b}+ {u,∆(a)}+ {a⊗ 1 + g ⊗ a, v}.
By using (7.2) and the fact that a, b are in the Poisson ideal kerπ, one sees that
(id⊗ π)∆({a, b}) = {a, b} ⊗ 1.
Part (2) can be proved similarly. 
For any g ∈ G and y ∈ R, we let g ∗ y = g−1{g, y}. Then the following lemma is clear. Recall
that {g, t} = 0 for any g, t ∈ G.
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Lemma 7.5. Retain the above notation. For any g, t ∈ G and y ∈ R, the following statements are
true.
(1) (gt) ∗ y = g ∗ y + t ∗ y,
(2) g ∗ (t ∗ y) = g−1t−1{g, {t, y}},
(3) g ∗ (g ∗ y) = {g, {y, g−1}}.
Proof. Part (1) and (2) can be easily verified by calculation. Notice that (1) indicates that g−1 ∗y =
−g ∗ y. Hence
g ∗ (g ∗ y) = −g ∗ (g−1 ∗ y) = −{g, {g−1, y}} = {g, {y, g−1}}.
This completes the proof. 
By the functoriality of taking the enveloping algebra, the maps ι and π induce maps ιe : (kG)e →
Ce and πe : Ce → (kG)e such that πeιe = id (which implies that ιe is injective). Consequently,
(7.3) Ce ∼= T#(kG)e,
where T is the right coinvariants of the map πe. The inclusion R → C induces an algebra map
Ψ : Re → Ce, which satisfies the following commutative diagram
R
α
−−−−→ Re
β
←−−−− R
y Ψ
y
y
C
m
−−−−→ Ce
h
←−−−− C ,
where α and β are structure maps of Re.
Proposition 7.6. Retain the above notation. Then Ψ(Re) ⊂ T . Consequently, we can view Ψ as a
map from Re to T .
Proof. Clearly, as an algebra, Ψ(Re) is generated by Ψ(αx) = mx and Ψ(βx) = hx where x ∈ R.
Without loss of generality, we may assume that x is homogeneous of degree ≥ 1 and thus x ∈ kerπ.
Following our convention, we simply use x for mx. By definition,
T = {y ∈ Ce : (id⊗ πe)∆(y) = y ⊗ 1}.
By the definition of πe, we have the following commutative diagram
(7.4)
C
m
−−−−→ Ce
h
←−−−− C
π
y πe
y π
y
kG
m
−−−−→ (kG)e
h
←−−−− kG ,
where by a little abuse of notation, we still use m,h for the structure maps of (kG)e. The left
square of (7.4) says that πe, when restricted to C, is equal to π. Also, we have seen that C is a
Hopf subalgebra of Ce. Hence
(id⊗ πe)∆(x) = (id⊗ π)∆(x) = x⊗ 1.
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On the other hand, the right square of (7.4) indicates that πe(ha) = hπ(a) = 0 for any a ∈ kerπ.
As in the proof of Lemma 7.4, we may assume that ∆(x) = x ⊗ 1 + g ⊗ x +
∑
i si ⊗ ti, where g is
group-like and si, ti ∈ kerπ ⊗ kerπ. Therefore,
(id⊗ πe)∆(hx) = (id⊗ π
e)(hx ⊗ 1 + g ⊗ hx + hg ⊗ x+
∑
i
(si ⊗ hti + hsi ⊗ ti)) = hx ⊗ 1.
This completes the proof. 
Proposition 7.7. The algebra Re becomes a (kG)e-module algebra via
g · y = y,
g · βy = βy + g
−1{g, y},
hg · y = g
−1{g, y},
hg · βy = βg−1{g,y} + {g, {y, g
−1}},
for any g ∈ G and y ∈ R. Moreover, the map Ψ : Re → T is a (kG)e-module map.
Proof. By Lemma 7.4, those defining equations make sense. To prove that Re is a (kG)e-module
algebra, it suffices to check that the relations (5.1) - (5.5) of (kG)e are preserved by the generators
of Re, and that the relations (5.1) - (5.5) of Re are preserved by the generators of (kG)e as well.
For the sake of brevity, we omit the details.
To show that Ψ : Re → T is a (kG)e-module map, we have to explicitly find out the (kG)e-action
on Ψ(Re). As an algebra, Ψ(Re) is generated by Ψ(αy) = my = y and Ψ(βy) = hy where y ∈ R.
Hence we only have to specify the (kG)e-action on y and hy. Recall that the (kG)
e action on T is
given by
a · z = a1zS(a2),
for any a ∈ (kG)e and z ∈ T . A direct calculation shows that
g · y = y,
g · hy = hy + g{y, g
−1},
hg · y = g
−1{g, y},
hg · hy = hg−1{g,y} + {g, {y, g
−1}},
for any g ∈ G and y ∈ R. By comparing these with the (kG)e-action on Re and noticing the fact
that both Re and T are (kG)e-module algebras, we see that Ψ is a kG-module map. 
By the previous proposition, Re is a (kG)e-Hopf module algebra and thus one can form the algebra
Re#(kG)e. Also, the map Ψ induces an algebra map Φ = Ψ⊗ Id : Re#(kG)e → T#(kG)e ∼= Ce.
There is a canonical algebra map γ : R#kG→ Re#(kG)e induced by the inclusions R→ Re and
kG→ (kG)e. Now we define a linear map λ : C = R#kG→ Re#(kG)e which sends x#g = xg to
x#hg + βx#g + g{x, g
−1}#g = (x#1)(1#hg) + (1#g)(βx#1) = xhg + gβx.
Note that the element a ∈ Re (resp. b ∈ (kG)e) is identified with a#1 ∈ Re#(kG)e (resp. 1#b ∈
Re#(kG)e).
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Proposition 7.8. Retain the above notation. Then the following are true.
(1) The map λ is a Lie map;
(2) γ({a, b}) = [λ(a), γ(b)] and λ(ab) = γ(a)λ(b) + γ(b)λ(a), for any a, b ∈ R#kG;
(3) The algebra Re#(kG)e is generated by the image of γ and λ.
Proof. In the following calculation, we denote g−1{g, x} = −g{g−1, x} by g ∗ x for any x ∈ R and
g ∈ G. To show that λ is a Lie map, it suffices to show that
λ({xg, yt}) = [λ(xg), λ(yt)],
for any x, y ∈ R and g, t ∈ G.
Notice that we have the following formulae,
gβx = βxg + (g ∗ x)g
[hg, βy] = (g ∗ y)hg + βg∗yg + {g, {y, g
−1}}g.
Now,
λ({xg, yt}) = λ({x, y}gt− (t ∗ x)ygt+ x(g ∗ y)gt)
= {x, y}hgt + gtβ{x,y} − (t ∗ x)yhgt − gtβ(t∗x)y
+ x(g ∗ y)hgt + gtβx(g∗y).
On the other hand,
[λ(xg), λ(yt)] = [xhg + gβx, yht + tβy]
= x[hg, y]ht + y[x, ht]hg + t[x, βy]hg + tx[hg, βy] + x[hg, t]βy
+ g[βx, y]ht + yg[βx, ht] + y[g, ht]βx + t[g, βy]βx + tg[βx, βy] + g[βx, t]βy.
By comparing the two equations, it amounts to show the following equality.
− (t ∗ x)yhgt − gtβ(t∗x)y + x(g ∗ y)hgt + gtβx(g∗y)(7.5)
=x[hg, y]ht + y[x, ht]hg + tx[hg, βy] + yg[βx, ht] + t[g, βy]βx + g[βx, t]βy.
The left-hand side of (7.5) becomes
− (t ∗ x)yght − (t ∗ x)ythg − gtyβt∗x − gt(t ∗ x)βy
+ x(g ∗ y)ght + x(g ∗ y)thg + gtxβg∗y + gt(g ∗ y)βx
=− (t ∗ x)yght − (t ∗ x)ythg + x(g ∗ y)ght + x(g ∗ y)thg
− yβt∗xgt− y((gt) ∗ (t ∗ x))gt− (t ∗ x)βygt− (t ∗ x)((gt) ∗ y)gt
+ xβg∗ygt+ x((gt) ∗ (g ∗ y))gt+ (g ∗ y)βxgt+ (g ∗ y)((gt) ∗ x)gt.
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Notice that [hg, y] = {g, y} = (g ∗ y)g. Hence the right-hand side of (7.5) becomes
x(g ∗ y)ght − y(t ∗ x)thg
+ tx(g ∗ y)hg + xβg∗ytg + x(t ∗ (g ∗ y))tg + tx{g, {y, g
−1}}g
− gy(t ∗ x)ht − yβt∗xtg − y(g ∗ (t ∗ x))tg − gy{t, {x, t
−1}}t
+ (g ∗ y)βxgt+ (g ∗ y)(t ∗ x)gt+ (g ∗ y)(g ∗ x)gt
− (t ∗ x)βygt− (t ∗ x)(g ∗ y)gt− (t ∗ x)(t ∗ y)gt.
Consequently, it amounts to show that
− y((gt) ∗ (t ∗ x)) + x((gt) ∗ (g ∗ y))
= x(t ∗ (g ∗ y))tg − y(g ∗ (t ∗ x))tg + x{g, {y, g−1}} − y{t, {x, t−1}}
which is true by Lemma 7.5. Therefore λ is a Lie map. Part (2) can be proved similarly and we
leave it to the reader.
As an algebra, Re#(kG)e is generated by elements of the forms
x#1, βy#1, 1#g, 1#ht,
where x, y ∈ R and g, t ∈ G. Obviously, x#1 and 1#g are in the image of γ. Also, βy#1 = λ(y#1)
and 1#ht = λ(1#t). This completes the proof. 
Proposition 7.9. Retain the above notation. Then the diagram
R#kG
γ
−−−−→ Re#(kG)e
λ
←−−−− R#kG
=
y Φ
y
y=
R#kG
m
−−−−→ T#(kG)e
h
←−−−− R#kG
commutes. Moreover, the map Φ is the unique map that makes this diagram commutes.
Proof. The commutativity of the diagram is easy to check by the definitions of γ and λ. The
uniqueness of the map follows from Proposition 7.8 (3). 
Putting things together, we have the following theorem.
Theorem 7.10. Let B be a pointed Poisson Hopf algebra with group-like elements G such that
{g, t} = 0 for any g, t ∈ G. Then the following statements are true.
(1) C = grB is a graded Poisson Hopf algebra.
(2) Re#(kG)e ∼= Ce, where C ∼= R#kG is the biproduct decomposition of C. The isomorphism
is given by the map Φ as in Proposition 7.9.
Proof. Part (1) is just Proposition 7.2. Part (2) follows from Proposition 7.9 and the universal
property of Ce ∼= T#(kG)e. 
For the completion of our discussion, we study the structures of (kG)e and Re for the rest of the
section.
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7.2. The structure of (kG)e. Let G be a free abelian group of rank ℓ with generators g1, ...., gℓ.
Then kG becomes a Poisson Hopf algebra with {a, b} = 0 for any a, b ∈ G. By definition, (kG)e is
generated by g1, ...., gℓ and hg1 , ..., hgℓ .
Let g be the abelian Lie algebra of dimension ℓ and let G acts trivially on g. Then we can form
the Hopf algebra S(g)⊗ kG.
Proposition 7.11. Let G be a free abelian group of rank ℓ and equip kG with the trivial Poisson
bracket. Then
(kG)e ∼= S(g)⊗ kG
as Hopf algebras, where g is the abelian Lie algebra of dimension ℓ with trivial G-action.
Proof. Let α be the algebra map kG → S(g) ⊗ kG sending g to 1 ⊗ g. Let {g1, ...., gℓ} be a set of
free generators of G and {y1, ...., yℓ} be a basis of g. By the defining relations of (kG)e, there is a
unique algebra map Ξ : S(g) ⊗ kG to (kG)e sending 1 ⊗ g to g and yi ⊗ 1 to hgi . The map Ξ is
actually a Hopf algebra map.
Define a linear map β : kG→ S(g)⊗ kG sending gi11 g
i2
2 · · · g
iℓ
ℓ to
(7.6)
ℓ∑
j=1
ijyj ⊗ g
i1
1 · · · g
ij−1
j · · ·
Clearly, β is a Lie algebra map. Moreover, we have α({a, b}) = [β(a), α(b)] and β(ab) = α(a)β(b)+
α(b)β(a) for any a, b ∈ kG. Now Ξ is the unique map that makes the following diagram commute
kG
α
−−−−→ S(g)⊗ kG
β
←−−−− kG
=
y Ξ
y
y=
kG
m
−−−−→ (kG)e
h
←−−−− kG .
Therefore, by the universal property of (kG)e, the map Ξ is an isomorphism. 
7.3. The structure of Re. The algebra R is a braided graded Hopf algebra in the Yetter-Drinfeld
category MGG. Since the Hopf algebra C = grB is commutative, the braiding on R ⊗ R is trivial,
i.e. the braiding sends x ⊗ y to y ⊗ x. Therefore R is actually a Hopf algebra in the usual sense.
Also, as a coalgebra, R is connected and coradically graded. Putting all these together, we have
Proposition 7.12. Retain the above notation and assume that the base field k has characteristic 0.
If R is finitely generated, then R is isomorphic to a polynomial algebra of finitely many variables.
Consequently, Re has a basis of the form
xj11 · · ·x
jm
m β
t1
x1 · · ·β
tm
xm ,
where {x1, · · · , xm} ⊂ R
+ is a minimal generating set of R.
Proof. As just discussed, R is a connected Hopf algebra and is coradically graded. Hence R is a
polynomial algebra by [I, Theorem 1.13]. The second part follows from Proposition 5.8 or [OPS,
Theorem 3.7]. 
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