Motivated by evidence of local electron-electron attraction in experiments on disordered insulating films, we propose a two-component Coulomb glass model that combines strong disorder and long-range Coulomb repulsion with the additional possibility of local pockets of a short-range interelectron attraction. This model hosts a variety of interesting phenomena, in particular a crucial modification of the Coulomb gap previously believed to be universal. Tuning the short-range interaction to be repulsive, we find nonmonotonic humps in the density of states within the Coulomb gap. We further study variable-range hopping transport in such systems by extending the standard resistor network approach to include the motion of both single electrons and local pairs. In certain parameter regimes the competition between these two types of carriers results in a distinct peak in resistance as a function of the local attraction strength, which can be tuned by a magnetic field.
I. INTRODUCTION
Disordered films with superconducting correlations host an amazing variety of interesting phenomena such as superconductor-insulator transitions tuned by disorder or an external magnetic field, with rather unusual transport properties. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] These phenomena led to a lot of interesting theoretical work, [11] [12] [13] [14] [15] [16] [17] [18] which were to a great extent spurred by an experimental feature of many strongly disordered films with superconducting correlations-a giant magnetoresistance peak-for which a full theoretical understanding is still lacking. Nevertheless, it was already understood in Ref. 2 that the presence of this peak, accompanied by Hall measurements, suggested the survival of some local pairing deep in the insulator, which is only gradually destroyed by an increasing magnetic field. Very recently, the presence of localized pairs has been verified by more direct STM spectroscopy 9 showing the absence of coherence peaks in the tunneling density of states despite the presence of a superconducting gap-a fact predicted theoretically earlier. 14 The experimental evidence at hand supports a distinct transition from a Bose insulating phase to a Fermi insulator and clearly requires a detailed study of the strongly insulating regime which incorporates survival of the localized pairs.
A prominent material exhibiting the above phenomenology is InO x , a commercially important and extensively studied semiconductor. Despite the uncertainties about its complex band structure, it is widely believed that the carriers in InO x originate from oxygen vacancies, likely partially compensated by the triply negatively charged indium vacancies. The recent ab initio study of Ref. 19 calculated the formation energy of oxygen vacancies with different charge and found that a doubly charged vacancy has the lowest formation energy in a crystalline environment (in zero field). The energetically next best state is an empty site, while a single occupied site corresponds to a highly excited state. It is quite plausible that this tendency for local "pair" formation underlies the superconductivity in this system, similarly to compounds like PbTe, 20 where local negative U interactions have been proposed to lead to a nonstandard type of superconductivity of preformed hard-core bosons. 21 A serious difficulty for the theory of such insulators stems from the need to treat strong disorder and electron pairing effects on equal footing. In addition, recent experiments indicate that long-range unscreened Coulomb interactions, often neglected in theoretical approaches, do in fact play an important role in several materials. In particular, the temperature dependence of the resistance in strong disorder, 3 or on the high-field side of the mangetoresistance peak in TiN (Ref. 8) and InO x , 22 is often well described by the Efros-Shklovskii law suggesting variable-range hopping (VRH) in the presence of a Coulomb gap. 23 Although local pairing attractions, often captured through a negative-U Hubbard model, have been studied quite extensively in previous research focusing on the superconductor-insulator transition, 14, 24, 25 such studies have predominantly neglected long-range Coulomb interactions. In contrast, we do include the latter and focus on more insulating regimes where Coulomb interactions play a crucial role and compete in a nontrivial way with the local negative U attraction. Our study also has implications on Coulomb glasses in granular materials, where multiple occupation of sites is allowed. These aspects have recently been analyzed in closely related works. 26, 27 The above experimental motivations lead us to introduce a lattice model that captures the various possible ingredients present in the actual materials: strong disorder, local attraction of electrons (favored double occupancy of sites), and long-range Coulomb interactions, together with quantum transport captured by intersite nearest-neighbor hopping. The full Hamiltonian for such a system can be written in a general form, with the experimental tuning parameters (disorder strength W and magnetic field B) explicitly written, as follows: 
In the above, φ i = O(W ) represents the random on-site potential due to the disorder, e.g., in the form of randomly positioned dopants.
is the unscreened Coulomb repulsion between the localized carriers and U i (B) is the local pairing interaction renormalized by the Coulomb repulsion between charges localized on the same site (within one lattice spacing). We assume that it is tunable, e.g., by the magnetic field. The last two terms represent quantum hopping of the single electrons as well as of pairs of electrons. While a pairhopping term is obviously generated as a second-order process in single-electron hopping, the relation between the single electron's tunneling amplitude t (1) ij and that of the transfer of a pair may not be simple in the real materials, since it may involve details of the local electronic structure, which is responsible for the negative U interaction. We therefore allow for an independent pair-hopping amplitude t (2) ij . When we discuss transport, we will take the two hopping amplitudes as independent phenomenological parameters, which translate into two independent localization lengths for localized singleelectron and pair excitations. The magnetic field enters the hopping terms via the phase factors θ ij (B).
To solve this full quantum Hamiltonian would be an extremely ambitious goal. We will instead isolate individual aspects of this complex problem. In this work, we make two simplifying assumptions-first, we focus on the regime in the phase diagram of these films where the electron pairs are indeed formed locally, but are far from condensation. In technical terms, we treat the hopping terms in the Hamiltonian under the approximation t ) (a being the lattice constant) and thus restrict ourselves to a classical model where transport is primarily through thermally induced variable-range hopping, among exponentially localized states. This is closely analogous to the standard analysis of doped semiconductors. 28 When discussing variable-range hopping transport the hopping terms are taken into account via the (average) localization lengths, ξ 1 and ξ 2 , of the single electrons and pairs, respectively, which are a result of the B-dependent hoppings t (1, 2) . Obviously, this approach prevents us from capturing superconductivity within the model. Nevertheless, many interesting physical phenomena observed in experiments, such as the giant magnetoresistance peak, often occur rather deep in the insulating phase, 10 where such a strongly localized approach is meaningful.
Second, we assume that the entire effect of the magnetic field is to tune the local pairing interaction. It is reasonable to assume a monotonic decrease of the pairing strength U with increasing magnetic field. However, in the present work we do not include the effects of the B dependence in the hopping (orbital effects), but we focus entirely on the effect of changing the pairing interaction on various physical observables, such as the density of states and longitudinal resistance. In an accompanying work, 29 we study instead the magnetic-field dependence introduced by the phases in the hopping terms in Eq. (1) through explicit evaluation of the B dependence of the localization lengths ξ 1,2 . In reality both effects are present simultaneously. We find that they both contribute to a nonmonotonic magnetoresistance.
II. MODEL
We now focus entirely on this two-component Coulomb glass model, which will be shown to feature a significantly richer variety of phenomena than the canonical EfrosShklovskii model. The latter considers a lattice of sites i with random on-site energies for electrons φ i populated with a filling factor ν. Each site i can host only n i ∈ {0,1} electrons. The (classical) electrons repel each other with unscreened Coulomb interaction e 2 /r, and the disorder is assumed to be distributed over a typical range W , e.g., uniformly in φ i ∈ [−W, W ]. An important hallmark of such systems is the soft Coulomb gap in the single-particle density of states (DOS), ρ(E), close to the Fermi level. For many materials with compensated doping, including InO x , the disorder is strong, i.e., W e 2 /a, where a is the typical distance between neighboring electrons. In that case, the Coulomb gap is theoretically predicted 30, 31 and empirically found 32 to be essentially universal at low energies: ρ(E) exhibits linear variation, ρ(E) = α e 4 |E|. The coefficient α is basically independent of the type of lattice, the filling fraction, and the details of the disorder. 33, 34 We find a value α ≈ 0.35 ± 0.01 consistent with previous numerical studies, 32, 35 but substantially smaller than Efros' analytical estimate 2/π . 28 The standard Coulomb gap shows up in transport as a stretched exponential resistance of the form
The coefficient in the exponent,
involves just one additional parameter: the average localization length ξ 1 of single-particle wave functions, apart from a numerical constant, whose value 4 C 5 can be extracted from a percolation analysis of random resistor networks, 28 as well as from Monte Carlo simulations. 36 Now we extend the Efros-Shklovskii model by allowing double occupancy and electron pairing (cf. Fig. 1 for an illustration) with the classical Hamiltonian
where n i ∈ {0,1,2}. As mentioned above, the hopping will be reintroduced as a small perturbation to describe transport later. The local attraction energies U i for doubly occupied sites will be our control parameters driving the crossover from the electron-dominated regime (U large and repulsive) to the pair-dominated regime (U large and attractive). In between, we find a mixture of gapless single-electron and pair states, which exhibits distinctly unique features that can be captured in experiments. Note that the model (4) is also of interest for semiconductors in which doubly occupied sites (the upper Hubbard band) play a significant role. 37, 38 Many of the effects found here generalize in modified form to granular systems as well.
III. SINGLE-SITE DENSITY OF STATES

A. Definitions
We start by analyzing the static properties of the twocomponent electron glass. We consider the single-site density of states (DOS) within typical metastable states. The latter are defined as classical occupancy configurations which are energetically stable with respect to moves of single electrons, pairs of electrons, as well as with respect to the formation of local pairs by combining two single electrons, or the reverse disintegration process. Let S n be the set of sites with occupancy n ∈ {0,1,2} in such a local minimum configuration. We refer to the total energy to add (remove) a single electron on site i as E i ) for pair excitations. We define the DOS for electron (pair) excitations, ρ m=1 (2) , as
where N is the number of lattice sites,
In the model without double occupancy (U → ∞), imposing stability with respect to all possible single-electron moves,
is sufficient to induce the Coulomb gap in the DOS. Additional multiparticle constraints impose weaker conditions and have been shown to not significantly affect the low-energy profile of the DOS. In contrast, we show below that the presence of double occupancies results in additional constraints, which affect the Coulomb gap very significantly. In the following, we describe the evolution of the DOS as the attraction strength is tuned. Clearly, for strongly repulsive U , when all double occupancies are forbidden, the system reduces to the standard Efros-Shklovskii model where the canonical Coulomb gap with slope α ≈ 0.35 is found in the single-particle density of states ρ 1 .
B. Spatially uniform interaction: Anomalous Coulomb gap
The case of a uniform pair interaction, U i = U ∀i, can be understood essentially analytically. Figure 2 illustrates the corresponding evolution of the DOS's with local interaction strength U , which were obtained from numerical simulations which we will describe below. In the attractive case, U < 0, all electrons remain paired in local minima, i.e., sites are either empty or doubly occupied. This is so because any singly occupied site would lower the energy by admitting a further electron brought in from far away. The pair DOS, ρ 2 (E), is linear at low E, with the canonical slope α (2e) 4 corresponding to charges 2e. This results from the pair stability constraint analogous to Eq. (6),
This condition automatically ensures stability with respect to single-electron moves and pair formation/disintegration and thus constitutes the dominant condition determining the lowenergy pair DOS. These assertions are easy to check case by The slope of the single-particle DOS ρ 1 is suppressed to α/4e 4 . For net repulsion, U > 0, ρ 1 has the canonical slope α/e 4 at lowest energy, followed by a hump at the scale U/2, crossing over to the critical slope, while pairs are gapped up to E = U . For U < 0, single electrons have a hard gap |U |/2, while pairs are pseudogapped with slope α/16e 4 . Note: For these plots, the chemical potential was explicitly zeroed when averaging the DOS over the various initial occupancy distributions.
case, using that for U < 0 single-particle excitations are given by
on empty and occupied sites, respectively, being gapped up to energies E g = |U | 2
. As compared to a pair move, a single-particle move does not only cost more in terms of on-site energy per particle, but also gives back less in terms of the polaronic interaction term e ij . Likewise, one checks that if (7) is satisfied, it is always unfavorable to let a pair disintegrate into two single electrons, partly because one loses the attraction energy U , and partly because one does not gain as much polaronic energy back. The relation (8) implies that the single-particle DOS is given by
From this it follows that the single DOS at energies beyond the gap and close to it goes as
). The point of no net interaction, U = 0, constitutes a critical point, where both ρ 1 (E) and ρ 2 (E) have soft excitations near E = 0. However, most remarkably, the slope of ρ 1 is reduced by a factor of 4 from its universal value α/e 4 in the canonical model, as if it were the Coulomb gap of a system with effective charge e * = √ 2e. This geometric mean of 2e and 1e arises because the gap imposed by the pair constraints (7) is probed by 1e excitations. Indeed, for each pair of sites admitting a pair move, the constraint
must hold, as one obtains by inserting (8) for U = 0 into (7). This is indeed a more stringent constraint than Eq. (6). On the repulsive side, U > 0, pairs are gapped up to energy E g = U . Mathematically, this follows simply from the fact that on empty sites, one has
with E 1+ > 0, and an analogous relation for doubly occupied sites. Indeed, to accommodate a pair in a potential well, the well must be at least as deep as −U , which ensures that the second electron is just loosely bound. The minimum energy required to remove the pair from such a well is U . Similarly, injecting a pair into an empty site costs at least the repulsion U of the second electron.
On the other hand, for repulsive U , ρ 1 (E) remains ungapped. At low energies (|E| U 2 ), the universal singleelectron Coulomb gap with slope α e 4 emerges: indeed, the vast majority of stability constraints involving sites at these energies are single-electron constraints. At larger energies, |E| U , one can ignore U in the stability constraints, which then reduce again to Eqs. (7) and (10) and thus lead to a slope of α 4e 4 (for E below the Coulomb gap,
). This immediately leads to an interesting prediction: in the repulsive case, at intermediate energies, U/2 |E| U , ρ 1 (E) is nonmonotonic, as is indeed confirmed by the numerical data in Fig. 2 .
Let us now characterize the single-DOS in this regime in more detail. At small positive E U , ρ 1 (E) receives essentially equal contributions from empty and singly occupied sites. Likewise, for negative energies, it receives equal Energy (ε)
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Breakup of the single-particle DOS
1 ( ) for repulsive U = 0.7, split according to the site occupancies, as described by Eqs. (12)- (14) . Note that the contribution to ρ 1 ( ) from singly occupied sites ends at = ±U , exactly where the pair DOS ρ 2 ( ) begins. Inset: The dip in ρ 1 ( ) corresponds to ρ contribution from doubly and singly occupied sites. If we denote the respective contributions as ρ
1 (E), and ρ (2) 1 (E) (with superscripts denoting occupancies), we find empirically that
i.e., the ground-state occupation is practically uncorrelated with the excitation energy. From Eq. (11) it follows that the pair DOS ρ 2 (E) satisfies
Thus, from (12) , beyond the pair gap it starts off as
as can be seen in Fig. 3 . Note that the contribution to ρ 1 (E) from singly occupied sites is restricted to the energy range |E| U , since otherwise spontaneous particle rearrangements would occur. Further, ρ (1) 1 (E) satisfies the simple relation ρ
which expresses the relationship E 1+ = E 1− + U > 0 between particle addition and removal for singly occupied sites. Note that this implies in particular that
2e 4 (16) tends to zero at E = ±U , and has a maximum around E = ±U/2. 4 for |E| > U. As a result, the full single-particle DOS, which is the sum of these two contributions, exhibits a local maximum around E = ±U/2 and a local minimum around E = ±U , essentially reflecting the properties of ρ (1) 1 (E) imposed by the extra constraint (15) . Very similar physics was found recently in granular systems 26 where the occupancy of sites is nearly unlimited, in which case Eq. (15) applies essentially to the whole one-particle DOS, and imposes mirrored Coulomb gaps.
Despite the absence of quantum fluctuations, the described evolution of the DOS has a lot in common with quantum critical phenomena, 39 where U plays the role of the detuning parameter from criticality. The critical behavior is restored at energies |E| |U |, with linear DOS's and anomalous slope of ρ 1 (E). At low energies, the noncritical phase appears, where one type of carrier is gapped out, while the other type exhibits a universal Coulomb gap. We also note that the features of the DOS and the underlying mechanisms found here have similarities with those in a recently proposed model of strongly and weakly interacting two-level systems.
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C. Numerical simulations
In order to analyze further details of the DOS, as well as the case of random local interaction U i , we performed numerical studies. To study metastable states, we start from a random configuration of occupancies, n i (∈ {0,1,2}), on a half filled triangular lattice of size 200 × 200. We choose a triangular lattice with commensurate filling so as not to introduce extra strain in the system in the limit of weak disorder (note that if the filling is not commensurate there is still some strain from the lattice). However, we focus on strong disorder where the effect of the lattice type is expected to be small.
Following a similar protocol as described in Ref. 34 , we allow redistribution of occupancies through single-particle moves, pair moves, and pair dissociation/formation-the last one within a restricted spatial range-that lower the total energy of the system until the system stabilizes in a local minimum of the energy. In this context, it is important to recall that the appearance of the Coulomb gap in the single-particle DOS does not require stability with respect to multiparticle moves, and is not very sensitive to the latter. This is because the single-particle moves impose the strongest stability constraints. 34 By similar reasoning, the universal features in the DOS for uniform U in the model considered here result from single-particle and pair stability constraints. It is thus reasonable to expect that the class of moves considered above imposes the strongest stability conditions, determining the essential features of the single-site DOS's, ρ 1 (E) and ρ 2 (E), for single-electron and pair excitations, respectively. Further multiparticle processes may relax the system to lowerlying metastable states; however, such states are expected to have very similar single-site density of states and transport properties. The single-site DOS was obtained by calculating the histogram of the energies to add or subtract an electron or pair from each site, cf. Eq. (5). These DOS's were averaged over many different disorder realizations, typically of the order of 100 for the 200 × 200 sized systems.
We measure all distances in units of the lattice constant a, and in our finite-sized samples, the intersite distance r ij has been chosen as the minimum distance on a torus defined by periodic boundary conditions. Energies are measured with reference to the chemical potential μ in units of the nearestneighbor Coulomb repulsion e 2 a . The chemical potential in this case is determined as the average of the smallest energy to add and remove an extra particle from a given metastable state. Pair energies are measured from the reference energy 2μ.
We choose the on-site disorder φ i to be randomly distributed in the interval [−W,W ]. It is well known that a disorder of order unity or more is required for the DOS to tend to an essentially universal Coulomb gap, ρ 1 (E) = α|E| e 4 at low energies. In our model, since a site is allowed to have double occupancy, the strong disorder condition is met when W exceeds the typical nearest-neighbor interaction of two doubly occupied sites. In order to find DOS features which approach a universal limit, we therefore chose to work with disorder W = 4. At substantially weaker disorder the low-energy DOS's were indeed found to be nonuniversal.
D. Spatially disordered interaction
In a disordered system, it is more realistic that the pairing energies U i are nonuniform. Thus they are probably best sought after in crystalline samples, where the local environment of different impurities is similar, giving rise to a narrow scatter, U .
IV. TRANSPORT AND RESISTANCE
A. Choice of parameters
In an insulator, a reduced density of states is usually reflected in an exponentially increased resistance. It is thus interesting to ask what happens in the "mixed regime" of our model, where both pair and single-electron excitations are ungapped. If transport was dominated by one type of excitation only, one would expect an increase of resistance upon approaching the mixed regime from either side, since the DOS of the dominant carrier type diminishes. However, transport is more complicated in this two-component Coulomb glass. Electron and pair hops do not take place independently in the sample, but combine to form a network of interconnected pair and single-electron moves, as illustrated in Fig. 1 . Transport is a complex functional of the combined density of states. In order to study this insulating regime, we have generalized the construction of an effective network of Miller-Abrahams resistors 41 which include both pair and single-particle processes. In order to elucidate the interplay between pair and single-particle transport, we have neglected spin blocking effects in the random resistor network 37 (as may be justified in strong spin orbit coupled materials). Spin dependent effects may be considered elsewhere. The elementary hopping resistances were evaluated in a mean-field fashion for selected metastable states. 28, 42 Details of the resistor network, the required steps and approximations, are described in the Appendix. The only important point to note is the exponential dependence of the effective resistances of the network on temperature and localization length. This restricts the accessed range of energies and typical hopping distances of the electrons participating in the network and using a percolation argument, 43 one can determine the functional dependence of the resistance on temperature.
In presence of the Coulomb gap in the density of states, and if one type of carrier dominates the low-T transport, the functional dependence is of Efros-Shklovskii type, cf. Eq. (2), with
where Q i=1,2 is the charge of the carriers in units of e, ξ i is their average localization length, and C ≈ 4-5. These localization lengths may in principle be evaluated from an analysis of the elementary localized excitations above the ground state, whose spatial extent is governed by the hopping terms in Eq. (1). The magnetic field enters this localization length via phases in the hopping and resulting interference effects, as discussed, e.g., in Refs. 44 and 45. However, for the purpose of analyzing the effect of varying pairing strength, we assume the localization lengths to be constant. This may describe very well an experimental situation in which the local interaction U is tuned (by chemical modifications or gating), without affecting the localization lengths. In contrast, in the case where U is tuned by a magnetic field, the effects described below will necessarily be superposed over quantum interference effects, which affect ξ 1,2 rather sensitively and may well dominate the effects which we address below. As we shall explain below, under certain circumstances we obtain a nonmonotonicity in resistance as a function of U . The latter is most prominent when we have
4, in which case the Efros-Shklovskii temperatures T
(1,2) 0 are the same for both single electron and pair transport resulting in an interesting competition when U is tuned across zero. In reality the ratio ξ 2 /ξ 1 varies greatly across the phase diagram of disordered films with superconducting correlations. Indeed the localization length of preformed pairs must diverge at the transition to a superconductor, while ξ 1 remains noncritical. 46, 47 On the other hand, far in the insulating regime, ξ 2 is expected to become shorter than ξ 1 , because pair tunneling is suppressed. Therefore a regime where ξ 2 > ξ 1 should certainly exist, and below we consider the particularly interesting case ξ 2 /ξ 1 = 4. We should keep in mind, however, that such a large ratio presumably implies relatively strong quantum fluctuations, due to rather important hopping terms. With this caveat in mind, the essentially classical description of the two-component Coulomb glass presented here should be taken as a phenomenological approach to capture Coulomb frustration effects on a system with variable range hopping transport of competing carriers.
B. Results
In the case of uniform U , there is no genuine mixed transport regime at low T , since one of the two carrier types is always gapped. Here we find the resistance, R(U ; T ), to be a flat, i.e., constant function of U within error bars. Despite a suppression of ρ 1 (E) (see Fig. 2 ), the resistance does not increase significantly. As U is decreased, the pairs "fill in" the resulting gap left in the transport channels, keeping the resistance essentially constant.
However, the situation is more interesting with random U i , where a genuine mixed two-component carrier regime exists. If pairs and single electron excitations have strongly disparate localization lengths, R(U ) is still monotonic under tuning of U , essentially reflecting the evolution of the DOS of the less localized carrier type. However, the two carriers do compete significantly in an intermediate regime. Indeed, we find an interesting nonmonotonicity in the resistance; see the top panel in Fig. 5 . At low temperatures we find a relatively significant peak in the resistance, centered around a small U < 0. This feature is even slightly enhanced by increasing the randomness U . Transport in the peak region is partially by pairs, which break up and propagate as single electrons, and then recombine again. The maximum of resistance occurs when roughly an equal number of single and pair hops form the critical links of the percolation network; see Fig. 5 .
A plausible qualitative explanation for the numerically observed peak is the following: it is difficult to connect regions in which pair or single-electron transport is favored, as opposed to the regimes |U | 1, where transport is dominated by one type of carrier only. In other words, the mixed regime suffers from "contact resistances" between pair-and single-dominated parts of the resistor network in the following sense. A piece of transport path of pairs must be connected to two good strands of single-particle transport, and likewise a single-particle transport path must find another one to continue as a pair path. Both links require some matching which tends to increase the overall resistance. This phenomenological explanation of our numerical observations bears some resemblance with the idea that superconducting islands may act as weak links in a single-electron-dominated transport regime on the insulating side of the superconductor-insulator transition (SIT), as proposed in Ref. 25 .
V. CONCLUSION
The model discussed in this paper should be realized in disordered materials with a strong tendency for local attractions (negative Hubbard U ). It also predicts interesting effects for cases where local interactions are moderately repulsive, such that multiple occupancy of sites is still possible. The occurrence of negative U interactions is likely to be concomitant with a bosonic type of superconductor-to-insulator transition upon further reduction of the disorder. In such samples, U may also be tuned by an external magnetic field which has a depairing effect on the electrons. However, since a magnetic field also sensitively affects localization lengths, it would be desirable to use other, nonmagnetic means to influence the local interactions, too (such as pressure, chemical doping, etc.). If the disorder in the local U 's is large we find a regime around U ≈ 0, where both pairs and single electrons contribute to the activated transport, and a nonmonotonic resistance as a function of U results.
For the strongly localized, classical limit of the twocomponent Coulomb glasses we found several interesting effects on the low-energy density of states. In particular, we find that the tendency for local attraction leads to a suppression of the density beyond the standard Coulomb gap. At the point where local attraction and repulsion balance to produce vanishing net interaction U = 0 we find that the 2d Coulomb gap is reduced by a factor of 4 from its canonical value. More generally, if multiple charging of the same site with M charges (without paying additional local charging energy) were allowed, one would find a suppression by a factor of M 2 . For the case of moderately repulsive interactions U > 0, if the randomness in the interaction energy U is small compared to the average interaction U , our model predicts the existence of nonmonotonic humps in the single-particle density of states. If pair transport is suppressed due to strong localization, the nonmonotonicity of the single electron DOS in the repulsive case U > 0 should show up as a kink in the resistance R(T ) around a temperature T * ≈ (U/2) 2 /(Ce 2 /ξ ), where it crosses over from an Efros-Shklovskii law with a higher value of T 0 to a less steep R(T ) and a twice smaller T 0 at lower T . The humps in ρ 1 should also leave traces in ac measurements, 48 or more direct measurements of the DOS such as photoemission or tunneling from a broad junction. 49 These DOS features may also be relevant for the more involved experiments of memory effects in deep insulators, 50, 51 where doubly occupied sites with repulsive interactions are known to be present. 38 A measurement of the pair DOS, especially on the attractive side U < 0, could be attempted through measurement of the tunneling conductance from a (wide) superconducting probe, similar to the experiments performed by Dynes et al. 52 In this work we have taken the localization lengths to be independent of the tuning of the local interaction strength. If the latter is tuned by magnetic field, a full description needs to take such quantum effects into account, however. In fact, it has been argued 44, 45 that the field dependence of localization lengths of pairs and electrons are opposite, which is probably an important ingredient for a strong magnetoresistance peak. Here we show that, on top of that effect, the complex energetics and transport phenomena in the two-component Coulomb glass can even enhance such a peak. A discussion of the combination of both magnetic-field effects (tuning U and the localization) is left for future studies. 
APPENDIX: RESISTOR NETWORK MAPPING
The problem of finding the conductivity of a sample, where transport takes place via variable range hopping of electrons from singly occupied sites to empty sites, can be mapped to an equivalent random resistor network problem (see Ref. 41 for a derivation). The sites in the hopping problem can be mapped to the vertices of this network, and the intersite transition rates to the resistances linking these vertices. Finding the sample resistance simply reduces to calculating the effective resistance of the resistor network through a percolation approach. 43 It is possible to formulate a similar resistor network mapping for variable range hopping on a lattice where double occupancy is also allowed. Early efforts in this direction were made by Kamimura et al. 37 There, the intersite transition rate was taken as the sum of transition rates of the four types of possible single-particle processes characterized by the occupancies of the initial and final sites before the hop.
In our two-component model, we additionally introduce the pair-hopping channel between two sites alongside the single-particle transport channels considered in Ref. 37 : in what follows, we refer to these single-particle and pair hops as first-order processes. However, with this introduction, two-particle processes involving more than two sites may also become significant as they can potentially provide lowerresistance alternatives to two-site pair hops between given initial and final occupancy configurations. For brevity, we refer to these two-particle processes involving more than two sites as second-order processes with the idea that two such processes in succession (a pair breaking followed by rejoining of the lone electrons) can constitute a first-order process (a pair hop). The bookkeeping of the different allowed hopping processes based on occupancies prescribed in Ref. 37 becomes increasingly more cumbersome, as one takes into account these second-order processes.
Hence we formulate a more general prescription for the resistor-network mapping which can be naturally extended to include higher-order processes. We first describe this reformulation for the case where transport takes place through first-order processes only. In this case, each vertex of the equivalent resistor network corresponds to a node (i,n i ) defined as a site i together with its occupancy n i 1. In a system with double occupancies allowed each site gives rise to two nodes, while upon eliminating double occupancies the only nodes are (i,n i = 1), which reduce to the standard Miller-Abrahams network. The various first-order processes between the two given sites i and j correspond to resistances between different nodes of the network; see Table I for a full description of the four possibilities. In networks without double occupation, there is only one resistance, R(i,1; j,1), associated to a given pair of sites.
In defining the resistances, it must be noted that, while the occupancies of the two sites under consideration assume all possible nonzero values, the occupancies of all other sites are frozen at a pseudoground state.
The expression for the transition rate given below in Eq. (A1) for a single-particle hopping process of one type tallies exactly with that of Ref. 37 . Since it is expected that, between two given sites, one type of single-hopping process is energetically favored, and thus has the least resistance compared to the other three, the two resistor network mappings TABLE I. Description of possible single-particle hopping processes between two sites i and j through resistances constructed from nodes of the form (i,n i ): it is important to note that n i is the occupancy of site i before the hop, while n j is the occupancy of site j after the hop.
Initial occupancies
might be naively expected to produce identical results if only single-particle hops are considered. However, a conducting path through the sample constructed from these least resistance hops might involve an occupancy mismatch between resistors sharing the same site: the alternative paradigm for the resistor-network construction in our approach, which includes occupancy in the definition of vertices of the network, excludes this possibility.
In the second section, we will include second-order processes by a simple extension of the definition of nodes from (i,n i ) to (i,n i ,j,n j ). Herein lies the utility of our approach: higher-order multiparticle processes can be easily incorporated simply by extending the dimensions of the node network. The resistor network constructed from these generalized nodes contain the first-order processes as a subnetwork, as will be described in detail later. This extension, however, makes calculation of the effective resistance very expensive. Therefore, in the last section, we describe possible approximations so that we can investigate the effect of pair breaking/formation (crucial two-particle moves in the regime where both single and pair DOS's are ungapped) despite staying within a simpler resistor network with nodes of the form (i,n i ).
Resistor-network construction for first-order processes
Let us now describe the resistor network mapping in detail. We start by reaching the pseudoground state, used earlier to extract the density of states.
In zero field, the time-averaged rate of transfer of electrons through single -hops from node (i,n i ) to node (j,n j ) (note: n i is the occupancy of site i before the hop, while n j is the occupancy of site j after the hop) is given by
Here r ij = |r j − r i | is the distance between the sites and ξ is the localization length of the electronic wave functions for single hops and that of the pairs for pair hops. E(n i ,n j − 1) is the total energy of the system when sites i and j have occupation numbers n i and n j − 1, respectively (for all sites other than i and j , we use the pseudo-ground-state occupancies). Thus, the term e −βE /Z acts as a Boltzmann probability for the initial occupancy configuration of the two sites. P (i,n i ; j,n j ) is the amplitude for phonon emission or absorption, as the electron system changes from a configuration with (i,n i ), (j,n j − 1) to one with (i,n i − 1), (j,n j ). Up to pre-exponential factors, which we approximate by a uniform value here (set to 1 by a choice of unit of time), P (i,n i ; j,n j ) is given by N (i,n i ,j,n j ) ≡ 1 e β| E(i,n i ;j,n j )| −1
(absorption, E > 0) and [1 + N (i,n i ,j,n j )] for emission, E < 0. The two cases can be combined into a single expression for N (i,n i ; j,n j ):
Finally, Z is the "two-site partition function" expressed as
where the sum over n i and n j runs from 0 to 2.
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A pair hop from site i to site j corresponds to a resistor between nodes (i,n i = 2) and (j,n j = 2) defined by analogy to Eq. (A1) as
where the variables are the same as defined in Eq. (A1), except that E(n i ,n j − 2) is the total energy of the system when sites i and j have occupancies n i = 2 and n j − 2 = 0, respectively. The nodes connected by this pair hop, namely (i,n i = 2) and (j,n j = 2), are also connected by a single hop (the last hop described in Table I ) and we choose the smaller of the two resistance values as the effective resistance between the vertices. Note the difference of Eq. (A1) from a similar expression for the time-averaged rate of transfer given in Ref. 28 . In the latter, for a single hop from i to j , the probability of occupancy n i = 1,n j = 0 is implemented through a product of the individual occupancy probabilities as f i (1 − f j ), where f i is the Fermi distribution function, instead of the Boltzmann probability term e −βE /Z included here. In such an approach, detailed balance in the absence of an electric field can be obtained only by dropping the "polaron term" e 2 r ij (particle-hole interaction) when calculating E(i,n i ; j,n j ). This simplification leads to a somewhat different value of the Efros-Shklovskii temperature T 0 [cf. Eq. (17)] as compared to the treatment used here. 53 However, the particle-hole interaction may play a more vital role in our model, where we include electron pairs: the increased importance arises from the fact that the polaron term is equal to e 2 r ij for a single hop but four times that for a pair hop and thus may be rather significant in the mixed regime favoring pair transport as a whole over pair breaking.
As a check of our prescription, it can be easily verified that upon barring the polaron term, in the limit of large U where pair formation/transport is hindered, the expression for the transition rate given in Eq. (A1) completely agrees with the resistor network construction used in Ref. 28 (see also Ref. 42) .
In the presence of a weak electric field, one can associate a resistor between the nodes (i,n i ) and (j,n j ) with resistance value given by
which is guaranteed to be nondirectional due to detailed balance.
Extension to include second-order processes
The resistor network mapping stated above allows a generalization to include second-order processes. Below, we shall describe an extension to include generic two-particle hops and then make approximations to a specific set of two-particle hops, namely, ones that involve the formation or disintegration of a pair.
To describe a second-order process, we extend the notion of a node: now, each node is defined by a pair of sites with corresponding occupancies as (i,n i ,j,n j ), subject to the constraint n i + n j 2. For a two-particle move from node (i,n i ,j,n j ) to (k,n k ,l,n l ) (note: n i and n j are the occupancies of sites i and j before the two-particle hop has taken place, while n k and n l are the occupancies of sites k and l after), the time-averaged rate of transfer of electrons can be given by the equation
Here, r ij ;kl is taken as min[r ik + r jl ,r il + r jk ], keeping in mind the indistinguishability of the hops (i,n i ,j,n j ) → (k,n k ,l,n l ) and (i,n i ,j,n j ) → (l,n l ,k,n k ) (see Fig. 6 ).
Although such a two-particle move potentially includes formation or breaking of pairs, we choose for ξ the localization length of the single-electron wave function in all cases except for pair moves, (i,n i ,i,n i ) → (k,n k ,k,n k ) (see Ref. 54 for a discussion of such issues in the context of the Hubbard model). Other than pair hops, the remaining first-order processes are treated as a subnetwork of this network of generalized nodes in the following sense-a single-particle hop from site (i,n i ) to (j,n j ) involves a "trace" over resistances of the form R(i,n i ,k,n k ; j,n j ,k,n k ) with the indices k and n k running over all sites and occupancies, respectively. In practice, in the percolation approach, this "trace" is performed by "activating" resistances R(i,n i ,k,n k ; j,n j ,k,n k ) for all k and n k simultaneously for the single-particle hop (i,n i ) → (j,n j ) since these resistances all have the same magnitude and are distinguished only by their location in node space.
The probability for absorbing (or emitting) a phonon with the required energy is in analogy to Eq. (A2), P (i,n i ,j,n j ; k,n k ,l,n l ) = 1 e β E(i,n i ,j,n j ;k,n k ,l,n l ) − 1 , and the resistance associated with the link between the nodes is R(i,n i ,j,n j ; k,n k ,l,n l ) = kT e 2 0 (i,n i ,j,n j ; k,n k ,l,n l )
. (A6)
Simplified algorithms to include pair breaking/formation
The percolation algorithm with generalized nodes (i,n i ,j,n j ) takes into account all possible second-order processes whose number grows roughly as the fourth power of the system size. This constrains the approach to small system sizes (upto a 50 × 50 lattice). Nevertheless, performing the full percolation analysis with the generalized node network for such small sizes allows comparison with certain approximate networks that we describe below. Once the results are seen to agree well, these latter approximate networks can then be used on larger systems to calculate the effective network resistance through the percolation approach. 43 The first simplification comes from the sparsity of the generalized resistor network in the sense that low-resistance second-order processes (within percolation threshold) involve only small-range hops. As a result, for instance, for a 50 × 50 lattice, while calculating the resistances for second-order processes, we can restrict the range of hopping to within five sites only.
Since, for reasons discussed above, we intend to focus on pair formation/disintegration only, another approximation is to retain only those resistances that correspond to this class of second-order processes. In the node language, these resistances are of the form R(i,n i ,j,n j ; k,n k ,k,n k ) (pair formation) and R(k,n k ,k,n k ; i,n i ,j,n j ) (pair breaking). This imposes storage requirements which go as a third power of the system size.
Moreover, with this simplification, we can revert to using nodes of the form (i,n i ) for first-order processes. In effect, we are thus using a mixed definition of nodes, depending on the order of the process, which is unsuitable for a textbook percolation analysis. Let us therefore describe the percolation approach in slightly more technical detail. We activate the resistances in increasing order of magnitude, irrespective of the order of the process (and thus the definition of the nodes connected).
During the percolation analysis ("activating" resistances in ascending order of magnitude until a percolating cluster is obtained), we use the stored second-order resistances to look for an effective "shortcut" pair transport in the following way. While activating, say a resistance corresponding to pair breaking originating from site i, we check if the lone electrons from this pair breaking are connected through a path of already activated first-order single-particle processes to another already activated second-order pair formation at some other site j . If such a path exists, we refer to it as a shortcut pair transport. In this case, we treat the nodes (i,n i ) and (j,n j ) as if connected through a pair hop with the equivalent resistance equal to the last resistance activated in this shortcut path. The advantage of this approximate approach is that the percolation criterion is being applied effectively only to the simpler node network with nodes of the form (i,n i ) and thus involves a drastic reduction in computation time.
With these two simplifications, it is feasible to study transport for system sizes as high as 200 × 200. This approximate algorithm has been used to check the robustness of the results obtained in the paper to inclusion of the higher-order processes. We find that as anticipated, the resistance for intermediate U (between single and pair dominated regimes) does decrease due to the extra channels thus included. However, the results described in the main text-notably the nonmonotonicity of the resistance-remain present.
