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Abstract
Model identiﬁcation and discrimination are two major statistical challenges. In this paper we consider a
set of modelsMk for factorial experiments with the parameters representing the general mean, main effects,
and only k out of all two-factor interactions. We consider the classD of all fractional factorial plans with the
same number of runs having the ability to identify all the models inMk , i.e., the full estimation capacity.
The fractional factorial plans in D with the full estimation capacity for k2 are able to discriminate
between models inMu for uk∗, where k∗ = (k/2) when k is even, k∗ = ((k − 1)/2) when k is odd. We
obtain fractional factorial plans inD satisfying the six optimality criterion functionsAD,AT,AMCR,GD,GT,
and GMCR for 2m factorial experiments when m= 4 and 5. Both single stage and multi-stage (hierarchical)
designs are given. Some results on estimation capacity of a fractional factorial plan for identifying models in
Mk are also given. Our designs D4.1 and D10 stand out in their performances relative to the designs given
in Li and Nachtsheim [Model-robust factorial designs, Technometrics 42(4) (2000) 345–352.] for m=4 and
5 with respect to the criterion functions AD, AT, AMCR, GD, GT, and GMCR. Our design D4.2 stands out
in its performance relative the Li–Nachtsheim design for m = 4 with respect to the four criterion functions
AT, AMCR, GT, and GMCR. However, the Li–Nachtsheim design for m = 4 stands out in its performance
relative to our designD4.2 with respect to the criterion functions AD and GD. Our designD14 does have the
full estimation capacity for k = 5 but the twelve run Li–Nachtsheim design does not have the full estimation
capacity for k = 5.
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1. Introduction
Finding a best model describing the data is fundamental to statistics. A model that would
describe the data-to-be-collected best is naturally unknown at the planning stage of an experiment.
The experimenter may have some real strong feelings about a set of possiblemodels for describing
the data that would result from this experiment. However, the experimenter is most likely to be
unsure about the model from this set best describing such data at the planning stage of the
experiment. Many researchers have done work on this issue; Atkinson and Cox [1], Srivastava
[19], Atkinson and Fedorov [2], Srivastava andMallenby [21], Pukelsheim and Rosenberger [15],
Shirakura et al. [18], Raftery et al. [16], Clyde [9], Ghosh and Teschmacher [12], Biswas and
Chaudhuri [3], Dette andKwiecien [10] and so on. In a factorial experiment, the experimentermay
have real strong feelings thatmost of the factors to be considered do not interact with each other but
a few of them do possibly interact. Nevertheless, the experimenter is unsure about the factors that
do interact. For discriminating between the models in the set and identifying the best model, the
optimum fractional factorial plans are obtained in this paper. Finding the optimum designs for the
model discrimination and identiﬁcation in fractional factorial experiments is a difﬁcult task. The
criterion functions for determining optimum fractional factorial plans are given in Srivastava [20].
The probabilities of “correct” model identiﬁcation and discrimination are considered in Srivastava
and Mallenby [21], Shirakura et al. [18]. The comparisons of designs using these probabilities
are given in Shirakura et al. [18], Ghosh and Teschmacher [12]. Two recent papers Biswas and
Chaudhuri [3], Dette and Kwiecien [10] present some exciting related developments.
In a 2m factorial experiment with m factors each at two levels, there are s = (m2 ) two-factor
interactions. LetMk be the class of  = ( sk ) models consisting of the general mean, main effects,
and k two-factor interactions, 0ks. For a model in Mk , the number of parameters of interest
is p = 1 + m + k. Bose [4,5] introduced the concept of “estimable function” in the sense that a
parametric function has an unbiased linear estimator under the assumed linear model [17, p. 13].
A model in Mk is said to be “estimable” by a fractional factorial design D if all the p parameters
are estimable functions. Cheng et al. [7] introduced the concept of “estimation capacity” Ek(D)
as the number of models in Mk , which are estimable by D. We now consider a class D = {D} of
fractional factorial planswith n runs permitting the unbiased estimation ofp parameters of interest
under each model. The estimation capacity of all plans inD is therefore . We refer to these plans
in D as the plans with the full estimation capacity in Mk . In other words the fractional factorial
plans in the class can identify all the models in Mk . However, the fractional factorial plans in
the class may not be able to discriminate between two models from all pairs of models in Mk
because the stronger condition of the full estimation capacity for themodels inM2k is required for
discrimination [19,20]. Note that two models inMk with disjoint sets of k two-factor interactions
are sub-models of a bigger model in M2k with 2k two-factor interactions. Furthermore, any two
models inMk with overlapping sets of k two-factor interactions are sub-models of a bigger model
in Mu, k < u < 2k. The discrimination between two models requires the unbiased estimation
of the parameters under the bigger model. Consequently, the fractional factorial plans that can
identify all models in Mk may not be able to ﬁnd the “best” model by discriminating between
models in Mk after performing an experiment and collecting the data.
The fractional factorial plans with the full estimation capacity in Mk are clearly with the full
estimation capacity in Mu, uk. The “search designs” introduced in Srivastava [19] are able
to identify the models as well as discriminate between the models and hence they are able to
identify the “best” model. The fractional factorial plans with the full estimation capacity in Mk
are in fact “search designs” for the models in Mu, uk∗, where k∗ = (k/2) when k is even and
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(2), k∗ = ((k − 1)/2) when k is odd and (3) satisfying the search design condition for the
models identiﬁcation and discrimination given in Srivastava [19]. When k is even and (2), all
designs in D are in fact “search designs” in searching for and identifying (k/2) non-negligible
two-factor interactions and unbiasedly estimating them in addition to the general mean and main
effects [19]. When k is odd and (3), all designs in D are also “search designs” in searching
for and identifying ((k − 1)/2) non-negligible two-factor interactions and unbiasedly estimating
them in addition to the general mean and main effects. When k = 1, we have (k − 1)/2 = 0 and
furthermore all designs in D are able to identify the models in Mk but are unable to discriminate
between two models in all pairs of models in Mk . Consequently, the designs in D are not search
designs for k = 1. The aim of this paper is to ﬁnd optimum designs from the class D of plans
with the full estimation capacity in Mk , satisfying the criterion functions AD, AT, AMCR, GD,
GT, and GMCR given in Section 3.
We ﬁrst ﬁnd from the ( 2
m
n
) possible subsets of n runs the complete class D of designs D with
the full estimation capacity in Mk . We then obtain optimum designs in D satisfying the criterion
functions AD, AT, AMCR, GD, GT, and GMCR given in Section 3. When m = 5 and n = 11, we
have 25 = 32 and thus ( 3211 ) possible subsets of 11 runs. For k = 3, we have s = ( 52 ) = 10. The
class M3 has  = ( 103 ) = 120 models and each model has p = 9 parameters of interest. We ﬁrst
ﬁnd the designs out of ( 3211 ) possible designs with 11 runs making the unbiased estimation of the 9
parameters possible for all 120 models. The collection of such designs is the class D. The design
D13.1 given in Table 3 is optimum with respect to the AD, AT, GD, and GT criterion functions
described in Section 3. The design D13.2 given in Table 3 is optimum with respect to the AMCR
and GMCR criterion functions described in Section 3. When m = 5 and n = 12, the design D14
given in Table 3 is optimum with respect to the six criterion functions AD, AT, AMCR, GD, GT,
and GMCR.
Li and Nachtsheim [14] presented model robust factorial designs for estimating the general
mean, main effects, and up to g two-factor interactions. These designs are Orthogonal Arrays
[11] of strength one but not of strength two. The eight run Li–Nachtsheim designs for m = 4 and
m = 5 belong to our classes D of fractional factorial plans with (m = 4, n = 8, k = 2,  = 15)
and (m = 5, n = 8, k = 1,  = 10), respectively. We demonstrate that our designs D4.1 for
m = 4 and D10 for m = 5 give smaller values for all six criterion functions AD, AT, AMCR,
GD, GT, and GMCR than the eight run Li–Nachtsheim designs for m = 4 and m = 5. We also
demonstrate that the eight run Li–Nachtsheim design for m = 4 gives smaller values of AD and
GD but larger values of AT, AMCR, GT, and GMCR than our design D4.2. We observe that the
12 run Li–Nachtsheim design for m = 5 does not have the full estimation capacity for k = 5 but
our design D14 does have the full estimation capacity for k = 5 and furthermore our design D14
is optimum with respect to all six criterion functions considered in this paper.
In Section 2, we present the general deﬁnition of estimation capacity and some results and
discussions on estimation capacity. In Section 3, we describe the criterion functions for ﬁnding
the optimum designs. In Section 4, we present the optimum designs for a 2m factorial experiment
when m = 4 and 5. The number of runs (n) takes the values n = 5, . . . , 11 for m = 4 and
n = 6, . . . , 16 for m = 5. In Section 5, we give two series of “hierarchical designs” for m = 4.
The ﬁrst series for m = 4 has designs with n = 5, 6, 7, 8, and 9 and the second series has designs
with n = 7, 8, 9, 10, and 11. We also give three series of “hierarchical designs” for m = 5. The
ﬁrst series for m = 5 has designs with n = 6, 7, 8, 9, 10, and 11, the second series has designs
with n = 12, 13, and 14, and the third series has designs with n = 15 and 16. The hierarchical
designs are useful in multi-stage experiments where the runs can be added on with the progress in
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experiments. In Section 6, we compare our designs D4.1, D4.2, D10, and D14 with the designs
given in Li and Nachtsheim [14].
2. Estimation capacity
Let D(n × m) be a fractional factorial plan with n runs for a 2m factorial experiment; 1((1 +
m)× 1) be a vector of parameters representing the general mean and main effects; (u)2 (k × 1) be
a vector of parameters representing the uth set of k two-factor interactions, u = 1, . . . , ; and 2
be an unknown parameter. The  models in Mk are
E(y) = X11 + X(u)2 (u)2 , u = 1, . . . , ,
Var(y) = 2I, (1)
where X1(n× (m+1)) and X(u)2 (n× k) are known matrices that depend on D, and y is the vector
of observations. Clearly, the ith model in Mk is estimable if and only if
Rank(X1,X(u)2 ) = 1 + m + k. (2)
We denote X(u) = (X1,X(u)2 ). Then the condition (2) is equivalent to det (X(u)′X(u)) > 0. We
now present the general deﬁnition of Ek(D) as
Ek(D) =
∑
u=1
I (det(X(u)′X(u))), (3)
where I (det(X(u)′X(u))) = 1 if det(X(u)′X(u)) > 0 and I (det(X(u)′X(u))) = 0 if det(X(u)′X(u)) =
0. The Ek(D) in (3) is a general deﬁnition in the sense that it can be used for any fractional
plan D.
For an orthogonal fractional factorial design D of resolution 3 or higher obtained by a deﬁning
relation, let f be the number of alias sets not containing main effects. We denote the number of
two-factor interactions in them by m1(D), . . . , and mf (D). For kf , we can estimate one two-
factor interaction from each alias set. Consequently, there are mi(D) choices for one two-factor
interaction in the ith alias set, i = 1, . . . , f . Cheng et al. [7] deﬁned Ek(D) as
Ek(D) =
∑
1 i1 ··· ikf
k∏
j=1
mij (D) if k = f (4)
Moreover,Ek(D) = 0 when k > f . Let aj (D) be the number of alias sets containing j two-factor
interactions and no main effect for a design D, 1jh, where h = max{j : aj (D)1}. We
note that h is the maximum number of two-factor interactions in an alias set. For convenience,
we write aj (D) as aj . The Ek(D) in (4) can be expressed as
Ek(D) =
∑
H
(
a1
i1
)(
a2
i2
)
· · ·
(
ah
ih
)
2i23i3 · · ·hih, (5)
where H = {(i1, . . . , ih)|i1 + · · · + ih = k, iu0, u = 1, . . . , h}. We now present an example to
illustrate how to use (4) and (5) for calculating Ek(D).
Example 1. For a 24 factorial experiment, we consider a fractional factorial design D1 with the
deﬁning relation ABCD = I . The designD1 is a resolution 4 plan with eight runs. Three alias sets
S. Ghosh, Y. Tian / Journal of Multivariate Analysis 97 (2006) 1437–1450 1441
containing six two-factor interactions are {AB,CD}, {AC,BD}, and {AD,BC}. Clearly, a1 = the
number of alias sets containing one two-factor interaction = 0, a2 = the number of alias sets
containing two two-factor interactions = 3, and aj = 0 for j3. Therefore, h = 2. We have
from (5)
Ek(D1) =
∑
H
(
3
i2
)
2i2 ,
where H = {(0, i2)|i2 = k}. We note that a1 = 0 implies that i1 = 0 in H . Therefore, Ek(D1) =∑
H
(
3
k
)2k, k = 1, 2, 3. So E1(d1) = ( 31 )21 = 6, E2(d1) = ( 32 )22 = 12, and E3(d1) = ( 33 )23 = 8.
It is clear that f = 3 in (4). Also, m1(D1) = m2(D1) = m3(D1) = 2. We have from (4)
Ek(D1) =
∑
1 i1 ··· ik3
2k, k = 1, 2, 3,
which is identical to its expression obtained earlier from (5).
In Example 1, we observe that main effects are not in the same alias sets with two-factor
interactions. We now present another example where main effects are in the same alias sets with
some two-factor interactions.
Example 2. For a 25 factorial experiment, we consider a fractional factorial design D2 with
the deﬁning relation I = −ABC = −CDE = ABDE. The design D2 is a resolution 3 plan
with eight runs. The alias sets containing ﬁve main effects and 10 two-factor interactions are
{A,−BC,−ACDE,BDE}, {B,−AC,−BCDE,ADE}, {C,−AB,−DE,ABCDE}, {D,−ABCD,
−CE,ABE}, {E,−ABCE,−CD,ABD} with main effects and {AD,−BCD,−ACE,BE}, {AE,
−BCE,−ACD,BD} with two-factor interactions but no main effect. We now focus on two alias
sets {AD,−BCD,−ACE,BE} and {AE,−BCE,−ACD,BD}. Clearly, a1 = 0, a2 = 2, and
aj = 0 for j3. Therefore, h = 2. We have from (5)
Ek(D2) =
∑
H
(
2
i2
)
2i2 =
(
2
k
)
2k, k = 1, 2.
In (4), f = 2,m1(D2) = m2(D2) = 2. We have from (4)
Ek(D2) =
∑
1 i1 ··· ik2
2k, k = 1, 2,
which is identical to its expression obtained from (5).
We again point out that (4) or (5) can be used for calculating Ek(D) only for an orthogonal
fractional factorial design D of resolution 3 or higher obtained by a deﬁning relation like in
Examples 1 and 2. For fractional factorial designs not obtained from a deﬁning relation, we
cannot use (4) or (5) and we have to use (3) for calculatingEk(D). Cheng et al. [7] deﬁnedEk(D)
for non-regular orthogonal fractional factorial plans. The expression of Ek(D) given in (3) is a
formal representation of the estimation capacity introduced in Cheng et al. [8,7]. The expression
of Ek(D) in (3) can be used for both orthogonal and non-orthogonal fractional factorial plans.
The computation of Ek(D) is fundamental to this paper because we ﬁrst determine the class of
all designs with the full estimation capacity (i.e., Ek(D) = ) for given values of m and n. We
consider only the maximum value of k satisfying Ek(D) =  for given values of m and n. This
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is in itself a huge task. We perform a complete computer search for determining this class. The
next huge task is to determine the optimum designs satisfying the optimality criterion functions
discussed in a subsequent section.
3. Criterion functions
We now consider the class D = {D} consisting of all fractional factorial plans with n runs
and of full estimation capacity  under the model (1). When k is even and (2), the model (1) is
the search linear model [19] and a design D is the search design in searching for and identifying
(k/2) non-negligible two-factor interactions. When k is odd and (3), the model (1) is the search
linear model and a design D is the search design in searching for and identifying ((k − 1)/2)
non-negligible two-factor interactions.We denote (u) = (1, (u)2 )′, the least squares estimator of
(u) under (1) as ˆ(u), and V(u) = −2Var(ˆ(u)) = (X(u)′X(u))−1. We now compare the fractional
factorial plans in D using the six criterion functions [20], where
AD = Arithmetic mean of the determinants of V(u), u = 1, . . . , ,
AT = Arithmetic mean of the traces of V(u), u = 1, . . . , ,
AMCR = Arithmetic mean of the max. characteristic roots of V(u), u = 1, . . . , ,
GD = Geometric mean of the determinants of V(u), u = 1, . . . , ,
GT = Geometric mean of the traces of V(u), u = 1, . . . , ,
GMCR = Geometric mean of the max. characteristic roots of V(u), u = 1, . . . , . (6)
A fractional factorial plan D in D is optimum with respect to (w. r. t.) a criterion function if the
value of the criterion function is minimum for the plan D.
When k = 0, the model (1) becomes
E(y) = X11, Var(y) = 2I, Rank(X1) = 1 + m. (7)
A fractional factorial plan under (7) is known as a Resolution 3 plan [6]. Such a plan may or may
not be orthogonal. When such a plan is orthogonal, it is called an orthogonal resolution 3 plan.
Otherwise, it is called a non-orthogonal resolution 3 plan [11]. When k = s, we write (u)2 as 2
and the model (1) becomes
E(y) = X11 + X22,
Var(y) = 2I, Rank(X1,X2) = 1 + m + s. (8)
A fractional factorial plan under (8) is known as a Resolution 5 plan [6]. Such a plan again may or
may not be orthogonal [11]. When k = 0, we have  = 1. Consequently, the criterion functions
AD and GD become the D-optimality criterion function, AT and GT become the A-optimality
criterion function, AMCR and GMCR become the E-optimality criterion function [13].
4. Optimum designs
The optimum designs are now obtained from the class of all designs with the full estimation
capacity for various ﬁxed values of m and n and the maximum value of k. We ﬁnd the optimum
designs by our complete computer search. After ﬁnding the optimum designs and critically ex-
amining their treatment contents, we are successful in obtaining some fascinating relations in
them that we are going to present now. We ﬁrst present the optimum designs for m = 4. For a 24
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factorial experiment, we denote a run by i = (a, b, c, d) where a, b, c, and d take the values 1
and −1. We deﬁne
S
(1)
i =
⎡
⎢⎢⎣
−a b c d
a −b c d
a b −c d
a b c −d
⎤
⎥⎥⎦
S
(2)
i =
⎡
⎢⎢⎢⎢⎢⎢⎣
−a −b c d
−a b −c d
−a b c −d
a −b −c d
a −b c −d
a b −c −d
⎤
⎥⎥⎥⎥⎥⎥⎦
,
S
(3)
i = −S(1)i , and S(4)i = (−a,−b,−c,−d). (9)
We note that the run i can be any of the 16 possible runs. The total number of runs in
{i, S(1)i , S(2)i , S(3)i , S(4)i } is in fact 16. Table 1 presents the optimum designs with different values
of k for n = 5, . . . , 11. We get a design D1 for a run i. In total we get 16 designs D1 for the 16
possible runs. For example, if we take i = (1, 1, 1, 1), then the design D1 becomes
⎡
⎢⎢⎢⎢⎣
1 1 1 1
1 −1 −1 −1
−1 1 −1 −1
−1 −1 1 −1
−1 −1 −1 1
⎤
⎥⎥⎥⎥⎦ .
Again we get a design D2 for a run i and for a choice of run from S(1)i . We get four designs D2
for the four possible runs in S(1)i corresponding to a run i. In total, we get 64 designs D2 for the
16 possible runs. We can explain similarly for the other designs in Table 1 except for D4.2. We
now explain the design D4.2 in Table 1. For a run j from S(2)i , it can be seen that the run in S
(4)
j
does in fact belong to S(2)i . So there are three choices for j since S
(2)
i has six runs. It can also be
seen that S(1)i ∩ S(1)j (the common runs in S(1)i and S(1)j ) has two runs and S(1)i ∩ S(3)j has also
two runs. Consequently, there are two choices for k and two choices for . Therefore, for a run
i, there are 12 choices for j , k, and . We have eight runs with even number of 1 and eight runs
with odd number of 1 out of total 16 runs. The eight designs D4.2 for an i with even number of 1
are in fact identical and the eight designs D4.2 for an i with odd number of 1 are also identical.
Consequently, there are two choices for i, namely with either even or odd number of 1. Hence
there are 24 possible designs D4.2.
We now present a design D4.2. For a run i = (a, b, c, d), we take a run j from S(2)i . There are
six choices for the run j . Suppose that we take j = (−a,−b, c, d). We have
S
(1)
j =
⎡
⎢⎢⎣
a −b c d
−a b c d
−a −b −c d
−a −b c −d
⎤
⎥⎥⎦ ,
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Table 1
Optimum designs for m = 4
Design n k  Runs Number of designs Optimum w.r.t. the criterion functions
D1 5 0 1 i, S(3)
i
16 A−,D−,E−
D2 6 1 6 i, S(3)
i
, any one run from S(1)
i
64 All six
D3 7 1 6 S(4)
i
, S
(2)
i
16 All six
D4.1 8 2 15 i, S(3)
i
, any three runs from S(1)
i
64 AD, AT, GD, GT
D4.2 8 2 15 i, S(4)
i
, a run j from S(2)
i
, S
(4)
j
, 24 AMCR, GMCR
a run k from S(1)
i
∩ S(1)
j
, S
(4)
k
,
a run  from S(1)
i
∩ S(3)
j
, S
(4)

D5 9 3 20 i, S(3)
i
, S
(1)
i
16 All six
D6 10 5 6 S(4)
i
, S
(2)
i
, and three runs from S(1)
i
64 All six
D7 11 6 1 S(4)
i
, S
(2)
i
, S
(1)
i
16 A−,D−,E−
S
(3)
j =
⎡
⎢⎢⎣
a b −c d
a b c −d
a −b −c −d
−a b −c −d
⎤
⎥⎥⎦ ,
S
(1)
i ∩ S(1)j =
[−a b c d
a −b c d
]
,
S
(1)
i ∩ S(3)j =
[
a b −c d
a b c −d
]
. (10)
We now select a run k from S(1)i ∩ S(1)j and another run  from S(1)i ∩ S(3)j . Suppose that k =
(−a, b, c, d) and  = (a, b,−c, d). Then
D4.2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a b c d
−a −b −c −d
−a −b c −d
a b −c −d
−a b c d
a −b −c −d
a b −c d
−a −b c −d
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
i
S
(4)
i
j
S
(4)
j
k
S
(4)
k

S
(4)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
i
−i
j
−j
k
−k

−
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (11)
We observe a fold-over pattern [11] in (11) for having runs (i, j, k, ) aswell as (−i,−j,−k,−).
Table 2 presents the numerical values of AD, AT, AMCR, GD, GT, and GMCR for the optimum
designs presented in Table 1. When k = 0 and s(= 6), AD = GD,AT = GT, and AMCR =
GMCR. In other words, the six criterion functions reduce to D−,A−, and E− optimality criterion
functions.Consequently, the designsD1andD7 inTable 1 are the optimumdesigns by the standard
A−,D−, and E− criterion functions for identifying the one model in the class because for the
case  = 1 there is only one model in the class and there is only model identiﬁcation but no model
discrimination for this special situation.
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Table 2
The AD, AT, AMCR, GD, GT, and GMCR values for optimum designs in Table 1
Design AD AT AMCR GD GT GMCR
D1 0.434 × 10−3 1.111 0.250 0.434 × 10−3 1.111 0.250
D2 0.153 × 10−3 2.625 1.784 0.122 × 10−3 2.372 1.381
D3 0.015 × 10−3 1.125 0.500 0.015 × 10−3 1.125 0.500
D4.1 0.181 × 10−5 1.472 0.755 0.155 × 10−5 1.426 0.677
D4.2 0.369 × 10−5 1.608 0.427 0.364 × 10−5 1.607 0.427
D5 0.834 × 10−7 1.388 0.610 0.685 × 10−7 1.334 0.418
D6 0.233 × 10−8 2.875 1.784 1.863 × 10−8 2.646 1.381
D7 0.259 × 10−10 1.486 0.250 0.259 × 10−10 1.486 0.250
For a 25 factorial experiment, we consider the positions with 1 in a run or equivalently the
factors with high level in a run. We then denote a run by the positions with 1. For example, in
the run (1,−1, 1,−1, 1), 1 is appearing in positions 1, 3, and 5 and hence we denote this run by
135. We denote the run (−1,−1,−1,−1,−1) by 0. Table 3 presents the optimum designs with
different values of k for n = 6, . . . , 16. Table 4 presents the numerical values of AD, AT, AMCR,
GD, GT, and GMCR for the optimum designs presented in Table 3. We notice that the design
D18 in Table 3 is a regular one-half orthogonal fraction of a 25 factorial experiment. The design
D18 is the only orthogonal fraction out of all designs given in Table 3.
5. Hierarchical designs
Hierarchical designs are used in multi-stage experiments. We now present some hierarchical
designs. In Table 1, we ﬁrst focus on four optimum designs D1,D2,D4.1, and D5. Clearly
D5 ⊃ D4.1 ⊃ D2 ⊃ D1 in the sense that the runs in D4.1 are always included in D5, the runs in
D2 are always included inD5, the runs inD1 are always included inD5, the runs inD1 are always
included in D2, but the runs in D2 can be chosen to be included in D4.1. In Table 5, we present
a design D3(1) so that D5 ⊃ D4.1 ⊃ D3(1) ⊃ D2 ⊃ D1 in the sense that the runs in D3(1) can
be chosen to be included in D4.1 and the runs in D2 can be chosen to be included in D3(1). The
design D3(1) is not an optimum design in D but it is next to D3 in its ranking with respect to six
criterion functions. In Table 6, we present the numerical values of six criterion functions AD, AT,
AMCR, GD, GT, and GMCR for bothD3 andD3(1) for the convenience of comparisons. In Table
1, we now focus on three optimum designs D3, D6, and D7. Clearly D7 ⊃ D6 ⊃ D3 in the
sense that the runs inD6 are always included inD7 and the runs inD3 are always included inD6.
In Table 5, we present two designs D4(1) and D5(1) so that D7 ⊃ D6 ⊃ D5(1) ⊃ D4(1) ⊃ D3.
It can be seen that D4(1) can be chosen to be the complement of D4.1, i.e., D4(1) = −D4.1.
The design D4(1) is therefore an optimum design with respect to AD, AT, GD, and GT criterion
functions. The design D5(1) is not an optimum design in D but it is next to D5 in its ranking
with respect to six criterion functions. In Table 6, we present the numerical values of six criterion
functions for both D5 and D5(1) for the convenience of comparisons.
We therefore have two series {D5 ⊃ D4.1 ⊃ D3(1) ⊃ D2 ⊃ D1} and {D7 ⊃ D6 ⊃ D5(1) ⊃
D4(1) ⊃ D3} of hierarchical designs for m = 4 with runs n = 5, . . . , 9, and n = 7, . . . , 11,
respectively. It can be seen from Table 3 that D13.1 ⊃ D12,D13.2 ⊃ D12,D11 ⊃ D10 ⊃
D9.3 ⊃ D8,D15 ⊃ D14, and D18 ⊃ D17. We therefore have ﬁve series of hierarchical designs
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Table 3
Optimum designs for m = 5
Design n k  Runs Number of designs Optimum w.r.t. the criterion functions
D8 6 0 1 1234, 1235, 1245, 1, 2, 345 320 A−,D−,E−
D9.1 7 1 10 1234, 1235, 1245, 13, 5, 2, 345 1920 AD
D9.2 7 1 10 1234, 1235, 1245, 1345, 2345, 12, 0 320 AT, AMCR
D9.3 7 1 10 1234, 1235, 1245, 1, 2, 345, 960 GD, GT, GMCR
any one run from {3, 4, 5}
D10 8 1 10 1234, 1235, 1245, 1, 2, 345, 960 All six
any two runs from {3, 4, 5}
D11 9 2 45 1234, 1235, 1245, 1, 2, 345, 1920 All six
any two runs from {3, 4, 5}, any
one run from {1345, 2345}
D12 10 3 120 1234, 1235, 1245, 1, 2, 3, 4, 5, 16 All six
1345, 2345
D13.1 11 3 120 1234, 1235, 1245, 1, 2, 345, 3, 320 AD, AT, GD, GT
4, 5, 1345, 2345
D13.2 11 3 120 1234, 1235, 1245, 1345, 2345, 32 AMCR, GMCR
0, 1, 2, 3, 4, 5
D14 12 5 252 1234, 1235, 1245, 1345, 2345, 32 All six
12, 13, 14, 23, 24, 34, 5
D15 13 5 252 1234, 1235, 1245, 1345, 2345, 160 All six
12, 13, 14, 15, 23, 24, 34, 5
D16 14 7 120 1234, 1235, 1245, 1345, 2345, 1920 All six
12, 13, 14, 34, 35, 0, 4, 5, 2
D17 15 9 10 1234, 1235, 1245, 1345, 2345, 32 All six
12, 13, 14, 15, 23, 24, 25, 34, 35, 45
D18 16 10 1 1234, 1235, 1245, 1345, 2345, 2 A−,D−,E−
12, 13, 14, 15, 23, 24, 25, 34, 35, 45, 0
Table 4
The AD, AT, AMCR, GD, GT, and GMCR values for optimum designs in Table 3
Design AD AT AMCR GD GT GMCR
D8 0.391 × 10−4 1.200 0.250 0.391 × 10−4 1.200 0.250
D9.1 0.130 × 10−4 2.750 1.762 0.116 × 10−4 2.621 1.542
D9.2 0.153 × 10−4 2.575 1.554 0.153 × 10−4 2.570 1.540
D9.3 0.142 × 10−4 2.992 2.064 0.096 × 10−4 2.454 1.359
D10 0.018 × 10−4 1.368 0.578 0.017 × 10−4 1.356 0.553
D11 0.237 × 10−6 2.100 1.229 0.159 × 10−6 1.806 0.810
D12 0.373 × 10−8 1.290 0.460 0.331 × 10−8 1.267 0.374
D13.1 0.148 × 10−8 1.126 0.355 0.135 × 10−8 1.113 0.303
D13.2 0.180 × 10−8 1.143 0.335 0.173 × 10−8 1.137 0.300
D14 0.151 × 10−10 1.853 0.899 0.131 × 10−10 1.790 0.761
D15 0.317 × 10−11 1.329 0.487 0.293 × 10−11 1.308 0.429
D16 0.579 × 10−13 2.352 1.158 0.478 × 10−13 2.220 0.924
D17 0.139 × 10−16 1.875 1.000 0.139 × 10−16 1.875 1.000
D18 0.500 × 10−19 1.000 0.063 0.500 × 10−19 1.000 0.063
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Table 5
The design D3(1),D4(1), and D5(1) for m = 4
Design n k  Runs Number of designs
D3(1) 7 1 6 i, S(3)
i
, any two runs from S(1)
i
96
D4(1) 8 2 15 S(4)
i
, S
(2)
i
, and one run from S(1)
i
64
D5(1) 9 3 20 S(4)
i
, S
(2)
i
, and two runs from S(1)
i
96
Table 6
The AD, AT, AMCR, GD, GT, and GMCR values for D3, D3(1), D5, and D5(1)
Design AD AT AMCR GD GT GMCR
D3 0.015 × 10−3 1.125 0.500 0.015 × 10−3 1.125 0.500
D3(1) 0.026 × 10−3 1.378 0.670 0.023 × 10−3 1.324 0.576
D5 0.834 × 10−7 1.388 0.610 0.685 × 10−7 1.334 0.418
D5(1) 1.418 × 10−7 1.721 0.893 1.235 × 10−7 1.645 0.744
for m = 5 with runs n = 10, 11 (two series), n = 6, . . . , 9, n = 12, 13, 14, and n = 15, 16,
respectively.
6. Comparison with Li–Nachtsheim designs
We now compare in Table 7 our designs with the designs given in Li and Nachtsheim [14]
for m = 4 and 5. We ﬁrst note that the Li–Nachtsheim design for m = 4 and n = 8 has the
maximum k value is 2 with the full estimation capacity 15. We observe that the set of three
interaction parameters AB, AC, and BC is a situation where the identiﬁcation of parameters is
not possible because the determinant of X(u)′ X(u) is equal to zero for the value of u representing
the model. Consequently, for k = 3, Li–Nachtsheim design does not have the full estimation
capacity. The AD, AT, AMCR, GD, GT, and GMCR values are smaller for D4.1 in comparison
with the Li–Nachtsheim design for m = 4 and n = 8.
Consequently, our design D4.1 stands out in its performances relative to the Li–Nachtsheim
design. The AD and GD values are larger for D4.2 in comparison with the Li–Nachtsheim design
form = 4 and n = 8. Consequently, the Li–Nachtsheim design form = 4 and n = 8 stands out in
its performances relative our design D4.2 with respect to the AD and GD criterion functions. The
AT, AMCR, GT, and GMCR values are smaller for D4.2 in comparison with the Li–Nachtsheim
design form = 4 andn = 8. Consequently, our designD4.2 stands out in its performances relative
to the Li–Nachtsheim design form = 4 and n = 8with respect to the AT, AMCR, GT, and GMCR
criterion functions. Again, our design D10 for m = 5 and n = 8 stands out in its performance
even more prominently relative to the Li–Nachtsheim design for the same values of m and n. We
note that the Li–Nachtsheim design for m = 5 and n = 12 does not have the maximum k value
5 with the full estimation capacity. The set of ﬁve interaction parameters BD, BE, CD, CE, and
DE is a situation where the identiﬁcation of parameters is not possible because the determinant of
X(u)′ (X(u)) is equal to zero for the value of u representing the model. Consequently, for k = 5,
Li–Nachtsheim design does not have the full estimation capacity. Our design D14 for m = 5 and
n = 12 does have the maximum k value 5 with the full estimation capacity.
1448 S. Ghosh, Y. Tian / Journal of Multivariate Analysis 97 (2006) 1437–1450
Table 7
Comparing D4.1, D4.2, and D10 with the Li–Nachtsheim designs for m = 4 and n = 8 and for m = 5 and n = 8
Design AD AT AMCR GD GT GMCR
m = 4, n = 8, k = 2/g = 2
Li–Nachtsheim design 0.343 × 10−5 1.83 0.93 0.332 × 10−5 1.82 0.93
D4.1 0.181 × 10−5 1.472 0.755 0.155 × 10−5 1.426 0.677
D4.2 0.369 × 10−5 1.608 0.427 0.364 × 10−5 1.607 0.427
m = 5, n = 8, k = 1/g = 1
Li–Nachtsheim design 0.254 × 10−5 1.61 0.81 0.221 × 10−5 1.57 0.73
D10 0.018 × 10−4 1.368 0.578 0.017 × 10−4 1.356 0.553
7. Discussions
Fractional factorial plans are widely used in scientiﬁc experiments. Optimum fractional fac-
torial plans are difﬁcult to obtain under an assumed model. Optimum fractional factorial plans
are even more difﬁcult to obtain under a set of models. In this paper we present optimum frac-
tional factorial plans for a 2m factorial experiment when m = 4 and 5 within a class D of
plans with the full estimation capacity in Mk . In other words, the plans have the ability to
unbiasedly estimate the general mean, main effects and all possible sets of k two-factor interac-
tions, 0k
(
m
2
)
. The number of runs for these plans is n. Moreover, they are optimum with
respect to some or all of the six criterion functions, AD, AT, AMCR, GD, GT, and GMCR
within the class D of fractional factorial plans with n runs under the model (1). The values of
n and k are (n, k) = (5, 0), (6, 1), (7, 1), (8, 2), (9, 3), (10, 5), (11, 6) for m = 4 and (n, k) =
(6, 0), (7, 1), (8, 1), (9, 2), (10, 3), (11, 3), (12, 5), (13, 5), (14, 7), (15, 9), (16, 10) for m = 5.
When k is (2) and even, these plans are called “search designs” with the ability of searching
for and identifying (k/2) non-negligible two-factor interactions. When k is (3) and odd, these
plans are also called “search designs” with the ability of searching for and identifying ((k−1)/2)
non-negligible interactions. When k = 0 and k = (m2 ), the plans are A−,D−, and E− optimum
designs within the class D of fractional factorial plans. When k = 0, (m2 ), the optimum designs
presented in this paper are in fact optimumwith respect to all or some of the six criterion functions
AD, AT, AMCR, GD, GT, and GMCR under a set of  models where  = ( s
k
) and s = (m2 ). In
order to demonstrate the challenges and complexities involved for m = 4 and 5, we note that
s = 10 for m = 5 and  = 252 for m = k = 5. For m = k = 5, the design D15 in Table 3 has
n = 13 runs. The design D15 is optimum with respect to all six criterion functions within the
class D of all fractional factorial plans with 13 runs under the model (1).
We give two series of hierarchical design for m = 4. The ﬁrst series has designs with n =
5, 6, 7, 8, and 9. The second series has designs with n = 7, 8, 9, 10, and 11. These designs are
“hierarchical” in the sense that the runs in the smaller designs are either included or can be chosen
to be included in the bigger designs. We also give ﬁve series of hierarchical designs for m = 5.
The ﬁrst two series have designs with n = 10, 11; the third series has designs has designs with
n = 6, 7, 8, 9; the fourth series has design with n = 12, 13, 14; and the ﬁfth series has designs
with n = 15, 16. These hierarchical designs can be used in multi-stage experiments.
The fractional factorial plan in Example 1 with the deﬁning relation I = ABCD for a 24
factorial experiment has n = 8, m = 4, and k = 1 under the model (1). The plans D4.1 and D4.2
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given in Table 1 have n = 8,m = 4, and k = 2 under the model (1). Since k is 2 (even), the plans
D4.1 and D4.2 are in fact “search designs” with the ability of searching for and identifying one
non-negligible two-factor interaction. We note that (k/2) = 1. Although the plan I = ABCD has
the ability to estimate the general mean, main effects, and one two-factor interaction in all possible
6 models, the plan does not have the ability of searching for and identifying one non-negligible
two-factor interaction like the plans D4.1 and D4.2.
The fractional factorial plan in Example 2 with the deﬁning relation I = −ABC = −CDE =
ABDE for a 25 factorial experiment has n = 8,m = 5, and k = 0 under the model (1). The
plan D10 given in Table 3 has n = 8,m = 5, and k = 1 under the model (1). The plan
I = −ABC = −CDE = ABDE does not have ability to estimate one two-factor interaction in
addition to the general mean and main effects in all 10 possible models. However, the plan D10
has the ability to estimate the general mean, main effects, and one two-factor interaction in all 10
possible models.
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