In this paper, we are concerned with the global existence and blowup of smooth solutions to the multi-dimensional compressible Euler equations with time-depending damping
Introduction
In this paper, we are concerned with the global existence and blowup of C ∞ −smooth solution . The state equation of the gases is described by p(ρ) = Aρ γ , where A > 0 and γ > 1 are constants. In addition,ρ > 0 is a constant, ρ 0 , u 0 ∈ C ∞ 0 (R d ), supp ρ 0 , supp u 0 ⊆ {x : |x| ≤ M }, (ρ 0 , u 0 ) ≡ 0, ρ(0, x) > 0, and ε > 0 is sufficiently small. For the physical background of (1.1), it can be found in [8] and the references therein.
For µ = 0 in α(t), (1.1) is the standard compressible Euler equation. It is well known that smooth solution (ρ, u) of (1.1) will generally blow up in finite time. For examples, for a special class of initial data (ρ(0, x), u(0, x)), Sideris [20] has proved that the smooth solution (ρ, u) of (1.1) in three space dimensions can develop singularities in finite time, and Rammaha in [19] has proved a blowup result in two space dimensions. For more extensive literature on the blowup results and the blowup mechanism for (ρ, u), see [1-6, 9, 21, 23, 27] and the references therein.
For λ = 0 in α(t), it has been shown that (1.1) admits a global smooth solution (ρ, u), moreover, the long-term behavior of the solution (ρ, u) has been established, see [12-14, 17, 18, 22, 24-26] . In particular, in [22] , the authors showed that the vorticity of velocity u decays to zero exponentially in time t.
For µ > 0 and λ > 0 in α(t), one naturally asks: does the smooth solution of (1.1) blow up in finite time or does it exist globally? For the case of curl u 0 ≡ 0, in [11] , we have studied this problem in three space dimensions and proved that for 0 ≤ λ ≤ 1 and µ > 0 there exists a global smooth solution (ρ, u) of (1.1) and while for λ > 1, in general, the solution will blow up in finite time. In this paper, we will remove the assumption curl u 0 ≡ 0 in [11] and systematically study this problem both in two and three space dimensions.
Obviously, one can divide λ ≥ 0, µ > 0 into four cases: At first, we state the global existence results in this paper.
Theorem 1.1 (Global existence for Case 1).
If 0 ≤ λ < 1 and µ > 0, then for small ε > 0, (1.1) admits a global C ∞ − smooth solution (ρ, u) which fulfills ρ > 0 and which is uniformly bounded for t ≥ 0 together with all its derivatives. In addition, the vorticity curl u and its derivatives decay to zero in the rate e Next we concentrate on Case 3 and Case 4. As in [19] , we introduce the two functions hold for all l ∈ (M , M ), whereM is some fixed constant satisfying 0 ≤M < M . Moreover, we assume that there exist two constants M 0 and Λ with max{M , M − δ 0 } ≤ M 0 < M and Λ ≥ 3ab such that
, then there exists an ε 0 > 0 such that, for 0 < ε ≤ ε 0 , the lifespan T ε of the smooth solution (ρ, u) of (1.1) is finite. 6) where λ ≥ 0 and µ > 0 are constants, v 0 ∈ C ∞ 0 (R), v 0 ≡ 0, and ε > 0 is sufficiently small. One may directly obtain that by the method of characteristics
where T ε is the lifespan of the smooth solution v of (1.6). Especially in the case of 0 ≤ λ < 1, v exponentially decays to zero with respect to the time t. This means that λ = 1 and µ = 1 appear to be the critical power and critical value respectively, for the global existence of smooth solution v of (1.6). Remark 1.2. For the three dimensional problem (1.1) and the case λ = 0 in α(t), the authors in [22] proved that the fluid vorticity decays to zero exponentially in time, while the solution (ρ, u) does not decay exponentially. In Case 1 of 0 ≤ λ < 1 and µ > 0, we have precisely proved that the vorticity curl u decays to zero in the rate e
Remark 1.3. In Theorem 1.2, we pose the assumption of curl u 0 ≡ 0 for Case 2. If not, it seems difficult for us to obtain the uniform control on the vorticity curl u by our method. Namely, so far we do not know whether the assumption of curl u 0 ≡ 0 can be removed in order to obtain the global existence of (ρ, u) in Case 2. Remark 1.4. It is not hard to find a large number of initial data (ρ, u)(0, x) such that (1.3)-(1.5) are satisfied. For instance, choosing ρ 0 (x) > 0 and u 1,0 (x) = x 1 ρ 0 (x)Λ/ρ, then we get (1.3)-(1.5).
Remark 1.5. In [20] and [19] , the authors have shown the formation of singularities in multi-dimensional compressible Euler equations (corresponding µ = 0 in (1.1)) under the assumptions of (1.3)-(1.4). However, in order to prove the blowup result of smooth solution (ρ, u) to problem (1.1) and overcome the difficulty arisen by the time-depending frictional coefficient µ (1+t) λ with µ > 0 and λ ≥ 1, we pose an extra assumption (1.5) except (1.3)-(1.4), which leads to the non-negativity lower bound of P (t, l) in (5.8) so that two ordinary differential blowup inequalities (5.19)-(5.20) can be established. One can see more details in §5. 
instead of the ones in (1.3)-(1.4) and (5.1), respectively, we then obtain an analogous result in Theorem 1.3 by applying the same procedure in §5.
Let us indicate the proofs of Theorems 1.1-1.3. Without loss of generality, from now on we assume thatc = c(ρ) = 1, where c(ρ) = P ′ (ρ) is the sound speed. At first, we reformulate problem (1.1). Set
Then problem (1.1) can be rewritten as 8) where
Note that g(x, ε) is smooth in (x, ε) and has compact support in x. To prove Theorem 1.1, we introduce such a time-weighted energy
where k is a fixed positive number, and · stands for the L 2 x norm on R d , i.e.,
Denote by
For 0 ≤ λ < 1 and µ > 0, one can choose a constant t 0 such that
by the smallness of ε > 0 (see the local existence result for the multidimensional hyperbolic systems in [16] ). Making use of the vorticity curl u and the conditions of 0 ≤ λ < 1 and µ > 0 in Case 1, and simultaneously taking the delicate analysis on the system (1.8), the uniform time-weighted energy estimates for E 4 [θ, u](t) are obtained. This, together with the continuity argument, yields the proof of Theorem 1.1.
Since we have proved Theorem 1.2 in [11] for the Case 2 with curl u 0 ≡ 0 in three space dimensions, we only require to focus on the proof of Theorem 1.2 in two space dimensions. For this purpose, we define another energy 12) where
6 . From (1.8) we may derive a damped wave equation of θ as follows 13) where the expression of Q(θ, u) will be given in (2.4) below. Thanks to curl u ≡ 0, we can get the estimates of velocity u from the equations in (1.8) (see Lemma 4.1). By µ > 1 and a rather technical analysis on the damped wave equation (1.13), we eventually show in §4 that
is assumed for some suitably large constant K 3 > 0 and small ε > 0. Based on this and the continuity argument, the global existence of (θ, u) and then Theorem 1.2 in two space dimensions are established for λ = 1, µ > 1 and curl u 0 ≡ 0.
To prove the blowup result in Theorem 1.3, as in [19, 20] , we shall derive some blowup-type secondorder ordinary differential inequalities in §5. From this and assumptions (1.3)-(1.5), an upper bound of the lifespan T ε is derived by making use of λ = 1, µ ≤ 3−d or λ > 1, and then the proof of Theorem 1.3 is completed.
Here we point out that in [11] , for the 3-d irrotational compressible Euler equations, it has been shown that for 0 ≤ λ ≤ 1, there exists a global C ∞ −smooth small amplitude solution (ρ, u), while for λ > 1, the smooth solution (ρ, u) generally blows up in finite time. This means that we have extended the global existence and blowup results in [11] for the 3-D irrotational flows to the 2-D and 3-D full Euler systems.
In the whole paper, we shall use the following convention:
• C will denote a generic positive constant which is independent of t and ε.
• A B or B A means A ≤ CB.
•
• Φ(t, ·)
• Z denotes one of the Klainerman vector fields {∂, S, R, H} on R + ×R 2 , where
• For two vector fields X and
• Greek letters α, β, · · · denote multiple indices, i.e., α = (α 0 , · · · , α m ), and |α| = α 0 + · · · + α m denotes its length, where α i is some non-negative integer for all i = 0, · · · , m.
• For two multiple indices α and β, β ≤ α means β i ≤ α i for all i = 0, · · · , m while β < α means β ≤ α and β i < α i for some i.
• Leibniz's rule:
• Ξ is the solution of Ξ ′ (t) = µ (1 + t) λ Ξ(t) with Ξ(0) = 1, i.e.,
(1.14)
• c(ρ) = 1 will be assumed throughout (otherwise, introduce X = x/c(ρ) as new space coordinate if necessary).
Some Preliminaries
At first, we derive the scalar equation of θ in (1.8). It follows from the first equation in (1.8) that
Taking divergence on the second equation in (1.8) yields
where
2) yields the damped wave equation of θ
Then the second equation in (1.8) implies that for d = 2
To prove Theorem 1.1-1.2, we require to introduce the following lemma, which is easily shown.
, then there holds that
The following Sobolev type inequality can be found in [15] .
Lemma 2.2. Let Φ(t, x) be a function on R 1+2
, then there exists a constant C such that
In addition, we have Lemma 2.3. Let Φ(t, x) be a function on R 1+2 and assume supp Φ ⊆ {(t, x) : |x| ≤ t + M }, then there exists a constant C > 0 such that for ν ∈ (−∞, 1)
and for ℓ = 1 σ
Proof. For the purpose of completeness, we prove (2.12)-(2.13) here. In fact, for the proof of (2.13), one can also see [1, Lemma 2.2] . By introducing the polar coordinate (r, φ) such that x 1 = r cos φ and x 2 = r sin φ, we then have
Together with the mean value theorem, this yields
which immediately derives (2.12). On the other hand, applying Cauchy-Schwartz inequality to (2.14) derives
which yields
On the other hand, it follows from direct computation that
where we have used the fact of Throughout this section, we will always assume that E 4 [θ, u](t) ≤ K 1 ε holds, where the definition of E 4 [θ, u](t) has been given in (1.9) and (1.10). Together with the standard Sobolev embedding theorem, this yields
To prove Theorem 1.1, we now carry out the following parts.
Estimates of velocity u and vorticity w.
The following lemma is an application of Lemma 2.1 and (3.1).
Lemma 3.1. Under assumption (3.1), for all t > 0, one has
where the definition of w has been given in (2.7).
Proof. By the equations in (1.8), we see that
3)
Taking U = ∂ α u with |α| ≤ 3 in (2.10), we then arrive at
where we have used (3.1) and (3.3) in the last inequality. Taking the L 2 norm of ∂ α (3.4) yields
By the smallness of ε > 0, we immediately derive (3.3) from (3.5) and (3.7). This completes the proof of Lemma 3.1.
The following lemma shows the estimate of velocity u itself.
Proof. Multiplying the second equation in (1.8) by u derives
From the first equation in (1.8), we see that
Substituting (3.10) into (3.9) and integrating it over R d yield
Substituting (3.1) into (3.11) and applying µ > 0 and the smallness of ε, we derive (3.8) . This completes the proof of Lemma 3.2.
Next lemma shows the estimates of vorticity w and its derivatives.
Proof. It follows from vorticity equation (2.8)-(2.9) that for |α| ≤ 3,
here we point out that the last term w · ∇u in (3.13) does not appear when d = 2 . Multiplying (3.13) by ∂ α w and integrating it over
Note that when α = 0, the firs term ∂ α w(t, ·) ∂ <α w(t, ·) in the right hand side of (3.14) does not appear. Summing up (3.14) from |α| = 0 to |α| = 3 and applying (3.1), µ > 0 and the smallness of ε, we then obtain (3.12) . This completes the proof of Lemma 3.3.
Remark 3.1. The proof of Lemma 3.2 and Lemma 3.3 only depends on (3.1), µ > 0 and the smallness of ε.
Estimates of θ and its derivatives.
The next lemma shows the global estimates of θ and its derivatives for t > t 0 , where t 0 is defined in (1.11).
Lemma 3.4. Let 0 ≤ λ < 1, µ > 0. Under assumption (3.1), for all t > t 0 , it holds that
Proof. Acting ∂ α with |α| ≤ 3 on both sides of equation (2.3) shows
Multiplying this by
Thanks to 0 ≤ λ < 1, µ > 0 and the choice of t 0 (see (1.11)), for all t > t 0 one easily knows that for the term in the first square bracket of the second line in (3.16),
Furthermore, one gets that for the term in the square bracket of the first line in (3.16),
which is equivalent to (1 + t) 2λ |∂∂ α θ| 2 + |∂ α θ| 2 for 0 ≤ λ < 1 and t > t 0 . Consequently, integrating
Next we deal with the last term in the right hand side of (3.18). It follows from (3.1)-(3.2) and |α| ≤ 3 that
Now we turn our attention to the term ∂ α Q 1 (θ, u). It is easy to get
One easily checks that (3.19) still holds if ∂ α Q 2 (θ, u) is replaced by Q α 1 (θ, u). In addition, for α = 0, we see that
where we have used (3.1) again. If α > 0, by (3.2) we find that
On the other hand, direct computation derives the following identities
Integrating these two identities over
where we have used (3.1) and λ ≤ 1.
Analogously for the remaining items u · ∇∂ t ∂ α θ and
direct computations show
Then we have that
Substituting (3.19)-(3.24) into (3.18) yields
Summing up (3.25) from |α| = 0 to |α| = 3 and applying Gronwall's inequality for λ < 1 yield (3.15) provided that ε > 0 is small enough. This completes the proof of Lemma 3.4.
Proof of Theorem 1.1.
Proof of Theorem 1.1. First, we assume that E 4 [θ, u](t) ≤ K 1 ε holds. Multiplying (3.12) by (1 + t) 2λ yields
where we have used (3.1). In view of (3.17), the second term on the first line in (3.26) is bounded below by
and Next we show
where Ξ(t) = e µ 1−λ [(1+t) 1−λ −1] has been defined in (1.14).
For this purpose, we assume that Ξ(t) 1 3 ∂ ≤3 w(t, ·) ≤ K 2 ε holds for sufficiently large constant K 2 > 0 and small ε > 0. This immediately implies
Multiplying (3.12) by Ξ(t)
Substituting (3.2) and (3.30) into (3.31) and applying Young's inequality, we then have
(3.32)
Collecting (3.8), (3.15), (3.32) and applying the same argument as in the proof for the global existence of (ρ, u), we infer (3.29). This completes the proof of (3.29). Thus the proof of Theorem 1.1 is completed.
Remark 3.2. The proof of Theorem 1.1 can be applied to the case of λ = 1, µ > 2. In this case, Lemma 3.1-3.3 still hold and the coefficient of the first term in the second line of (3.16) is (µ − 2)(1 + t), which plays the same role as (3.17). Instead of the identity below (3.17), we have
which is equivalent to (1 + t)|∂∂ α θ| 2 + |∂ α θ| 2 for µ > 2. However, we cannot obtain the exponential decay of the vorticty w.
Proof of Theorem 1.2.
Theorem 1.2 in three space dimensions has been proved in [11] . In this section, we fix d = 2 and assume that
holds. By the finite propagation speed property of hyperbolic systems, one easily knows that (θ, u) and their derivatives are supported in {(t, x) : |x| ≤ t + M }, which implies that for α > 0,
On the other hand, collecting (2.11)-(2.12) with assumption (4.1) derives the following pointwise estimate
To prove Theorem 1.2 for d = 2, we shall focus on the following parts.
Estimates of velocity u and its derivatives.
The following lemma is an application of Lemma 2.1 and (4.2)-(4.3).
Lemma 4.1. Under assumption (4.3), for all t ≥ 0, it holds that
Proof. In view of curl u 0 ≡ 0 and (2.8), it is easy to know that curl u(t, x) ≡ 0 always holds for any t ≥ 0 as long as the smooth solution (θ, u) of (1.8) exists. Then, it follows from curl u ≡ 0 that
which can be abbreviated as curl
Taking U = Z α u with |α| ≤ 4 in (2.10) and applying (4.5)-(4.6) yield
where we have used the first equation in (1. 
8) and (4.2)-(4.3). On the other hand, one easily gets
Proof. Multiplying the second equation in (1.8) by (1 + t) −1 u derives
From the first equation in (1.8), we see that 11) which is similar to the expression in (3.10). Substituting (4.11) into (4.10) and integrating it over R 2 yield
Substituting (4.3) into (4.12), then (4.9) can be obtained from the smallness of ε. This completes the proof of Lemma 4.2.
Estimates of θ and its derivatives.
The following lemma shows the estimates of θ. 
Proof. Acting Z α with |α| ≤ 4 on both sides of equation (2.3) implies
Multiplying (4.14) by 2µ(1 + t)∂ t Z α θ + (2µ − 1)Z α θ yields
(4.16)
Thanks to µ > 1, we see that for the term in the square bracket of the first line in (4.16)
which is equivalent to (1 + t)|∂Z α θ| 2 + 1 1+t |Z α θ| 2 . Integrating (4.16) over [0, t] × R 2 yields
It follows from a direct computation that
For α = 0, we find that Q α 22 = Q α 23 = Q α 24 = 0. For α > 0 and by (4.2), we see that
Recall the definition of Q(θ, u) in (2.4)-(2.6) as follows
Then it follows from (4.2)-(4.4) and |α| ≤ 4 that 
Next we focus on the treatment of Z ≤α Q 1 (θ, u). In view of |α| ≤ 4, we find that
which can be abbreviated as
From this and the definition of Q 1 (θ, u), we see that
If α = 0, applying (4.3) yields
If α > 0, from (4.2)-(4.4) we see that
As in Lemma 3.4, direct computation derives the following identities
together with (4.2)-(4.3), this yields
Analogously, we have
Next we turn our attention to Q 3 (θ, u). Note that Q 3 (θ, u) = 0 when α = 0. It follows from direct calculation that for any function Φ(t, x)
From this, (2.13) and (4.2)-(4.4), we see that 
Summing up (4.27) from |α| = 0 to |α| = 4 yields (4.13). This completes the proof of Lemma 4.3.
Proof of Theorem 1.2.
Proof of Theorem 1.2. Integrating (4.9) over [0, t] yields that
Collecting this with (4.4) and (4.13), we conclude that E 5 [θ, u](t) ≤ C 3 ε. Let K 3 = 2C 3 , and choose ε > 0 sufficiently small. Then, we infer E 5 [θ, u](t) ≤ 1 2 K 3 ε, which implies that (1.8) admits a global solution for Case 2 with curl u 0 (x) ≡ 0. Thus we complete the proof of Theorem 1.2.
Proof of Theorem 1.3.
In this section, we shall only prove Theorem 1.3 for d = 2 since the corresponding blowup result for Case 4 with curl u 0 (x) ≡ 0 in three space dimensions has been proved in [11] .
Proof of Theorem 1.3. We divide the proof into two parts.
Let (ρ, u) be a C ∞ −smooth solution of (1.1). For l > 0, we define
Employing the first equation in (1.1) and an integration by parts, we see that
where we have used the facts of η(x, l) = 0 on x 1 = l and u(t, x) = 0 for |x| ≥ t+M . By differentiating ∂ t P (t, l) in (5.2) again and using the equation of u 1 in (1.1), we find that
It follows from the integration by parts that
here we have used that ∂ x 1 η(x, l) = 0 on x 1 = l and p(t, x) −p vanishes for |x| ≥ t + M . Note that
Then we have
where we have used the fact that η and ∂ l η vanish on x 1 = l. Collecting (5.3)-(5.4), we arrive at
Due to γ = 2 and the sound speedc = √ 2Aρ = 1, we have 
We put the proof of (5.8) in Appendix. Define the function
From the definition of Ξ(t), i.e., (1.14) for λ = 1, µ ≤ 1 or λ > 1, we have Ξ(t)
Then, by (5.8), we arrive at
From assumption (1.3), we see that
To bound J 2 from below, we write 12) where
in the limits of integration will be replaced by 0. For the integrand in J 2,1 we have that
Analogously, for the integrands in J 2,2 and J 2,3 we have that
(5.14)
and 
Then it follows from the integration by parts together with (5.6)-(5.7) that
By applying the Cauchy-Schwartz inequality to F (t) defined by (5.9), we arrive at
whereΩ def = {x : x 1 > y, |x| < τ + M }. Note that
Combining (5.10)-(5.11) and (5.16)-(5.18) gives the following ordinary differential inequalities
Next, we apply (5.19)- (5.20) to prove that the lifespan T ε of smooth solution F (t) is finite for all 0 < ε ≤ ε 0 . The fact that F (0) = F ′ (0) = 0, together with (5.19), yields 
which leads to the improvement
Substituting this into (5.20) yields
It follows from (5.21) that F ′ (t) ≥ 0 for t ≥ 0. Then multiplying (5.24) by F ′ (t) and integrating from t 3 (which will be chosen later) to t derive
Since F ′′ (t) ≥ 0 and F (0) = 0, the mean value theorem yields 
By integrating (5.28) from t 3 to t, we arrive at
Together with (5.23) for F (t 3 ), this yields
Substituting this into (5.20) derives
Multiplying this differential inequality by F ′ (t) and integrating from t 4 to t yield
On the other hand, F (t) ≥ 0, F ′′ (t) ≥ 0, (5.26) and the mean value theorem imply that, for t ≥ t 4 ,
Thus
If T ε > 2t 5 , then integrating (5.30) from t 5 to T ε derives
We see from (5.29) and t 5 = Ct 2 3 that
which together with F (T ε ) > 0 is a contradiction. Thus, T ε ≤ 2t 5 = Ct 2 3 . From the choice of t 3 in (5.27), we see that T ε ≤ e C/ε 2 .
Part II: γ > 1 and γ = 2.
In view ofc = γAρ γ−1 = 1, instead of (5.7) we have
The convexity of ρ γ for γ > 1 implies that ψ(ρ,ρ) is positive for ρ =ρ. Applying Taylor's theorem, we have
where C γ,ρ is a positive constant and Φ γ is given by
In this case, Theorem 1.3 can be shown completely analogously to Part I.
Next we treat the case 1 < γ < 2. We define F (t) as in (5.9)
Similarly to Part I, we have
Denote
: ρ(τ, x) > 2ρ}, and Ω 3 = {(τ, x) : ρ(τ, x) < ρ}. Divide F (t) into the following three integrals over the domains
Corresponding to the three parts of F (t), we defineJ 3 def =J 3,1 +J 3,2 +J 3,3 . In view of F (t) ≥ 0 and
Applying Hölder's inequality for the domains Ω 1 and Ω 2 , we obtain that
In view of 1 < γ < 2, we have 1 2γ
Together with the fact that F (t) ε(t + M ) log(t/M + 1), this yields
Substituting this into (5.31) yields
Integrating this yields
Substituting this into (5.33) again gives
Repeating this process k times, we see that
where k = log γ 2 . Solving (5.34) yields
wheret 2 > 0 is a constant only depending on γ and M . Substituting this into (5.33) derives (t/M + 1) F (t), t ≥t 3 , which is similar to (5.28) and yields Together with γ > 1 and the choice oft 3 , this yields T ε < ∞.
Collecting Part I and Part II completes the proof of Theorem 1.3.
A Proof on the lower bound of P (t, l) in Σ ≡ {(t, l) :
We fixed a point A = (t A , l A ) ∈ Σ. In the characteristic coordinates ξ = 1 + t − l and ζ = 1 + t + l, (5.5) can be written as 
Returning to the variable (t, l) (see Figure 2 below), we find in the second line of (A.6) that which implies that (1.2) holds. This, together with (1.3), (A.7)-(A.9) and the assumption (1.5) of Λ ≥ 3ab, yields that the integral in the second line of (A.6) is non-negative. Next we prove that P (t, l) ≥ 0 for all (t, l) ∈ Σ. Definet ≡ inf{t : ∃ l ∈ (t + M 0 , t + M ) s.t. P (t, l) < 0}.
From assumption (1.3), we gett > 0. Ift < +∞, we see that there existsl ∈ (t + M 0 ,t + M ) such that P (t,l) = 0. Moreover, we have P (t, l) ≥ 0 for t <t. Choose A = (t A , l A ) = (t,l) in (A.6). From (A.4)-(A.5) and (1.2) we infer L * R ≤ 0 for λ ≥ 1 and (t, l) ∈ Σ ∩ D (L * R ≡ 0 if λ = 1). It follows from f (t, l) ≥ 0 in (5.5), (1.2)-(1.4) and (A.6) that
which is a contradiction with P (t,l) = 0. Consequently, we conclude thatt = +∞ and P (t, l) ≥ 0 for all (t, l) ∈ Σ. It follows from (1. f (τ, y) dydτ, which is (5.8).
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