We consider empirical processes generated by strictly stationary sequences of associated random variables. S. Louhichi established an invariance principle for such processes, assuming that the covariance function decays rapidly enough. We show that under certain conditions imposed on the pairwise distributions of the random variables in question the restrictions on the rate of decay of the covariance function can be relaxed.
Introduction
The theory of associated random processes and fields has been actively developed since 1980s. The property of association is easy to verify for a wide range of random fields arising in a number of applications (see e.g. [2] ). Furthermore, limit theorems under association can often be formulated with conditions imposed only on the covariance function, and the latter is usually not difficult to estimate (see [2] , [11] , and [13] for an extensive review of asymptotic results for associated random variables). It is, therefore, often convenient to carry out asymptotic analysis of random processes and fields via the use of the property of association. Thus, limit properties of associated sequences are of considerable interest.
The classical invariance principle in the Skorokhod space for empirical distribution functions was generalised to the case of associated random variables in [16] . The restrictions on the rate of decay of the covariance function were later weakened first in [14] and then in [7] . We show that these restrictions can be further relaxed, provided the two-dimensional distributions exhibit a certain type of positive dependence stronger than association. Note that related invariance principles in the spaces L p , p > 2, and L 2 were obtained in [12] and [9] , respectively.
Invariance principle
Let us recall the necessary definitions. Consider a family of random variables X = {X t , t ∈ T }. According to [6] X is called associated (we write X ∈ A) if for any finite I, J ⊂ T and bounded coordinate-wise nondecreasing functions f :
Associated families of random variables possess an important property, which is very useful in establishing various moment estimates. For square-integrable X = {X t , t ∈ T } ∈ A, any finite I, J ⊂ T , and arbitrary Lipschitz functions f : R card(I) → R, g : R card(J) → R the following inequality holds (see e.g. [2, Theorem 1.
where Lip l (f ) is the Lipschitz constant with respect to x l , l ∈ I, of a Lipschitz function f (x i , i ∈ I), x i ∈ R, i ∈ I.
Let X, Y be real-valued random variables. X is said to be stochastically increasing in Y [15] (this type of dependence is also called positive regression dependence) if P(X > x|Y = y) is a nondecreasing function of y ∈ R for all x ∈ R. Let X = {X k , k ∈ Z} be a strictly stationary sequence of uniformly distributed on [0, 1] random variables, X ∈ A. Suppose that for some C, α > 0
Introduce the condition
Now we can formulate our main result. 
In [7] (SI) is not required, but the functional convergence of G n to G is obtained under the more restrictive assumption α > 4.
As in [7] we can formulate the invariance principle for the case of an arbitrary continuous distribution. Corollary 1. Let X = {X k , k ∈ Z} be a strictly stationary sequence of random variables with continuous distribution function F , X ∈ A. Assume (SI). Suppose also that Note that if X 0 is square-integrable, and F is not only continuous but also Lipschitz, i.e. X 0 has a density bounded by certain a > 0, then cov(
This inequality follows from (1).
Proof. By [10, Corollary 5.2.11] we have SI(F (X k )|F (X l )) and SI(F (X l )|F (X k )), k = l ∈ Z. Therefore, the statement of Corollary 1 follows from Theorem 1 and the standard argument used to deduce the convergence in the general case from the convergence in the case of uniformly distributed random variables (see e.g. [1, Theorem 16.4 
]).
Let Lip(f ) denote the Lipschitz constant of a Lipschitz function f on R. For x, y ∈ R put x ∨ y = max{x, y}. The proof of Theorem 1 is based on the following moment estimate. Lemma 1. Assume (SI) and suppose that (2) holds for some α > 1. Then for any p > 2 and ν > 0 one can find such K = K(p, ν, α, C) that
Proof. Fix s < t ∈ R and introduce the function
Clearly,
It is not difficult to show that for any finite disjoint I, J ⊂ Z the relation (1) implies
Here we used the inequality j∈J (g(X j ) − Eg(X j )) |J|. Applying [8, Theorem 1] and (2), we get
Set m = dist(I, J) = min i∈I,j∈J |i − j|. In view of (7) cov
where A = A(α) > 0 depends only on α. Using (8) 
where K 1 = K 1 (p, ν, α) > 0 depends only on p, ν, and α.
To show (5), set δ = |t − s| and note that |cov(g(
where A 1 = A 1 (C, α) > 0 depends only on C and α. The latter inequality, (9), and (6) now yield (5). 
It is easy to see that for any 0
Therefore, it is sufficient to show that for some nondecreasing sequence m n ∈ N, n ∈ N, such that 2 −mn = o(n −1/2 ), n → ∞, the following relation holds lim sup
To estimate the probability in the left-hand side of (10), we use the chaining argument.
It is easy to see that for N ∋ d < m n and arbitrary s, t ∈ 2 −mn Z, 0 < t − s < 2 −d , we have
and, therefore,
. (11) By Lemma 1 the right-hand side of (11) is not greater than
Choose any p ∈ ((α + 1) ∨ (2α/(α − 1)), 2α − 1). This interval is nonempty, since α > (5 + √ 17)/4. Clearly, p/2 − α > 1 − p/2, and α > (p + 1)/2. We can also choose r = r(p, ν) ∈ (0, 1) large enough to satisfy r 
To obtain the last inequality, we used the estimate 2 mn 2 n 1/2+ν . Since α > (p + 1)/2, the right-hand side of (13) tends to zero as n → ∞, provided ν > 0 is small enough.
Furthermore, the inequality p > 2α/(α − 1) yields β = (1 − 1/α)p/2 > 1. We have The latter expression converges to zero as d → ∞ if ν > 0 is small enough. Thus, for any η > 0 one can find such d, N ∈ Z that the expression (12) is less than η for all n > N. This implies (10) .
