Abstract. The numerical range of a quadratic operator acting on an indefinite inner product space is shown to have a hyperbolical shape. This result is extended to different kinds of indefinite numerical ranges, namely, indefinite higher rank numerical ranges and indefinite Davis-Wielandt shells.
* A) is convex if dimH ≥ 3. In [20] , the convexity of the higher numerical range was stated. Since similar results for indefinite inner products spaces are lacking, it seems of interest to treat such generalized numerical ranges in specific situations. So the investigation of the indefinite numerical range, rank-k numerical range and Davis-Wielandt shell of quadratic operators acting on spaces with an indefinite metric is the main objective of this note. We recall that for arbitrary H, operators satisfying the equation ( 
1.1)
A 2 − 2µA − νI = 0 with some µ, ν ∈ C are called quadratic operators [8] . This class of operators includes idempotent and square-zero operators. According to Theorem 1.1 in [19] , we may suppose that H has a decomposition (H 1 ⊕ H 1 ) ⊕ H 2 ⊕ H 3 , such that A is unitarily similar to a matrix of the form
where dim H j (≥ 0) is uniquely defined by A and X : H 1 → H 1 is a positive definite operator on H 1 , i.e., Xx, x ≥ 0 for all x ∈ H 1 and Xx, x = 0 for all nonzero x ∈ H 1 .
Our investigation strongly relies on the Hyperbolical Range Theorem [3, 4] which states that the indefinite numerical range of A when dim H = 2, is bounded by a twocomponent hyperbola with foci at the eigenvalues λ 1 and λ 2 of A and transverse axis of length Tr (A # A) − |λ 1 | 2 − |λ 2 | 2 1/2 . According to the Cayley-Hamilton theorem, A in this setting satisfies (1.1) with
The case H 1 = {0} corresponds to the case of A being a normal operator (in diagonal form) on the indefinite inner product space H. We may conclude that W J (A) is the union of the two half-rays (−∞, −λ] and [λ, +∞), e.g., see [2] . This agrees with (a), since in this case X = 0.
We now assume that X < λ and dim H 1 > 0. The (directed) distance from the origin to the support line ℓ θ of W J (A) with the slope θ is an extremum point w θ of the spectrum of ℜ J (e −iθ A), for −θ 0 < θ < θ 0 with cos 2 θ 0 = X 2 /λ 2 . Furthermore, ℓ θ contains points of W J (A) if and only if w θ belongs to the point spectrum of ℜ J (e −iθ A), for −θ 0 < θ < θ 0 . For A in the form (1.2) with λ j as in (1.3), we find
Hence, Proof. (a) Under the J-unitary transformation R ⊕ R ⊕ T , where R ∈ M r and T ∈ M s are unitary matrices, U AU * is J-unitarily similar to
where Q is a permutation, and
Further,
, where H(λ 1 , λ 2 , ℓ) denotes the hyperbolical disc with foci λ 1 , λ 2 and nontransverse axis of length ℓ ≤ |λ 1 − λ 2 |. It is easy to see that
Having in mind (2.2), there exist x
k provides the (2k − 1)-th and the 2k-th entries of x k ). Thus, [x i , x j ] = 0 (i = j) and we find
Let P be the projection operator on the subspace spanned by the J-orthogonal vectors x 1 , . . . , x k :
In order to show that the reverse inclusion holds, we claim that for θ ∈ [θ 1 , θ 2 ] ⊂ R we have
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By the Hyperbolical Range Theorem we infer that W J2 (A j ) = H(λ 1 , λ 2 , 2σ j ), and the claim follows for k = 1, because Λ
Thus,
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We get
When the complex numbers x ′ 1 , . . . x ′ r and the (k − r)-dimensional complex vector x ′ vary independently, x spans a k-dimensional subspace. Let P be the projection operator onto that subspace. Then P AP = λ 1 P . So, if r < k ≤ r + s, by Lemma 2.2 (ii), (iii), we may conclude that
and (c) follows. Next, we present an example that suggests the veracity of Theorem 2.3 (b) when
. Using the arguments in the proof of Theorem 2.3 (a), we may conclude that Λ
Considering adequate invariants of
n, where TrC
(k) (Y ) denotes the trace of the kth compound of Y ), it may be seen that
We do not present the complete proof that (− cos θ, cos θ) ∩ Λ J 2 (ℜ J (e −iθ A)) = ∅, because it is merely computational, but, in order to illustrate the involved techniques,
by contradiction, that there does not exist a J-unitary matrix V such that [14] . We characterize the indefinite Davis-Wielandt shells of quadratic operators in Theorem 2.3. We consider the following sets
From the definition it is clear that
The following lemma, here included for the sake of completeness, will be used in the proof of Theorem 2.7 (cf. [6] ). Proof.
) is the union of the two sheets of an hyperboloid (without interior) centered at
λ 1 + λ 2 2 , |λ 1 | 2 + |λ 2 | 2 2 − 2|σ| 2 . Moreover, (x, y, z) ∈ S J + (A) only if, for z = (|λ 1 | 2 + |λ 2 | 2 )/2 − 2|σ| 2 , |x + iy − λ 1 | < |x + iy − λ 2 | and (x, y, z) ∈ S J − (A) only if, for z = (|λ 1 | 2 + |λ 2 | 2 )/2 − 2|σ| 2 , |x + iy − λ 1 | > |x + iy − λ 2 |. (2) For 2|σ| > |λ 1 −λ 2 |, then S J (A
(1) We may assume λ 1 = −λ 2 = λ > 0, otherwise, we may replace A by a matrix of the form µ(A − νI) for some µ, ν ∈ C with |µ| = 1. We consider
Suppose (x, y, z) ∈ S J (A). Then, there exists a J 2 -unitary matrix V such that
where e = x + iy. Thus,
the norm of the generating vector being positive. The case of a generating vector with negative norm is similarly treated. It is clear that
We also obtain det (V # AV ) = −e 2 − f g = −λ 2 , so that
We show that, for 0 < σ < λ, S J + (A) and S J − (A) are the right and left sheets of the hyperboloid (with nontransverse axis parallel to the X-axis):
given by x ≥ √ λ 2 − σ 2 and x ≤ √ λ 2 − σ 2 , respectively. We sketch the proof of the previous assertion. We rewrite (2.4) and (2.5) as
so that
Having in mind (2.3), we obtain
and (2.6) easily follows. The vertex of the right sheet of the hyperboloid is the point (x, y, z) = ( |x + iy + λ| for z = λ 2 − 2σ 2 . The vertex of the left sheet of the hyperboloid is the point (x, y, z) = (− √ λ 2 − σ 2 , 0, λ 2 − 2σ 2 ) and x, y is on the left sheet if |x + iy − λ| > |x + iy + λ|, for z = λ 2 − 2σ 2 .
(2) For σ > λ, by similar arguments to those leading to (2.6), we can prove that S J (A) is the union of the two sheets of the hyperboloid (without interior)
We observe that the nontransverse axis of the hyperboloid is parallel to the Z-axis. Having in mind (2.3), we obtain, for S J + (A), the upper sheet of the hyperboloid:
Similarly, we find for S J − (A), the lower sheet of the hyperboloid:
(3) Now, we investigate the degenerate cases. For σ = 0, the indefinite DavisWielandt shell degenerates into two half rays:
(4) For σ = λ, the Davis-Wielandt shell degenerates into the plane x = 0, z, y ∈ R.
Suppose that J = J 2 ⊕ · · · ⊕ J 2 ⊕ −I s ∈ M 2r+s (2r + s ≥ 3), and A is a quadratic operator in the form 
is pseudoconvex.
Proof. Elementary.
Theorem 2.7. Let A : H → H be a non-scalar quadratic operator satisfying (1.1) and (1.2) , with the eigenvalues of X arranged in non-increasing order
. One of the following holds: 
Proof.
(1) Consider the polynomial in the variables u, v, w, t
For A as in (2.8), we obtain f (u, v, w, t) = r+1 j=1 f j (u, v, w, t), where 3. Final remarks. In this note we have studied the indefinite numerical range, rank-k numerical range and the Wielandt-shell of a quadratic operator. A special case when the operator J is of a form compatible with A as in (1.2) was considered. Under this restriction, some results parallel to those obtained for generalized numerical ranges of quadratic operators acting on Hilbert spaces were derived. The lack of generality on the choice of the indefinite forms here assumed is due to the following reasons. Given an indefinite matrix S ∈ M n , there exists a non-singular matrix R ∈ M n such that R * SR is of the form J = I r ⊕ (−I n−r ). Hence, for any A ∈ M n , W S (A) = W J (R * AR). So the investigation of W S (A) can be reduced to the case S = J. However, in the case H is infinite dimensional, there may not exist any bounded linear operator such that R * SR = I H1 ⊕ (−I H2 ). Even if such an operator R exists, the operator R * AR may not be quadratic. Moreover, in the case R * AR is quadratic, it might not be in the form (1.2). Our choice of the form of the operator J was motivated by simplifying reasons. We also notice that in the case of the indefinite rank-k numerical ranges and Wielandt-shells, only finite dimensional quadratic operators have been considered. It is challenging to continue in a more general setting the research here initiated. Quadratic operators in Hilbert spaces have been generalized in [15] . The indefinite analogue would deserve investigation.
