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Abstract
This paper is devoted to the open problem in F1-geometry of de-
veloping K-theory for F1-schemes. We provide all necessary facts from
the theory of monoid actions on pointed sets and we introduce sheaves
for M0-schemes and F1-schemes in the sense of Connes and Consani.
A wide range of results hopefully lies the background for further de-
velopments of the algebraic geometry over F1. Special attention is
paid to two aspects particular to F1-geometry, namely, normal mor-
phisms and locally projective sheaves, which occur when we adopt
Quillen’s Q-construction to a definition of G-theory and K-theory for
F1-schemes. A comparison with Waldhausen’s S•-construction yields
the ring structure of K-theory. In particular, we generalize Deitmar’s
K-theory of monoids and show that K∗(SpecF1) realizes the stable
homotopy of the spheres as a ring spectrum.
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1 Introduction
In the late 1980’s and early 1990’s, several ideas shaped a philosophy of
what a geometry over F1, the field with one element, should be and which
statements should be satisfied (cf. [18, 25]). While the main drive was and
is the hope to transfer Weil’s proof of the Riemann hypothesis from positive
characteristics to Q by interpreting SpecZ as a scheme over F1, the original
idea of Jacques Tits ([33]) also played an important role in the development of
F1-geometry. Rephrased in nowadays language, Tits proposed that reductive
groups should be defined over F1 and that the F1-rational points should have
the natural structure of the Weyl group of the reductive group.
Tits’ idea led further to the expectation that there is a K-theory for
F1-schemes with the property that K∗(SpecF1) realizes π
s
∗(S), the stable
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homotopy groups of the sphere spectrum (cf. [25, 31]); namely, one would
like to be able to formulate an equation of the form
K∗(SpecF1) = π∗(BGL(∞,F1)
+) = π∗(BΣ∞
+) ≃ πs∗(S) (∗)
where the first equality is the definition ofK-theory via Quillen’s +-construc-
tion, naively applied to the elusive field F1. The equality in the middle is
derived from Tits’ idea, since the Weyl group of GL(n) is the symmetric
group Σn, and therefore
GL(∞,F1) =
⋃
n≥1
GL(n,F1) =
⋃
n≥1
Σn = Σ∞.
The last isomorphism in equation (∗) is the Barratt-Priddy-Quillen theorem
([2, 27]).
So far, this philosophy is partially realized by Deitmar’s definitions of
K-theory for semigroups with a unit (see [7]). Deitmar adapted Quillen’s +-
construction and Q-construction to semigroups, which correspond to affine
F1-schemes as commutative rings correspond to affine schemes. Both theories
give the expected outcome K∗(F1) ≃ πs∗(S) if one defines F1 as the trivial
monoid {1}.
From a different point of view, without using the notion of F1-schemes,
Hu¨ttemann e.a. considered the algebraic K-theory of projective spaces over
monoids which are called nonlinear projective spaces in [16, 17]. They em-
ployed Waldhausen’s construction to the category of sheaves of these spaces.
The purpose of this paper is to generalize the work on algebraic K-theory
of affine F1-schemes, i.e. semi-groups as in [7], and projective spaces as in
[16] to general F1-schemes. In the last few years, around a dozen different
definitions of an F1-scheme were given by generalizing scheme theory from
different viewpoints (cf. the overview paper [23]). One of this notion was
introduced by Connes and Consani in [4]. In the present paper, we will
follow their approach since it is the only one in which Tits’ idea was realized
so far (see [24]). Consequently, we will always refer to Connes and Consani’s
definition when we consider an F1-scheme.
Our basic definition of K-theory adopts Quillen’s Q-construction to the
context of F1-schemes. A final comparison of the Q-construction with Wald-
hausen’s S•-construction shows that theK-theory of anM0-scheme is indeed
a symmetric E∞-ring spectrum.
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We briefly review the Q-construction applied to F1 since it gives a good
idea of the more complicated construction of K-theory for a general F1-
scheme. We consider the category Modf F1 of finite pointed sets together
with base point preserving maps. An admissible monomorphism is an in-
jective morphism and an admissible epimorphism is a surjective morphism
whose fibres, except for the fibre of the base point, contain precisely one
element. We apply the Q-construction: QModf F1 is the category whose
objects are finite pointed sets and whose morphisms are isomorphism classes
of diagrams
N Moooo // // P
where the first arrow is an admissible monomorphism and the second ar-
row is an admissible epimorphism. The i-th K-group Ki(F1) is defined as
πi+1(BQMod F1), the (i+ 1)-th homotopy group of the classifying space of
QModf F1, which is computed in the proof of Theorem 5.9.
The paper is organized as follows. In Section 2, we set up a theory
of monoids, i.e. semigroups with a unit and with a zero, or, an absorbing
element. In particular, we introduce and investigate A-sets which will play
the role of modules over the monoid A. Some parts of this section are, in
spirit, covered by Deitmar’s papers on F1 ([6, 7, 8]) and by the theory of
A-acts (see [26])—however, we require monoids to have a zero and acts to
be sets with a base point. This is not exactly the case in the previously
mentioned works; therefore we take the opportunity to give a self-contained
treatment of commutative algebra for monoids.
In Section 3, we recall the notion of an M0-scheme as introduced by
Connes and Consani in [4], which is the analogue of a scheme when rings are
replaced by monoids. Then we introduce sheaves forM0-schemes. The sheaf
theory forM0-schemes behaves in many aspects like usual sheaf theory—the
notion of OX-modules makes sense, and coherent sheaves can be defined by
a local property—but they show certain different behaviors: not all epimor-
phisms are normal and projective OX -modules (in the categorical sense) are,
in general, not locally free, but only locally projective. Only little parts
of this section are covered in literature yet, basically only the definition of
an M0-scheme and a few remarks on OX -modules and coherent sheaves by
Deitmar in his theory of F1-schemes (see [6]).
In Section 4, we review Connes and Consani’s definition of an F1-scheme.
We introduce sheaves for F1-schemes, based on the previous sections, and
provide the necessary theory for the definition of K-theory. In particular, we
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define normal morphisms and admissible exact sequences.
In Section 5, we show that coherent sheaves over F1-schemes together
with admissible exact sequences form a quasi exact category, which makes it
possible to define G-theory for F1-schemes. From this, we deduce that the
notion of admissible exact sequences also leads to a definition of K-theory.
This definition generalizes Deitmar’s definition via the Q-construction, and
in particular realizes the stable homotopy groups of the sphere as the K-
groups of SpecF1. Usage of Waldhausen’s S•-construction allows us to talk
about the K-theory spectrum of an F1-scheme, and it turns out that this
is indeed an E∞- symmetric ring spectrum in the case of M0-schemes. In
particular, this ring structure is compatible with the ring structure of the
sphere spectrum.
Acknowledgements: The authors like to thank Professor Consani for
many helpful discussions on this work, and the referee for many inspiring
suggestions. The main part of the paper was written while the first and third
authors were affiliated to the Johns Hopkins University. The second author
likes to thank the mathematical institute of the University of Wuppertal for
supporting the project Cohomology over F1. The third author would like to
thank Bjorn Dundas for his suggestions.
2 Commutative algebra for monoids
The study of schemes depends largely on the study of commutative algebras
over rings. Similarly, the study of F1-schemes depends largely on the commu-
tative algebra over monoids. In the first subsection, we recall basic definitions
and facts on monoids (cf. [19], [6], and [4]) and complete the picture by some
new insights. In the second subsection, we define and investigate A-sets (cf.
the notion of A-acts in [20]), which play the role of modules over a monoid
in view towards F1-geometry.
2.1 Monoids
We will introduce the category M0 of monoids and provide general facts
about limits and colimits. Then we study localizations of monoids at multi-
plicative subsets, the base extension to Z and properties of finitely generated
monoids. We round of this section on monoids by a list of examples.
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2.1.1 Definition and general properties
A monoid is a (multiplicatively written) commutative semi-group A with a
zero (also called an absorbing element) and a one, i.e. elements 0 and 1 that
satisfy 0 · a = 0 and 1 · a = a, respectively, for all a ∈ A. A morphism of
monoids is a multiplicative map that preserves 0 and 1. Following [4], we
denote the category of monoids by M0.
The category M0 will be interpreted as the category of F1-algebras. It
has an initial object, namely the monoid {0, 1} with distinctive 0 and 1,
which we will denote from now on by F1. The terminal object of M0 is the
zero monoid {0} with one element 0 = 1.
Recall that a directed diagram is a commutative diagram where for every
pair of objects Ai and Aj, there are an object Ak and morphisms Ai → Ak
and Aj → Ak.
Proposition 2.1. The category M0 contains small limits, finite coproducts
and colimits of directed diagrams.
Proof. To prove that M0 contains small limits, it suffices to prove that M0
contains small products and equalizers (cf. [3, Thm. 2.8.1]). The product of
a family of monoids {Ai}i∈I is given by the Cartesian product
∏
Ai over I
together with componentwise multiplication and componentwise projections
to the Ai. Its zero is the element whose components are all zero, and its one
is the element whose components are all one. The universal property of a
product is verified immediately.
The equalizer of two monoid morphisms f, g : A → B is the submonoid
eq(f, g) = {a ∈ A | f(a) = g(a)} of A. Since f(0) = 0 = g(0) and f(1) = 1 =
g(1), the equalizer contains 0 and 1, and since f(ab) = f(a)f(b) = g(a)g(b) =
g(ab) for all a, b ∈ eq(f, g), the set eq(f, g) is multiplicatively closed and
thus a monoid. The submonoid eq(f, g) obviously satisfies the universal
property of an equalizer of f and g since equalizers are monomorphisms and
monomorphisms in M0 are injective maps.
The coproduct of a finite family {Ai}i∈I is given by the smash product∧
Ai over I, which is the quotient of the Cartesian product
∏
Ai by the
equivalence relation that identifies every element with a component that is
0 with the zero element (0)i∈I in
∏
Ai. Multiplication in
∧
Ai is defined
componentwise, the zero is the class of (0)i∈I and the one is the element (1)i∈I
whose components are all one. There are canonical inclusions Aj →
∏
Ai
that send a ∈ Aj to the element (ai) with ai = a for i = j and ai = 1
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otherwise. To verify the universal property, let {fi : Ai → B}i∈I be a family
of monoid morphisms. Then the morphism f :
∧
Ai → B sending (ai) to
f((ai)) =
∏
fi(ai) satisfies the universal property of a coproduct.
Let D = {Ai}i∈I be a commutative diagram of monoids and morphisms
indexed by a directed set I, i.e. for every i, j ∈ I, there is a k ∈ I and
(unique) morphisms fi : Ai → Ak and fj : Aj → Ak in D. For i ∈ I, define
J(i) as the cofinal directed subset {k ∈ I | ∃f : Ai → Ak in D} of I, and
let D(i) be the full subdiagram of D that contains precisely {Ai}i∈J(i). Then
the colimit of D can be represented by
colimD =
∐
i∈I
{
(aj) ∈
∏
j∈J(i)
Aj
∣∣∣∣∀f : Aj → Ak in D(i), ak = f(aj)
} /
∼
where two elements (aj)j∈J(i1) and (bj)j∈J(i2) are equivalent if aj = bj for all
j ∈ J(i1) ∩ J(i2). The canonical morphisms ιi : Ai → colimD map ai ∈ Ai
to (f(ai) | f : Ai → Ak in D(i)). Given a family of monoid morphisms
gi : Ai → B that commute with all morphisms inD, the map g : colimD → B
that sends an element (aj)j∈J(i) to gi(ai) is the unique morphism that satisfies
the universal property of the colimit of D.
Remark 2.2. In section 2.2.3, we will see that M0 contains all pushouts of
diagrams of the form B ← A → C in M0. Note that this implies the
existence of finite coproducts since the coproduct of B and C is the pushout
of B ← F1 → C.
A subset I ⊂ A is called an ideal if I is not empty and if IA ⊂ I. In
particular, an ideal must contain 0. A subset S ⊂ A is called a multiplicative
set if 1 ∈ S and if ab ∈ S for all a, b ∈ S. An ideal p ⊂ A is called prime
ideal if its complement A− p is a multiplicative set or, equivalently, if for all
a, b ∈ A with ab ∈ p either a ∈ p or b ∈ p and if 1 /∈ p. If f : A → B is a
monoid morphism and p is a prime ideal of B, then f−1(p) is a prime ideal of
A. Every monoid has a unique maximal prime ideal, namely, A−A× where
A× is the group of units.
An element a ∈ A is called nilpotent if there is a natural number n such
that an = 0. The set of all nilpotent elements of A is an ideal, called the
nilradical of A. The following is proven exactly as in the case of commutative
rings; for example, see [1, Proposition 1.8].
Lemma 2.3. The nilradical of A is the intersection of all prime ideals of A,
which is the same as the intersection of all minimal prime ideals.
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2.1.2 Localization
Let A be a monoid and S ⊂ A a multiplicative set. We define the localization
of A at S as S−1A = (A×S)/ ∼ where the equivalence relation ∼ is defined
by the rule that (a, s) ∼ (a′, s′) if and only if there is a t ∈ S such that
tas′ = ta′s. We write a
s
for the pair (a, s). The association a 7→ a
1
defines a
monoid morphism A → S−1A. Note that like in the case of rings, the map
A→ S−1A is an epimorphism.
Let Aint be the set of all elements a of A such that multiplication by
a defines an injective map. We say that a monoid A is integral if A =
Aint ∪ {0}. If A is integral, then we define the quotient monoid QuotA as
(A − {0})−1A. Note that the canonical morphism A → QuotA is injective
and that QuotA− {0} is a group.
For every f ∈ A, the set Sf = {f i}i≥0 is a multiplicative set. We write
Af for S
−1
f A. If p ⊂ A is a prime ideal, then we denote the localization of
A at S = A − p by Ap. Note that S
−1A = (A×S)−1A, that S−1A is the
zero monoid {0 = 1} if and only if 0 ∈ S, and that S−1A = A if and only if
S ⊂ A×.
For a multiplicative subset S of A, we denote by US the subset of all
prime ideals of A that do not intersect S. Note that US is empty if and only
if 0 ∈ S and that US = UA×S.
Lemma 2.4. There is a one to one order preserving bijection between US
and the prime ideals of S−1A.
Proof. Let g : A → S−1A be the canonical map. The bijection is given
by mapping a prime ideal p of A that does not intersect S to the ideal
g(p)S−1A, which is easily verified to be prime. The inverse of this mapping
sends a prime ideal q of S−1A to g−1(q). It is clear that these inverse maps
are order preserving.
Corollary 2.5. If US is not empty, then there is a prime ideal m in US that
contains all ideals of A that do not intersect S. In particular, m contains all
other prime ideals of US, and S
−1A = Am.
Proof. It is clear from the previous lemma that the inverse image of the
maximal ideal S−1A−(S−1A)× of S−1A under the canonical map A→ S−1A
is the prime ideal m with the required property. Since the image of an element
a ∈ A−m in Am is a unit, S−1A = Am.
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Let f ∈ A. For S = {f i}i≥0, we put Df = US, which is the set of all
prime ideals of A that do not contain f . The following is analogous to ring
theory.
Lemma 2.6. Let f, g ∈ A. Then Df ∩Dg = Dfg. The set U0 is empty and
U1 is the set of all prime ideals of A.
2.1.3 Base extension to Z
Let A be a monoid. We define the base extension of A to Z as the ring
AZ = Z[A]/(1 · 0A), which is the semi-group ring of A modulo the ideal
generated by the zero 0A of A.
Lemma 2.7. Let A be monoid and S a multiplicative subset. The canonical
ring homomorphism S−1AZ → (S−1A)Z, defined by linear extension of the
map that sends a
s
to a
s
for a ∈ A and s ∈ S, is an isomorphism.
Proof. This follows from the fact that we can rewrite an element
∑n
i=1mi
ai
si
∈
(S−1A)Z as
n∑
i=1
mi
ai
si
=
n∑
i=1
miai
∏
j 6=i sj∏n
j=1 sj
=
∑n
i=1mia
′
i
s
where a′i = ai
∏
j 6=i sj ∈ A and s =
∏n
j=1 sj ∈ S. This is an element of
S−1AZ. It is clear that this defines an inverse map to the canonical ring
homomorphism S−1AZ → (S
−1A)Z.
The following is an easy fact.
Lemma 2.8. A monoid morphism A → B is injective (surjective) if and
only if AZ → BZ is injective (surjective).
2.1.4 Finitely generated monoids
A set of generators of a monoid A is a subset Γ of A such that every element
f ∈ A − {0, 1} can be written as a product of elements of Γ. A set of
generators of a multiplicative subset S of A is a subset Γ of S such that every
element f ∈ S − {1} can be written as a product of elements in Γ. A set of
generators of an ideal I of A is a subset Γ of I such that every element of I
can be written as a product of an element of Γ by an element of A. A monoid
(resp. multiplicative subset resp. ideal) is finitely generated if one can choose
a finite set of generators.
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Lemma 2.9. Let A be generated by a subset Γ. Then every prime ideal of A
is generated by a subset of Γ. In particular, if Γ is finite, then every prime
ideal of A is finitely generated and A has only finitely many prime ideals.
Proof. Let p be a prime ideal and f ∈ p. Then f can be written as a product
of elements in Γ. Since p is a prime ideal it must contain one of the factors of
f . This shows that p is generated by Γ ∩ p. The second claim of the lemma
follows from the first claim.
Note that a finitely generated monoid has typically infinitely many ideals.
For instance, the monoid F1[T ] = {T i}i≥0 ∪ {0} contains for every k ≥ 0 the
ideal 〈T i〉 = {T i}i≥k ∪ {0}.
Proposition 2.10. Let A be a finitely generated monoid. Then there is for
every multiplicative subset S of A an element f ∈ A such that US = Df .
Proof. Let Γ be a finite set that generates A and S a multiplicative set.
By Corollary 2.5, the set US of prime ideals not intersecting S contains a
prime ideal m that contains all other prime ideals in US. By Lemma 2.9, m
is generated by Γ ∩ m. Let f be the product of all elements in Γ that are
not contained in m. Since every prime ideal p is generated by Γ ∩ p by the
previous lemma, p ∈ Df if and only if p ∩ Γ ⊂ m ∩ Γ or, simply, p ⊂ m.
This is, as mentioned, the condition for p to be in US. Thus we have proven
that US = Df .
The following is analogue to [7, Lemma 2] and the same proof applies.
Lemma 2.11. A monoid A is finitely generated if and only if AZ is finitely
generated as a ring.
2.1.5 Examples
Earlier, we already introduced the monoid F1 = {0, 1} and the zero monoid
{0} with one element 0 = 1. We call the monoid F1[T ] = {T i}i≥0 ∪ {0} the
polynomial ring over F1 because its base extension F1[T ]Z is isomorphic to
Z[T ] and because it plays in M0 the role of a free algebra on one generator
over F1. The quotient monoid QuotF1[T ] is the monoid {T i}i∈Z∪{0}, which
we will denote by F1[T, T
−1]. Its base extension to Z is the ring Z[T, T−1].
For every commutative semi-group A with 1, we can define a monoid
F1[A] = A ∪ {0} that extends the multiplication of A by a · 0 = 0 for all
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a ∈ F1[A]. In particular, every abelian group G gives rise to a monoid F1[G],
which defines an embedding of the category of abelian groups into M0.
If A is a monoid, then A× and Aint are commutative semi-groups with 1,
and thus define submonoids F1[A
×] respective F1[A
int] of A.
If I is an ideal of a monoid A, then we define the quotient monoid A/I as
the set (A−I)∪{0} together with the multiplication a · b = ab if a, b ∈ A−I
such that ab /∈ I and a·b = 0 otherwise. In particular, A−A× and A−Aint are
ideals of A, and we have F1[A
×] ≃ A/(A−A×) and F1[A
int] ≃ A/(A−Aint).
Finally, every ring R defines a monoid by forgetting its addition.
2.2 A-sets
For semigroups A that do not necessarily contain a zero or an one, the notion
of an A-act is defined and well-studied in literature. An A-act is a set
together with an action by A. The A-acts play the role of modules over the
semigroups A—not to be confused with the notion of an A-module in case
that A is a group, which is a module over the group ring Z[A]. However,
from the viewpoint of F1-geometry, we require monoids A to have a zero and
an one, and consequently a theory of modules over A leads to a different kind
of objects. To avoid confusion with the existing notions, we call the objects
of our studies A-sets and investigate them in detail in the following section.
2.2.1 Definition and general properties
For a pointed set M with base point ∗, the set Hom(M,M) of base point
preserving self-maps M →M together with composition is a (generally non-
commutative) semi-group. It has a 0, namely, the map sending all elements to
the base point, and it has a 1, namely, the identity. Let A be a monoid. An A-
set is a pointed set M together with a multiplicative map A→ Hom(M,M)
that preserves 0 and 1.
In other words, an A-set is a pointed set M together with an A-action,
i.e. a map θ : A×M →M satisfying the following properties for all a, b ∈ A
and m ∈ M (we will write a.m for θ(a,m)):
(ab).m = a.(b.m), a.∗ = ∗, 0.m = ∗ and 1.m = m.
A morphism of A-sets M and N is an A-equivariant map, i.e. a map
f : M → N such that f(a.m) = a.f(m) for all a ∈ A and m ∈ M . In
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particular, a morphism of A-sets sends the base point to the base point. We
denote the category of A-sets by A−Mod.
The trivial A-set 0 = {∗} is a zero object of A−Mod, i.e. both an initial
and a terminal object. Consequently, there is for all A-setsM andN a unique
morphism ∗ in the homomorphism set Hom(M,N) that factors through 0,
namely, the morphism that sends all elements of M to the base point of N .
The A-action a.f : m 7→ f(a.m) makes Hom(M,N) into an A-set. The A-set
Hom(M,N) is functorial in both M and N , thus Hom(−,−) is a bifunctor
from A−Mod into itself.
The image of a morphism f : M → N of A-sets is the subset im f = {n ∈
N | ∃m ∈M, f(m) = n} together with the induced A-action. Since ∗ = f(∗)
and a.n = a.f(m) = f(a.m) for n = f(m), this is indeed an A-subset of N .
Lemma 2.12. A morphism of A-sets is a monomorphism (epimorphism,
isomorphism) if and only if it is an injective (surjective, bijective) map.
Proof. Since a morphism of A-sets is defined as a map with additional prop-
erties, it is characterized by the image of each element. Thus it is clear that
an injective morphism is a monomorphism and that a surjective map is an
epimorphism. It is also clear that the inverse map of a bijective morphism
between A-modules is A-equivariant. We proceed with the reverse implica-
tions.
For the following arguments, we consider A as an A-set by a.b = ab for
a, b ∈ A. Let A× be the set of all invertible elements of A. We consider
F1[A
×] = A× ∪ {∗} as an A-set by defining a.b = ab if a, b ∈ A× and a.b = ∗
for all other combinations of a ∈ A and b ∈ F1[A×] (see section 2.2.8 for more
details).
Let f :M → N be a monomorphism and let m,m′ ∈M be elements that
are mapped to the same element f(m) = f(m′). Consider the morphism
g, h : A → M of A-sets that are defined by g(a) = a.m and h(a) = a.m′.
Then f ◦ g(a) = f(a.m) = a.f(m) = a.f(m′) = f(a.m′) = f ◦ h(a). Since f
is a monomorphism, g = h and m = m′. Thus f is injective.
Let f : M → N be an epimorphism. Assume that there is an element
n ∈ N− im f . Then a.n ∈ N− im f for every a ∈ A×, because if a.n = f(m),
then n = a−1a.n = a−1.f(m) = f(a−1.m) would be in the image of f . Define
g : N → F1[A×] by g(a.n) = a.n and g(n′) = ∗ if n′ is not of the form a.n
for some a ∈ A×, and let h : N → F1[A×] be the trivial morphism sending
every n ∈ N to ∗. Then g ◦ f(m) = ∗ = h ◦ f(m) for all m ∈ M , but g 6= h,
which is a contradiction. Thus f must be surjective.
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An isomorphism is both a monomorphism and an epimorphism. By the
preceding, an isomorphism must be injective and surjective, and consequently
bijective.
Proposition 2.13. The category A−Mod contains small limits and small
colimits.
Proof. To show that A−Mod contains small (co)limits it is enough to show
that it contains (co)products over arbitrary index sets and (co)equalizers, cf.
[3, Thm. 2.8.1].
The product of a family {Mi}i∈I of A-sets is the Cartesian product∏
i∈I Mi together with the diagonal action of A and the projections pj :∏
Mi → Mj surjective the j-th component, which are A-equivariant maps.
The universal property of the product is easily verified.
The coproduct of a family {Mi}i∈I of A-sets is the wedge product
∨
i∈I Mi,
which is the quotient of the disjoint union of allMi by the equivalence relation
that identifies the base points. The A-action on
∨
Mi is defined via the
canonical inclusions ιj : Mj →
∨
Mi. Namely, a.ιj(m) = ιj(a.m) for a ∈ A
and m ∈ Mj . It is easily verified that
∨
Mi satisfies the universal property
of the coproduct.
We proceed with the equalizer. Given two morphisms f, g :M → N of A-
sets, the equalizer of f and g is eq(f, g) = {m ∈M | f(m) = g(m)} together
with the inclusion as a subset of A and the restricted A-action. The subset
eq(f, g) of M is indeed an A-set since f(∗) = g(∗) and f(a.m) = a.f(m) =
a.g(m) = g(a.m) if f(m) = g(m). Since equalizers are monomorphisms and
monomorphisms in A −Mod are injective by Lemma 2.12, it is clear that
eq(f, g) satisfies the universal property of an equalizer.
The coequalizer of f and g is the quotient coeq(f, g) = N/ ∼ by the
equivalence relation generated by n ∼ n′ if there is an m ∈ M such that
n = f(m) and n′ = g(m), together with the quotient map N → coeq(f, g)
and the induced A-action. The A-action on coeq(f, g) is well-defined since
f(∗) = g(∗) and since for n = f(m) and n′ = g(m), we have a.n = a.f(m) =
f(a.m) ∼ g(a.m) = a.g(m) = a.n′. Since coequalizers are epimorphisms and
epimorphisms in A − Mod are surjective by Lemma 2.12, it is clear that
coeq(f, g) satisfies the universal property of a coequalizer.
The (co)kernel of a morphism f : M → N is defined as the (co)equalizer
of the diagram
M
f
//
∗
// N .
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This means that the kernel ker f of f is the subset f−1(∗) ofM . The cokernel
coker f is the quotient of N by the equivalence relation defined as n ∼ n′
if and only if n = n′ or n, n′ ∈ im f . We denote this quotient by N/ im f .
This means that the quotient N/I for any A-subset I ⊂ N exists as it is the
cokernel of the inclusion map.
A diagram M1
f
→ M2
g
→ M3 is said to be exact at M2 if ker(g) = im(f).
A short exact sequence of A-sets is a sequence of the form
0 −→M1 −→M2 −→M3 −→ 0
that is exact at M1, M2 and M3.
2.2.2 Normal morphisms
Recall that in a category with a zero object, a monomorphism is called normal
if it is a kernel and an epimorphism is called normal if it is a cokernel.
Lemma 2.14. All monomorphisms in A−Mod are normal, and an epimor-
phism in A−Mod is normal if and only if all its fibres contain at most one
element except for the fibre of the base point.
Proof. Let f : M → N be a monomorphism. Then im f is an A-subset of N
and we can consider the quotient map g : N → N/ im f . Then f = ker g and
thus f is normal.
Let f : M → N be a normal epimorphism, i.e. there is a morphism
g : P → M such that f = coker g. This means that N ≃ M/ im g and f
is the quotient map M → M/ im g, which is of the form as described in the
lemma. If the fibres of f contain at most one element, expect for the fibre
of the base point, then f is the cokernel of its own kernel f−1(∗) →֒ M and
thus a normal epimorphism.
Proposition 2.15. Let f : M → N be a morphism of A-sets. The following
conditions are equivalent.
(i) There is a (normal) monomorphism g : M → P and a normal epimor-
phism h : P → N such that f = h ◦ g.
(ii) There is a normal epimorphism h : M → P and a (normal) monomor-
phism g : P → N such that f = g ◦ h.
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(iii) Each fibre of f contains at most one element except for the fibre f−1(∗)
of the base point ∗ ∈ N .
(iv) The canonical morphism M/ ker f → im f is an isomorphism.
If f satisfies these equivalent conditions, we say that f is normal. The com-
position of normal morphisms is normal.
See Lemma 2.20 for another characterization of normal morphisms.
Proof. In this proof, we will make frequent use of the characterization of
(normal) monomorphisms, (normal) epimorphisms and isomorphisms as de-
scribed in Lemmas 2.12 and 2.14 without further reference. We begin with
the equivalence of (iii) and (iv). The canonical morphism M/ ker f → im f
is an isomorphism if and only if it is bijective. It is always surjective, and
one sees at once that it is injective if and only if f satisfies (iii).
The following are some preparative observations. If f is a monomorphism,
then it always satisfies the different conditions of the proposition. If f is
an epimorphism with (iii), then obviously (i) and (ii) hold for f . Finally
note that morphisms with property (iii) are closed under composition. In
particular, the last statement of the proposition will follow from this once
the equivalences are proven.
Assume (i), i.e. f = h ◦ g for a monomorphism g and an epimorphism
h. Then both g and h satisfy (i) for trivial reasons, and they satisfy (iii) by
the preceding considerations. As f = g ◦ h, it does so as well. Similarly, (ii)
implies (iii).
Assume (iii). Define g : M → N ∨ker f by g(m) = m ∈ ker f if m ∈ ker f
and g(m) = f(n) ∈ N if m /∈ ker f . This is an injective A-equivariant
map, and thus a (normal) monomorphism. Define h as the canonical map
h : N ∨ ker f → (N ∨ ker f)/ ker f = N . This is a normal epimorphism since
f satisfies (iii). Thus f = h ◦ g satisfies (i).
Similarly, f has a factorization into a normal epimorphism h : M →
M/ ker f followed by the obvious morphism g : M/ ker f → N . Since f
satisfies (iii), g is injective and thus a (normal) monomorphism. Hence f =
g ◦ h satisfies (ii).
Remark 2.16. As we have seen, the category A−Mod satisfies many prop-
erties of an abelian category: it has finite limits and colimits and thus in
particular products and coproducts, kernels and cokernels, pullbacks and
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pushouts. Monomorphisms are normal, and a morphism is an isomorphism
if and only if it is both a monomorphism and an epimorphism.
However, the following facts show that A −Mod is not an abelian cat-
egory: in general, epimorphisms are not normal, the canonical morphism
M/ ker f → im f is not an isomorphism, the canonical morphism M ∨N →
M × N is not an isomorphism and the morphism set Hom(M,N) does not
have an intrinsic structure of an abelian group (where M and N are any
A-sets and f : M → N is any morphism).
These properties and problems will be inherited by the categories of
(quasi-)coherent sheaves on M0-schemes resp. F1-schemes, as we will see
later. They allow us to carry over methods from algebraic geometry to a
far extend, but we have to treat certain points with care. In particular, we
will meet the class of normal morphisms again, when we define K-theory in
section 5.
Definition 2.17. We call a short exact sequence of A-sets
0 −→M1 −→M2 −→M3 −→ 0
admissible if and only if all morphisms in the sequence are normal.
2.2.3 Tensor products
Let M and N be A-sets. We will define the tensor product M ⊗AN as a
quotient of the coproduct
∨
M×N A. Note that
∨
M×N A is equal to (M ×
N × A)/ ∼∨ as a pointed set where (m,n, a) ∼∨ (m′, n′, a′) if and only if
a = ∗ = a′, and A acts only on the last factor.
Let ∼ be the equivalence relation on
∨
M×N A that is generated by rela-
tions of the form (b.m, n, a) ∼ (m, b.n, a) ∼ (m,n, ba) where a, b ∈ A, m ∈M
and n ∈ N . This equivalence relation is compatible with ∼∨ and with the
A-action on
∨
M×N A, and we can define the tensor product M ⊗A N as the
quotient
∨
M×N A/ ∼. We write m⊗ n for the element (m,n, 1) ∈M ⊗A N .
Since (m,n, a) ∼ (a.m, n, 1), we can write every element of M ⊗A N in this
form. The A-action on M ⊗A N looks like a.(m ⊗ n) = (a.m)⊗ n, which is
the same as m⊗ (a.n).
An alternative description of the tensor product is given by the following.
The map p :M ×N →M ⊗AN that maps (m,n) to m⊗n is surjective and
A-biequivariant, i.e. f(a.m, n) = a.f(m,n) = f(m, a.n) for all a ∈ A, m ∈M
and n ∈ N . Let ∼× be the equivalence relation on M ×N that is generated
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by (a.m, n) ∼× (m, a.n) for a ∈ A, m ∈M and n ∈ N . Then the above map
M × N → M ⊗AN induces a bijection M × N/ ∼×
∼
−→ M ⊗AN of pointed
sets.
From this description one verifies easily the universal property of the
tensor product as formulated as below.
Lemma 2.18. For every A-biequivariant map f : M × N → P , there is a
unique A-equivariant map f ′ : M ⊗A N → P such that the diagram
M ×N
p

f
// P
M ⊗A N
f ′
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
commutes. Given an A-set M , the functor M ⊗A (−) is left-adjoint to
Hom(M,−).
Let M and N be A-sets. We denote by M ∧ N = M × N/(M ∨ N)
the smash product of pointed sets. This is an A-set via the action defined
by a.(m,n) = (a.m, a.n) if both a.m 6= ∗ and a.n 6= ∗, and a.(m,n) = ∗
otherwise (where a ∈ A, m ∈ M − {∗} and n ∈ N − {∗}). In the special
case A = F1, we have M ⊗F1 N ≃M ∧N as A-sets. For general A, however,
there exists only an A-biequivariant map M ∧N →M ⊗A N .
Let f : A → B be a morphism of monoids, M an A-set and N a B-set.
Then a map g : M → N of pointed sets is said to be compatible with f if the
diagram
A×M
θM //
(f,g)

M
g

B ×N
θN // N
commutes. We can consider B as an A-set by defining a.b = f(a)b for a ∈ A
and b ∈ B. In this case, the A-set M ⊗A B inherits the structure of a B-set
by defining b.(m, c) = (m, bc) for all b, c ∈ B and m ∈ M . This extends
naturally to a functor
−⊗A B : A−Mod −→ B −Mod,
which we call the base extension functor from A to B. This functor has a
right adjoint, namely, every B-set N can be considered as an A-set by letting
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A act on N via f . With this at hand, we see that a map g : M → N is
compatible with f : A→ B if and only if it is A-equivariant.
Let A → B and A → C be monoid morphisms. Then both B and
C are A-sets. We can define a monoid structure on the A-set B ⊗A C by
(b ⊗ c) · (b′ ⊗ c′) = (bb′) ⊗ (cc′). The zero of B ⊗A C is 0 ⊗ 0 and its one is
1⊗1. Together with the canonical morphism B → B⊗AC sending b to b⊗1
and C → B ⊗A C sending c to 1⊗ c, the monoid B ⊗A C is the pushout of
the diagram B ← A→ C in the categoryM0. In particular, if A = F1, then
B ⊗A C equals the coproduct B ∧ C.
2.2.4 Base extensions to Z
If M is an A-set, we denote by MZ the free abelian group on the generators
M − {∗}. It has a natural AZ-module structure by linear extension of the
A-action on M . This extends to a functor
−⊗A AZ : A−Mod −→ AZ −Mod,
which we call the base extension functor from A to AZ. More generally, if A
is a monoid, B is a ring and f : A → B is a multiplicative map, then there
exists a unique extension of f to a ring homomorphism fZ : AZ → B. Let M
be an A-set, then we define M ⊗A B to be the B-module MZ ⊗AZ B. This
defines the base extension functor − ⊗A B : A−Mod→ B −Mod. In the
special case A = F1 and B = AZ = Z, we obtain the base extension functor
from F1 to Z.
We collect some basic properties about base extensions that are easy to
prove.
Lemma 2.19. Let A be a monoid and let f : M → N be a morphism of
A-sets.
(i) We have (coker f)Z ≃ coker fZ and (im f)Z ≃ im fZ.
(ii) We have (M ⊗A N)Z ≃MZ ⊗AZ NZ and (M ∨N)Z ≃MZ ⊕NZ.
(iii) If A → B is a morphism of monoids, then (M ⊗A B)Z ≃ MZ ⊗AZ BZ
as BZ-modules. If N is a B-set and M → N is a morphism of pointed
sets that is compatible with A→ B, then MZ → NZ is compatible with
the ring homomorphism AZ → BZ.
19
(iv) A morphism f : M → N of A-sets is injective (surjective) if and only
if fZ : MZ → NZ is injective (surjective).
Lemma 2.20. Let f : M → N be a morphism of A-sets. The canonical
inclusion τ : (ker f)Z → ker fZ is an isomorphism if and only if f is normal.
Proof. We have to prove that τ is surjective if and only if f is normal. The
surjectivity of τ is equivalent to the fact that the kernel of fZ : MZ → NZ is
generated by elements 1 ·m, where m ∈ ker f . This, in turn, is the case if and
only if the set M − ker f , which contains the basis elements of MZ that are
not contained in the kernel of fZ, is mapped injectively to the set N − {∗}
of basis elements of NZ. This is equivalent saying that f is normal.
Remark 2.21. The circumstance that in general kernels do not commute with
base extension to Z makes it necessary to perform certain constructions with
care. For instance, the base extension of a short exact sequence
0 −→M1 −→M2 −→M3 −→ 0
of A-sets to Z is always exact at M1 ⊗F1 Z and M3 ⊗F1 Z, but it is exact
at M2 ⊗F1 Z if and only if the epimorphism M2 → M3 is normal. Thus,
in contrast to the base extension of rings, (−) ⊗F1 Z is right exact only for
normal morphisms. The base extension is neither left exact, which means
that the extension Z over F1 fails to be flat. This contrasts the intuition that
F1 should behave like a field, but restricting to the class of normal morphisms
fixes this defect.
2.2.5 Localization
Let S ⊂ A be a multiplicative set and M be an A-set. We define the local-
ization of M at S as the quotient S−1M = S ×M/ ∼ where the equivalence
relation ∼ is defined by (s,m) ∼ (s′, m′) if and only if there is a t ∈ S such
that tsm′ = ts′m. We write m
s
for elements (s,m) of S−1M . There is a
canonical map M → S−1M of pointed sets that sends m to m
1
. The set
S−1M has the base point ∗
1
and is an S−1A-set by defining (a
s
).(m
t
) = a.m
st
.
This extends naturally to a functor S−1 : A−Mod→ S−1A−Mod.
If S = {fn}n≥0 for some f ∈ A, then we defineMf = S−1M . If S = A−p
for a prime ideal p of A, then we defineMp = S
−1M . The following statement
is analogous to the case of modules over a ring.
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Lemma 2.22. Let S ⊂ A be a multiplicative subset and M be an A-set.
Then S−1M ∼= S−1A⊗A M as A-sets.
Proof. We verify that the maps
ϕ : S−1M −→ S−1A⊗A M
m
s
7−→ 1
s
⊗m
and
ψ : S−1A⊗A M −→ S−1M
a
s
⊗m 7−→ a.m
s
are well-defined. If m
s
= m
′
s′
in S−1M , then there is a t ∈ S such that
ts.m′ = ts′.m. Thus
1
s
⊗m =
ts′
ts′s
⊗m =
1
tss′
⊗ ts′.m =
1
tss′
⊗ ts.m′ =
ts
tss′
⊗m′ =
1
s′
⊗m′
what shows that ϕ is well-defined. To show that ψ is well-defined, we first
note that both b.a
s
⊗m and a
s
⊗ b.m are mapped to ab.m
s
for a, b ∈ A, s ∈ S
and m ∈ M which shows that ψ is well-defined on the equivalence relation
in the definition of the tensor product. To show that ψ is also well-defined
on the equivalence relation of the localization S−1A, let a
s
⊗m = a
′
s′
⊗m in
S−1A⊗A M , i.e. there is a t ∈ S such that ts′a = tsa′. This implies
a′.m
s′
=
ta′.m
ts′
=
ta.m
ts
=
a.m
s
which shows that ψ is well-defined. It is now obvious that ϕ and ψ are
mutually inverse morphisms of A-sets.
Lemma 2.23. Let S ⊂ A be a multiplicative subset and M be an A-set.
(i) Let f : A → B be a morphism of monoids and T = f(S), which is a
multiplicative subset of B. Then T−1(M ⊗A B) ≃ S−1M ⊗S−1A T
−1B.
(ii) There is an isomorphism S−1(MZ) ≃ (S−1M)Z.
Proof. The proof of (i) is analogous to the case of rings. The proof of (ii) is
the same as the proof of Lemma 2.7.
Proposition 2.24. Localizations of A-sets commute with finite limits and
small colimits.
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Proof. Since finite colimits are equalizers of finite products and small colimits
are coequalizers of small coproducts, it suffices to show that localizations
commute with finite products, equalizers, small coproducts and coequalizers.
Fix a multiplicative subset S of A.
Let {Mi} be a finite collection of A-sets. Define Φ : S−1
∏
Mi →∏
S−1Mi by Φ(
(mi)
s
) =
(
mi
s
)
. It is easily verified that Φ is a morphism of
S−1A-sets and that Φ is injective. Surjectivity follows from the equation(
mi
si
)
=
( s′
i
mi
s
)
in
∏
S−1Mi where s
′
i =
∏
j 6=i sj and s =
∏
si is the product
over all si.
Let f, g : M → N be two morphisms of A-sets. Then
S−1 eq(f, g) =
{
m
s
∈ S−1M
∣∣∣∣f(m) = g(m)
}
=
{
m
s
∈ S−1M
∣∣∣∣S−1f(ms ) = S−1g(ms )
}
= eq(S−1f, S−1g)
Let {Mi} be a family of A-set indexed by an arbitrary set. Then it is
obvious that S−1
∨
Mi ≃
∨
S−1Mi.
Let f, g : M → N be two morphisms of A-sets. Then S−1 coeq(f, g) is by
definition the quotient of S ×N by the equivalence relation ∼ generated by
(s, n) ∼ (s′, n′) if there is a t ∈ S such that ts.n′ = ts′.n and (s, n) ∼ (s, n′)
if there is an m ∈ M such that n = f(m) and n′ = g(m). This is the same
as coeq(S−1f, S−1g).
Lemma 2.25. Let S ⊂ A be a multiplicative subset. If f : M → N is
a normal morphism of A-sets, then S−1f : S−1M → S−1N is a normal
morphism of S−1A-sets.
Proof. Let m
s
, m
′
s′
∈ S−1M be elements such that S−1f(m
s
) = S−1f(m
′
s′
).
Then, by definition of S−1f , f(m)
s
= f(m
′)
s′
, which means that there is a t ∈ S
such that f(ts.m′) = ts.f(m′) = ts′.f(m) = f(ts′.m). Since f is normal,
either ts.m′ = ts′.m, which means that m
s
= m
′
s′
, or f(ts.m′) = f(ts′.m) = ∗.
In the latter case, we can multiply the equation by 1
tss′
and see that already
S−1f(m
s
) = S−1f(m
′
s′
) = ∗. Thus S−1f is normal.
2.2.6 Projective A-sets
It is well known that projective A-acts are disjoint union of A-acts of the
form eA where e2 = e, see [20]. We prove that the corresponding statement
is also true for A-sets.
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Let S be a subset of an A-set M . The A-set M is said to be free on S if it
satisfies the following universal property: for every A-set N and every map
f : S → N there is an A-equivariant map F : M → N such that F (s) = f(s)
for all s ∈ S. An A-set M is said to be free if there is a subset S of M such
that M is free on S.
One verifies immediately that for S = {si}, the A-set
∨
Asi is free on S.
The universal property implies that
∨
Asi is the unique free A-set on S up
to unique isomorphism. The rank of a free A-set M is the cardinality of S.
In particular, the trivial A-set {∗} is a free A-set of rank 0 on S = ∅.
By Lemma 2.19 (ii), the base extension of a free A-set is a free AZ-module.
Recall that an object P of a category is projective if every morphism
P → N factors through every epimorphism M → N . Since A−Mod has the
notion of exact sequences, an A-set P is projective if and only if Hom(P,−)
is exact. The universal property of a free A-set implies that every free A-set
is projective. Another characterization of projective A-sets is the following.
Lemma 2.26. An A-set P is projective if and only if there is a splitting
epimorphism from some free A-set to P . An A-set P =
∨
i∈I Pi is projective
if and only if each Pi is projective.
Proof. Let P be a projective A-set and S = {si} ⊂ P be a set of generators.
Then the canonical A-equivariant map g :
∨
Asi → P is surjective and thus
an epimorphism. Since P is projective, there is a section f : P →
∨
Asi of
g.
Conversely, if g :
∨
Asi → P is an epimorphism with section f : P →∨
Asi, we show that P is projective. Given an epimorphism j : M → N
and a morphism k : P → N , we obtain the morphism k ◦ g :
∨
Asi → N.
Since
∨
Asi is projective, k ◦ g can be lifted to h :
∨
Asi → M such that
k ◦ g = j ◦ h. Since k = k ◦ g ◦ f = j ◦ h ◦ f , the composition h ◦ f is the
sought lifting of j.
The last statement of the lemma follows easily from this characterization
of projective A-sets.
Proposition 2.27. Every projective A-set P is of the form
∨
i∈I eiA where
e2i = ei are idempotents in A.
Proof. By Lemma 2.26, we can assume that P is an A-subset of some free
A-set
∨
i∈I A.xi and that there is a morphism f :
∨
i∈I A.xi → P that is the
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identity on P . Clearly, P =
∨
i∈I(A.xi∩P ). Let i ∈ I such that A.xi∩P 6= ∅.
Since the composition
P
∨
−→i Axi
f
−→ P
is the identity on P , we have for any a.xi ∈ A.xi ∩ P that f(a.xi) = b.xj
implies a.xi = b.xj . In particular, this shows that i = j.
For any i ∈ I such that A.xi ∩ P 6= ∅, let ei ∈ A be an element such that
f(xi) = ei.xi. Since this map composed with the inclusion of P →
∨
i∈I A.xi
is identity, we have that ei.xi = f(ei.xi) = ei.f(xi) = e
2
i .xi, and thus e
2
i =
ei.
Corollary 2.28. Let P be a projective A-set and let f : A → B be a mor-
phism of monoids.
1. P ⊗AB is a projective B-set. In particular S−1P is a projective S−1A-
set if S is a multiplicative subset of A.
2. PZ is a projective AZ-module.
Proof. By Lemma 2.26 and Proposition 2.27, we only need to consider the
case that P = eA for some idempotent e in A. Direct computation shows that
eA⊗AB = f(e)B, where f(e) is an idempotent in B, and that (eA)Z = e(AZ),
where e is regarded as an element in AZ which is again idempotent.
Proposition 2.29. An admissible short exact sequence of A-sets
0 −→M
i
−→ N
j
−→ P −→ 0
is splitting exact if P is projective. In other words, the sequence is isomorphic
to the canonical short exact sequence
0 −→ M
i
−→M ∨ P
j
−→ P −→ 0.
Proof. Let s : P → N be the section of j. Then we have a morphism
M ∨ P
i∨s
−→ N . One checks that i ∨ s is an isomorphism and it gives the
isomorphism of the two admissible short exact sequences.
24
2.2.7 Finitely generated A-sets
An A-set M is called finitely generated if there exist finitely many elements
m1, · · ·mt such that M is the union
M = Am1 ∪ · · · ∪ Amt.
Lemma 2.30. M is a finitely generated A-set if and only if MZ is a finitely
generated AZ-module.
Proof. Clearly MZ is a finitely generated AZ-module if M is a finitely gen-
erated A-set. Conversely, assume that MZ is generated by {m1, · · · , mn} as
an AZ-module. Since MZ is a free abelian group on M − {∗}, we can write
each mi uniquely as
mi =
ri∑
j=1
nijmij
for some nij ∈ Z and mij ∈ M , where ri is some integer depending on i.
Let N be the A-subset generated by {mij
∣∣i = 1, · · · , n and j = 1, · · · ri}.
Since NZ equals MZ, we see that N = M which shows that M is finitely
generated.
An A-set M is called Noetherian if all the A-subsets of M are finitely
generated. It follows immediately that if M is a Noetherian A-set, then the
A-subsets and quotients of M are also Noetherian.
A monoid A is called Noetherian if and only it is finitely generated. It is
well known (see [12, Theorem 5.1]) that the ideals of a Noetherian monoid
A are finitely generated. So a Noetherian monoid A is also Noetherian as
an A-set. But the converse is not true. For example, let F1[G] denote the
monoid associated to a group G which is not finitely generated, then F1[G]
is not Noetherian as a monoid but it is obviously Noetherian as an F1[G]-set.
Proposition 2.31. Let A be a Noetherian monoid and M be an A-module.
Then M is a finitely generated A-set if and only if M is Noetherian.
Proof. The if part is easy. To see the other implication, let N be an A-subset
of M , then NZ is an AZ-submodule of MZ. MZ is finitely generated as an
AZ-module by Lemma 2.30. Since A is finitely generated, AZ is a Noetherian
ring. So MZ is Noetherian which implies that NZ is also finitely generated
as an AZ-module. By Lemma 2.30, this proves that N is finitely generated
as an A-set.
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2.2.8 Examples
The constructions of the previous sections provide already a variety of exam-
ples. Given a monoid A, there are the trivial A-set 0 = {∗}, the product An =∏n
i=1A, the coproduct A
∨n =
∨n
i+1A, the tensor product A
⊗n =
⊗n
i=1A and
the smash product A∧n =
∧n
i=1A. If f : A → B is a morphism of monoids,
then B is an A-set by defining a.b = f(a)b for a ∈ A and b ∈ B.
Any ideal I of A is an A-set since ab ∈ I for every a ∈ A and b ∈ I.
Consequently, the quotient A/I is also an A-set. In particular, F1[A
×] =
A/(A− A×) and F1[Aint] = A/(A− Aint) are A-sets.
The category of F1-sets is nothing else than the category of pointed sets
together with morphisms that respect the base point.
More generally, let A = F1[G] = G∐ {0}, where G is a group and let M
be an A-set. Then the action of A on M restricts to an action of G on M
and we see that M decomposes into disjoint G orbits. Let C be the category
whose objects are sets and whose morphism sets Hom(M,N) are the sets of
M ×N -matrices (with M and N possibly being infinite) with coefficients in
A, such that each row has at most one entry that differs from 0. Define a
functor F : C → A−Mod by sending a set S to
∨
s∈S A.s and a morphism
f : S → T to the morphism F(f) : F(S)→ F(T ) of A-sets, which is defined
by sending an element a.s to ag.t if there is a non-trivial entry g in the row
corresponding to s and the column corresponding to t, and to ∗ otherwise.
Then F is an equivalence of categories. Note that a morphism f is normal if
and only if the corresponding matrix has at most one non-trivial entry in each
row. This builds a bridge to Haran’s viewpoint on F1-geometry ([14]): the
so-called F-ring corresponding to the monoid A = F1[G] is the category of
finitely generated A-sets together with all normal morphisms between them.
Let A be the “polynomial ring” F1[T ] = {T i}i≥0 ∪ {0}. An F1[T ]-set M
is characterized by the base point preserving map T : M →M that sends m
to T.m. On the other hand, every base point preserving map T : M → M
of a pointed set defines an action of F1[T ] on M and gives M the structure
of an F1[T ]-set. We describe certain F1[T ]-sets in more detail.
The prime ideals of F1[T ] are (0) = {0} and (T ) = {T i}i≥1∪{0}. All other
ideals are of the form (T k) = {T i}i≥k ∪ {0} for some k ≥ 0. All the ideals
(T k) are isomorphic to F1[T ] as an F1[T ]-set. But the quotient F1[T ]/(T
k)
is an F1[T ]-set with k + 1 elements {∗, T 0, T 1, . . . , T k−1}. The base point
preserving map T : F1[T ]/(T
k) → F1[T ]/(T k) is given by T.T i = T i+1 for
0 ≤ i < k−1 and T.T k−1 = ∗. The base extension of F1[T ]/(T k) is Z[T ]/(T k).
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Another family of F1[T ]-sets are the pointed sets {∗, T 0, . . . , T k−1} with
T.T i = T i+1 for 0 ≤ i < k − 1 and T.T k−1 = T l for some l ∈ {0, . . . , k − 1}.
Its base extension to Z is Z[T ]/(T k − T l).
More generally, every finitely generated F1[T ]-set can be described as
follows. Let M be generated by {m0 = ∗, m1, . . . , mr}. Then we have for
every i ∈ {1, . . . , r} either that {T j.mi}j≥0 is a infinite set that is disjoint
with M<i =
⋃i−1
l=0{T
j.ml}j≥0, or that there is a relation T ki.mi = T k
′
i.ml(i)
for some T k
′
i.ml(i) ∈ M<i ∪ {T
0.mi, . . . , T
ki−1.mi}. These relations describe
M completely. The base extension of M to Z is isomorphic to Z[T1]⊕ · · · ⊕
Z[Tr]/〈T
ki
i − T
k′
i
l(i)〉 (with the convention T0 = 0).
Another interesting F1[T ]-set is the monoid F1[T, T
−1] with the F1[T ]-set
structure given by the canonical inclusion F1[T ]→ F1[T, T−1]. This F1[T ]-set
is not finitely generated, but it is an injective object in F1[T ]−Mod. So are
the finite coproducts F1[T, T
−1]∨n.
3 The geometry of monoids
After recalling the notion of M0-schemes as defined by Connes and Consani
([4]), following the ideas of Kato ([19]) and Deitmar ([6]), we develop a theory
of OX-modules and quasi-coherent sheaves for M0-schemes based on our
notion of A-sets from the previous section. One may regard this section as a
continuation of [6].
The theories of OX -modules for M0-schemes and for usual schemes are
analogous to a large extend. We forgo proofs when they are in complete
analogy to usual scheme theory. At points where the theory differs, we will
provide detailed explanation.
3.1 M0-schemes
In this subsection, we recall the theory of M0-schemes from cf. [4] and [6].
3.1.1 Definition and general properties
A monoidal space is a pair (X , OX) consisting of a topological space X and
a sheaf of monoids OX , called the structure sheaf. If (X , OX) is a monoidal
space and f : X → Y is a continuous map of topological spaces, f∗OX is a
sheaf of monoids on Y . A morphism of monoidal spaces (X,OX)→ (Y,OY )
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is a pair (f, f#) consisting of a continuous map f : X → Y of topological
spaces and a morphism of sheaves f# : OY → f∗OX .
A morphism f : A → B of monoids is local if f−1(B − B×) = A −
A×. The stalk OX,x of OX at x, i.e. the colimit colimOX(U) over all open
neighborhoods U of x, always exists by Proposition 2.1. We say that a
morphism (f, f#) : (X,OX) → (Y,OY ) of monoidal spaces is local if for all
x ∈ X , the morphism f#x : OY,f(x) → OX,x between stalks is local.
Let A be a monoid. Recall from section 2.1.2 that Df is the set of all
prime ideals of A that do not contain f ∈ A. The spectrum of a monoid A is
the set specA of all prime ideals of A endowed with the topology generated
by {Df}f∈A. By Lemma 2.6, the family {Df} forms a basis for this topology.
The structure sheaf OspecA is defined by OspecA(Df) = Af for all f ∈ A.
An affine M0-scheme is a monoidal space that is isomorphic to the
monoidal space (specA, OspecA) for some monoid A. An M0-scheme is
a monoidal space that admits an affine cover, i.e. an open cover by affine
M0-schemes. A morphism of M0-schemes is a local morphism of monoidal
spaces.
Let f : A→ B be a morphism of monoids. The inverse image of a prime
ideal of B is a prime ideal of A. As in the case of usual schemes, this yields
a continuous map ϕ : specB → specA and a morphism ϕ# : OspecA →
OspecB of structure sheaves such that the pair (ϕ, ϕ
#) is a local morphism of
monoidal spaces. Conversely, taking global section of ϕ gives back f . More
precisely, M0 is dual to the category of affine M0-schemes.
Let B be the set of all affine open subsets of X . Then, by Lemma 2.6, B
forms a basis of the topology of X . As in usual scheme theory, we have that
for X = SpecA and a point x = p of X , OX,x ≃ Ap.
Proposition 3.1. The category of M0-schemes contains finite limits.
Proof. It is enough to prove that finite fiber product of M0-schemes exists,
which is proven in [6, Proposition 3.1].
An M0-scheme is integral if it can be covered by affine schemes that
are isomorphic to the spectrum of an integral monoid. If an M0-scheme is
integral, then every affine open subset is the spectrum of an integral monoid.
3.1.2 Base extension to Z
The base extension of SpecA to Z is SpecAZ. Note that this extends to
a functor − ⊗F1 Z from the category of affine M0-schemes to the category
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of affine schemes. Let X be an M0-scheme. The intersection of two affine
open subschemes of X is an affine open subscheme by the definition of the
topology of an affine M0-scheme and Lemma 2.6.
Consider an affine open cover that is closed under intersections. Together
with the inclusions of subsets, this defines a directed system, and X is the
colimit over this directed system. We define XZ as the colimit over the base
extension of the directed system to Z. One can show that XZ does not
depend on the choice of cover. The association X 7→ XZ extends to a functor
−⊗F1 Z from the category of M0-scheme to the category of schemes, see [6]
for details.
Since an open inclusion ι : V →֒ U of affine M0-schemes U = specA
and V = specB means that B is the localization of A at some multiplicative
subset S ⊂ A, the base extension ιZ : VZ → UZ is induced by the localization
AZ → S−1AZ (cf. Lemma 2.7) and thus injective. Since the base extension
XZ of anM0-scheme is defined as the colimit over a system of inclusions, all
the canonical morphisms UZ → XZ are injective where UZ = SpecAZ is the
base extension of an affine open subset U = specA of X . If U is any open
subset of X , then we define UZ as the union of all base extensions of affine
open subsets of U inside XZ.
This association comes indeed from a continuous map β : XZ → X . Let
x be a point of XZ and UZ = SpecAZ an affine open neighborhood that is
the base extension of an affine open subset U = specA of X . Then x = p
is a prime ideal of AZ, and it is immediately verified that q = p ∩ A is a
prime ideal of A ⊂ AZ. This prime ideal q of A defines a point y of U ⊂ X .
We define β(x) = y. To verify that this is independent of the choice of U ,
we let VZ be another affine neighborhood of x, which we can assume to be
a subset of UZ by replacing V with V ∩ U . Then V = specS−1A for some
multiplicative subset S of A. Let f : A→ S−1A be the canonical map. The
independence of β(x) from the choice of U follows from the equality
f−1Z (p) ∩A = {a ∈ A | fZ(a) ∈ p}
= {a ∈ A | f(a) ∈ p ∩ S−1A} = f−1(p ∩ S−1A).
for any prime ideal p of S−1A.
Theorem 3.2. The map β : XZ → X is continuous and the inverse image
of an open subset U of X is UZ. The map β is functorial in X.
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Proof. To show that β is continuous, it is enough to show that β−1(U) = UZ
for open subsets U of X . By the definition of UZ, it is enough to verify this
for affine open subsets U = specA.
If x is in UZ, then, by definition of β, the image β(x) is in U . If x is
not in UZ, but in another affine neighbourhood VZ, then we have to show
that β(x) /∈ V ∩ U . If V = specA, then x = p is a prime ideal of A and
V ∩ U = specS−1A for some multiplicative subset S of A (cf. Lemma 2.6).
That x /∈ (V ∩U)Z means that p∩S is not empty. Since S ⊂ A, this implies
that (p ∩ A) ∩ S is not empty, and thus β(p) /∈ S−1A (cf. Lemma 2.4).
The functoriality of β : XZ → X follows from the local definition of β
and the commutativity of the diagram
A
f
//
 _

B
 _

AZ
fZ // BZ
for any morphism f : A→ B of monoids.
The theorem yields the following consequence, which follows from a gen-
eral property of continuous maps.
Corollary 3.3. Let {Ui} be a family of open subsets of X. Then (Ui∩Uj)Z =
Ui,Z ∩ Uj,Z and (
⋃
Ui)Z =
⋃
Ui,Z.
An M0-scheme X is separated if XZ is a separated scheme.
Remark 3.4. We use this indirect definition because the usual definition that
the diagonal ∆(X) is closed in X × X does not produce a good notion of
separatedness forM0-schemes: Both the projective line and the affine double
line over F1 can be covered by two affine lines that intersect in a multiplicative
group scheme. As explained in section 3.1.4 in case of the projective line, this
topological space consists of three points: two closed points and one generic
point. This determines the topology completely.
However, we conjecture that the following condition on X is equivalent
to separatedness: for all points x and y in X and all common generalizations
z of x and y, we have that x = y if the images of the maps OX,x → OX,z and
OX,x → OX,z are equal.
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3.1.3 M0-schemes of finite type
An M0-scheme is locally of finite type if it can be covered by affine schemes
that are isomorphic to the spectrum of a finitely generated monoid. This
property is local, i.e. an M0-scheme is locally of finite type if and only if
every affine open subscheme is isomorphic to a finitely generated monoid.
AnM0-scheme is of finite type or Noetherian if it is locally of finite type and
quasi-compact.
The following is [7, Lemma 2].
Lemma 3.5. AnM0-scheme X is of finite type if and only if XZ is a scheme
of finite type.
Since anM0-scheme of finite type is covered by finitely many affine open
subschemes, Lemma 2.9 implies the following fact.
Lemma 3.6. An M0-scheme of finite type consists of finitely many points.
The stalks of an M0-scheme that is locally of finite type have a particu-
larly simple form in contrast to the theory of schemes.
Proposition 3.7. Let X be an M0-scheme that is locally of finite type.
Every point x ∈ X has an open neighborhood U such that OX,x ≃ OX(U).
Proof. Let x ∈ X . Then there is an affine open neighborhood V of x, i.e.
V ≃ specA for a finitely generated monoid A. This means that p = x is
a prime ideal of A. By the definition of a prime ideal, S = A − p is a
multiplicative set, and by Corollary 2.5, US has a unique maximal element,
namely, p. This means that US is contained in all sets of the form Df with
f /∈ p. By Proposition 2.10 there is indeed an f ∈ A such that US = Df ,
and thus OX,x ≃ OX(Df).
The previous proposition together with the fact that mA = A−A× is the
unique maximal ideal of A implies the following statement, which marks a
major simplification to usual scheme theory.
Corollary 3.8. Let X be locally of finite type and let B be the set of all open
affine subsets of X. The association x 7→
⋂
U where U runs through all open
neighborhood of x in X defines a bijection X → B. Its inverse map sends an
affine open subset U = specA of X to the maximal ideal mA of A, which is
a point of U ⊂ X.
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3.1.4 Examples
The spectrum of F1 = {0, 1} consists of precisely one point, namely, the
unique prime ideal {0} of F1. The stalk at {0} is equal to F1. The base
extension to Z is SpecZ. The M0-scheme specF1 is a terminal object in the
category of M0-schemes.
More generally, let G be a group and A = F1[G] = {0}∐G. Then specA
consists of the unique prime ideal {0} of A and the stalk at {0} is A. The
base extension to Z is SpecAZ = SpecZ[G].
In particular, if G is a free abelian group on n generators T1, . . . , Tn, then
A = F1[T
±1
1 , . . . , T
±1
n ] and AZ = Z[T
±1
1 , . . . , T
±1
n ] and thus (specA)Z ≃ G
n
m.
This justifies denoting specA by Gnm,F1 .
Let A = F1[T1, . . . , Tn] be the free monoid on n generators T1, . . . , Tn.
Then AZ = Z[T1, . . . , Tn] and thus (specA)Z ≃ An. This justifies to denote
specF1[T1, . . . , Tn] by A
n
F1
and call it the n-dimensional affine space over F1.
The prime ideals of A are of the form pI =
⋃
i∈I TiA where I is a subset of
{1, . . . , n} and TiA = {Tia | a ∈ A}. The stalk of the structure sheaf at pI
is the localization of A at the multiplicative set S that contains all products
of elements Tj where j /∈ I.
Let U1 = specF1[T1], U2 = specF1[T2] and U = specF1[T
±1], i.e. U1 ≃
A1F1 ≃ U2 and U ≃ Gm,F1 . The monoid morphisms F1[T1]→ F1[T
±1] defined
by T1 7→ T and F1[T2] → F1[T±1] defined by T2 7→ T−1 induce morphisms
U → U1 and U → U2 of affine schemes. These morphisms are open inclu-
sions that send the unique point of U to the generic points of U1 and U2,
respectively. The colimit over these three affine M0-schemes together with
these two morphisms defines an M0-scheme with one generic point η and
two closed points p1 and p2. The stalk at η is isomorphic to F1[T
±1] and
the stalk at pi is isomorphic to F1[Ti] for i = 1, 2. The base extension to
Z is isomorphic to the projective line P1. This justifies to denote this M0-
scheme by P1F1 and call it the projective line over F1. Similarly one defines
the n-dimensional projective space PnF1 over F1.
This sort of construction generalizes to all toric varieties. In [8], Deitmar
proves that the class of separated, connected, integral schemes of finite type
that are base extensions of M0-schemes to Z is the class of toric varieties
(also cf. [23]).
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3.2 OX-modules
In this section we set up the theory of OX -modules. Like the theory of A-sets
was similar to the theory of modules over a ring, the theory of OX -modules
is similar to the usual theory for schemes. A difference is marked, again, by
the special class of normal morphisms.
3.2.1 Definition and general properties
Let X be an M0-scheme and O be a sheaf of monoids on X . An O-module
is a sheaf M of pointed sets where M(U) is an O(U)-set for all opens U
of X such that the restriction maps M(V ) → M(U) are compatible with
O(V )→ O(U) for all opens V ⊂ U . A morphism of O-modules ϕ :M→N
is a morphism of sheaves such that for all open subsets U ⊂ X , the map
M(U) → N (U) is a morphism of O(U)-sets. We denote the category of
O-modules by O −Mod.
In particular, if O = OX is the structure sheaf of X , then we have defined
the notion of an OX -module.
The OX -module 0 that associates to every open subset U of X the trivial
OX(U)-set {∗} is an initial and a terminal object in OX −Mod. Conse-
quently, there is for all OX -modules M and N a unique morphism 0 :M→
N fromM to N that factors through 0, which makes Hom(M,N ) a pointed
set, or F1-set. The association Hom(M,N )(U) = HomO|U (M|U ,N|U) for
open subsets U of X gives Hom(M,N ) the structure of an OX-module.
This is functorial in both M and N , thus Hom(−,−) is a bifunctor from
OX −Mod into itself.
The stalk Mx of an OX-module M at x ∈ X is naturally an OX,x-set.
Taking stalks is functorial inM, i.e. a morphism f :M→N of OX -modules
yields morphisms fx :Mx → Nx of OX,x-sets for every x ∈ X . Conversely, f
is determined by all morphisms fx between the stalks. We will frequently use
the fact that, given a presheaf of OX-modules, i.e. a presheaf that satisfies all
properties of an OX -module except for the sheaf axiom, then its sheafification
is naturally an OX -module. The image of a morphism f : M→ N of OX -
modules is the sheafification of the presheaf im f that associates to an open
U of X the OX(U)-set f(M(U)).
As in usual scheme theory, we define the (co)kernel of a morphism f :
M → N as the (co)equalizer of f and 0 : M → N . If N ⊂ M is a sub-
OX-module, the quotient OX-module M/N is the cokernel of the inclusion
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morphism N →֒ M. A diagram M1
f
−→ M2
g
−→ M3 is exact at M2 if
ker(g) = im(f). A short exact sequence of OX -modules is a sequence
0 −→M1 −→M2 −→M3 −→ 0
that is exact at M1, M2 and M3.
3.2.2 Normal morphisms
As in the case of A-sets where A is a monoid, the category of OX -modules
contains epimorphisms that are not normal, i.e. not a cokernel. This leads
to the following definition.
A morphism f : M → N of OX -modules is normal if fx : Mx → Nx
is normal for all x ∈ X . The following is derived by employing Proposition
2.15 to the definition .
Proposition 3.9. Normal morphisms of OX-modules are closed under com-
positions.
Definition 3.10. We call a short exact sequence of OX-modules
0 −→M1 −→M2 −→M3 −→ 0
admissible if and only if all morphisms in the sequence are normal.
3.2.3 Tensor products
Given two OX-modules M and N , their tensor product M⊗OX N is the
sheafification of the presheaf of OX -modules sending U to M(U) ⊗OX(U)
N (U). It is functorial in bothM andN . It satisfies the universal property of
the tensor product, and the functorM⊗OX (−) is left-adjoint to Hom(M,−).
We define the smash product M∧N of M and N as the sheafification
of the presheaf of OX-modules sending U to M(U) ∧N (U).
Given a morphism f : Y → X ofM0-schemes and an OY -moduleN , then
the direct image sheaf f∗N , which maps open subsets U of X to N (f−1(U)),
carries naturally the structure of an OX -module. If M is an OX-module,
then we define f−1M as the sheafification of the presheaf on Y sending open
subsets U to colimM(V ) where the colimit is taken over all open subsets V of
X that contain f(U). By Proposition 2.1, the colimit of a directed diagram of
monoids exists. Thus f−1OX is not merely a sheaf, but a sheaf of monoids on
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Y , and for any other OX -module M, the sheaf f−1M is an f−1OX-module.
There is a canonical morphism f−1OX → OY such that for all open subsets
U of Y , the map OX(U) → OY (U) is a monoid morphism. Thus we can
regard OY as f−1OX-module. We define the inverse image sheaf f ∗M as the
sheafification of the presheaf of OY -modules f−1M⊗f−1OX OY . All these
constructions f∗, f
−1 and f ∗ are functorial. We call f ∗ : OX −Mod −→
OY −Mod also the base change functor from X to Y (along f).
3.2.4 Base extension to Z
Formally similar to the base change functor f ∗ from the previous section,
we define the base extension to Z as the base extension functor β∗ along
β : XZ → X . We make this precise.
The sheaf f−1M is defined for any sheaf M on any topological space X
and for any continuous map f : Y → X of topological spaces. If X is an
M0-scheme and M an OX-module, then f−1OX is a sheaf of monoids on
Y and f−1M is an f−1OX -module on Y . In the case of our interest where
f = β : XZ → X , we define the base extension MZ of M to Z as the tensor
product β−1M⊗β−1OX OXZ , which is the sheafification of the presheaf on XZ
that sends an open U to β−1M(U)⊗β−1OX(U)OXZ(U). This is functorial inM
and defines the base extension functor −⊗OXOXZ : OX−Mod→ OXZ−Mod
where OXZ is the structure sheaf of XZ.
Note that for any open set U of X and for any OX -module M, we have
MZ(UZ) ≃ colimM(V )⊗colimOX(V ) OXZ(UZ)
≃ M(U)⊗OX (U) OX(U)Z ≃ M(U)Z
where the colimit is taken over the system of all open subsets V of X such
that U = β(UZ) ⊂ V , which has U as initial object. In particular, we have
OXZ ≃ (OX)Z.
Similarly as for A-sets, the following properties are easy to prove.
Lemma 3.11. Let X be an M0-scheme with structure sheaf OX and let
f :M→N be a morphism of OX-modules.
(i) We have (coker f)Z ≃ coker fZ and (im f)Z ≃ im fZ.
(ii) We have (M⊗OX N )Z ≃MZ ⊗OX
Z
NZ and (M⊕N )Z ≃MZ ⊕NZ.
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(iii) If Y → X is a morphism of M0-schemes, then (M ⊗OX OY )Z ≃
MZ ⊗OX
Z
OYZ as OYZ-modules.
(iv) A morphism f : M → N of OX-modules is a monomorphism (epi-
morphism) if and only if fZ : MZ → NZ is a monomorphism (epimor-
phism).
3.3 Quasi-coherent sheaves
If M is an A-set and X = specA, then the association US 7→ S−1M for
multiplicative subsets S ⊂ A defines an OX -module M˜ . A morphism ϕ :
M → N defines a morphism ϕ˜ : M˜ → N˜ of OX -modules. This yields a
functor from A−Mod to the category of OX-modules. If p is a prime ideal
of A, then Mp is an OX,p-set.
Let X be anM0-scheme with structure sheaf OX . A quasi-coherent sheaf
on X is an OX-module such that there is an affine open cover {Ui}i∈I of X
and for every i ∈ I, an OX(Ui)-set Mi such thatM|Ui ≃ M˜i as OUi-modules.
A morphism of quasi-coherent sheaves is a morphism of OX-modules. We
denote the category of quasi-coherent sheaves on X by qCohX . A coherent
sheaf on X is an OX -module such that there is an affine open cover {Ui}i∈I
of X and for every i ∈ I, a finitely generated OX(Ui)-set Mi such that
M|Ui ≃ M˜i as OUi-modules. The category CohX is defined as the full
subcategory of qCohX whose objects are coherent sheaves. We refer to [6]
for details.
As in usual scheme theory, we obtain the following fact (cf. the proof of
[13, Ch. II, Lemma 5.3 and Prop. 5.4], which transfers mutatis mutandis to
our situation).
Theorem 3.12. Let X be an M0-scheme with structure sheaf OX . An OX-
moduleM is quasi-coherent if and only if for every affine open U of X, there
is an OX(U)-set M such that M|U ≃ M˜ as OU -modules.
Corollary 3.13. Let A be a monoid and X = specA. Then the functor
sending M to M˜ is an equivalence between the category of A-sets and the
category of quasi-coherent sheaves on X.
Corollary 3.14. An OX-module M is quasi-coherent if and only if for all
affine open subsets V ⊂ U ⊂ X, the restriction map resU,V :M(U)→M(V )
extends to an isomorphism S−1M(U)
∼
−→M(V ) where S is a multiplicative
subset of OX(U) such that S−1OX(U) ≃ OX(V ).
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Again, as in usual scheme theory (cf. [13, Ch. II, Prop. 5.4]), we obtain
the following fact.
Theorem 3.15. Let X be a Noetherian M0-scheme with structure sheaf
OX . An OX-module M is coherent if and only if for every affine open U
of X, there is a finitely generated OX(U)-set M such that M|U ≃ M˜ as
OU -modules.
3.3.1 Limits and colimits
The subcategories qCohX and CohX of OX −Mod allow a series of cate-
gorical constructions that are compatible with the inclusion to OX −Mod.
Namely, the trivial sheaf and the structure sheaf are both coherent sheaves.
The homomorphism sheaf Hom(M,N ) is (quasi-)coherent if M and N are
both (quasi-)coherent. Since qCohX and CohX are full subcategories of
OX −Mod, a (co)limit of a diagram of (quasi-)coherent sheaves in OX −
Mod is a (co)limit in the category of (quasi-)coherent sheaves provided the
(co)limit is (quasi-)coherent.
Lemma 3.16. The category qCohX contains finite limits and small colim-
its. If X is Noetherian, the category CohX contains finite limits and finite
colimits.
Proof. Due to the local nature of sheaves, there is for every (co)limit G of a
diagram D = {F} of OX -modules an affine cover of X such that for every
U in that cover, G(U) is the (co)limit of the diagram of OX(U)-sets D(U) =
{F(U)}. By Proposition 2.24, finite limits and small colimits commute with
localizations, and thus, by Corollary 3.14, a finite limit resp. small colimit G is
quasi-coherent if all F in D are quasi-coherent. Note that finite (co)limits of
finitely generated OX(U)-sets are finitely generated if OX(U) is Noetherian,
which solves the case for coherent sheaves.
As a consequence, (co)kernels and finite (co)products of (quasi-)coherent
sheaves are (quasi-)coherent.
Remark 3.17. We see that the categories qCohX and CohX are as close to
an abelian category as A−Mod is. Namely, all statements of Remark 2.16
apply mutatis mutandis to the category of (quasi-)coherent sheaves.
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3.3.2 Normal morphisms
The category of quasi-coherent sheaves admits a characterization of normal
morphisms in terms of coverings.
Proposition 3.18. A morphism f : M → N of quasi-coherent sheaves is
normal if and only if there is an affine cover {Ui}i∈I of X such that for
all i ∈ I, the morphism f(Ui) : M(Ui) → N (Ui) is a normal morphism of
OX(Ui)-sets.
Proof. By Lemma 2.25, the localization of a normal morphism is normal.
Thus all localizations f(U) where U is affine and U ⊂ Ui for some i ∈ I are
normal and those U form a basis for the topology of X . Therefore all mor-
phisms between the stalks are normal. If conversely, one of the restrictions
f(Ui) is not normal, then f is not normal since f(Ui) = fx :Mx → Nx where
x is the maximal point of Ui.
3.3.3 Base extension to Z
Let X be an M0-scheme and β : XZ → X the canonical map. Let M be an
OX-module. Recall that we defined the base extension of M to Z as MZ =
β−1M⊗β−1OX OXZ . Aim of this section is to show that the base extension of
a quasi-coherent sheaf is quasi-coherent and, provided X is Noetherian, that
the base extension of a coherent sheaf is coherent.
We shall need the following lemma.
Lemma 3.19. Let M ∈ qCohX. Let U be an affine open subset of XZ
such that there is an affine open subset W of X containing β(U). Let S be
a multiplicative subset of OXZ(WZ) such that S
−1OXZ(WZ) ≃ OXZ(U). Then
lim
−→
V⊂X open
s.t. β(U)⊂V
(M(V )⊗OX(V ) OXZ(U) ) = S
−1(M(W )Z).
Proof. Note that W occurs in the system of all open subsets V of X that
contain β(U). We call this system D for short.
Let V1, V2 ∈ D such that V2 ⊂ V1 and let resV1,V2 : M(V1) → M(V2) be
the restriction map. By Corollary 3.14, S−1V1,V2M(V1) ≃ M(V2) when SV1,V2
is a multiplicative subset of OX(V1) such that S
−1
V1,V2
OX(V1) ≃ OX(V2). By
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Lemma 2.22, S−1V1,V2M(V1) ≃M(V1)⊗OX(V1) OX(V2), and thus, in turn,
M(V2)⊗OX(V2) OXZ(U) ≃ S
−1
V1,V2
M(V1)⊗OX(V2) OXZ(U)
≃ M(V1)⊗OX(V1) OX(V2)⊗OX(V2) OXZ(U)
≃ M(V1)⊗OX(V1) OXZ(U).
Note for all V1, V2 ∈ D, also V1 ∩ V2 ∈ D. The colimit of the lemma is
taken over a system of isomorphisms, and is isomorphic to M(V ) ⊗OX(V )
OXZ(U) for every V ∈ D. In particular the case when V = W the colimit is
M(W )⊗OX(W ) OXZ(U).
To finish the proof, we calculate
M(W )⊗OX(W ) OXZ(U) ≃ M(W )⊗OX(W ) OX(W )Z ⊗OX(W )Z OXZ(U)
≃ M(W )Z ⊗OX(W )Z OXZ(U)
≃ S−1M(W )Z.
Let qCohXZ and CohXZ denote the categories of quasi-coherent resp.
coherent sheaves on XZ.
Theorem 3.20. The base extension functor to Z restricts to a functor
(−)⊗OX OXZ : qCohX → qCohXZ.
If X is Noetherian, then the base extension functor to Z restricts to a functor
(−)⊗OX OXZ : CohX → CohXZ.
In particular, ifM is a quasi-coherent sheaf, {Ui} is an affine cover of X and
Mi = M(Ui), then the quasi-coherent sheaf MZ is defined by the OXZ(Ui)-
modules MZ(Ui,Z) =Mi,Z.
Proof. Since in general forM∈ OX−Mod, we have thatMZ(UZ) =M(U)Z
for an open subset U ofX , the last statement follows from the first statement.
Similarly, the second statement follows from the first statement by Theorem
3.15 and the Lemma 2.30. Thus we are left with the first statement.
Let M be a quasi-coherent sheaf on X . Let B be the collection of all
affine open subsets of X . Then {VZ}V ∈B covers XZ and thus it suffices by
Corollary 3.14 to show that for any open subset U of any WZ where W ∈ B,
the restriction map resWZ,U :MZ(WZ)→MZ(U) extends to an isomorphism
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S−1MZ(WZ)→MZ(U) where S is a multiplicative subset of OXZ(WZ) such
that S−1OXZ(WZ) = OXZ(U).
Let B(U) be the system of all V ∈ B such that β(U) ⊂ V together with
the inclusion maps. Recall thatMZ(U) is defined as colimM(V )⊗colimOX(V )
OXZ(U) where the colimit is taken over B(U). The universal properties of
the tensor product and the colimit define mutually inverse isomorphisms
colimM(V )⊗colimOX(V ) OXZ(U)
//
colim
(
M(V )⊗OX(V ) OXZ(U)
)
oo
that are induced by the identity maps M(V ) → M(V ) and OXZ(U) →
OXZ(U). By Lemma 3.19, the right colimit is isomorphic to S
−1M(W )Z,
which is all we have to prove.
3.3.4 Locally projective OX-modules
An OX -moduleM is said to be locally free (of rank r) if it is quasi-coherent
and if there is an affine cover {Ui} of X such that M(Ui) is a free OX(Ui)-
set (of rank r). If X = Spec(R) is a usual affine scheme of a ring R, then
locally free sheaves over X correspond to projective R-modules. However, if
X = Spec(A) is an affineM0-scheme, locally free sheaves over X correspond
to free A-sets because of the existence of the unique maximal ideal of A. This
fact leads us to the following definition.
Definition 3.21. An OX -module M is said to be locally projective if it is
quasi-coherent and if there is an affine cover {Ui} of X such that M(Ui) is
a projective OX(Ui)-set.
We let BunX denote the full subcategory of CohX which contains only
the locally projective sheaves. So an OX -module M is in BunX if and only
if M is locally projective and M is coherent. By Corollary 2.28, the base
extension of a locally projective OX -module is a locally free OXZ-module.
Thus we obtain a map (−)⊗OX OXZ : BunX → Bun(XZ), which is functorial
in X .
3.3.5 Examples
Let A be a monoid and X = specA. By Corollary 3.13, the category of
finitely generated A-modules is equivalent to CohX . We described these
categories already in section 2.2.8.
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As an example that does not come from affine schemes, we describe the
locally free sheaves on X = P1F1. Recall from Section 3.1.4 that P
1
F1
is covered
by two affine subschemes U1 = specF1[T1] and U2 = specF1[T2], which are
both isomorphic to A1F1 and that intersect in an affine open subscheme U =
specF1[T, T
−1], which is isomorphic to Gm,F1 . Let Si = F1[Ti]
int = F1[Ti] −
{0} (for i = 1, 2). A locally free sheaf on P1F1 corresponds to a pair (M1,M2)
where Mi is a finitely generated F1[Ti]-module (for i=1, 2) together with an
isomorphism S−11 M1 → S
−1
2 M2. This means that M1 and M2 are necessarily
of the same rank r. Let m1, . . . , mr ∈ M1 such that M1 = ∪i=1,...,rF1[T1].mi.
If the rank is r = 1, then the choice of an isomorphism corresponds to the
choice of image of m1 in (S
−1
2 M2 − {0}) ≃ (F1[T
±1
2 ] − {0}). Thus every
l ∈ Z defines an isomorphism class of locally free sheaves of rank 1 on P1F1 by
mapping m1 to T
l
2.
The tensor product of two locally free sheaves of rank 1 is again a locally
free sheaf of rank 1. This endows the set of isomorphism classes of locally
free sheaves of rank 1 with a group structure. We call this group PicX , the
Picard group of X , and PicP1F1 ≃ Z as a group. This corresponds to the
situation of usual scheme theory and, indeed, the base extension to Z yields
a group isomorphism PicP1F1
∼
−→ PicP1Z.
In the case of higher rank r, the choice of an isomorphism S−11 M1 →
S−12 M2 corresponds to the choice of elements n1, . . . , nr ∈ S
−1
2 M2 − {0}
such that their orbits are pairwise different. Thus we obtain a bijection
between the orbits of S−11 M1 and the orbits of S
−1
2 M2. This shows that
every rank r bundle is the wedge product of coherent sheaves of rank 1. This
is the analogue to the result of Grothendieck in usual scheme theory that
states that every vector bundle over the projective line decomposes into a
direct sum of line bundles. Indeed, the base extension to Z yields a bijection
BunP1F1 → BunP
1
Z between the isomorphism classes of locally free sheaves
of rank r on P1F1 and the isomorphism classes of vector bundles of rank r on
P1Z.
4 F1-schemes and sheaves
In this section, we review the notion of F1-schemes as introduced by Connes
and Consani in [4] and give an overview of examples with reference to [22].
We will proceed with establishing sheaves on F1-schemes. After proving some
general results, we define admissible short exact sequences of locally free
41
sheaves, which will be needed for the definition of G-theory and K-theory in
the next section.
4.1 F1-schemes
After defining F1-schemes and the properties of F1-schemes that we will need
in the rest of the paper, we will describe a selection of examples that shall
give a flavour of what an F1-scheme is.
4.1.1 Definition
Recall from [4] that an F1-scheme is a triple X = (X˜,X, eX) where X˜ is an
M0-scheme, X is a scheme and eX : X˜Z → X is a morphism of schemes such
that eX(k) : X˜Z(k) → X(k) is a bijection of sets for every field k. We call
eX the evaluation map.
Let X = (X˜,X, eX) and Y = (Y˜ , Y, eY ) be F1-schemes. A morphism of
F1-schemes X → Y is a pair Φ = (ϕ˜, ϕ) where ϕ˜ : X˜ → Y˜ is a morphism
of M0-schemes and ϕ : X → Y is a morphism of schemes such that the
diagram
X˜Z
ϕ˜Z //
eX

Y˜Z
eY

X
ϕ
// Y
commutes.
The base extension functor − ⊗F1 Z associates to an F1-scheme X =
(X˜,X, eX) the scheme X and to a morphism Φ = (ϕ˜, ϕ) of F1-schemes the
morphism ϕ of schemes.
The following is proven in the same way as [22, Lemma 1.3 (1)].
Lemma 4.1. Let X = (X˜,X, eX) be an F1-scheme. Viewed as a map between
the underlying topological spaces, eX : X˜Z → X is a continuous bijection.
We call an F1-scheme X = (X˜,X, eX) integral (Noetherian / locally of
finite type / of finite type) if both X˜ and X are integral (Noetherian / locally
of finite type / of finite type). The F1-scheme X is separable if both X˜Z and
X are separable schemes.
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4.1.2 Examples
Every M0-scheme X˜ has an associated F1-scheme (X˜, X˜Z, id). A morphism
of M0-schemes ϕ˜ : X˜ → Y˜ defines the morphism (ϕ˜, ϕ˜Z) of the associated
F1-schemes, and, vice versa, every morphism (ϕ˜, ϕ) between the associated
F1-schemes of X˜ and Y˜ is of this form since the evaluation maps are iso-
morphisms. Thus we obtain a fully faithful embedding of the category of
M0-schemes into the category of F1-schemes. Its essential image are those
F1-schemes whose evaluation map is an isomorphism.
From now on, we will identify the category of M0-schemes with the es-
sential image of this embedding and use the termM0-scheme for F1-schemes
whose evaluation map is an isomorphism. In particular, if A is a monoid, we
will write SpecA for the F1-scheme (specA, SpecAZ, id).
A larger class of examples is delivered by the concept of a torified variety
as introduced by Lo´pez Pen˜a and the second author in [22]. A torified scheme
is a scheme together with a torification, i.e. a morphism eT : T → X from
a scheme T =
∐
i∈I G
di
m to X (for a certain index set I and di ≥ 0) such
that for every i ∈ I, the restriction Gdim → X is a (locally closed) immersion
and such that for every field k, the map eT (k) : T (k)→ X(k) is a bijection.
Examples of schemes that admit a torification are toric varieties, Schubert
varieties and split reductive group schemes (cf. [22, section 1.3]).
The scheme T =
∐
i∈I G
di
m is the base extension of the M0-scheme T˜ =∐
i∈I G
di
m,F1
to Z. Thus a torification eT : T → X yields an F1-scheme
T = (T˜ , X, eT ). The base extension of T to Z is X , thus we obtain models
of toric varieties, Schubert varieties and split reductive group schemes over
F1. Note that T˜ is affine and that its topological space is discrete and note
that T = (T˜ , X, eT ) is of finite type if the index set I is finite.
4.2 Sheaves on F1-schemes
Let X = (X˜,X, eX) be an F1-scheme. A sheaf on X is a triple M =
(M˜,M, ǫM) where M˜ is a sheaf on X˜, M is a sheaf on X and ǫM is an
isomorphism ǫM : M˜Z
∼
−→ e∗XM of sheaves on X˜Z.
LetM = (M˜,M, ǫM) and N = (N˜ , N, ǫN) be sheaves on X . A morphism
Ψ : M → N of sheaves on X is a pair Ψ = (ψ˜, ψ) where ψ˜ : M˜ → N˜ is a
morphism of sheaves on X˜ and ψ : M → N is a morphism of sheaves on X
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such that the diagram
M˜Z
ǫM

ψ˜Z // N˜Z
ǫN

e∗XM
e∗
X
(ψ)
// e∗XN
commutes.
We call a sheaf M = (M˜,M, ǫM ) an OX -module if M˜ is an OX˜ -module
and M is an OX -module. A morphism of OX -modules is a morphism of
sheaves that respects the O
X˜
-module and the OX -module structure. We
denote the category of OX -modules by OX −Mod. We call M a (quasi-)
coherent sheaf on X if both M˜ and M are (quasi-)coherent, and we denote
the full subcategories of OX −Mod whose objects are quasi-coherent (resp.
coherent) sheaves on X by qCohX (resp. CohX ). We denote by BunX the
full subcategory of CohX of locally free sheaves, i.e. sheavesM = (M˜,M, ǫM)
where M˜ is locally projective and M is locally free.
Let X = (X˜,X, eX) be an M0-scheme, i.e. eX : X˜Z → X is an isomor-
phism, and let M˜ be a sheaf on X˜ . Then M = (eX)∗M˜Z is a sheaf on X
and there is a canonical isomorphism ǫ : M˜Z → e∗XM . The triple M =
(M˜,M, ǫM) is thus a sheaf on X . Consequently, every morphism ψ˜ : M˜ → N˜
of sheaves on X˜ extends uniquely to a morphism (ψ˜, ψ) : M→ N between
the associated sheaves M and N of M˜ and N˜ , respectively, and, vice versa,
every morphism (ψ˜, ψ) : M → N is of this sort. This describes an equiva-
lence of categories between the category of sheaves on X˜ and the category
of sheaves on X . Thus we obtain:
Proposition 4.2. If X = (X˜, X˜Z, eX) is anM0-scheme, then the association
M˜ 7→ (M˜,M, ǫM) with M = (eX)∗M˜Z and ǫ : M˜Z → e∗XM the canonical
isomorphism defines an equivalence of categories
O
X˜
−Mod
∼
−→ OX −Mod
that restricts to equivalences of the following subcategories:
qCoh X˜
∼
−→ qCohX , Coh X˜
∼
−→ CohX , Bun X˜
∼
−→ BunX .
Let X = (X˜,X, eX) be an arbitrary F1-scheme. Let 0˜ be the zero sheaf
on X˜, let 0 be the zero sheaf on X and let 0 : 0˜Z → e∗X0 be the zero
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morphism. Then 0 = (0˜, 0, 0) is the zero object in the category of OX -
modules, and it is contained in the subcategories of (quasi-)coherent and
locally free sheaves. Given two OX-modulesM andN , then there is a unique
morphism 0 :M→N that factors through 0. This turns Hom(M,N ) into
a pointed set and gives it the structure of an F1-set.
In particular, one can define the kernel and cokernel of a morphism ϕ =
(f˜ , f) :M→N (if it exists) as the equalizer and coequalizer of ϕ and 0.
Corollary 4.3. If X is anM0-scheme, then every morphism of OX -modules
has both a kernel and a cokernel.
Proof. Following Proposition 4.2, the category ofOX -modules is equivalent to
the category of OX˜ -modules. Thus we reduced the question of the existence
of kernels and cokernels toM0-schemes, which can be easily solved by means
of Proposition 2.13.
Let X = (X˜,X, eX) be an arbitrary F1-scheme. Let ϕ = (f˜ , f) :M→N
be a morphism between OX-modulesM = (M˜,M, ǫM ) and N = (N˜, N, ǫN ).
Since taking the direct image of a sheaf commutes with base extension (cf.
Lemma 3.11), the triple imϕ := (im f˜ , im f, ǫN |im f˜Z) is a sheaf, and it is the
image of ϕ. This proves
Lemma 4.4. Let X be an arbitrary F1-scheme and ϕ be a morphism of
OX -modules. Then the cokernel of ϕ exists.
One checks easily that the coproduct of twoOX -modulesM = (M˜,M, ǫM )
and N = (N˜ , N, ǫN) is M∨N = (M˜ ∨ N˜,M ⊕N, ǫM ⊕ ǫN ).
4.2.1 Normal morphisms
We extend the notion of normal morphisms to F1-schemes. If we write scheme
in the following, we always mean a scheme in the usual sense.
Definition 4.5. Let ϕ : X → Y be a morphism of schemes and f :M → N
be a morphism of OY -modules. Then f is called ϕ-flat if
0 −→ ϕ∗(ker(f)) −→ ϕ∗M −→ ϕ∗N
is an exact sequence of OX -modules.
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In other words, f : M → N is ϕ-flat if and only if the canonical morphism
ϕ∗ ker(f) → ker(ϕ∗f) is an isomorphism. In particular, a monomorphism
f : M → N is ϕ-flat if and only if ker(ϕ∗f) = 0.
The notion of a ϕ-flat morphism between modules over a ring S and a
ring homomorphism ϕ : R→ S is defined analogously.
Definition 4.6. Let X = (X˜,X, eX) be an F1-scheme. A morphism of OX -
modules
(f˜ , f) :M = (M˜,M, ǫM) −→ N = (N˜, N, ǫN)
is called normal if the morphism f˜ : M˜ → N˜ of OX˜-modules is normal and
f : M → N is eX-flat.
Since every morphism f : M → N is ϕ-flat if ϕ is an isomorphism and
since OX˜ −Mod
∼
−→ OX −Mod if X = (X˜,X, eX) is an M0-scheme, we
have the following fact.
Lemma 4.7. Let X = (X˜, X˜Z, eX) be an M0-scheme and let (f˜ , f) :M→
N be a morphism of OX -modules. Then (f˜ , f) is normal if and only f˜ is
normal.
The above lemma implies that the notion of normal morphisms of sheaves
of modules over general F1-schemes is consistent with the notion of normal
morphisms of sheaves of modules over M0-schemes. In particular, normal
morphisms of sheaves of modules over M0-schemes are closed under compo-
sitions by Proposition 3.9. Over general F1-schemes, it is not clear to the
authors whether normal morphisms are closed under composition or not.
Lemma 4.8. If (f˜ , f) : (M˜,M, ǫM) → (N˜, N, ǫN) is a normal morphism of
quasi-coherent sheaves, then ker(f˜ , f) exists.
Proof. We can extend the commutative diagram in the definition of a mor-
phism of sheaves to the following diagram:
0 //
∼=

(ker f˜)Z // M˜Z
f˜Z //
∼=ǫM

N˜Z
∼=ǫN

0 // e∗X ker f
// e∗XM
e∗
X
f
// e∗XN.
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Since f˜ is normal, the top row is exact by Lemma 2.20 and the local charac-
terization of quasi-coherent sheaves. The bottom row is exact because f is
eX-flat. It follows from the diagram that
ǫM |ker f˜Z : (ker f˜)Z
∼=
−→ e∗X ker f
is an isomorphism. So the triple (ker(f˜), ker(f), ǫM |ker f˜Z) is an object in
OX −Mod and it is a subobject of (M˜,M, ǫM). It is routine to check that
(ker(f˜), ker(f), ǫM |ker f˜Z) is the kernel of (f˜ , f).
4.2.2 Admissible short exact sequences
A sequence
M1
ϕ
//M2
ψ
//M3
of OX -modules is said to be exact at M2 if the kernel of ψ exists and imϕ =
kerψ. A short exact sequence of OX -modules is a five term sequence
0 //M1
ϕ
//M2
ψ
//M3 // 0
that is exact at M1, M2 and M3. We call this short exact sequence ad-
missible if both ϕ and ψ are normal morphisms. A morphism is called an
admissible monomorphism or admissible epimorphism if it appears as ϕ resp.
ψ in some admissible short exact sequence. Admissible short exact sequences
can be characterized more explicitly as follows.
Proposition 4.9. LetM1 = (M˜1,M1, ǫM1), M2 = (M˜2,M2, ǫM2) andM3 =
(M˜3,M3, ǫM3) be sheaves of modules over the F1-scheme X = (X˜,X, eX). A
sequence
0 //M1
(f˜ ,f)
//M2
(g˜,g)
//M3 // 0
is an admissible short exact sequence if and only if the following statements
are true.
(i) The sequence 0˜ // M˜1
f˜
// M˜2
g˜
// M˜3 // 0˜ is an admissible short
exact sequence of O
X˜
-modules.
(ii) The sequence 0 //M1
f
//M2
g
//M3 // 0 is a short exact se-
quence of OX-modules and f and g are eX-flat.
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Tensor product, pull back and push forward of sheaves of modules over F1-
schemes can also be defined in a natural manner. We postpone the discussion
of these constructions to the next chapter when we need these constructions
to study K-theory.
5 G-theory and K-theory of F1-schemes
In this section we introduce G-theory andK-theory for F1-schemes. We begin
with the more involved case of G-theory in a first subsection and conclude
from this that K-theory exists in a second subsection.
5.1 G-theory of Noetherian F1-schemes
Recall that an F1-scheme X = (X˜,X, eX) is Noetherian if and only if both X˜
and X are Noetherian. Also recall that we denote the category of coherent
sheaves over X by CohX . In this subsection we prove that the collection of
admissible short exact sequences in CohX makes CohX a quasi-exact cate-
gory in the sense of [7]. As for usual schemes, we require X to be Noetherian
because we need CohX to be closed under taking quotients and subobjects.
5.1.1 Definition
In order to define G-theory we need to prove that for an F1-scheme X , the
category CohX together with the class of admissible exact sequences is an
exact category, which will be done in Proposition 5.3.
Lemma 5.1. Let e : R→ S be a ring homomorphism. Let f : M → N and
g : N → K be morphisms of R-modules.
(i) If f and g are injective and e-flat, then g ◦f is also injective and e-flat.
(ii) If f and g are surjective and e-flat, then g ◦ f is also surjective and
e-flat.
(iii) If f is injective and e-flat, then the quotient map N → N/f(M) is
e-flat; if g is surjective and e-flat, then the inclusion map ker(g)→ N
is e-flat.
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Proof. For the first statement, by the assumption we see that e∗f and e∗g
are both injective. So e∗(g ◦ f) is also injective which implies that g ◦ f is
e-flat.
For the second statement, it is easy to see that g ◦ f is surjective. We
consider the following commutative diagram of S-modules.
ker(f)⊗ S //
∼=

ker(g ◦ f)⊗ S //

ker(g)⊗ S //
∼=

0
0 // ker(e∗f) // ker(e∗(g ◦ f)) // ker(e∗g) // 0.
In the above diagram, the vertical arrows are all the natural maps and the
top row comes from the short exact sequence of R-modules
0 −→ ker(f) −→ ker(g ◦ f) −→ ker(g) −→ 0.
Since the left and right vertical arrows are both isomorphisms by assumption,
the middle arrow is also an isomorphism. So g ◦ f is also e-flat.
The proof of the last statement is trivial.
Lemma 5.2. Let e : R→ S be a ring homomorphism. Let f : M → N and
g : P → N be e-flat morphisms of R-modules where f is injective while g is
surjective. Let g−1(f(M)) = M ×N P be the fiber product and let f ′ and g′
be the pull back of f and g respectively. Then both f ′ and g′ are e-flat. In
particular, (M ×N P )⊗ S = (M ⊗ S)×(N⊗S) (P ⊗ S).
Proof. Notice that f ′ is injective and g′ is surjective. Also notice that
coker(f) = coker(f ′) and ker(g) = ker(g′). The proof is similar to the proof of
Lemma 5.1 by considering the following commutative diagram of S-modules.
Details are skipped.
0

ker(g)⊗ S //

(M ×N P )⊗ S //
f ′⊗Id

M ⊗ S //
f⊗Id

0
0 // ker(e∗g) // P ⊗ S
g⊗Id
// N ⊗ S // 0.
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The next proposition implies that the collection of admissible exact se-
quences makes CohX a quasi-exact category in the sense of [7].
Proposition 5.3. Let X = (X˜,X, eX) be a Noetherian F1-scheme. The
category CohX is a quasi-exact category. That is, the following statements
are true in CohX .
(i) A five term sequence that is isomorphic to an admissible short exact
sequence is an admissible short exact sequence.
(ii) Admissible monomorphisms are closed under composition; so are ad-
missible epimorphisms.
(iii) Given an admissible monomorphism (˜i, i) :M→N and an admissible
epimorphism (j˜, j) : P → N , the pull back exists in CohX and the pull
back of i is an admissible monomorphism and the pull back of j is an
admissible epimorphism.
Proof. The first statement is obvious.
For the second statement, assume that we have admissible short exact
sequences
0 //M
(α˜,α)
// N
(β˜,β)
// K // 0 and 0 // N
(f˜ ,f)
// S // T // 0
in CohX where M = (M˜,M, ǫM),N = (N˜ , N, ǫN) and S = (S˜, S, ǫS). By
Lemma 4.4, the cokernel of (f˜ , f) ◦ (α˜, α) exists and equals
(coker(f˜ ◦ α˜), coker(f ◦ α), ǫ¯S).
Let (π˜, π) be the natural projection S → coker((f˜ , f) ◦ (α˜, α)). It is obvious
that the following sequence is an admissible short exact sequence in OX˜ .
0˜ // M˜
f˜◦α˜
// S˜
π˜ // coker(f˜ ◦ α˜) // 0˜.
By Lemma 5.1, the morphisms in the following exact sequence ofOX -modules
are eX -flat.
0 //M
f◦α
// S π // coker(f ◦ α) // 0.
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So, by Proposition 4.9, we have the following admissible short exact sequence
which proves that (f˜ , f) ◦ (α˜, α) is an admissible monomorphism.
0 //M
(f˜ ,f)◦(α˜,α)
// S
(π˜,π)
// coker((f˜ , f) ◦ (α˜, α)) // 0.
Assume that there is an admissible short exact sequence in CohX
0 // U // K
(g˜,g)
// V // 0.
By Lemma 5.1, we see that (g˜, g)◦ (β˜, β) is normal and hence it has a kernel,
which is given by
(ker(g˜ ◦ β˜), ker(g ◦ β), ǫN).
Similar to the case of admissible monomorphisms, one checks that the fol-
lowing sequence is an admissible short exact sequence in OX
0 // ker((g˜, g) ◦ (β˜, β)) // N
(g˜,g)◦(β˜,β)
// V // 0.
This completes the proof of the second statement.
Now we prove the last statement. The diagram M→ N ← P gives two
pull back diagrams
K˜
i˜′ //
j˜′

P˜
j˜

and
K
i′ //
j′

P
j

M˜
i˜ // N˜ M
i // N
in the categories Coh(X˜) resp. Coh(X) where P = (P˜ , P, ǫP ). Applying the
base extension functor to Z to the left Cartesian square and apply the pull
back functor e∗X to the right Cartesian square, we get the diagrams
K˜Z
i˜′Z //
j˜′Z

P˜Z
j˜Z

and
e∗XK
e∗
X
i′
//
e∗
X
j′

e∗XP
e∗
X
j

M˜Z
i˜Z // N˜Z e
∗
XM
e∗
X
i
// e∗XN
ofOX˜Z-modules. One verifies immediately that the left diagram is a Cartesian
diagram. The right diagram is Cartesian by Lemma 5.2. Being the pull
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back of isomorphic diagrams, K˜Z and e
∗
XK are naturally isomorphic. Let ǫK
denote the isomorphism, then (K˜,K, ǫK) is an object in CohX . It is routine
to check that K = (K˜,K, ǫK) makes the diagram
K
(˜i′,i′)
//
(j˜′,j′)

P
(j˜,j)

M
(˜i,i)
//N
Cartesian in CohX and that (˜i′, i′) and (j˜′, j′) are admissible monomorphism
and epimorphism, respectively.
By Proposition 5.3, one can apply Quillen’s Q-construction [28] to the
category CohX as usual. Let QCohX be the category having the same
objects as CohX . A morphism fromM to N in QCohX is an isomorphism
class of diagrams in CohX
M P
j
oooo // i // N ,
where i is an admissible monomorphism and j is an admissible epimorphism.
The above diagram is isomorphic to
M P ′
j′
oooo // i
′
// N
if and only if there is an isomorphism τ : P → P ′ such that j = j′ ◦ τ and
i = i′ ◦ τ . The composition can be defined in the same way as in [28] because
of Proposition 5.3. Since the isomorphism classes of objects in QCohX form
a set, the geometric realization of the nerve of QCohX is well defined, which
is denoted as |QCohX |.
Definition 5.4. Let X = (X˜,X, eX) be a Noetherian F1-scheme. The alge-
braic G-theory of X is defined as
Gi(X ) = πi+1|QCohX |, where i ≥ 0.
5.2 K-theory of F1-schemes
Let X be a general F1-scheme. In this subsection, we define algebraic K-
theory of X using the category BunX of locally free OX -modules of finite
rank.
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5.2.1 Definition
Let X = (X˜,X, eX) be an F1-scheme. An admissible short exact sequence in
BunX is an admissible short exact sequence in CohX
0 −→ (M˜,M, ǫM)
(˜i,i)
−→ (N˜, N, ǫN)
(j˜,j)
−→ (K˜,K, ǫK) −→ 0 (5.1)
where all objects are in BunX . A morphism in BunX is called a K-
admissible monomorphism (resp. epimorphism) if it appears as the map (˜i, i)
(resp. (j˜, j)) in some exact sequence as (5.1).
Proposition 5.5. Let X = (X˜,X, eX) be an F1-scheme. The sequence
0 −→ (M˜,M, ǫM)
(˜i,i)
−→ (N˜, N, ǫN)
(j˜,j)
−→ (K˜,K, ǫK) −→ 0
is an admissible short exact sequence in BunX if and only if
0˜ −→ M˜
i˜
−→ N˜
j˜
−→ K˜ −→ 0˜
is an admissible short exact sequence of locally projective O
X˜
-modules and
0 −→M
i
−→ N
j
−→ K −→ 0
is an exact sequence of locally free OX-modules.
Proof. Since e∗X is exact on locally free sheaves, the pull back along eX of
the exact sequence 0 −→ M
i
−→ N
j
−→ K −→ 0 remains exact. This shows
that i and j are automatically eX -flat. So Proposition 4.9 applies here to
give the result.
Lemma 5.6. Let X = (X˜,X, eX) be an F1-scheme.
(i) A five term sequence that is isomorphic to an admissible short exact
sequence in BunX is an admissible short exact sequence in BunX .
(ii) K-admissible monomorphisms are closed under compositions, so as K-
admissible epimorphisms.
(iii) Given a K-admissible monomorphism (˜i, i) : M → N and a K-
admissible epimorphism (j˜, j) : P → N , the pull back M ×N P is
an object in BunX and the pull back of i is a K-admissible monomor-
phism and the pull back of j is a K-admissible epimorphism.
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Proof. The proof of Proposition 5.3 works here. Using the same notations
as in the proof of Proposition 5.3, we only need to check that the objects
coker((f˜ , f) ◦ (α˜, α)), ker((g˜, g) ◦ (β˜, β)) and M×N P are objects in BunX .
It is clear that coker(f ◦ α), ker(g ◦ β) and M ×N P are locally free of finite
rank over X . It remains to show that coker(f˜ ◦ α˜), ker(g˜ ◦ β˜) and M˜ ×
N˜
P˜
are locally projective and coherent on X˜ . This can be checked by assuming
that X˜ = Spec(A) is affine. We prove in detail that M˜ ×
N˜
P˜ is projective
and a finitely generated A-set. The proof of the fact that coker(f˜ ◦ α˜) and
ker(g˜ ◦ β˜) are projective and finitely generated is similar and hence skipped.
Since i˜ : M˜ → N˜ is admissible, coker(˜i) is projective and there is an
admissible short exact sequence
0˜ −→ M˜ −→ N˜ −→ coker(˜i) −→ 0˜.
By Proposition 2.29, we can assume that N˜ = M˜ ∨ coker(˜i) and i˜ is the
canonical inclusion. Similarly, we can assume that P = N˜ ∨ ker(j˜) and j˜ is
the canonical projection. This implies that ker(j˜) is projective and finitely
generated by Proposition 2.27. So M˜ ×N˜ P˜ = M˜ ∨ker(j˜). Since both M˜ and
ker(j˜) are projective and finitely generated, M˜ ×N˜ P˜ is also projective and
finitely generated as desired.
Lemma 5.6 implies that the collection of admissible exact sequences in
BunX make BunX a quasi-exact category. In particular, one can apply
Quillen’s Q-construction to the category BunX as usual. Let QBunX be
the resulting category and let |QBunX | denote the geometric realization of
the nerve of QBunX .
Definition 5.7. Let X be an F1-scheme. The algebraic K-groups of X are
defined as
Ki(X ) = πi+1(|QBunX |), where i ≥ 0.
5.3 The K-theory spectrum
In this section, we employ Waldhausen’s S•-construction to show that the
K-theory of an F1-scheme X is the infinite loop space Ω|S•(BunX )|. In sub-
sequent paragraphs, we investigate certain properties of the theory developed
so far: if H is an abelian group, then the K-theory of SpecF1[H ] is isomor-
phic to the stable homotopy of BH+ and G0(SpecF1[H ]) is the Burnside ring
54
of H . If H is simple, then the K-theory of SpecF1[H ] is a direct summand
of its G-theory; exemplary, we calculate the K-theory of the affine line and
of the spectrum of a monoid with a non-trivial idempotent.
In contrast to the rest of the paper, in the following sections we assume a
certain familiarity of the reader with the mentioned concepts. We therefore
do not repeat all definitions and statements we use from topology, and provide
references as required.
AWaldhausen category is a category together with two distinct subclasses
of morphisms, namely, cofibrations and weak equivalences, that are subject
to certain axioms (see [35, sections 1.1 and 1.2]). For a small Waldhausen
category, one can apply Waldhausen’s S•-construction to obtain an infinite
loop space, and hence a spectrum, which is defined as the K-theory space or
spectrum of the Waldhausen category, see [35, section 1.3].
A Quillen exact category is naturally a Waldhausen category if we define
cofibrations as admissible monomorphisms and define weak equivalences as
isomorphisms (cf. [35, section 1.9]). One can define a Waldhausen category
structure on a quasi-exact category in the same way—we only need to verify
that admissible monomorphisms in the quasi-exact category are stable under
arbitrary cobase changes. This fact is checked in the following lemma.
Lemma 5.8. Let BunX be the category of locally projective sheaves over an
F1-scheme X = (X˜,X, eX). Let i : M → N be a K-admissible monomor-
phism and let f : M → P be an arbitrary morphism in BunX . Then the
push-out N ∪M P exists in BunX and the natural map P → N ∪M P is
K-admissible.
Proof. First assume that X = spec(A) for some monoid A. Then M =
M˜,N = N˜ ,P = P˜ are associated to projective A-sets and, up to isomor-
phism, i can be assumed to be the embedding M˜ ⊂ N˜ = M˜ ∨ M˜ ′ for some
projective A-set M˜ ′. So the push-out is M˜ ′ ∨ P˜ and the map f˜ is, up to
isomorphism, the embedding P˜ ⊂ M˜ ′ ∨ P˜ , which is K-admissible. Thus the
lemma is valid for affine schemes. From this, the lemma is immediate for
M0-schemes.
For an arbitrary F1-scheme X , assume that M = (M˜,M, ǫM),N =
(N˜, N, ǫN) and P = (P˜ , P, ǫP ). We just showed that the push-out N˜∪M˜ P˜ ex-
ists and the map f˜ is K-admissible in Bun X˜ . Similar statements for N∪M P
and f in BunX are standard. We only need to show that these two pairs
of data are compatible when compared on X˜Z. This is easily checked be-
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cause both base extension to Z functor and the pull back functor e∗X preserve
colimits.
We define the K-theory space of X , denoted as K(X ), as
Ω|S•(BunX )|
where we use • to denote the simplicial degree. Using Lemma 5.8 and the
same proof as in [35, section 1.9], we obtain that |S•(BunX )| is weakly
homotopy equivalent to |QBunX | as a topological space. This shows that
the K-theory of an F1-scheme is in fact an infinite loop space and allows us
to talk about the K-theory spectrum of an F1-scheme.
5.3.1 The K-theory of F1[H ] and the Burnside ring
Let X = Spec(F1[H ]) where H is an abelian group. By Corollary 3.13 and
Proposition 4.2, the category CohX is equivalent to the category of finite H-
sets withH-equivariant maps. Since the admissible exact sequences in CohX
split, the proof in [35, sections 1.8, 1.9] applies to show that the K-theory
of X is equivalent to the K-theory of the groupoid category of finite H-sets.
Carlsson, Douglas and Dundas show in [5] that the K-theory of this category
is equivalent to the H-fixed points of the equivariant sphere spectrum. In
particular, we have
G0(Spec(F1[H ]]) ∼= Ω[H ]
where Ω[H ] is the Burnside ring of the group H . It is hard to describe
higher G-groups of Spec(F1[H ]), but we can use stable homotopy groups to
characterize all K-groups of Spec(F1[H ]).
Theorem 5.9. Let H be an abelian group and let F1[H ] be the associated
monoid. Let Spec(F1[H ]) be the F1-scheme (SpecF1[H ], SpecF1[H ]Z, id),
then we have Ki(SpecF1[H ]) ∼= πsi (BH+), where π
s
i denotes the i-th stable
homotopy group. In particular Ki(Spec(F1)) ∼= πsi (S
0).
Proof. This theorem is based on facts that are well known to topologists while
the detailed proofs are missing in the literature. We only give an outline of
the complete proof in order to avoid digression into algebraic topology.
By Propositions 2.27 and 4.2, we see that the category Bun(Spec(F1[H ]))
is naturally equivalent to the category of based free H-sets of finite cardi-
nality. Let S denote the associated groupoid of Bun(Spec(F1[H ])). That
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is, S has the same objects as Bun(Spec(F1[H ])), but has only isomorphisms
in Bun(Spec(F1[H ])). Since exact sequences in Bun(Spec(F1[H ])) split, K-
theory of Spec(F1[H ]) is the K-theory of the category of based free H-sets
of finite cardinality. The general machinery of [30] then applies to show that
K-theory of Spec(F1[H ]) is the infinite loop space Q(BH+) := Ω
∞Σ∞BH+.
In the special case that H is the trivial group and BH+ is the zero sphere
S0, the fact that K-theory of finite sets is weakly homotopy equivalent to
QS0 is known as the Barratt-Priddy-Quillen Theorem (see [2, 27]).
We summarize the previous discussions by the following chain of isomor-
phisms:
Ki(Spec(F1[H ])) ≃ πi+1
(
|QBun
(
Spec(F1[H ])
)
|
)
≃ πi
(
Q(BH+)
)
≃ πsi (BH+)
where πsi (BH+) denotes the i-th stable homotopy group of BH+.
5.3.2 K-theory as a summand of G-theory
If X = Spec(F1), it follows from the definitions that Gi(X ) = Ki(X ) because
BunX = CohX . This coincides with the fact that F1 is a “field” and usualG-
theory equals K-theory over a field. If X = Spec(F1[H ]) where H ∼= Z/p for
some prime number p so that H is simple, then QCohX is equivalent to the
product category QCoh Spec(F1)×QBunX . So Gi(X ) ∼= Ki(F1)⊕Ki(X ) =
πsi (S
0)⊕πsi (BH+) by Theorem 5.9. Note that this splitting is the tom Dieck
splitting [21, 34] of the equivariant sphere spectrum in the case when the
group acting is simple.
More generally, if X = Spec(F1[H ]) for any finite abelian group, then
BunX is the category of all free finite H-sets and CohX is the category of
all finite H-sets. Since every finite H-set is isomorphic to copies of left cosets
of H for various subgroups, one checks that the inclusion of the category
QBunX into QCohX splits off, so the group K∗(X ) splits off from G∗(X )
in this case. But, if H is not simple, it is hard to characterize the quotient
group G∗(X )/K∗(X ).
In general, K-theory does not embed into G-theory (cf. Theorem 5.17).
However, there is hope that the image of K-theory in G-theory splits off (cf.
Theorem 5.16).
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5.3.3 Comparison with K-theory of Z-schemes
Let X = (X˜,X, eX) be an F1-scheme. It follows from the constructions that
we have natural maps K∗(X ) −→ K∗(X˜), K∗(X ) −→ K∗(X) and K∗(X ) −→
K∗(X˜Z). The map K∗(X ) −→ K∗(X) factors through K∗(X ) −→ K∗(X˜Z).
In the case that X is given by an M0-scheme, the map K∗(X ) −→ K∗(X˜Z)
has been studied by many authors, for example see [9]. The map K∗(F1)→
K∗(Z)→ K∗(Fp) is homotopically equivalent to the projection onto the image
of the J-homomorphism after localization at a prime l 6= p (see [29]).
5.3.4 Examples
The K-theory of the affine line
Let X = A1F1 be the spectrum of F1[T ]. Then BunX is the category of free
F1[T ]-sets as F1[T ] does not have any non-trivial idempotents. Since the only
isomorphism from F1[T ] to F1[T ] is the identity, the set of isomorphism class
of free F1[T ]-sets of rank k is given by Σk. So we see that K(F1[T ]) ∼= K(F1),
if we use Segal’s machinery [30] to compute K-groups as explained in the
proof of Theorem 5.9. This is consistent with the fact that K-theory is
homotopy invariant over regular Z-schemes.
We calculate the K0-term of projective spaces in Section 5.4.3.
The K-theory of a monoid with a non-trivial idempotent
As another example, consider X = SpecA for A = {0, 1, e} where e2 = e
is an idempotent. The monoid A has thus the two non-zero idempotents e
and 1. Any finite projective A-set is isomorphic to (∨i∈IeA) ∨ (∨j∈JA), for
some finite indexing sets I and J . The set of isomorphisms of such a set
is equivalent to Σn × Σm where n, m are cardinalities of I and J . This is
because there is no isomorphism from eA to A. Using Segal’s machinery [30],
we see that the K-theory spectrum of X is equivalent to the product of the
sphere spectrum with itself, that is, K(X ) = QS0 ×QS0.
5.4 K-theory as a ring spectrum
As proved in the following Proposition 5.10, the category BunX is strict
symmetric monoidal with a tensor product for any F1-scheme X . This yields
a pairing on the K-theory of an F1-scheme (cf. [35, section 1.5]), i.e. a graded
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commutative ring structure on K∗(X ) = π∗(Ω|S•(BunX )|). More precisely,
we show in this section thatK-theory is a contravariant functor from the cate-
gory of F1-schemes into the category of symmetric ring spectra. A comparison
with K-theory for bipermutative categories [10] yields that the K-theory ring
spectrum is equivalent to the sphere spectrum in the case of X = SpecF1.
We end this paper with a calculation of K0 and G0 of projective space.
We shall explain that the K-theory spectrum is a ring spectrum. Since
K-theory naturally takes values in the category of symmetric spectra (cf.
[11]), we choose this category to be our model of spectra. We refer to [15]
for definitions and further details on symmetric spectra.
Proposition 5.10. Let X = (X˜,X, eX) be an F1-scheme. Then there is a
tensor product
⊗ : qCohX × qCohX −→ qCohX
which sends the pair (M = (M˜,M, ǫM), N = (N˜, N, ǫN )) to
M⊗N = (M˜ ⊗ N˜,M ⊗N, ǫM ⊗ ǫN).
The category BunX is closed under the tensor product. Moreover, the tensor
product is bi-exact on BunX , which means:
(1) 0⊗M = 0 for any M∈ BunX ;
(2) for any M ∈ BunX , M⊗− and − ⊗M send isomorphisms to iso-
morphisms, K-admissible monomorphisms to K-admissible monomor-
phisms and push-outs along K-admissible monomorphisms to push-outs
along K-admissible monomorphisms;
(3) for any K-admissible monomorphisms f :M→M′ and g : N → N ′,
the natural map f ⊗ g : (M′ ⊗N ) ∪
(M⊗N )
(M⊗N ′)→ (M′ ⊗N ′) is a
K-admissible monomorphism.
Proof. The functor ⊗ is well defined because (M˜ ⊗ N˜)Z = M˜Z ⊗ N˜Z by
Lemma 3.11, which is isomorphic to e∗XM ⊗ e
∗
XN (through ǫM ⊗ ǫN ). This
is further isomorphic to e∗X(M ⊗ N). All the statements of the proposition
can be proven in a straightforward manner by considering them separately
for X and X˜ .
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5.4.1 Functoriality of K-theory
Let Φ = (ϕ˜, ϕ) : X = (X˜,X, eX) → Y = (Y˜ , Y, eY ) be a morphism of
F1-schemes. We have the following commutative diagram of Z-schemes
X˜Z
ϕ˜Z //
eX

Y˜Z
eY

X
ϕ
// Y.
LetM = (M˜,M, ǫM) be an OY -module. We have the following isomorphism
of OY˜Z-modules
M˜Z
ǫM // e∗YM.
Pulling back along ϕ˜Z, we have an isomorphism of OX˜Z-modules
ϕ˜∗ZM˜Z
ϕ˜∗
Z
ǫM
// ϕ˜∗Ze
∗
YM.
One checks easily that ϕ˜∗ZM˜Z = (ϕ˜
∗M˜)Z. One also has ϕ˜
∗
Ze
∗
YM = e
∗
Xϕ
∗M
because eY ϕ˜Z = ϕeX . So the isomorphism ϕ˜
∗
ZǫM can be rewritten as
(ϕ˜∗M˜)Z
ϕ˜∗
Z
ǫM
// e∗X(ϕ
∗M).
This shows that (ϕ˜∗M˜, ϕ∗M, ϕ˜∗ZǫM) is an OX -module, which is denoted as
Φ∗M and called the pull back ofM. Pull back of a morphism (f˜ , f) along Φ is
defined componentwise as (ϕ˜∗f˜ , ϕ∗f). One checks that Φ∗ is a functor, which
sends quasi-coherent sheaves to quasi-coherent sheaves and sends locally free
sheaves to locally free sheaves.
Theorem 5.11. Let X = (X˜,X, eX) be an F1-scheme. Then the K-theory of
X is a symmetric ring spectrum, denoted as K(X ). A morphism between F1-
schemes Φ : X → Y induces a natural morphism of symmetric ring spectra
Φ∗ : K(Y)→ K(X ).
Proof. Proposition 5.10 shows that the category BunX is bi-exact for any
F1-scheme X . We showed already that we can apply Waldhausen’s S•-
construction in this setting. Analogous to [11, Proposition 6.11], it fol-
lows that K-theory is a symmetric ring spectrum. A morphism between
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F1-schemes Φ : X → Y induces a functor Φ∗ : BunY → BunX . It is easy to
check that Φ∗ respects the tensor product structure on BunX and BunY ,
and that it sends cofibrations, i.e., admissible monomorphisms, to cofibra-
tions. Further note that the S•-construction is functorial. The verification
that the map on K-theory of symmetric ring spectra is a map of ring spectra
follows from the construction of the ring structure on the K-theory spectrum
[11, Appendix 6].
5.4.2 K-theory of bipermutative categories and the S•-construction
By Proposition 2.29, admissible short exact sequences in BunX split if X is
the spectrum of a monoid. This fact generalizes to all M0-schemes.
Theorem 5.12. Let X be an M0-scheme. Then admissible short exact se-
quences in the category BunX split.
Proof. The proof is based on the following fact. Let A be a monoid and M ,
N and P be projective A-sets fitting into an admissible short exact sequence
0 −→ M −→ N −→ P −→ 0.
By Proposition 2.29, this sequence is isomorphic to the canonical short exact
sequence
0 −→ M −→ M ∨ P −→ P −→ 0.
Obviously, it admits a unique section σ : P →M ∨ P .
Let X be an M0-scheme and 0 → M → N → P → 0 a short
exact sequence of locally projective sheaves on X . Then this sequence splits
locally. Since all the locally defined sections are unique, they glue to a section
σ˜ : P → N .
Elmendorf and Mandell [10, Corollary 3.9] show that the K-theory of
bipermutative small categories is an E∞-symmetric ring spectrum, that is,
it is equivalent to a commutative symmetric ring spectrum. Note that this
defines an E∞-symmetric ring spectrum structure onK(F1) and this is equiv-
alent to the sphere spectrum, which is a commutative symmetric ring spec-
trum. It is easy to check that BunX is bipermutative if X is the spectrum
of a monoid. When the admissible short exact sequences in the category
BunX split, the K-theory ring spectrum obtained by the Waldhausen’s S•-
construction and the one using bipermutative categories are equivalent, which
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is essentially proved in [36, Theorem 4.3]. As an immediate consequence, we
have the following stronger version of Theorem 5.9.
Corollary 5.13. Let H be an abelian group. The K-theory spectrum of
Spec(F1[H ]) is an E∞-symmetric ring spectrum and hence equivalent to a
commutative symmetric ring spectrum. In particular, the K-theory ring spec-
trum of Spec(F1) is equivalent to the sphere spectrum as a commutative ring
spectrum.
5.4.3 On G0 and K0 of projective space
While an explicit calculation of all terms of the G-theory and K-theory of an
F1-scheme is extremely difficult—even the most simple case of X = SpecF1
leads to the stable homotopy groups of the sphere—the zeroth terms are ac-
cessible via the Grothendieck groups generated by coherent sheaves resp. lo-
cally projective sheaves modulo the relations defined by admissible sequences.
Theorem 5.14. Let X be an integralM0-scheme and PicX its Picard group.
Then K0(X) is naturally isomorphic to the group ring Z[PicX ]. In partic-
ular, K0(X) is freely generated by the set of isomorphism classes of line
bundles as an abelian group.
Proof. First note that all coordinate monoids of X are integral and thus
without non-trivial idempotents. This means that every locally projective
sheaf M over X is locally free.
We show by induction on the rank n ofM that M decomposes uniquely
as a sum of line bundles. If n = 1, there is nothing to prove. If n > 1,
thenM has a subline bundle L for the following reason. Since X is integral,
it has a unique generic point η. The choice of a rank one free submodule
in the stalk Mη defines a subline bundle L of M by defining L(U) as the
intersection of M(U) with Lη inside Mη where U ranges through all open
subsets of X .
Clearly, the quotient M/L is locally projective. This means that we
obtain an admissible sequence
0 −→ L −→ M −→ M/L −→ 0
in BunX . By Theorem 5.12, this sequence splits, i.e. M ≃ L ∨ N for
some locally projective sheaf N , which is of rank n − 1. By the induction
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hypothesis, N decomposes into line bundles, which proves the latter claim
of the theorem.
The ring structure of K0(X) is induced by the tensor product of locally
projective sheaves. Since PicX freely generates K0(X) as an abelian group,
it is clear that K0(X) is nothing else than the group ring Z[PicX ].
Let O(n) = OX(n) be the twisted sheaf for the projective space P
n. We
remark that they are defined over F1 since a line bundle over P
n
Z trivializes
over all open sets of the canonical atlas and all their intersection, because
all these open subsets are of the form ArZ × G
n−r
m,Z , a scheme that has only
trivial line bundles. Therefore every line bundle over Pn is toric and descends
to F1 by Deitmar’s theorem [8, Thm. 4.1]. Also cf. Section 3.3.5 where we
examine in detail how the gluing data descends to F1 in case of the projective
line P1. As an immediate consequence of the previous theorem we derive the
following statement.
Corollary 5.15. The ring K0(P
n
F1
) is isomorphic to Z[O(n)]n∈Z where the
product is defined by the rule O(n)⊗O(m) ≃ O(n +m).
The G0-term is harder to compute. In case of P
1 one can use the descrip-
tion of all finitely generated A-sets for A = F1[T ] (cf. Section 2.2.8) to derive
the following characterization. A detailed proof can be found in [32, Thm.
4].
Theorem 5.16. The abelian group G0(P
1
F1
) is freely generated by the class
of O, the class of O(1) and countably infinitely many classes Cn of coherent
sheaves that are not locally projective.
This behaviour contrasts the classical result
G0(P
n
Z) = K0(P
n
Z) = K0(A
n)n+1 ≃ Zn+1,
for the G-theory and K-theory of projective spaces. The reason is easily
explained: the short exact sequence
0 −→ OZ −→ O(1)Z ⊕O(1)Z −→ O(2)Z −→ 0
is not defined over F1 since it does not split. However, we see by the above
theorem that the image of K0(P
1
F1
) in G0(P
1
F1
) is of rank 2 and generated by
O and O(1). This generalizes to all projective spaces.
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Theorem 5.17. The image K˜0(P
n
F1
) of the canonical mapK0(P
n
F1
)→ G0(PnF1)
is freely generated by O, . . . ,O(n) as an abelian group, and the base extension
G0(P
n
F1
)→ G0(PnZ) restricts to an isomorphism
K˜0(P
n
F1
)
∼
−→ G0(P
n
Z) ≃ K0(P
n
Z).
Proof. The result is trivial for P0F1. Thus we may assume that it holds for P
n−1
F1
and prove it by induction for PnF1. Consider a closed subscheme Z ≃ P
n−1
F1
of
PnF1 and let K(m) be the torsion sheaf with support Z that is the extension
of the twisted sheaf OZ(m) of Z by 0. Then we have for every m ∈ Z an
exact series
0 −→ O(m− 1) −→ O(m) −→ K(m) −→ 0
in CohPnF1. This yields the relationsK(m) = O(m)−O(m−1) inG0(P
n
F1
). We
show by a nested induction on l ≥ n+1 that every sheafO(l) can be expressed
by a linear combination ofO, . . . ,O(n). Namely, O(l) = O(l−1)+K(l) where
the sheaf O(l − 1) can be expressed as a linear combination of O, . . . ,O(n)
by induction hypothesis on l and where K(l) can be expressed as a linear
combination ofK(0), . . . ,K(n−1) by induction hypothesis on n, which in turn
equals a linear combination of O, . . . ,O(n). A similar argument shows that
all O(l) with l ≤ −1 can be written as a linear combination of O, . . . ,O(n).
This shows that O, . . . ,O(n) generate K˜0(PnF1). The rest of the theorem
follows from the fact that G0(P
n
Z) is freely generated by OZ, . . . ,O(n)Z.
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