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KLOOSTERMAN PATHS AND THE SHAPE OF EXPONENTIAL SUMS
EMMANUEL KOWALSKI AND WILLIAM F. SAWIN
Abstract. We consider the distribution of the polygonal paths joining partial sums of
classical Kloosterman sums Klp(a), as a varies over F
×
p , and as p tends to infinity. Using in-
dependence of Kloosterman sheaves, we prove convergence in the sense of finite distributions
to a specific random Fourier series. We also consider Birch sums, for which we can establish
convergence in law in the space of continuous functions. We then derive some applications.
Dedicated to the memory of Marc Yor
L’avenir est au hasard
(Jacques Brel)
1. Introduction
For a prime number p and a ∈ Fp, we denote by
Klp(a) =
1√
p
p−1∑
x=1
ψp(ax+ x¯)
the normalized classical Kloosterman sum, where ψp(z) = e(z/p) = e
2ipiz/p is the standard
additive character modulo p and x¯ denotes the inverse of x modulo p.
Motivated partly by curiosity, arising to a large extent from staring at the corresponding
plots (see [21]), we consider in this paper the geometric properties of the Kloosterman paths
in the complex plane. These are defined as follows: for each prime p and integer a ∈ F×p ,
we first let γp(a) denote the polygonal path obtained by concatenating the closed segments
[zj, zj+1] joining the successive partial sums
zj =
1√
p
∑
16x6j
ψp(ax+ x¯), zj+1 =
1√
p
∑
16x6j+1
ψp(ax+ x¯),
for 0 6 j 6 p− 2. We then define a continuous map
t 7→ Kp(t, a)
for t ∈ [0, 1] by parameterizing the path γp(a), each segment [zj, zj+1] being parameterized
linearly by t ∈ [j/(p− 1), (j + 1)/(p− 1)]. Figure 1 shows the plot of t 7→ K10007(t, 1), which
should explain clearly the meaning of the definition.
Date: October 30, 2014, 0:29.
2010 Mathematics Subject Classification. 11T23,11L05,14F20,60F17,60G17,60G50.
Key words and phrases. Kloosterman sums, Kloosterman sheaves, Riemann Hypothesis over finite fields,
random Fourier series, short exponential sums, probability in Banach spaces.
E.K. was supported partly by a DFG-SNF lead agency program grant (grant 200021L 153647).
This material is based upon work supported by the National Science Foundation Graduate Research
Fellowship under Grant No. DGE-1148900.
1
ar
X
iv
:1
41
0.
78
92
v1
  [
ma
th.
NT
]  
29
 O
ct 
20
14
Figure 1. Plot of t 7→ K10007(t, 1)
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We view each a 7→ Kp(t, a) as a random variable on the finite probability space
(F×p , uniform probability measure),
and frequently write simply Kp(t) for this random variable. Thus (Kp(t))t∈[0,1] is a (simple)
stochastic process.
We will use the computation of monodromy groups of Kloosterman sheaves to find the
limiting distribution of (Kp(t)) as p→ +∞, in the sense of convergence of finite distributions.
Theorem 1.1. Let (STh)n∈Z denote independent identically distributed random variables
with distribution equal for all h ∈ Z to the Sato-Tate measure
µST =
1
pi
√
1− (x/2)2dx
on [−2, 2].
(1) The random series
K(t) =
∑
h∈Z
e2piiht − 1
2piih
STh
converges almost surely and in law, taking symmetric partial sums, where the term h = 0
is interpreted as tST0. Its limit, as a random function, is almost surely continuous. In
addition, it is almost surely nowhere differentiable.
(2) The sequence of processes (Kp(t))t∈[0,1] converges to the process (K(t))t∈[0,1], in the
sense of convergence of finite distributions, i.e., for every k > 1, for every k-tuple 0 6 t1 <
· · · < tk 6 1, the vectors
(Kp(t1), . . . , Kp(tk))
converge in law, as p→ +∞, to
(K(t1), . . . ,K(tk)).
Remark 1.2. (1) Lehmer [23] and Loxton [25, 26] considered the “graphs” of various ex-
ponential sums, which are the analogues of the paths t 7→ Kp(t, a), but not necessarily over
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Figure 2. A sample of the random Fourier series K(t)
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finite fields (see for instance the pictures in [23, p. 127] and [25, p. 154–155]). In particular,
in [26, p 16], Loxton mentions briefly that the paths of Kloosterman sums “seems to be
absolutely chaotic”. Our result indicates one precise way in which this is true (or false).
(2) Figure 1.2 shows a sample simulation of the process (K(t))t∈[0,1] with N = 10000
steps, obtained as follows: values at j/N are simulated for 0 6 j 6 9999, by summing
the partial sum of the random series between −5000 and 5000 (using samples of a Sato-
Tate distribution), and then the corresponding points are interpolated linearly as in the
Kloosterman paths.
Intuitively, the statement of Theorem 1.1 is not quite satisfactory, because we may wish
to have convergence in law of the processes as random elements in the space C([0, 1]) of
continuous functions from [0, 1] to C. We will see that some highly natural conjectures
concerning short exponential sums lead to this conclusion (see Section 3). Moreover, we can
show unconditionally such a stronger convergence in law in two cases:
(1) If we consider the family of Kloosterman paths also on average over all additive char-
acters x 7→ ψp(αx) for α ∈ F×p ;
(2) For the partial sums of the family of cubic exponential sums (sometimes known as
Birch sums).
We will also see that this stronger result extends (with possibly different limiting distri-
bution) to a number of other cases.
We introduce some notation for this purpose. For each prime p, we assume given a
probability space Ωp, and a family Xp = (ξp(x))x∈Fp of complex-valued random variables on
Ωp. We then define the associated path process K
X
p (t) for t ∈ [0, 1] by parameterizing by
t ∈ [0, 1] the polygonal path joining the successive partial sums
ω 7→ 1√
p
∑
06x6j−1
ξp(x, ω)
for ω ∈ Ωp and 0 6 j 6 p− 1, which we interpolate between j/p and (j + 1)/p.
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Figure 3. Path of Birch sum Bi10007(1)
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We can also have a family Xp = (ξp(x))x∈F×p parameterized by F
×
p (as in the case of
Theorem 1.1), and then we define KXp (t) for t ∈ [0, 1] as in that case, interpolating between
j/(p− 1) and (j + 1)/(p− 1).
We view these processes as C([0, 1])-valued random processes. We will study them in a
special case, and mention possible generalizations at the end of the paper.
Theorem 1.3. For Ωp = F
×
p with the uniform probability measure and
ξp(x, a) = ψp(x
3 + ax),
for a ∈ F×p and x ∈ Fp, the processes (KXp (t)) converge to the process (K(t))t∈[0,1] in the
sense of convergence in law in C([0, 1]).
Remark 1.4. In Figure 1.4, we plot the function t 7→ KX10007(t, 1) for this choice of X.
The complete character sums in this case are given by
Bip(a) =
1√
p
∑
x∈Fp
ψp(ax+ x
3).
These sums were considered by Birch [3, §3], who conjectured that they are Sato-Tate-
distributed (on average over a). This statement was first proved by Livne´ [24]. However, his
result (and its proof) would not suffice for our applications, because the argument lacks the
group-theoretic interpretation of the Sato-Tate distribution. We rely crucially on Deligne’s
equidistribution theorem that provides it (as a very special case), as well as on algebraic
properties of the monodromy group.
For Kloosterman sums, as we mentioned, we can also use average over the additive char-
acter to get convergence in law:
Theorem 1.5. For p prime, (α, a) ∈ F×p × F×p , let
t 7→ Kp(t;α, a)
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denote the continuous function interpolating the partial sums
1√
p
∑
16x6j
ψp(α(ax+ x¯)).
The processes (Kp(t)) on the probability spaces
(F×p × F×p , uniform probability)
converge to the process (K(t))t∈[0,1] in the sense of convergence in law in C([0, 1]).
We recall (see, e.g., [2, Ch. 1, §1] or [29, Def. 0.5.5]) that the convergence in law to K of
any sequence of C([0, 1])-valued processes (Lp(t))t∈[0,1] in C([0, 1]) means that for any map
ϕ : C([0, 1]) −→ C
which is continuous and bounded on C([0, 1]), with respect to the topology of uniform
convergence, we have
lim
p→+∞
E(ϕ(Lp)) = E(ϕ(K)).
This condition is stronger than the convergence of finite-dimensional distributions. Indeed,
given the convergence of finite-dimensional distributions of (Lp(t)) to those of (K(t)), one
knows that convergence in law is equivalent to the weak-compactness property known as
tightness (this is Prokhorov’s Theorem, see e.g. [2, Th. 7.1]).
As an application of Theorems 1.3 and 1.5, we will obtain fairly sharp bounds for the
probability of large values of partial sums of the corresponding families of exponential sums:
Theorem 1.6. There exists c > 0 such that we have
c−1 exp(− exp(cA))
6 lim
p→+∞
1
p− 1
∣∣∣{a ∈ F×p | max
06j6p−1
1√
p
∣∣∣ ∑
06x6j
ψp(ax+ x
3)
∣∣∣ > A}∣∣∣
6 c exp(− exp(c−1A)),
as well as
c−1 exp(− exp(cA))
6 lim
p→+∞
1
(p− 1)2
∣∣∣{(α, a) ∈ F×p × F×p | max
16j6p−1
1√
p
∣∣∣ ∑
16x6j
ψp(α(ax+ x¯))
∣∣∣ > A}∣∣∣
6 c exp(− exp(c−1A))
for all A > 0. In particular, the two limits exist, and in fact they are equal.
As we will clearly see, convergence of finite distributions and tightness are valid in great
generality for many processes corresponding to partial sums of one-variable exponential sums.
They follow naturally from two important properties:
(1) Computation and properties of the monodromy group of certain families of exponen-
tial sums (these are the Kloosterman sums for Theorems 1.1 and 1.5, and the Birch sums
for Theorem 1.3, but other cases lead to slightly different sums). This is used to prove
convergence of finite distributions.
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(2) Existence of estimates (in a suitable averaged form) of short sums of the original
summands, over (arbitrarily located) intervals of length y close to
√
p in logarithmic scale;
this is used to prove tightness. Such sums are at the edge of the so-called Po´lya-Vinogradov
range, which refers to y a bit larger than
√
p log p, and which can be treated in considerable
generality.
The first ingredient is exceptionally deep: it involves all of Deligne’s work on the Riemann
Hypothesis over finite fields [7], as well as many additional algebraic and geometric results.
The second ingredient is also very delicate, and is not currently known in great generality,
although one can certainly conjecture that it should be true under very general conditions. (It
is, at the current time, not known for Kloosterman sums when averaging only over a, which
is the reason that Theorem 1.5 requires additional averaging over the additive character).
It is a very appealing and striking feature of this work that it shows how these two arith-
metic aspects of exponential sums are unified to contribute to a single clear conclusion. Since
both properties are very important in many applications in different ways, this is quite an
interesting phenomenon. In fact, some sporadic relations between these two types of proper-
ties have already appeared (e.g., in the proof of Burgess’s bounds for short character sums,
see e.g. [15, Th. 12.6], or in more recent work of Fouvry and Michel [10] on exponential sums
over primes). None is, as far as we know, as direct and clearly focused as the phenomenon
that we present.
The outline of the remainder of the paper is as follows: in Section 2, we present the proof
of Theorem 1.1, and more generally of convergence of finite distributions for the situation of
Theorem 1.3 (and potentially many other cases, possibly for a different random Fourier series
than K(t)). In Section 3, we address the additional condition of tightness, and relate it to
short exponential sums. In Section 4, we give applications, especially proving Theorem 1.6.
Finally, in Section 5 we make a few remarks concerning other potential cases of convergence
in law of paths of exponential sums, as well as concerning a few earlier works that have some
similarity with this paper (besides those of Loxton already mentioned).
Acknowledgment. Thanks to J. Bober, L. Goldmakher, A. Granville and D. Koukoulopou-
los for comments concerning their work [5].
Notation. For a prime p and a function ϕ : Fp −→ C, we denote by
ϕˆ(h) =
1√
p
∑
x∈Fp
ϕ(x)ψp(hx)
the unitarily normalized Fourier transform modulo p. We then have the inversion formula
ϕ(x) =
1√
p
∑
h∈Fp
ϕˆ(x)ψp(−hx)
and the Plancherel identity ∑
x∈Fp
ϕ1(x)ϕ2(x) =
∑
h∈Fp
ϕˆ1(h)ϕˆ2(h).
For any probability space (Ω,Σ,P), we denote by P(A) the probability of some event and
by E(X) the expectation of a (complex-valued) random variable. We sometimes use different
probability spaces, but keep the same notation for all expectations and probabilities.
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For σ > 0, a σ-subgaussian (real-valued) random variable N is a random variable such
that
E(eλN) 6 eσ2λ2/2
for all λ ∈ R. We then have
E(|N |k) 6 ckσk
for any k > 0, where ck = k2k/2Γ(k/2), in particular c4 = 16.
For σ > 0, it will be convenient to say that a complex-valued random variable N = R+ iI
is σ-subgaussian, with R and I real-valued, if R and I are σ-subgaussian (we make no
assumption on the independence or not of R and I). We then have
(1.1) E(|N |k) 6 c′kσk
for some c′k > 0. Here one can for instance take c
′
4 = 256. If N1, N2 are σi-subgaussian and
independent (real or complex-valued), then N1 +N2 is
√
σ21 + σ
2
2-subgaussian.
We will write ‖ϕ‖∞ for the supremum norm of a continuous function ϕ on [0, 1]; to avoid
confusion, if X is a random variable defined on a space Ω, we will write ‖X‖L∞(Ω) for the
(essential) supremum of X.
2. Proof of convergence of finite distributions
We begin by studying the random series K(t), since some of its properties are relevant to
the proof of Theorem 1.1.
Proposition 2.1. For a fixed t ∈ [0, 1], the symmetric partial sums
Km(t) =
∑
|h|<m
e2ipiht − 1
2ipih
STh
of the random series defining K(t) converge in law, almost surely, and in every space Lq(Ω)
for 1 6 q < +∞, where Ω is the probability space on which on the Sato-Tate variables STh
are defined. In fact, we have
(2.1) ‖Km(t)‖L∞(Ω)  (logm),
and
(2.2) E(|K(t)−Km(t)|) m−1/2,
for m > 1, where the implied constants are absolute.
For any t ∈ [0, 1], the Laplace transform
E(eλRe(K(t))+ν Im(K(t)))
is well-defined for all (λ, ν) non-negative. In particular, K(t) has moments of all orders.
The process (K(t))t∈[0,1] is almost surely continuous. It is also almost surely nowhere
differentiable. In fact, it is almost surely Ho¨lder continuous of all order α < 1/2 on [0, 1],
and almost surely nowhere Ho¨lder continuous of order 1/2.
Proof. The convergence almost surely, hence in law, of the series for any fixed t is an immedi-
ate consequence of Kolmogorov’s 3-series theorem, together with the fact that the Sato-Tate
measure has mean 0 and is compactly supported.
The other results, however, are most easily derived as consequences of general facts about
random Fourier series, which we quote from the work [16] of Kahane.
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We can write K(t) = tST0 + 4A(2pit) + 4iB(2pit) where A and B are the random Fourier
series
A(t) =
∑
h>1
ah
pih
cos(ht), B(t) =
∑
h>1
bh
pih
cos(ht− pi/2),
where
ah =
STh − ST−h
4
, bh =
STh + ST−h
4
,
(note that (ah) and (bh) are identically distributed since the Sato-Tate law is symmetric).
Both series are of the type considered in [16, Ch. 5, 7, 8], and especially, note that the
random variables ah and bh are 1-subgaussian (indeed, this is a property of any centered real
random variable with absolute value bounded by 1). The existence of the Laplace transforms
is then given by [16, §5.5, Th. 1], and we see from [16, §7.4, Th. 3] that each of A(t) and
B(t) (hence also K(t)) is α-Ho¨lder on [0, 1] if α < 1/2. Furthermore, it follows from [16,
§8.6, Th. 4] that each of A(t) and B(t) is a.s. nowhere 1/2-Ho¨lder-continuous.
The bound (2.1) is clear since |STh| 6 2. Then, for any q > 1, the convergence of the
partial sums Km(t) in L
q(Ω) follows from the convergence in L1(Ω) implied by (2.2). For the
latter, it is enough to note that K(t)−Km(t) is σm-subgaussian with
σ2m =
∑
|h|>m
∣∣∣e2ipiht − 1
2ipih
∣∣∣2  1
m
,
together with the property (1.1) of subgaussian random variables. 
Remark 2.2. It is interesting to contrast the result with the Fourier series
W (t) =
∑
h∈Z
e2ipiht − 1
2ipih
Nh
where (Nh)h∈Z is a sequence of independent standard complex gaussian random variables,
i.e., Gh = Rh + iIh where Rh and Ih are independent standard normal random variables.
Then (this was already known to Paley and Wiener) W (t) is a standard complex Brownian
motion (see [16, Ch. 16, §3] .
We now begin the proof of the second part of Theorem 1.1. The argument extends
immediately to the cases considered in Theorems 1.3 and 1.5, because the main arithmetic
property required is also valid then. Thus we will only comment briefly on this part of
Theorems 1.3 and 1.5 after the proof.
Since Proposition 2.1 shows that the Laplace transforms of the finite distributions of
(K(t)) exist, we can use the method of moments to prove convergence in law of the finite
distributions. The next proposition therefore implies Theorem 1.1 (2), and concludes the
proof of that result.
Proposition 2.3. Let k > 1 be given, and 0 6 t1 < · · · < tk 6 1 be fixed. Fix also
non-negative integers (n1, . . . , nk) and (m1, . . . ,mk). Let
Mp =
1
p− 1
∑
a∈F×p
k∏
i=1
Kp(ti, a)
niKp(ti, a)
mi
.
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We have
Mp = E
( k∏
i=1
K(ti)
niK(ti)
mi
)
+O(p−1/2(log p)m+n)
for p > 2, where n = n1 + · · · + nk, m = m1 + · · · + mk, and the implied constant depends
only on m and n.
Since the notation may obscure the essential arithmetical point, the reader is encouraged
to first read through the proof under the assumption that k = 1.
We fix once and for all the sequence (STh)h∈Z of independent Sato-Tate random variables
used to define the process K(t).
Proof. First of all, we deal with the linear interpolation involved in the definition of Kp(t).
Let
K˜p(t, a) =
1√
p
∑
16x6(p−1)t
ψp(ax+ x¯)
for p prime, a ∈ F×p and t ∈ [0, 1]. This is a discontinuous function of t, and we have
(2.3) |Kp(t, a)− K˜p(t, a)| 6 1√
p
for all p, a and t. Moreover, from the discrete Plancherel formula (i.e., the completion
method), we have
(2.4) K˜p(t, a) =
1√
p
∑
|h|<p/2
αp(h; t) Klp(a− h)
for any a ∈ F×p and t ∈ [0, 1], where
αp(h; t) =
1√
p
∑
16x6(p−1)t
ψp(hx)
are the discrete Fourier coefficients of the characteristic function of the interval 1 6 x 6
(p− 1)t modulo p. It is well-known that
(2.5)
∑
|h|<p/2
|αp(h; t)| 6 √p(log 3p),
for all t ∈ [0, 1], so that in particular we have
(2.6) |K˜p(t, a)| 6 2(log 3p)
for all p, t and a, by Weil’s bound for Kloosterman sums.
We deduce from this that∣∣∣ k∏
i=1
Kp(ti, a)
niKp(ti, a)
mi −
k∏
i=1
K˜p(ti, a)
niK˜p(ti, a)
mi
∣∣∣ p−1/2(log p)m+n,
where the implied constant depends only on m and n. Hence it is enough to prove the
moment estimate for
M˜p =
1
p− 1
∑
a∈F×p
k∏
i=1
K˜p(ti, a)
niK˜p(ti, a)
mi
.
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We compute M˜p by replacing each K˜p(ti, a) and its conjugate by the formula (2.4) and
taking the ni or mi-th power. We obtain
M˜p =
1
p(m+n)/2
1
p− 1
∑
a∈F×p
∑
· · ·
∑
h1,...,hk
αp(h1; t1) · · ·αp(hk; tk)
×
n1+m1∏
l=1
Klp(a− h1,l) · · ·
nk+mk∏
l=1
Klp(a− hk,l),
where each
hj = (hj,1, . . . , hj,nj , hj,nj+1, . . . , hj,nj+mj)
ranges over all (nj +mj)-tuples of integers hj,l in ]− p/2, p/2[ and
αp(hj; tj) =
nj∏
l=1
αp(hj,l; tj)
mj∏
l=1
αp(hj,nj+l; tj).
Exchanging the order of the sums, we deduce
M˜p =
1
p(m+n)/2
∑
· · ·
∑
h1,...,hk
∏
16j6k
αp(hj; tj)S(h1, · · · ,hk; p)
with
S(h1, . . . ,hk; p) =
1
p− 1
∑
a∈F×p
n1+m1∏
l=1
Klp(a− h1,l) · · ·
nk+mk∏
l=1
Klp(a− hk,l).
The sums S(h1, . . . ,hk; p) are complete sums of products of Kloosterman sums. The cru-
cial point, which we explain below in Lemma 2.4, is that from Deligne’s Riemann Hypothesis
over finite fields, the computation of the geometric monodromy group of the Kloosterman
sheaf of rank 2 by Katz [18], and the Goursat-Kolchin-Ribet criterion [19, §1.8], we can
derive the estimate
S(h1, . . . ,hk; p) = E
(n1+m1∏
l=1
STh1,l · · ·
nk+mk∏
l=1
SThk,l
)
+O(p−1/2)
where the implied constant depends only on m and n.
By (2.5), the contribution Ep of the error terms to M˜p is bounded by
Ep  p−1/2 1
p(m+n)/2
p(m+n)/2(log 3p)m+n  p−1/2(log 3p)m+n
where the implied constant depends only on m and n.
On the other hand, by reverting the computation, we get
M˜p = E
( k∏
i=1
Xp(ti)
niXp(ti)
mi
)
+O(p−1/2(log p)m+n).
where the random variables Xp(t) are given by
(2.7) Xp(t) =
∑
|h|<p/2
αp(h; t)√
p
STh.
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We now denote
β(h; t) =
e2ipiht − 1
2ipih
for h ∈ Z, with β(0; t) = t, and we consider the partial sums
Kp(t) =
∑
|h|<p/2
β(h; t)STh
of K(t). From (2.1) and (2.2) in Proposition 2.1, we see that
E
( k∏
i=1
Kp(ti)
niKp(ti)
mi
)
= E
( k∏
i=1
K(ti)
niK(ti)
mi
)
+O(p−1/2(log p)m+n),
where the implied constant depends only on m and n.
It is therefore enough to prove that
E
( k∏
i=1
Xp(ti)
niXp(ti)
mi
)
= E
( k∏
i=1
Kp(ti)
niKp(ti)
mi
)
+O(p−1/2(log p)m+n)
in order to finish the proof of the proposition.
In view of the bound (2.1) and the analogue
‖Xp(t)‖L∞(Ω)  (log p)
where the implied constant is absolute, it suffices to prove that
E(|Xp(t)−Kp(t)|2) p−1.
But since the random variables STh are independent with E(STh) = 0 and E(|STh|2) = 1,
we have
E(|Xp(t)−Kp(t)|2) =
∑
|h|<p/2
∣∣∣αp(h; t)√
p
− β(h; t)
∣∣∣2.
By definition and summing a geometric sum, we get
αp(h; t)√
p
=
1
p
∑
16x6(p−1)t
ψp(hx) =
ψp(h)
p
1− ψp(hb(p− 1)tc)
1− ψp(h) ,
with the convention that
αp(0; t)√
p
=
b(p− 1)tc
p
.
For h = 0, we therefore find that
αp(0; t)√
p
− β(0; t) = b(p− 1)tc
p
− t 1
p
for all t ∈ [0, 1] and p > 3.
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For all h such that 1 6 |h| < p/2, we can write for instance
αp(h; t)√
p
− β(h; t) = (ψp(b(p− 1)tch)− 1)− (e(ht)− 1)
2ipih
−
(
ψp(b(p− 1)tch)− 1
)( 1
2ipih
− 1
p(ψp(h)− 1)
)
+ (ψp(h)− 1)ψp(b(p− 1)tch)− 1
p(ψp(h)− 1) ,
and then simple bounds for the three terms show that we also have
αp(h; t)√
p
− β(h; t) 1
p
uniformly for all t ∈ [0, 1] and all p.
Squaring and summing over h, it follows therefore that
E(|Xp(t)−Kp(t)|2) p−1,
which gives the desired bound and finishes the proof. 
Here is the crucial arithmetic lemma that we used:
Lemma 2.4. With notation as in the proof, we have
S(h1, . . . ,hk; p) = E
(n1+m1∏
l=1
Zh1,l · · ·
nk+mk∏
l=1
Zhk,l
)
+O(p−1/2)
where the (Zh)h∈Fp are independent random variables with Sato-Tate distributions, and the
implied constant depends only on m and n.
Proof. We can write
S(h1, . . . ,hk; p) =
1
p− 1
∑
a∈F×p
∏
τ∈Fp
Klp(a+ τ)
µ(τ)
where
µ(τ) =
k∑
j=1
|{1 6 l 6 nj +mj | hj,l = τ (mod p)}|,
for any τ ∈ Fp, is the multiplicity of the factor Klp(a + τ) among the shifted Kloosterman
sums in S(h1, . . . ,hk; p).
This type of sums of products can be estimated by the Riemann Hypothesis over finite
fields, as explained in detail in [9]. More precisely, Katz showed [18, Th. 11.1] that the
geometric and arithmetic monodromy groups of the Kloosterman sheaf F = K`2 are equal
and isomorphic to SL2. Furthermore, if τ 6= 0 there does not exist a rank 1 sheaf L such
that
[+τ ]∗K`2 ' K`2 ⊗ L
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(most simply seen here because the left-hand side is unramified at 0, while the right-hand
side is ramified). Using the Goursat-Kolchin-Ribet criterion [19, §1.8], it follows that the
geometric and arithmetic monodromy groups of⊕
τ∈Fp
[+τ ]∗F
are equal to SL2× · · · × SL2. The Riemann Hypothesis then gives the asymptotic formula
S(h1, . . . ,hk; p) =
∏
τ∈Fp
A(µ(τ)) +O(p−1/2)
where A(µ), for any integer µ > 0, denotes the multiplicity of the trivial representation of
SU2 in the µ-th tensor power of its standard 2-dimensional representation, and the implied
constant depends only on ∑
τ∈Fp
µ(τ) =
∑
i
(ni +mi) = m+ n
(see also [9, Cor. 3.3] for this statement).
However, we have by character theory
A(µ) = E(STµ)
for any Sato-Tate distributed random-variable ST and µ > 0. Thus by reversing the com-
putation, we see that ∏
τ∈Fp
A(µ(τ)) = E
(n1+m1∏
l=1
Zh1,l · · ·
nk+mk∏
l=1
Zhk,l
)
where the Zh are independent and Sato-Tate distributed. 
Remark 2.5. (1) We emphasize once again that, for our application, it is essential to obtain
the correct main term, and not only a criterion for cancellation in these sums. This contrasts
with many other applications of such estimates.
(2) Interestingly, similar sums of products of shifted Kloosterman sums also occurred in
a recent work of Irving [14] concerning the divisor function in arithmetic progressions to
smooth moduli; there, however, only the cancellation criterion was required.
We can now see why convergence of finite distributions also holds in the case considered
in Theorem 1.3. We have then
1√
p
∑
06x6pt
ψp(ax+ x
3) =
1√
p
∑
|h|<p/2
α′p(h; t) Bip(a− h)
exactly as in (2.4), where α′p(h; t) are the discrete Fourier coefficients of the interval 0 6 n 6
pt modulo p and
Bip(a) =
1√
p
∑
x∈Fp
ψp(ax+ x
3)
are the Birch sums. Since Katz also showed that the geometric and arithmetic monodromy
groups of the lisse sheaf G on A1Fp parameterizing these sums (namely, the sheaf-theoretic
Fourier transform of the Artin-Schreier sheaf Lψp(x3)) are both equal to SL2 for p > 7
(see [17, Th. 19, Cor. 20]), the proof of Proposition 2.3 applies essentially verbatim to give
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convergence of finite distributions. In checking the analogue of Lemma 2.4, one has to check
that the sheaf G is such that there is no geometric isomorphism
[+τ ]∗G ' G⊗ L
where L is of rank 1 and τ 6= 0. But indeed, such a sheaf L would need to be lisse on A1
(since G is), and therefore trivial. Then the condition
[+τ ]∗G ' G
would imply (by taking Fourier transform) that Lψ(X3) ' Lψ(X3+τX), which is not the case
for τ 6= 0.
For the process of Theorem 1.5, proving convergence in finite distributions is only a matter
of checking that the convergence in finite distribution for Kloosterman sums holds for any
choice of non-trivial additive character modulo p, instead of ψp, and this is immediate.
3. Proof of tightness
Now we consider tightness to finish the proof of Theorem 1.3. More generally, we consider
a sequence of processes (KXp (t))t∈[0,1] constructed as described before Theorem 1.3, with
summands ξp(x, ω) defined either for x ∈ Fp or x ∈ F×p .
We will use Kolmogorov’s criterion to find a condition that implies tightness:
Proposition 3.1 (Kolmogorov tightness criterion). Let (Lp(t))t∈[0,1] be a sequence of C([0, 1])-
valued processes such that Lp(0) = 0 for all p.
If there exist constants α > 0, δ > 0 and C > 0, such that for any p and any s < t in
[0, 1], we have
(3.1) E(|Lp(t)− Lp(s)|α) 6 C|t− s|1+δ
then the sequence (Lp(t)) is tight.
This is found in, e.g., [29, Th. XIII.1.8]. We then obtain the following criterion for paths
of exponential sums:
Lemma 3.2 (Tightness and short sums). Assume that X = (ξp(x))x∈Fp is defined on Ωp, a
finite set with uniform probability measure, and satisfies the following conditions:
(1) There exists H > 1 such that we have
|ξp(x, ω)| 6 1, |ξˆp(h, ω)| 6 H
for all primes p, x ∈ Fp, h ∈ Fp and ω ∈ Ωp, where
ξˆp(ω, h) =
1√
p
∑
x∈Fp
ξp(x, ω)ψp(hx)
is the discrete Fourier transform of x 7→ ξp(x, ω).
(2) We have
1
|Ωp|
∑
ω∈Ωp
ξˆp(h1, ω)ξˆp(h2, ω)ξˆp(h3, ω)ξˆp(h4, ω) = E(STh1 · · · STh4) +O(p−1/2)
for all primes p and (h1, . . . , h4) ∈ F4p.
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(3) There exist α > 0, δ1 > 0 and δ2 > 0 such that, for any prime p, any interval I ⊂ F×p
of length
p1/2−δ1 6 |I| 6 p1/2+δ1 ,
we have
(3.2)
1
|Ωp|
∑
ω∈Ωp
∣∣∣ 1√
p
∑
x∈I
ξp(x, ω)
∣∣∣α  p−1/2−δ2 .
Then the sequence (KXp (t))t∈[0,1] is tight as C([0, 1])-valued random variables. Moreover,
the same holds if the summands X = (ξp(x))x∈F×p are parameterized by F
×
p instead of Fp.
Remark 3.3. Note that (2) is, in practice, a special case of the main estimate of (the
analogue of) Lemma 2.4 that is used to prove convergence in finite distributions. Moreover,
(1) is a standard condition for the type of exponential sums we consider (typically, bounds
on the Fourier transform would already follow from Weil’s theory of exponential sums in one
variable).
Thus, the practical meaning of this lemma is that, once convergence of finite distributions
is known “for standard reasons”, tightness becomes a consequence of the estimate (3.2). The
latter concerns the average distribution (over ω ∈ Ωp) of short partial sums of the summands
ξp(x, ω), where the length of the sums is close to p
1/2, but can be a bit smaller.
If, as one certainly expects in many cases, there exists η > 0 such that we have a uniform
non-trivial individual bound
1√
p
∑
x∈I
ξp(x, ω) p−η
for all ω ∈ Ωp and all intervals I of length about p1/2 (as in the statement of (3)), then taking
α > 0 large enough yields (3).
This will suffice for Birch sums, but is not known for Kloosterman sums at this time. How-
ever, in some cases, one can get average bounds without proving first individual estimates,
and an example is given by Theorem 1.5.
We first assume the validity of Lemma 3.2, and use it to prove Theorems 1.3 and 1.5.
Proof of Theorem 1.3. Recall that Ωp = F
×
p and ξp(x, a) = ψp(ax+ x
3). The first condition
of Lemma 3.2 is then clear. The second condition holds by (the analogue for the Birch
sums of) Lemma 2.4. For (3), the point is that individual bounds for sums over intervals of
polynomials of rather short length are known, from methods such as Weyl differencing, so
we can use the argument indicated in the previous remark.
Precisely, by Weyl’s method, one gets∑
x∈I
ψp(ax+ x
3) |I|1+ε
( 1
|I| +
p
|I|3
)1/4
 |I|1/4+εp1/4,
for 1 6 |I| < p and for any ε > 0, where the implied constant depends only on ε (see,
e.g., [15, Lemma 20.3]). In particular, if we assume that
p5/12 6 |I| 6 p7/12
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(for instance), then we have
1√
p
∑
x∈I
ψp(ax+ x
3) p−η
where η > 0 and the implied constant are absolute. For any α > 0, it follows that
1
p− 1
∑
a∈F×p
∣∣∣ 1√
p
∑
x∈I
ψp(ax+ x
3)
∣∣∣α  p−αη,
and selecting α large enough, we obtain the desired estimate (3.2). 
Proof of Theorem 1.5. As before, it only remains to prove (3.2) for the process (Kp(t)) (here
the summands ψp(α(ax + x¯)) are parameterized by x ∈ F×p ). We take α = 4 and compute
the fourth moment (just as Kloosterman did for the full interval to get the first non-trivial
bounds for Kloosterman sums).
We have
1
(p− 1)2
∑
(α,a)∈F×p ×F×p
∣∣∣ 1√
p
∑
x∈I
ψp(α(ax+ x¯))
∣∣∣4
=
1
p2
∑∑
x1,...,x4∈I
1
p− 1
∑
α∈F×p
ψp
(
α
( 1
x1
+
1
x2
− 1
x3
− 1
x4
))
× 1
p− 1
∑
a∈F×p
ψp(αa(x1 + x2 − x3 − x4)).
By orthogonality of characters, this is equal to
1
p(p− 1)
∑∑
x1,...,x4∈I
x1+x2=x3+x4
1
p− 1
∑
α∈F×p
ψp
(
α
( 1
x1
+
1
x2
− 1
x3
− 1
x4
))
+O(|I|4p−3)
and then to
1
(p− 1)2
∑∑
x1,...,x4∈I
x1+x2=x3+x4
x−11 +x
−1
2 =x
−1
3 +x
−1
4
1 +O(|I|4p−3).
But, for any fixed x1 and x2, provided x1 + x2 6= 0, the equations{
x3 + x4 = x1 + x2
x−13 + x
−1
4 = x
−1
1 + x
−1
2
have at most two pairs of solutions (x3, x4), so that the contribution of these (x1, x2) is at
most 2|I|2/(p − 1)2. On the other hand, if x1 + x2 = 0, then we also have x3 + x4 = 0, so
that these contribute also at most |I|2(p− 1)−2. Hence we get
1
(p− 1)2
∑
(α,a)∈F×p ×F×p
∣∣∣ 1√
p
∑
x∈I
ψp(α(ax+ x¯))
∣∣∣4  |I|2p−2 + |I|4p−3.
If we take |I| close to p1/2, this is close to p−1, and (3.2) therefore follows easily. 
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Remark 3.4. (1) Without the average over α, we obtain
1
p− 1
∑
a∈F×p
∣∣∣ 1√
p
∑
x∈I
ψp(ax+ x¯)
∣∣∣4 = 1
p(p− 1)
∑∑
x1,...,x4∈I
x1+x2=x3+x4
ψp
( 1
x1
+
1
x2
− 1
x3
− 1
x4
)
+O(|I|4p−3).
Since the number of points of summation is about |I|3 (because I is an interval), which
leads to a bound p−1/2 when |I| is itself p1/2, the difficulty is therefore that we must get some
cancellation in the exponential sum over the xi’s.
(2) Interestingly, if we interpolate between the partial sums∑
16x6j
ψp(x+ ax¯)
(moving the parameter a), although the endpoint is still the Kloosterman sum Klp(a), the
corresponding process does converge in C([0, 1]), but with the slightly different limit∑
h6=−1
e(ht)− 1
2ipih
STh = K(t) +
e(−t)− 1
2ipi
ST−1
(the value h = −1 is omitted because the relevant analogue of Lemma 2.4 involves a product
over h of Klp(a(h + 1)), which is constant, equal to 1/
√
p, for h = −1, so that any moment
where h = −1 appears with positive multiplicity does not contribute to the asymptotic).
Here tightness follows because orthogonality gives
1
p− 1
∑
a∈F×p
∣∣∣ 1√
p
∑
x∈I
ψp(x+ ax¯)
∣∣∣4 = 1
p(p− 1)
∑∑
x1,...,x4∈I
x−11 1+x
−1
2 =x
−1
3 +x
−1
4
ψp(x1 + x2 − x3 − x4)
+O(|I|4p−3),
and a result of Bourgain and Garaev [6, Th. 1] shows that the number of points of summation
is  |I|8/3+ε for any ε > 0, provided |I| 6 p3/4, which is enough to verify the hypothesis of
Lemma 3.2.
Proof of Lemma 3.2. We will verify Kolmogorov’s criterion (3.1) for suitable α > 0 and
δ > 0. We will deal with the case where X = (ξp(x))x∈Fp is parameterized by Fp, the other
being analogous.
Let Lp(t) = K
X
p (t) for p prime and t ∈ [0, 1]. Let also
L˜p(t, ω) =
1√
p
∑
06x6pt
ξp(x, ω)
be the discontinuous analogue of Lp(t). We first reduce the problem to proving a moment
estimate for L˜p(t)− L˜p(s).
We do this in two steps. First, if |t− s| < 1/p, then the definition by linear interpolation
implies that
|Lp(t, a)− Lp(s, a)| 6 √p|t− s| 6 |t− s|1/2
and hence
(3.3) E(|Lp(t)− Lp(s)|α) 6 |t− s|α/2
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for any α > 0 and all primes p, which is fine as soon as α > 2.
Thus we assume from now on that |t− s| > 1/p. We then use the bound
|Lp(t, a)− L˜p(t, a)| 6 1√
p
,
for all t ∈ [0, 1] and a ∈ F×p (as in (2.3)) and deduce
E(|Lp(t)− Lp(s)|α) E(|L˜p(t)− L˜p(s)|α) + p−α/2
 E(|L˜p(t)− L˜p(s)|α) + |t− s|α/2(3.4)
for any α > 1, where the implied constant depends only on α. This shows that, provided
α > 2, we obtain (3.1) from the corresponding statement for L˜p(t). We now begin to prove
this.
We denote
Xp(t) =
∑
|h|<p/2
α′p(h; t)√
p
STh,
the analogue of the random variables in (2.7) for intervals 0 6 j 6 pt instead of 1 6 j 6
(p − 1)t. For s 6 t in [0, 1], we will also denote by I the interval ps 6 x 6 pt, of length
|I|  |t− s|p (recall that |s− t| > 1/p now).
We denote by δ1 > 0 and δ2 > 0 the parameters in (3.2). We first make the remark that
we may replace δ1 by any smaller positive number without affecting the validity of (3.2), so
that we can assume that δ1 < δ2.
We first claim that
(3.5) E(|L˜p(t)− L˜p(s)|4) = E(|Xp(t)−Xp(s)|4) +O(p−1/2(log p)4).
This indeed follows from the assumption of Lemma 3.2, by the same method used in the
proof of convergence of finite distributions.
Next, we claim that there exists C > 0 such that, for all s, t in [0, 1] and all p, we have
(3.6) E(|Xp(t)−Xp(s)|4) 6 C|t− s|2
(in particular, the sequence (Xp(t))t∈[0,1] is itself tight by Kolmogorov’s criterion). Indeed,
we can use the fact that
Xp(t)−Xp(s) =
∑
|h|<p/2
α′p(h; t)− α′p(h; s)√
p
STh
is σp-subgaussian, where
σ2p =
1
p
∑
|h|<p/2
|α′p(h; t)− α′p(h; s)|2 =
1
p
∑
ps6x6pt
1 |t− s|
(by the discrete Plancherel formula). Since, for a σ-subgaussian variable N , we have the
bound
E(|N |4) 6 256σ4
(see (1.1)), the claim follows.
Combining (3.5) and (3.6), we get for any η > 0 and ε > 0 the bound
E(|L˜p(t)− L˜p(s)|4) |t− s|1+η−ε
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for all s and t such that |t− s| > p−1/(2(1+η)), where the implied constant depends only on ε.
For suitable η > 0 and ε > 0, this gives
(3.7) E(|L˜p(t)− L˜p(s)|4) |t− s|1+δ′
for all s, t such that |t− s| > p−1/2+δ1 , where δ′ > 0.
Next, suppose that p−1 6 |t− s| 6 p−1/2−δ1 . We then note that the trivial bound
|L˜p(t, ω)− L˜p(s, ω)| 6 |I|√
p
 p1/2|t− s|  p−δ1
leads to
E(|L˜p(t)− L˜p(s)|α) p−αδ1  |t− s|2
provided α > 2δ−11 . Thus we get
(3.8) E(|L˜p(t)− L˜p(s)|α1) |t− s|2,
for α1 = 4δ
−1
1 and p
−1 6 |t− s| 6 p−1/2−δ1 .
Finally, assume that
p−1/2−δ1 6 |s− t| 6 p−1/2+δ1 ,
so that
p1/2−δ1  |I|  p1/2+δ1 .
By (3.2), with α > 0 as in that bound, we deduce that
(3.9) E(|L˜p(t)− L˜p(s)|α) p−1/2−δ2  |t− s|(1/2+δ2)/(1/2+δ1) 6 |t− s|1+δ′′
for some δ′′ > 0, since we assumed that δ2 > δ1.
We can now combine (3.7), (3.8) and (3.9). All ranges of |t − s| are covered by the
combination of the three bounds, and we have a suitable inequality for each range. The
exponents on both sides of the inequalities do not necessarily match, however. But since we
have
L˜p(t, ω) (log p)
uniformly (by the completion method, as in (2.6), which applies thanks to the assumption
(1) of Lemma 3.2 that the Fourier transforms are uniformly bounded by H), we can replace
the exponent of |L˜p(t)− L˜p(s)| by max(4, α1, α) > 0, which uniformizes the exponent on the
left, at the cost of a power of log p. Since |t − s| 6 1, we can also replace the exponent of
|t− s| by
0 < δ < min(1, δ′, δ′′)
and obtain then
E(|L˜p(t)− L˜p(s)|α) (log p)C |t− s|1+δ
for some α > 0, δ > 0, C > 0 and for all s, t with 1/p 6 |t − s| 6 1. In this range, this
means that
E(|L˜p(t)− L˜p(s)|α) |t− s|1+δ−ε
for any ε > 0, where the implied constant depends only on ε > 0. Together with the
introductory reduction, this verifies Kolmogorov’s criterion. 
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4. Applications
The fact that, for any fixed t0 ∈ [0, 1], there is a limiting distribution for Kp(t0) (or for the
Birch process at t0) is already interesting, although it is only the simplest case of convergence
of finite distributions. We can then use known results on sums of independent variables to
deduce some interesting properties of the corresponding partial sums. We study here only
the tail behavior of the limiting distribution at t0, and get:
Proposition 4.1. Let t0 ∈]0, 1[ be given. There exists a constant c(t0) > 0 such that for
any A > 0, we have
1
c(t0)
exp(− exp(c(t0)A))
6 lim
p→+∞
1
p− 1 |{a ∈ F
×
p | |Re(Kp(t0))| > A}|
6 c(t0) exp
(
− exp
( A
c(t0)
))
,
if t0 6= 1/2, and
1
c(t0)
exp(− exp(c(t0)A))
6 lim
p→+∞
1
p− 1 |{a ∈ F
×
p | | Im(Kp(t0))| > A}|
6 c(t0) exp
(
− exp
( A
c(t0)
))
.
Remark 4.2. (1) For t0 = 1/2, we have Re(Kp(1/2)) =
1
2
ST0, so that the upper-bound
estimate for |Re(Kp(1/2))| holds trivially, but the lower-bound fails for A > 1.
(2) In fact, since we know the exact distribution of K(t0), one could probably improve
this result with more work, using moment methods similar to those used by Granville and
Soundararajan [11].
Proof. We consider the real part, the imaginary part being handled similarly. By convergence
of finite distributions, it is equivalent to prove that there exists c(t0) > 0 such that
c(t0)
−1 exp(− exp(c(t0)A)) 6 P(|Re(K(t0))| > A) 6 c(t0) exp(− exp(c(t0)−1A))
for t0 ∈]0, 1[, t0 6= 1/2.
We begin with the upper-bound. We will use the martingale method explained by Ledoux
and Talagrand [22, §1.3], but there are other options (e.g., the work of Montgomery and
Odlyzko [27, Th. 2] or probabilistic methods similar to those in the later Proposition 4.4,
along the lines of Montgomery-Smith’s work for Rademacher series [28]).
We write
Re(K(t0)) =
∑
n>0
Xn,
where
X0 = t0ST0, and Xn =
sin 2pint0
2pin
(STn + ST−n)
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for n > 1. The random variables (Xn)n>0 are independent, bounded, integrable with expec-
tation zero. In particular, for any N > 1, the sum∑
06n6N
Xn
is an example of a sum of martingale differences as described in [22, p. 31] (with di = Xi),
with expectation 0. By [22, Lemma 1.8], we have
P
(∣∣∣ ∑
06n6N
Xn
∣∣∣ > A) 6 16 exp(− exp( A
4aN
))
for any A > 0, where
aN = max
06i6N
(i+ 1)‖Xi‖L∞(Ω).
For all N > 1, we have
aN 6 a = sup
n>0
(n+ 1)‖Xn‖L∞(Ω)
= max
(
2|t0|, sup
n>1
2n
pin
| sin(2pint0)|
)
= max
(
2|t0|, 2
pi
sup
n>1
| sin(2pint0)|
)
6 max
(
2|t0|, 2
pi
)
and in fact, if t0 is irrational, then a = max(2|t0|, 2/pi) (and otherwise it can be computed
quite easily as a function of the denominator of t0).
Thus, for any N > 1 and A > 0, we get
P
(∣∣∣ ∑
06n6N
Xn
∣∣∣ > A) 6 16 exp(− exp( A
4a
))
.
We can now easily let N → +∞: fix A > 0 and let ε > 0; there exists N > 1 such that
P
(∣∣∣∑
n>N
Xn
∣∣∣ > ε) 6 ε
(convergence in probability of the partial sums of K(t0), which follows from Proposition 2.1)
and thus
P
(∣∣∣∑
n>0
Xn
∣∣∣ > A) 6 ε+P(∣∣∣ ∑
06n6N
Xn
∣∣∣ > A− ε) 6 ε+ 16 exp(− exp(A− ε
4a
))
.
Letting ε → 0 gives the desired upper-bound for the real part, in a rather precise and
explicit form. The lower-bound can here be derived elementarily. Write
Xn = rnYn
with
r0 = t0, rn =
sin 2pint0
2pin
, for n > 1
Y0 = ST0, Yn = STn + ST−n for n > 1.
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Using symmetry and independence of the variables (Yn), we have
P
(
Re(K(t0)) > A
)
> 1
4
∏
16n6N
P(|Yn| > 1) = 1
4
u−N−1
where u = P(Y1 > 1) = P(Y1 6 −1) > 0, for any N such that∑
16n6N
|rn| > A.
One can find such an N with N  exp(δ3A) for some δ3 > 0, where δ3 and the implied
constant depend on t0 (e.g., again equidistribution of nt0 in R/Z, if t0 is irrational, or by
periodicity, using the fact that t0 is assumed to be 6= 1/2). This gives the desired lower-
bound.
As already mentioned, the imaginary part is handled similarly; note that there is no
exception similar to t0 = 1/2 because the sequence (cos(2pint0)−1)/(2pin) vanishes identically
only if t0 ∈ {0, 1}. 
We now consider Theorem 1.6, which is an example of application requiring convergence in
law in C([0, 1]). Since the norm map ϕ 7→ ‖ϕ‖∞ is continuous on C([0, 1]), it follows formally
from the definition of convergence in law that the random variables (α, a) 7→ ‖Kt(t;α, a)‖∞
(resp. a 7→ ‖KXp (a)‖∞ for Birch sums) converge in law to the random variable ‖K‖∞ as
p → +∞. (Recall that the L∞-norm refers to the space C([0, 1]), and not to the space
L∞(Ω)).
Moreover, since the maximum of the modulus along a segment in C is achieved at one of
the end points, we have
‖Kp(·;α, a)‖∞ = max
16j6p−1
1√
p
∣∣∣ ∑
16x6j
ψp(α(ax+ x¯))
∣∣∣,
resp.
‖KXp (·; a)‖∞ = max
06j6p−1
1√
p
∣∣∣ ∑
06x6j
ψp(ax+ x
3)
∣∣∣.
Hence, defining µ as the distribution of ‖K‖∞, Theorem 1.3 gives:
Proposition 4.3. There exists a probability measure µ on [0,+∞[ such that for any bounded
continuous function f on [0,+∞[, we have
lim
p→+∞
1
p− 1
∑
a∈F×p
f
(
max
06j6p−1
1√
p
∣∣∣ ∑
06x6j
ψp(ax+ x
3)
∣∣∣) = ∫ f(x)dµ(x),
and
lim
p→+∞
1
(p− 1)2
∑∑
(α,a)∈F×p ×F×p
f
(
max
06j6p−1
1√
p
∣∣∣ ∑
06x6j
ψp(α(ax+ x¯))
∣∣∣) = ∫ f(x)dµ(x).
We expect of course that the same holds for Kloosterman sums without the average over
α.
Using this result, we can now prove Theorem 1.6, by getting suitable tail bounds for the
limiting distribution of K. More precisely, Theorem 1.6 follows from the following:
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Proposition 4.4. There exists c > 0 such that
c−1 exp(− exp(cA)) 6 P
(
‖K‖∞ > A
)
6 c exp(− exp(c−1A))
for any A > 0.
Proof. The lower bound is an immediate consequence of the lower-bound in Proposition 4.1
(for t0 = 1/2 and the imaginary part, say).
For the upper bound, we will apply some results of probability theory in the Banach space
CR([0, 1]) of real-valued continuous functions on [0, 1], dealing separately with the real and
imaginary parts of K.
We view Re(K) as the sum
Re(K) = X0ϕ0 +
∑
n>1
Xnϕn
where (Xn)n>0 are independent, symmetric, real-valued random variables with
|X0| 6 2, |Xn| 6 4 for n > 1,
and
ϕ0(x) = x, ϕn(x) =
sin(2pinx)
2pin
for n > 1
are vectors in CR([0, 1]).
By a result of Talagrand [31, Remarks after Th. 13.2, (13.12)] (or almost equivalently
an adaptation of the main theorem of [8] to the variables (Xn)n>1 instead of Rademacher
variables, replacing the crucial theorem of Talagrand [8, Theorem A] used in its proof by [31,
Th. 13.2]) we have
P
(
‖Re(K)‖∞ > m+ 4N(s)
)
= P
(∥∥∥∑
n>0
Xnϕn
∥∥∥
∞
> m+ 4N(s)
)
6 4 exp(−s2/16)
for any s > 0, where we have denoted by m a median of the random variable ‖Re(K)‖∞)
and the function N(s) is the function denoted Kw1,2((xn), t) in [8] (or κ(t) in [31, p. 199]) for
the sequence xn = ϕn (the factor 4 in front of N(s) is due to the assumption in [31] that the
random variables are bounded by 1).
We have
P(‖Re(K)‖∞ > A) 6 P
(
‖Re(K)‖∞ > m+ 4N(s)
)
for any s > 0 such that m+ 4N(s) 6 A.
Now we claim that there exists c > 0 such that
N(s) 6 c log(cs)
for all s > 1.
This is proved in Lemma 4.5 below. Assuming this property, we take
s =
1
c
exp
(A−m
4c
)
.
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We may clearly assume that A is large enough so that s > 1 (the desired estimate being
trivial otherwise). Then s > 1 also satisfies m+N(s) 6 A, and we deduce that
P(‖Re(K)‖∞ > A) 6 4 exp(−s2/16),
which has the required form for the real part of K. A similar argument applies to the
imaginary part, finishing the proof. 
We now prove the estimate we used:
Lemma 4.5. With notation as in the proof above, there exists c > 0 such that we have
N(s) 6 c log cs
for all s > 1.
Proof. By definition (see [8, p. 2046]), we have
N(s) = sup
‖λ‖61
Nλ(s)
where λ runs over elements of the dual space of the real Banach space CR([0, 1]) with Banach
norm 6 1, and
Nλ(s) = inf{‖x1‖1 + s‖x2‖2 | (λ(ϕn)) = x1 + x2},
where xi ∈ `i, and ‖xi‖i is the `i-norm in the Banach space `i of i-th power summable
sequences of real numbers.
As suggested by a result of Holmstedt (see [13, Th. 4.1] and [28, p. 518]) which gives a
two-sided equivalent to Nλ(s), we define
x1,n =
{
λ(ϕn) if 0 6 n 6 s2
0 if n > s2
(which therefore determines x2). We then have
Nλ(s) 6 ‖x1‖1 + s‖x2‖2.
Since the linear form λ has norm 6 1, we have
|λ(ϕ0)| 6 ‖ϕ0‖∞ = 1
and
|λ(ϕn)| =
∣∣∣ 1
2pin
λ(sn)
∣∣∣ 6 1
2pin
(where sn(x) = sin(2pinx)) for n > 1. Thus we get
Nλ(s) 6 1 +
∑
16n6s2
1
2pin
+ s
(∑
n>s2
1
4pi2n2
)1/2
6 c log cs
for some c > 0 and all s > 1. 
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5. Final remarks
5.1. Variants. It is clear that the general setting admits many variations. When looking at
other families of one-variable exponential sums, a number of complications may arise. For
instance, in many situations, the analogue of Lemma 2.4 will have to take into account the
inter-dependencies of the monodromy groups of the analogues of the shifted Kloosterman
sheaves, and of course the estimates of short sums necessary for tightness are not always
known.
One can also consider families of exponential sums parameterized by multiplicative char-
acters. In that case, we need to exploit Katz’s recent definition of an analogue of the
monodromy group for Mellin transforms over finite fields [20], in order to have statements
similar to Lemma 2.4. But tightness is then sometimes easier to prove, because of the small
“multiplicative energy” of intervals.
Yet another variation would involve re-parameterizing the order of summation in Kloost-
erman (or Birch) sums. The most natural way to do this is to pick a primitive root g ∈ F×p ,
and to consider the continuous path interpolating between the partial sums
1√
p
∑
06m6(p−2)t
ψp(ag
m + g−m),
which has the same start and end points as Kp(t).
In all of these situations, one can hope to have similar results as those in this paper. We
will come back to such situations in a later work.
On the other hand, answering the following other very natural question seems well out of
reach of current methods:
Problem 5.1. Consider the random variables
K˜X(t) : p 7→ Kp(t, 1)
on the finite probability space
({p prime 6 X}, uniform measure).
Does (K˜X(t))t∈[0,1] also converge in law to (K(t))t∈[0,1]?
This is the analogue for Kloosterman paths of the famous horizontal Sato-Tate conjecture
for Kloosterman sums, which remains completely open.
Convergence in finite distributions for this sequence of random variables would follow from
the general horizontal equidistribution conjecture of [30], by the same argument as the proof
of Theorem 1.1.
5.2. Similar works. We conclude with a brief mention of some related works.
(1) From the probabilistic point of view, it is worth observing that convergence in law of
processes (in C([0, 1])) related to number-theoretic quantities has already been discovered
in a few cases. The best-known is probably Billingsley’s generalization of the Erdo¨s-Kac
Theorem, which gives convergence to Brownian motion of suitable normalized counts of
primes dividing integers in varying intervals (see [2, Ch. 4, §17]). One can also mention
Bagchi’s probabilistic interpretation of Voronin’s Universality Theorem (where convergence
in law happens in a space of holomorphic functions, see [1, §0.2]).
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(2) The papers on paths of exponential sums of Lehmer and Loxton [23, 25] consider
situations rather different, where quite precise asymptotic evaluation is possible, e.g., in
terms of Fresnel integrals for incomplete quadratic Gauss sums. In [26], Loxton considers
(roughly) sums of ψp(g(x)) where g ranges uniformly over polynomials of some degree d over
Fp, and obtains some limit theorems which are however of a rather different kind as ours.
(3) Another important case is that of the classical character sums
S(χ;N) =
∑
16n6N
χ(n)
for χ a non-trivial Dirichlet character modulo q > 1 and 1 6 N 6 q. These have been
studied extensively from different perspectives, going back at least as far as Littlewood and
Paley. The papers of Granville and Soundararajan [12], and of Bober and Goldmakher [4]
consider (among other things!) the distribution of
M(χ) = max
16N6q
S(χ;N),
the largest modulus of these sums as N varies (compare for instance [4, Th. 1.3] and
Theorem 1.6). More recently, Bober, Goldmakher, Granville and Koukoulopoulos [5] have
proved the analogue of the main results of this paper for these sums. The limiting process
is very different however, as it has to take into account the multiplicative structure of the
Fourier coefficients.
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