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La science est une chose merveilleuse... tant qu’il ne faut
pas en vivre!
Albert Einstein





La clôture de ce manuscrit marque un réel tournant dans ma vie. Après à peu près 24
années d’études (en comptant la maternelle !) afin de devenir astrophysicien et ainsi confirmer
ce que j’ai toujours répondu à la question "Tu voudras faire quoi quand tu seras grand ? ", je
m’oriente désormais vers une autre voie. C’est un réel choix, sans regret ni aigreur envers le
milieu de la recherche de ma part. En tant que physicien, je reste convaincu que la meilleur
approche est l’expérimentation et non le dogme ou la théorie spéculative, et j’ai appliqué cette
méthodologie à mon choix de carrière. La thèse reste le seul et unique moyen de connaitre le
milieu de la recherche et le travail de chercheur dans son ensemble et c’est pourquoi je suis
extrêmement heureux d’avoir été jusqu’au bout de la concrétisation de ces années d’efforts, de
travail mais aussi de joies et de rencontres.
En effet, bien que la majeure partie de mon temps ait été consacrée à écrire quelques
dizaines de milliers de lignes de code et à lire une grande proportion des travaux des quarante
dernières années sur le système de Saturne, j’ai aussi eu le privilège de rencontrer de nombreuses
personnes qui, à des degrés divers, m’ont marqué et ont contribué à façonner la personne et le
scientifique que je suis désormais. Elles ont permis de rendre supportable les moments difficiles
(extrêmement minoritaires heureusement) mais surtout de rendre chaque jour intéressant et
inoubliable. C’est pourquoi il me parait plus qu’essentiel de les remercier dans ces quelques
pages qui mériteraient d’être bien plus étoffées.
Tout d’abord, bien que leur contribution soit récente mais néanmoins primordiale, je tiens
à remercier les membres de mon jury, Stéphane Jacquemoud, Olivier Grasset, François Poulet
avec une attention particulière aux deux rapporteurs Josh Colwell et Sylvain Douté pour la
pertinence de leurs remarques et de leurs commentaires sur l’ensemble de mon travail. Je suis
heureux que ces personnes, expertes dans les différents sous-sujets de ma thèse s’accordent à
penser que je mérite ce titre. J’ai essayé autant que faire se peut de rendre ce manuscrit di-
geste, pédagogique mais néanmoins précis afin de satisfaire les différents types de lecteurs, du
doctorant au professeur.
Ensuite, je crois qu’un immense merci est amplement mérité par Cécile Ferrari et Sé-
bastien Rodriguez. Mes parents de recherche pourrais-je dire, ont toujours été présents, m’ont
toujours soutenus et guidés tout en me laissant une grande part d’autonomie et de liberté. Ils
ont accepté et poussé mon rôle de représentant doctorant au sein de l’école doctorale ce qui, je
crois, m’a permis d’avoir une vision objective et réaliste de l’environnement de recherche et sur
la réalité du métier qui ne se résume, loin s’en faut, qu’au seul travail de recherche. Je garderai
contact avec vous et, si l’avenir le permet, passerai dans les locaux de temps en temps pour voir
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l’évolution de nos connaissances de ce système Saturnien qui nous aura tous marqué. Les autres
chercheurs permanents de l’équipe LADP ont eux aussi pris une place importante durant ces
trois années. André Brahic et ses discussions, aussi bien scientifiques que personnelles qui m’ont
fait connaitre un nombre d’anecdotes astronomiques que je lui propose fortement de compiler
dans un prochain livre; Eric Pantin à qui je dois la découverte des algorithmes génétiques qui
ont largement permis de solutionner les problèmes d’ajustements encore présents au début de
l’année pour mon travail sur les anneaux de Saturne; Sébastien Charnoz qui a fortement contri-
bué à m’intégrer à la communauté des satellites de glace et qui, malgré la quantité foisonnante
de propositions à la minute qu’il est capable de donner, a toujours pris le temps de discuter et
de donner son avis sur mon travail.
Mais que serai l’équipe LADP sans les non-permanents ?? Lorsque je suis arrivé en stage
en 2010, seul Julien Salmon, finissant sa thèse était présent en tant que non-permanent. Depuis,
l’équipe s’est étoffée et j’ai eu la joie de travailler en étroite collaboration avec Erwan Reffet,
futur docteur en capoeira, clown et grimpeur à ses heures perdues mais surtout grand (très
grand même) scientifique qui aurait amplement mérité un poste voir même deux ou trois aux
vues des nombreuses thématiques abordées. Pour ma part, je te donne un poste d’ami sans
aucune réserve ! Mais il n’est pas le seul, Kévin Baillé fan de Kaamelott et maitre barbare
testant mon instinct de survie comme il aime si bien le dire; Antoine Lucas ou stereoman pour
moi, que j’aurais aimé avoir le temps de mieux connaitre personnellement; Thomas Appéré, le
martien à qui je réitère mes excuses pour ma sonnerie de réveil qui a tant gâché ses douces
nuits berlinoises; Esther Taillifet qui j’en suis sur nous expliquera bientôt comment on chauffe
ces sacrés CAI, si tu as un "conseil beauté" pour les entretiens d’embauches je suis preneur !
Mes co-bureaux, Carine Morel avec qui j’ai eu la joie de grandir au court de ces trois ans et
dont, je pense, je garderai longtemps l’image d’elle, tenant sa petite balle anti-stress Elbereth
avec les anneaux découpés afin de réaliser ses simulations numériques d’exo-anneaux. J’ai eu la
chance de pouvoir compter sur elle pour nos discussions aussi bien scientifiques que privées, ses
conseils étant toujours objectifs et perspicaces. Enfin Amandine Garcia, "la ptite dernière :-) "
à qui je confie, non sans émotion la tache de s’occuper de notre plante. Attention, je l’ai fait
survivre pendant trois ans, tu te dois de faire de même !
Au delà de l’équipe, le laboratoire regorge de personnes qui à des degrés divers m’ont
permis d’apprécier mon séjour au SAp tels Sébastien Froment, Matthias Gonzales, Pierre Dide-
lon, Stéphane Corbel, Sylvain Chaty, Michel Talvard, Tatyana Sadibekova, Mathieu Servillat,
Gabriel Pratt ou encore Monique Arnaud et Louis Rodriguez dont les voix résonneront encore
longtemps dans les couloirs du rez de chaussée et dans ma tête. Un merci tout particulier à
Jérome Rodriguez, toujours présent, à l’écoute et qui fait preuve d’une réelle préoccupation
pour les thésards, tout comme Olivier Limousin qui inonde le premier étage de bonne humeur.
De même pour Sandrine Pires, ma barbie brune préférée, qui a joué les rôles de guide spirituel,
entraineur de volley-ball et de seul habitante de massy-verrière !
Viennent ensuite les nombreux thésards avec qui j’ai eu la chance de vivre non seulement
de bons moments au laboratoire mais aussi en dehors. Mon fidèle binôme Julien Faure qui
est probablement le seul à comprendre et apprécier toutes mes blagues; Long Do Cao qui m’a
montré qu’il est possible de manger environ 200kg de riz par semaine sans en mourir; Pierre
Emmanuel Belles qui restera notamment pour moi la seule personne a avoir pris le temps de
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s’occuper de moi tout en rédigeant son manuscrit ce qui est une performance remarquable !
Aurélie Remy, la plus belle des mariées que j’ai eu l’occasion de voir; Les "anciens", tels que
Laurie Rucchini (ma barbie blonde préférée), Nicolas Clerc, Antoine Strugarek, Pascal Trem-
blin; Les nouveaux, tels que Maëlle Le Pennec, Tugdual Cellier, Lucie Alvan, Nicolas Renacci,
Alan Loh; Et enfin, ma fidèle troupe, le trio infernal Camille Charignon, Alexis Coleiro et Diana
Renaud ou Chouki, Galaxou et Didine pour les intimes ! Au delà de leurs grandes qualités pro-
fessionnelles, qui j’en suis sûr seront appréciées à leur juste valeur, ces trois personnes sont des
êtres exceptionnels, généreux, drôles, fiables et solidaires. Sans eux, ces trois années n’auraient
pas laissées un si bon souvenir en moi. Mon activité sportive a grandement été améliorée par
nos courses du midi, la découverte de l’escalade ou encore de l’alpinisme cet été même si ça a
impacté physiquement vos tympans ;-) Les bons amis sont ceux qui vous rendent meilleurs et
qui restent peu importe vos actions, je crois en avoir découvert trois de plus en ce lieu.
Bien qu’extérieur à ce laboratoire, toute la troupe des Nantais du LPGN et des martiens
de l’IAS mérite aussi sa place: Anouck Ody, John Carter, Marion Massé, Axel Lefevre, Joanna
Oliviera, et surtout Thomas Cornet avec qui j’ai passé d’excellents moments à l’AGU de San
Francisco et au DPS-EPSC de Nantes ! Il en est de même pour la fine équipe des représen-
tants doctorants de l’École Doctorale, Mélanie Guittet, Étienne Morey, Cédric Collet et Alexis
Coleiro, tous fermes lors les négociations, mais toujours humains et à l’écoute des autres par
ailleurs. Nos soirées "debriefing" au café Daguerre me manqueront.
Je remercie aussi grandement mon colocataire et ami Cédric Collet ou mister galette avec
qui j’ai passé un super mois de Juillet à rédiger ce manuscrit. Heureusement qu’il était là pour
me motiver et passer de longues soirées en face de moi à écrire lui aussi son manuscrit. Nous
nous souviendrons longtemps de ce 14 Juillet où nous réalisons, après quelques minutes de
fortes interrogations quant au bruit alentour, que c’est simplement le feu d’artifice... Il m’a
aussi appris qu’il était possible de consommer un litre de crème fraiche et 6 oeufs par semaine
sans développer de problèmes de santé majeurs ! De même pour Gilles Mitteau, futur ponte de
la finance et maitre en tai kwon do, ami de longue date et pour encore bien plus longtemps, il
a toujours été là pour moi et est probablement la personne qui me connait le mieux sur cette
planète !
Pour terminer, il est primordiale pour moi de remercier ma famille en général mais plus
précisément ma soeur et mon frère qui m’ont soutenu sans failles l’an dernier notamment et
qui sont, je le crois, les êtres que je chéris le plus. Bien sûr mes parents ont joué un rôle majeur
dans ma réussite scolaire. Ils m’ont toujours poussé à faire ce que je voulais, m’inculquant le
soucis du détail, du travail et surtout de la remise en cause de tout (ce qui n’a pas toujours
été simple à vivre pour eux car j’ai bien intégré cet aspect casse pied de l’enfant qui demande
constamment "pourquoi et comment ?"). Sans eux, je ne pense pas que j’en serais à ce niveau.
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1.1 Historique
Saturne, sixième planète du système solaire en distance au Soleil, est la planète, observable
à l’oeil nu, la plus éloignée de la Terre. Effectuant une révolution en 29 années et demi, nous
savons désormais que ce corps n’est pas isolé mais qu’il est en fait un système complexe composé
d’une multitude d’objets en interaction avec la planète et entre eux que l’on peut séparer en deux
catégories, les satellites et les anneaux. Néanmoins, cette connaissance ne s’est acquise qu’au fil
des siècles et des nombreuses observations de Saturne. C’est l’histoire de ces découvertes et les
connaissances qu’elles ont amenées que je me propose de résumer brièvement dans ce chapitre.
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1.1.1 Satellites
Après la découverte des satellites principaux de Jupiter (Galileo (1610a)), Galilée pointa
sa lunette vers Saturne la même année dans l’espoir d’observer là aussi d’autres lunes. Bien
qu’il ait découvert, sans le savoir, les anneaux de Saturne (voir section 1.1.2), il n’observa au-
cun satellite orbitant autour de cette planète. La première observation d’une lune autour de
Saturne date de 1655 et a été réalisée par Christian Huygens. Dans son ouvrage De Saturni
luna observatio nova (Huygens (1656)), il cacha un anagramme (procédure courante à cette
époque pour revendiquer la primauté d’une découverte sans la divulguer) révélant l’existence
d’une lune qui effectue une orbite autour de Saturne en 16 jours et 4 heures. Il découvrit le
satellite nommé Titan en référence aux titans de la mythologie grecque dont le roi est Saturne
(cette nomenclature a été proposée bien plus tard en 1847 Van Helden (1994)).
Figure 1.1 – Gravure du téles-
cope de 40 pieds de focale (12m)
d’Herschel.
Par la suite, Jean Dominique Cassini (Cassini I) découvrit
en 1671 et 1672 les satellites Japet et Rhéa, puis 12 ans plus
tard les satellites Thetys et Dione. Ce n’est que 100 ans plus tard
qu’Herschel, lors de la première nuit d’observation avec son té-
lescope de 40 pieds (voir figure 1.1), découvrit Encelade puis, un
mois plus tard Mimas. Le 16 Septembre 1848 marqua la décou-
verte d’Hypérion par Bond (1848), redécouvert de manière indé-
pendante quelques jours plus tard par Lassell (1848) qui proposa
le nom actuel de ce satellite.
Les découvertes de Phoebé, Janus, Épiméthée puis Hélène,
Télesto et Calypso par Pickering (1899), Dollfus and Texereau
(1967), Walker and Kuiper (1967) puis Lecacheux et al. (1980),
Smith et al. (1980) et Pascu et al. (1980) marquent la fin de la découverte de ce système par
des télescopes au sol et l’avénement des sondes spatiales.
Figure 1.2 – Mosaïque d’Ence-
lade vue par Voyager. Figure ti-
rée du Smith et al. (1982).
Au terme des missions Voyager, respectivement le 12 No-
vembre 1980 et le 25 Aout 1981, on connaissait 36 satellites au-
tour de Saturne (Orton et al. (2009)) dont l’orbite de certains
est située au sein même des anneaux (Pan et Atlas par exemple).
Avant ces missions, les connaissances que l’on avait des satellites
principaux se résumaient principalement à leurs éphémérides, la
surface de ces corps n’ayant jamais été imagée. La figure 1.3 pré-
sente un aperçu des surfaces de ces satellites à la fin des missions
Voyager.
Bien que la grande diversité de ces corps fut inattendue, la
plus surprenante découverte fut l’apparente jeunesse d’une large
partie de la surface d’Encelade (figure 1.2), très peu cratérisée, ex-
hibant de longues failles et dont l’albédo moyen est extrêmement
élevé (proche de 1.0 dans le visible, le plus élevé du système solaire
Verbiscer and Veverka (1994)) et la température plus basse que
les autres corps du système de Saturne (Smith et al. (1982)). Une
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Fig. 2.36 Voyager color composite images of Saturn’s eight major icy satellites. JPL Photo 46654Bc
(Cruikshank et al. 2004; Emery et al. 2005). The causal re-
lationship of Enceladus to Saturn’s E-ring, suspected from
Voyager studies and clarified by Cassini, appears to affect the
surface composition, albedo, and microstructure by serving
as a source for the continuous deposition of very fine H2O ice
particles (with possible minor contaminants) in the present
epoch. The unusually high albedo and scattering properties
determined in part from Voyager observations, as well as
their uniformity across the surface led Buratti et al. (1983)
to propose that a relatively young surface layer covers Ence-
ladus. Emery et al. (2005) suspected a weak absorption band
near but not coincident with bands of NH3 an ammonium
hydrate, but this feature has not been confirmed in subse-
quent data.
Voyager-2 images of a portion of the northern hemisphere
at 2 km resolution revealed a complex geomorphology of
Enceladus indicative of relatively recent resurfacing by en-
dogenic forces. Ridges, sharp and relaxed craters, craterless
plains, with structures ranging in height from a few hun-
dred meters (ridges) to 10 km (crater rim-to-bottom relief)
are seen in complex patterns that define at least five distinct
terrains (Morrison et al. 1986). These terrains represent a vast
range in relative ages, with apparently ancient cratered re-
gions adjacent to altered regions with crater densities indi-
cating ages of 108 y or less. Morrison et al. (1986) and others
suggested that an “unexpectedly large internal heat source”
must be responsible for the extraordinary nature of Ence-
ladus’ surface, and while an excess of radionuclides seemed
unlikely (on the basis of the poorly determined density), ar-
guments and counterarguments for tidal heating left the mat-
ter in an ambiguous and unsettled state on the eve of the
Cassini-Huygens investigation.
Soon after the Voyager flybys, investigators commented
rather on the relationship between the orbit of Enceladus and
its location within the E ring. Haff et al. (1983) argued that
the E ring should have a lifetime of only a few 1,000 years,
and the suggested meteoroidal impact ejection and geysering
as mechanisms for the continuous supply of matter to the E
ring. Pang et al. (1984) cited tectonic evidence to support the
hypothesis that the E ring is continuously supplied by mate-
rial emitted by volcanic eruptions from Enceladus. Thus, the
direct evidence of geysering by several Cassini experiments
was not altogether unexpected.
2.10.3.3 Tethys
Only H2O ice has been detected on Tethys’ surface with
certainty, with deeper spectral bands on the leading hemi-
sphere than on the trailing side (except the 1.04-!m band,
Figure 1.3 – Composite de couleurs des huit satellites majeurs de Saturne, hormis Titan, vus par les sondes
Voyager. Figure tirée du Orton et al. (2009).
activité géologique intense et récente de ce satellite dont l’origine est liée aux effets de marées a
dès lors été proposée, allant même jusqu’à supposer la présence de g ysers éj ctan du matériel
interne et nourrissant ainsi l’anneau E (Pang et al. (1984), voir section 1.1.2). Néanmoins, en
l’absence de telles preuves et de modèles convaincant de chauffage par ffets de marées, l’origine
d’une telle dichotomie (plaines peu cratérisées jeunes / régions cratérisées anciennes) n’a pas
trouvée d’explication satisfaisante avant l’arrivée e la son e Cassini en 2004 (voir section 1.3).
1.1.2 Annea x de Saturne
Le système d’anneaux de Saturne est un objet tout à fait particulier dans le système
solaire. C’est le seul exemple connu d’anneaux aussi étendus et denses. En effet, les autres
planètes géantes possèdent toutes un système d’anneaux mais sans commune mesure avec les
anneaux de Saturne (voir figure 1.4). Pour preuve, la découverte ’un système d’anneaux autour
de Jupiter date de 1979 et l’arrivée de la sonde Voyager 1(Smith et al. (1979)), autour d’Uranus
de 1977 par mesures d’occultation d’étoile (Elliot et al. (1977)) et autour de Neptune de 1986
aussi par occultations stellaires (Hubbard et al. (1985)) alors que la découverte des anneaux
de Saturne date de 1610 (Galileo (1610b), mais pas l’interprétation) et de l’utilisation des
premières lunettes pour observer le ciel.
Depuis plus de 400 ans, les astronomes n’ont cessé d’accumuler les observations de Sa-
turne afin de comprendre la composition, la structure et l’origine de ce système. Ce n’est que
depuis les débuts de l’ère spatiale et des missions telles que Voyager ou Cassini que des réponses
satisfaisantes se dessinent.
27
Chapitre 1. Système de Saturne
Figure 1.4 – Comparaison des quatre systèmes d’anneaux existants autour des planètes géantes du système
solaire. Les distances des différentes structures au centre du corps parent ont été normalisées par le rayon de ce
dernier. L’intensité des zones grisées indique l’épaisseur optique de ces anneaux. Les traits pointillés indiquent les
orbites synchrones tandis que les pointillés plus rapprochés indiquent les rayons des limites de Roche respectives
sur ces corps pour une densité de 1 000 kg.m−3. Figure tirée du Burns et al. (2001).
Figure 1.5 – Schéma effectué
par Galilée dans sa lettre au se-
crétaire d’État de Florence.
Lors de la première observation des anneaux par Galilée et
durant celles qui suivirent, il ne comprit pas ce qu’il voyait. En
effet, du fait du faible grossissement de sa lunette (×30) et de
l’inclinaison variable des anneaux par rapport au plan d’observa-
tion (due à l’orbite de Saturne autour du Soleil), les anneaux lui
sont apparus tels deux étoiles compagnons de part et d’autre de
Saturne avant de disparaitre quelques mois plus tard. La figure
1.5 illustre ce que Galilée a vu lors de cette première observation.
Il doutait tellement de sa découverte qu’il ne la partagea avec ses contemporains que sous la
forme d’un anagramme codé "smaismrmilmepoetaleumibunenugttauiras" dont il donna la signi-
fication plus tard "Altissimum planetam tergeminum observavi" : "J’ai observé la planète
la plus élevée en forme triple". Puis, suite à la "disparition" des anneaux dans le plan
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d’observation, Galilée ne regarda plus ce corps.
Avec la démocratisation de l’utilisation de lunettes astronomiques, plusieurs savants ont
eux aussi observé Saturne et repéré une structure compagnon à l’astre sans jamais appréhender
la nature de ce qu’ils observaient. C’est un autre personnage important dans l’historique de la
compréhension des anneaux, Christian Huygens qui le premier a interprété correctement ces
différentes observations.
Dans son ouvrage De Saturni luna observatio nova, Huygens (1656) il explique qu’il a
trouvé la solution au problème de la lune de Saturne mais sans donner l’explication qu’il dis-
simule dans un anagramme. Ce n’est que dans un ouvrage ultérieur (Huygens (1659)) qu’il
dessine pour le première fois une explication cohérente des différentes phases d’observation de
Saturne sous forme d’un diagramme (voir figure 1.6) : Saturne a un anneau.
Figure 1.6 – Illustration des différentes configurations des anneaux par rapport à la Terre lors de la révolution
de Saturne autour du Soleil (Huygens (1659)).
Il faut attendre 1675 et l’amélioration des systèmes optiques (Thomas (1859)) pour obser-
ver pour la première fois une structure au sein des anneaux : la division de Cassini, nommée en
hommage à son découvreur Jean Dominique Cassini (Cassini I). Il est d’ailleurs un des premiers
à émettre l’hypothèse que les anneaux sont constitués d’une multitudes de rochers en orbite
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autour de Saturne. En effet, la nature de ces anneaux reste encore un mystère pendant près de
200 ans jusqu’aux travaux de James Clark Maxwell (Maxwell (1856)), qu’il publia à l’âge de
25 ans, en 1856, et pour lesquels il reçu le prix Adams l’année suivante, grande distinction des
diplômés de Cambridge en mathématiques. En un recueil d’à peine 70 pages, il montre qu’un
anneau solide en orbite autour d’un corps n’est stable que pour des conditions extrêmement
improbables. De même, un milieu fluide et continu se séparerait en une multitude de sous-
structures ce qui lui laisse penser que les anneaux de Saturne sont composés d’une multitude
de particules non-connectées orbitant autour de Saturne à des vitesses angulaires différentes se-
lon leur distance à Saturne. Il prédit aussi un arrangement en annelets étroits, ce qui limiterait
la destruction du système d’anneau complet. De plus, il montre, par un argument d’optique
géométrique, que l’anneau C n’est pas composé d’un milieu continu particulier mais là aussi de
particules non-connectées.
Ce travail remarquable est resté référence jusqu’au début de l’ère des explorations spatiales
et des grands téléscopes, seuls moyens d’obtenir de plus amples informations sur ce système si
particulier. Il faut attendre 1967 pour qu’un nouvel anneau soit découvert, l’anneau E (Feibel-
man (1967)). Beaucoup plus diffus et large que les anneaux principaux, il s’étend radialement
entre 3.5 et 8 rayons de Saturne (210 000 et 480 000km). Sa durée de vie théorique de quelques
milliers d’années (Haff et al. (1983)) a rapidement suggéré l’interaction forte entre cet anneau
et le satellite Encelade comme réservoir des particules le composant. Par la suite, Guérin (1970)
réussit à détecter depuis la Terre un anneau entre Saturne et l’anneau C. Caractérisé par la
suite par les sondes Voyager, cet anneau, nommé anneau D, est extrêmement fin optiquement
(τ < 0.01) et large de 8 000km.
Figure 1.7 – Pandore à gauche, l’anneau F au
centre et Prométhé à droite. Les structures vi-
sibles dans l’anneau F sont dues aux perturba-
tions gravitationnelles provoquées par les deux
lunes. NASA/JPL.
C’est grâce aux sondes Pionner 11 et Voyager
que les anneaux F et G ont été découverts. L’anneau F
est l’objet de nombreuses études à l’heure actuelle car
il exhibe une rotation non-Képlerienne (Smith et al.
(1982)). Il est fortement couplé aux satellites Pandore
et Promethée qui orbitent de part et d’autre de cet
anneau (voir figure 1.7). Il est situé à 140 000km du
centre de Saturne (Bosh et al. (2002)) et est structuré
de telle sorte que son épaisseur optique varie entre 0.1
et 2 en son coeur. On suppose qu’il est le siège d’ac-
crétion et de destruction de petits satellites (Charnoz
et al. (2005)). L’anneau G quant à lui est bien plus
fin optiquement (τ < 10−6 Orton et al. (2009)) et fut
initialement découvert par la sonde Pioneer 11 par la
détection de particules chargées concentrées autour de
170 000km (van Allen et al. (1980)).
Enfin, très récemment, Verbiscer et al. (2009) ont
observé, à l’aide du télescope spatial Spitzer, un an-
neau extrêmement fin optiquement (τ ≈ 2 × 10−8)
situé entre 7.7 et 12.5 millions de kilomètres du centre
de Saturne constitué de très fines poussières provenant
de l’interaction avec le satellite Phoebe.
30
Chapitre 1. Système de Saturne
Ces 400 années de découvertes successives s’achèvent pour l’instant par l’envoi de la sonde
Cassini, premier orbiteur dédié à l’étude de ce système.
1.2 Sonde Cassini
1.2.1 Présentation générale
Fruit d’une collaboration étroite entre la NASA (National Aeronautics and Space Admi-
nistration), l’ESA (European Space Agency) et l’ASI (Agenzia Spaziale Italiana), le programme
Cassini-Huygens fut proposé dans le cadre de la mise en place d’un programme de coopération
americano-européen à la suite de la réunion d’un groupe de réflexion composé du "Comité des
Sciences de l’Espace de la Fondation Européenne des Sciences" et du "Bureau des Sciences de
l’Espace de l’Académie Nationale des Sciences" (USA) en 1982 (Matson et al. (2002)). La mis-
sion Cassini-Huygens est composée d’un orbiteur placé en orbite autour de Saturne, Cassini,
auquel est associé un atterrisseur Huygens, conçu pour se poser à la surface de Titan. Dotée
d’un budget conséquent, proche de 3.3 milliards de dollars (2.6 G$ pour la NASA, 500M$ pour
l’ESA, 160M$ pour l’ASI), la mission est considérée comme l’une des plus complexe jamais
envoyée pour l’étude du système solaire. Sa construction mobilisa plus de 5000 personnes ré-
parties dans les différents pays contributeurs. Le résultat est impressionnant avec une sonde de
6.7 mètres de haut et de 4 mètres de large pesant au total plus de 5.7 tonnes au décollage (voir
figure 1.8).
Il fallut attendre 15 ans, le 15 Octobre 1997, pour voir décoller la fusée Titan IVB/Centaur
et ses 1800 tonnes de poussée, de Cap Canaveral en Floride, pour que la sonde Cassini-Huygens
entame sa mission. Après de multiples survols de la Terre et de Vénus, elle survola Jupiter en
2000 et s’inséra en orbite dans le système de Saturne le 1er Juillet 2004 après avoir parcouru
plus de 3.5 milliards de kilomètres (voir figure 1.9 pour le détail de la trajectoire). Sa mission
nominale était prévue sur 4 ans, mais fut prolongée pour 2 années supplémentaires (mission
équinoxe) puis jusqu’en 2017 (mission solstice).
Successeur des sondes Voyager, elle a pour objectifs scientifiques principaux d’accroître
notre compréhension du système de Saturne, incluant en particulier Titan et son atmosphère, la
magnétosphère de Saturne, les satellites de glace, le système d’anneaux ainsi que l’atmosphère
et la structure interne de Saturne. La compréhension des interactions entre tous ces corps est
évidemment nécessaire pour mieux appréhender individuellement ces objets. Pour ce faire, la
sonde Cassini est muni de 12 instruments, en plus de l’atterrisseur Huygens dédié à Titan. Ces
instruments sont répartis en trois catégories : systèmes micro-ondes, instruments de mesures
in-situ et senseurs optiques (détaillés dans la section 1.2.3, voir figure 1.10).
1.2.2 Instruments
Les systèmes micro-ondes sont composés du RADAR et du Radio Science Subsystem
(RSS). L’instrument RSS est utilisé pour communiquer avec la Terre et effectuer des mesures
d’occultation radio par les anneaux et par les atmosphères de Saturne et Titan. L’instrument
RADAR, quant à lui, fonctionne en mode passif ou actif, ce qui lui permet de traverser l’at-
mosphère de Titan pour sonder sa surface. Le mode actif permet une mesure de la topographie
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Figure 1.8 – Photo de la sonde Cassini et de l’atterrisseur Huygens lors de son chargement sur la plateforme
de test (NASA/JPL).
des surfaces des satellites, utilisé principalement pour Titan.
Il existe six instruments de mesures in-situ dont l’objectif principal est la mesure de
champs magnétiques, la détection de particules énergétiques et l’étude des plasmas :
– MIMI (Magnetospheric Imaging Instrument)
32
Chapitre 1. Système de Saturne
Figure 1.9 – Trajectoire de la sonde Cassini-Huygens lors de son trajet vers Saturne (NASA/JPL).
Cet instrument détecte les particules énergétiques (atomes, ions, électrons) dont les
énergies sont comprises entre 15 keV et 130 MeV. Composé d’un télescope à focalisa-
tion magnétique, il est le seul instrument de sa catégorie à permettre d’imager la scène
observée.
– CAPS (Cassini Plasma Spectrometer)
Cet instrument détecte les particules chargées dont l’énergie est comprise entre 0.7eV/e
et 50 000 eV/e de façon à créer des spectres d’énergies.
– CDA (Cosmic Dust Analyser)
Le CDA détermine le flux directionnel et la masse des poussières impactant la sonde
par mesure des courants induits par ces impacts. Il est capable de mesurer des masses
allant de 10−16 à 10−6 grammes, ce qui contraint les connaissances sur l’environnement
en poussière de Saturne.
– MAG (Dual Technique Magnetometer)
Mesure du champ magnétique jusqu’à 44µT .
– INMS (Ion and Neutral Mass Spectrometer)
Spectromètre de masse ionique et neutre pour des masses comprises entre 1 et 66 unités
de masse atomique.
– RPWS (Radio and Plasma Wave Science)
Mesure des fréquences des champs électriques et magnétiques sur une plage allant de
quelques Hz à quelques MHz. Il peut aussi mesurer la densité de plasma que la sonde
traverse.
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Toutes les caractéristiques de ces instruments sont issues de Matson et al. (2002).24 D. L. MATSON ET AL.
Figure 5. The Cassini spacecraft (view as in Figure 4) showing the engine cover deployed. This cover
protected the nozzles from micrometeorites during the transit of the asteroid belt.
Figure 6. Cut-away drawing of a Radioisotope Thermoelectric Generator (RTG). Three of these
provide electricity for the thousands of tasks that Cassini will perform at Saturn.
Figure 1.10 – Diagramme de la co position instrumentale de la sonde Cassini (Matson et al. (2002)).
Enfin, il existe quatre capteurs optiques, auxquels je m’intéresse plus particulièrement
et dont je développe la description dans la sous-section suivante.
1.2.3 Capteurs optiques
1.2.3.1 CIRS et UVIS
L’instrument CIRS (Composite InfraRed Spectrometer, Flasar et al. (2004)) est un ins-
truments capable d’acquérir les spectres des objets observés sur une plage de longueurs d’onde
allant de l’infrarouge au sub-millimétrique (7µm à 1mm). Il est composé d’un interféromètre
à polarisation pour les longueurs d’onde comprises entre 17µm et 1mm (infrarouge thermique)
et d’un interféromètre de Michelson à deux plans focaux pour les longueurs d’onde comprises
entre 7 et 17µm. Il offre une résolution spatiale de 3.9 mrad/pixel pour l’infrarouge thermique
et 0.273 mrad/pixel pour l’infrarouge. La résolution spectrale varie entre 50µm et 500nm pour
l’infrarouge th rmique contre 15nm et 60nm dans le proche infrarouge (voir tableau 1.1 pour
comparaison avec les autres instruments optiques). Grâce à cette couverture spectrale, les tem-
pératures des corps du système de Saturne sont accessibles. De plus, les raies d’émission des
composés chimiques tels que le méthane, l’éthane, l’eau et une multitude de composés d’hy-
drocarbures sont visibles dans les spectres, ce qui permet l’étude précise de la composition des
atmosphères de Saturne et de Titan.
Outre l’étude des satellites de glace de Saturne, en particulier du pôle sud d’Encelade
(Spencer and Grinspoon (2007), Spencer et al. (2009)) ou des anomalies thermiques de Mimas
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21 Enceladus: An Active Cryovolcanic Satellite 707
Fig. 21.14 Locations of thermal emission, plume sources, and jets
seen in stellar occultations relative to the geological features of
Enceladus’ south polar region. The warm colors superposed on the
base map show the distribution of 9–17 !m thermal emission seen
by CIRS on March 12th 2008 (Cassini press release image PIA10361
NASA/JPL/GSFC/SwRI/SSI), with a spatial resolution of about 15 km.
Only the region within the white trapezoidal outline was mapped by
CIRS. The white circles show the locations (with uncertainties) of dust
plume sources seen by ISS, from Spitale and Porco 2007). The blue
line shows the surface trace of a stellar occultation observed by UVIS
(Hansen et al. 2008), with letters identifying the locations, projected
onto the occultation trace, of discrete gas jets seen in the occultation
(Fig. 21.17)
21.5.2.2 Composite Infrared Spectrometer (CIRS)
The thermal emission from Enceladus’ warm south pole
is observed by the CIRS instrument, which obtains spa-
tially resolved spectra with resolution down to a few kilo-
meters, sufficient to map the warm areas in relation to
surface features such as the tiger stripes. CIRS uses three
detectors covering the 10–1;500 cm!1 range, and CIRS’
most useful observations prior to 2008 were taken with the
600–1;100 cm!1 .9:1–16:6!m/ detector. CIRS observations
constrain the total radiated power from the south polar re-
gion, and the spatial distribution of temperatures.
Figure 21.15 shows mid-IR maps, superposed on an ISS
base map, and spectra of the south polar region from the 14
July 2005 flyby and from a distant observation on November
9th 2006 (Abramov and Spencer 2009). The prominent south
polar hot spot seen in both observations corresponds to the
location of the tiger stripes, and higher spatial resolution
CIRS observations in March 2008 (Fig. 21.14) show that
nearly all the thermal emission comes from the tiger stripes
and associated fractures. The observed emission is much
brighter than the expected passive thermal emission from the
sun-heated surface (blue curves in Fig. 21.15): the elevated
temperatures are therefore maintained by heat from within,
escaping along the tiger stripes.
The shape of the average CIRS south polar spectra in
Fig. 21.15 require relatively high temperatures occupying a
small fraction of the CIRS field of view. After subtracting
the expected passive thermal radiation, the average spec-
trum south of 65ıS from July 2005 can be fit by a black-
body at about 133 K occupying an area of about 345 km2
(Fig. 21.15), which is a small fraction of the 37;000 km2
area of the region and is equivalent to a strip with an aver-
age width of 700 m along the approximately 500 km length
of the tiger stripe fractures. This width is a small fraction
of the 2 km distance between the ridge crests of the frac-
tures. 1;100–1;500 cm!1 spectra of Damascus Sulcus from
the August 2008 flyby, at higher spatial resolution, indi-
cate places on the surface as warm as 167 K (JPL news re-
lease 2008–185). The power radiated by the tiger stripes,
determined from the July 2005 blackbody fits, is 5:8 ˙
1:9GW, with an uncertainty that is dominated by the as-
sumed temperature. This is a lower limit to Enceladus’ to-
tal endogenic power, because additional power is likely to be
radiated at temperatures too low to be detected in the CIRS
600–1;100 cm!1 bandpass. Assuming the total length of the
tiger stripes is 500 km, the average power per unit length is
thus at least !12 kW m!1.
Spencer et al. (2006) note that if the plume gases seen by
UVIS were in vapor pressure equilibrium with surface ice
that was visible to CIRS, a temperature of at least 180 K
could be inferred for the gas source: lower temperatures
would require a larger area of exposed ice to produce the H2O
flux observed by UVIS, and would thus produce a brighter
thermal infrared signature than CIRS observed. The corre-
sponding upper limit to the width of the plume source is
50 m, averaged along the length of the tiger stripes. Because
of the strong dependence of vapor pressure and sublima-
tion rate on temperature, the source width decreases rapidly
for higher temperatures: !10 cm for 225 K, and !1mm
for 273 K.
Additional CIRS observations of the south pole in
November 2006 (Fig. 21.15) show that the total radiated
power and its spatial distribution was essentially unchanged
since July 2005, with a <15% change in total 15!m radiance
(Abramov and Spencer 2009).
21.5.2.3 Ultraviolet Imaging Spectrometer (UVIS)
The Cassini UVIS instrument has probed the structure and
chemistry of the Enceladus plume gases by means of two
stellar occultations: a vertical cut through the plume on July
The original pointing was determined using kernels issued by
the Cassini team and NASA Plan tary Science Division’s Ancillary
Information System (SPICE) routines (Acton, 1996). The pointing
infor ation was adj sted so tha the redict d limb location coin-
ci ed with the ob erv d limb location. New longitudes and lati-
tudes of each FP3 observation were then calculated using SPICE
routines and the corrected pointing. The estimated pointing accu-
racy of o bit 126 and 139 data is <20 km.
The orbit 126 and 139 CIRS data were binned into 2.5! ! 2.5!
bins, whilst the lower s atial resolution orbit 144 data were binned
into 5.0! ! 5.0! bins. The surface temperature of each bin was
determined by fitting a single blackbody curve to the mean spec-
trum of all the FP3 CIRS observations that fall in that bin. The
resulting daytime and igh time temperature maps are shown in
Fig. 2. Both the orbit 126 and 139maps show a V-shaped boundary,
sharp at CIRS resolution, separating warmer and cooler tempera-
tures. The apex of the V is at 0!N and 180!W, and the boundary
extends in a northeasterly and southeasterly direction, approxi-
mately symmetrically about the equator. Extrapolation of the day-
time data taken during orbit 144 indicates the eastern edge of the
thermal anomaly is near 0! longitude. The region east of the
boundary, on Mimas’ leading hemisphere, is colder than its sur-
roundings in the orbit 126 daytime observations, but is warmer
than its surroundings in the orbit 139 nighttime and early morning
data. This region thus displays much smaller-amplitude diurnal
temperature variations than regions to the west, north, and south,
which show thermal behavior more typical of other Mimas longi-
tudes and most of the surfaces of Mimas’ neighboring satellites,
Tethys, Dione and Rhea (Howett et al., 2010). Thus, we refer to
the region east of the boundary, on the anti-Saturn hemisphere,
as the thermally-anomalous region.
Overlaid on Fig. 2 are new estimates of the energy flux of MeV
electrons bombarding Mimas, updating those given in Schenk et al.
(2011). Because energetic electrons in Saturn’s magnetosphere
drift in a retrograde direction relative to corotation they preferen-
tially bombard Mimas’ leading hemisphere. Notable improvements
in the new model include the use of additional data from the Low
Energy Magnetospheric Measurement System (LEMMS) on Cas-
sini’s Magnetospheric Imaging Instrument (MIMS) (several-year
averages were used) and the introduction of data from the channel
E7 on LEMMS. The E7 channel is the highest energy electron chan-
nel on LEMMS and adding these data modifies the spectral slope at
high energies, which turns out to be very important for the behav-
ior of the contours particularly away from the equator. Further de-
tails on the mission averaged electron data are given in Paranicas
et al. (2011).
The thermal anomaly is closely correlated spatially with an IR/
UV (0.930/0.338 lm) color ratio anomaly previously observed in
global maps of Mimas using Cassini Imaging Science Subsystem
(ISS) data. An updated version of the global IR/UV map of Mimas,
originally given in Schenk et al. (2011), is shown in Fig. 3. Though
there are some inconsistencies in the latitudes and longitudes of
features on the two maps, the location of the thermal and color
anomalies can be compared by reference to craters near the anom-
aly boundaries appearing on both maps (red circles, Figs. 2 and 3).
The boundaries of the thermal and color anomalies appear to be
nearly identical, although the apex of the thermal anomaly appears
sharper.
In the absence of endogenic emission, surface temperatures are
controlled by surface bolometric Bond albedo and thermal inertia.
A surface’s thermal inertia describes howwell it is able to store and





k is the thermal conductivity, q is the density and c is the specific
heat. The bolometric Bond albedo is the wavelength-integrated
fraction of incident solar radiation reflected in all directions by a
body’s surface. To investigate the cause of the anomalous temper-
atures seen by CIRS we determine albedo and thermal inertia for
two representative regions, one outside and another inside the
anomaly (shown by the boxes in Fig. 2).
The surface temperature for each of the two regions in orbits
126 and 139 was determined by fitting a single blackbody curve
to the mean CIRS FP3 spectra of all the observations taken of that
region (Fig. 4). Following the example of Spencer et al. (2006),
the spectral noise was estimated using the difference between a
Table 1
Details of the CIRS FP3 observations used in this analysis. Local time is defined as the angular rotation of the body, in degrees, since local midnight.
Orbit Date Time (UT) Sub-solar
longitude (!)
Local time coverage
between ±20! latitude (!)
Range (km) Average spatial
resolution (km/pixel)
126 13 February 2010 19:10–20:30 164–170 127–264 37,510–65,826 9.0
139 16 October 2010 14:27–16:53 85–90 4–130 73,167–101,071 16.0
144 31 January 2011 01:30–03:05 34–53 70–207 138,88–141,011 42.2
Fig. 1. 600–650 cm"1 CIRS FP3 day and night images of the anti-Saturn side of Mimas, taken in February 2010 (orbit 126) , October 2010 (orbit 139) and January 2011 (orbit
144). The anomalously-cold r gion appears on the right hand side of the disk in the orbit 126 daytime image (left panel) and on the left side of the disk in the orbit 144
dayside image (right panel), which is centered at more easterly longitudes and thus shows the eastern extent of the anomaly. The same region appears anomalously warm at
night (middle panel), indicating a higher thermal inertia than the rest of the disk. Saturn is in the background in the orbit 139 image.
222 C.J.A. Howett et al. / Icarus 216 (2011) 221–226
We observe a strong dependency of the temperature with
phase angle. Highest temperatures are reached most of the
time at low phase angles ðap40"Þ. This means that the
particle’s lit hemisphere (their day side facing toward the
Sun), is generally warmer than their night hemisphere,
visible at high phase angles.
The lit side of the A and B rings is generally warmer than
their unlit side. The thermal contrast between both sides is
more important in the B ring, where the temperature on the
unlit side never reaches more than 75K in our data.
However, the dependency of T with the spacecraft
elevation, on each side of the rings, is weaker than with
ARTICLE IN PRESS
Fig. 2. Footprint coverage for azimuthal scans on the lit side of rings. Footprints are color coded in temperature (TOP) and in filling factor b (BOTTOM).
Mosaics listed in Table 1 are not reproduced here.
C. Leyrat et al. / Planetary and Space Science 56 (2008) 117–133122
Figure 1.11 – À g uche: Cartographie du Pôle Sud d’Enc lade vue par Cassini. Les contours des couleurs sont
donnés par CIRS et indiquent les v ria ions de température sur cette zone. Le trait bleu correspond à la trace
de l’occultation d’étoile observée par l’instrument UVIS. L s cercles blancs marquent le régions d’éjection de
matière vues par ISS. Figure tirée de Spencer et al. (2009).
Au milieu: Cartogr phie d M mas pa CIRS. On o serve des régions chaudes (à gauche) et des régions froides
(à droite) non prévues par la théorie, i diquant une ine tie th rmique différente sur certaines zones de Mimas.
Figure tirée de Howett et al. (2011).
A droite: Cartographie en température des anneaux de Saturne vus par CIRS. Figure tirée de Leyrat et al.
(2008).
et Thétys (Howett et al. (2011), Howett et al. (2012)), un des apports majeurs de l’instrument
CIRS est la mesure de température du sys èm d’a neaux de Saturne (voir figure 1.11). À
l’aide de ces mesures, l’inertie thermique des anneaux a été mesurée en observant l’évolution de
la température des anneaux lorsqu’ils passent dans l’ombre de Saturne (Ferrari et al. (2005),
Leyrat al. (2008), Morishima et al. (2011)). L’inertie thermique des anneaux est intimement
liée à la structur de l’anneau, des pa ules et d régolithe recouvrant ces particules. C’est
pourquoi, par le biais de cette observable, des contraintes sur ces trois échelles ont émergées
(Ferrari and Reffet (2013), Morishima et al. (2010), voir discussion chapitre 9).
Bien que nous n’utilisions pas directement les données CIRS, les comparaisons vec les
études effectuées à l’aide d cet instrum nt sont extrêmement utiles et complémentaires, la
physique mise en jeu n’étant pas la même (photométrie pour nous, transfert thermique pour
CIRS). Un autre instrument dont nous n’utiliserons pas les données directement est primordial
pour notre étude, l’instrument UVIS.
L’instrument UVIS (UltraViolet Imaging Spectrograph (Esposito et al. (2004))) est un
spectrographe à deux canaux couvrant un spectre allant de 50 à 190nm pour une résolution
spectrale allant de 2.75 à 25Å et une résolution spatiale de 6 rad/pixel. Outre les mesure du
rapport de deutérium sur hydr gène dans les atmo phères de Saturn et Tit n, l’intérêt majeu
d’UVIS pour l’étude des anneaux est la mesure par occultation d’étoile, de l’épaisseur optique
des anneaux (donnant accès à l’épaisseur optique normale de ces structures). La figure 1.18 a
été produite grâce à cet instrument en comparant le flux provenant de l’étoile avant et pendant
la traversée des anneaux (voir section 1.3). La connaissance de l’épaisseur optique des anneaux
est primordiale pour notre étude, la photométrie des anneaux étant intimement corrélée à cette
grandeur (voir chapitre 4). Ces valeurs d’épaisseur optique seront réutilisées dans notre étude
comme seule connaissance a priori sur la structure de l’anneau. Enfin, même si dans l’immédiat
cette information n’est pas critique pour nous, c’est grâce à cet instrument que l’on a découvert
l’existence d’une population de corps évoluant au sein des anneaux (nommé "propellers"), ne
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laissant qu’une trace de quelques centaines de mètres dans les anneaux (les "ghost, voir Baillie
(2011), Baillié et al. (2013)).
1.2.3.2 ISS
Figure 1.12 – Photo-
graphies des instruments
NAC et WAC. Images ti-
rée du Porco et al. (2004).
L’instrument ISS (Imaging Science System, Porco et al. (2004))
est l’instrument imageur de la sonde Cassini par lequel les images les
plus spectaculaires du système de Saturne ont été prises. Couvrant
l’ensemble du spectre électromagnétique visible (380nm à 1.1µm) pour
une résolution angulaire allant de 6 à 59µrad/pixel, cet instrument est
composé de deux imageurs CCD donnant des images 1024×1024pixels
au maximum. La NAC (Narrow Angle Camera) possède la résolution
angulaire la plus élevée mais aussi le plus petit champ de vue (voir
tableau 1.1), ainsi qu’un système de deux roues à filtres permettant
de filtrer en partie les différentes longueurs d’onde du spectre de sen-
sibilité de l’instrument et deux filtres à polarisation. Pour notre étude
d’Encelade (voir partie III) nous n’utiliserons que le filtre CLR-GRN
(signifie CLEAR et GREEN centré à 568nm pour une largeur de filtre
de ±70nm) de la NAC. La WAC (Wide Angle Camera) quant à elle
possède une résolution plus faible que la NAC mais un champ de vue
plus grand, ainsi qu’un système de deux roues à filtres similaire à la
NAC. Dans notre étude des anneaux (voir partie IV), nous n’utiliserons
pas les filtres et ne travaillerons qu’en CLR-CLR (CLEAR-CLEAR soit
de 380nm à 1050nm). Les données brutes que nous téléchargeons direc-
tement sur le site PDS 1 nous donnent le flux reçu en unités digitales
codé en 8 bits pour chaque pixel de l’image. Nous détaillerons dans le chapitre 7 les procédures
d’étalonnage et de navigation nécessaire à l’utilisation de ces données.
L’instrument ISS a permis, en plus de la cartographie précise de la majorité des lunes
du système de Saturne (Roatsch et al. (2008)), de détecter les geysers d’Encelade (voir figure
1.15, Porco et al. (2006)), les lunes évoluant à l’intérieur des anneaux ( Porco et al. (2005)) et
à l’aide de sa résolution spatiale élevée d’améliorer la précision des comptages de cratères, seul
moyen à l’heure actuelle d’évaluer l’âge relatif des surfaces observées (une datation absolue in
situ n’étant pas possible, Kirchoff and Schenk (2009)).
1. http://pds-rings.seti.org/search
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1.2.3.3 VIMS
Figure 1.13 – Découpage du cube
VIMS CM_1543793454_1 pour cin-
quante longueurs d’ondes du spectre
allant de 350µm à 5.1µm.
L’instrument VIMS (Visible and Infrared Mapping Spec-
trometer Brown et al. (2004)) est un instrument hyperspectral
(spectre pour chaque pixel de l’image). Jouissant d’une sensibilité
dans tout le spectre visible et proche infra rouge (350nm jusqu’à
5.1µm), il est capable d’imager les différents corps du système
de Saturne sur 356 canaux spectraux pour une taille d’image al-
lant jusqu’à 64×64 pixels (résolution angulaire de 500µrad/pixel),
créant ainsi des cubes de données (chaque plan est composé d’une
image 64 × 64 correspondant à une longueur d’onde des 356 ca-
naux (voir figure 1.13)). Cet instrument est composé de deux
canaux différents, l’un pour le visible (350nm - 1µm) et l’autre
pour le proche infrarouge (850nm - 5.1µm). Le recouvrement entre les deux canaux permet de
vérifier la compatibilité des deux canaux. Il existe un décalage entre l’étalonnage spectral et
spatial du canal visible et celui de l’infrarouge, non résolu pour le moment. Pour notre étude,
un des objectifs étant notamment d’identifier la composition des anneaux, l’utilisation du canal
infrarouge suffira (voir chapitre 8). Par conséquent, aucune donnée du canal visible ne sera
utilisée dans ce travail. Les objectifs scientifiques associés à cet instrument sont principalement
l’identification de la composition des surfaces des satellites et des anneaux, l’étude de l’atmo-
sphère de Saturne et Titan et l’imagerie de la surface de Titan. Il est aussi possible d’observer
des occultations d’étoiles avec VIMS et de déterminer l’ épaisseur optique des anneaux de
Saturne de la même manière qu’UVIS.
Résolution Couverture Échantillonage Largeur de Nombres Champ
angulaire spectrale spectral bande d’ un de pixels de vue
canal maximum intégré
UVIS EUV 1mrad 56.3− 118.2nm 2.75Å - 1024× 64 3.4◦ × 0.06◦
UVIS FUV 0.75mrad 111.5− 191.2nm 2.75Å - 1024× 64 2.6◦ × 0.04◦
ISS NAC 6µrad 200nm− 1.050µm − ≈ 150nm 1024× 1024 0.35◦ × 0.35◦
ISS WAC 59.7µrad 380nm− 1.050µm − ≈ 150nm 1024× 1024 3.5◦ × 3.5◦
VIMS VIS 500µrad 0.35− 1.0µm 7.3nm ≈ 10nm 64× 64 1.8◦ × 1.8◦
VIMS IR 500µrad 0.85− 5.1µm 16.6nm ≈ 10nm 64× 64 1.8◦ × 1.8◦
CIRS NEAR-IR 273µrad 7− 17µm - 15− 60nm - 0.15◦ × 0.15◦
CIRS FAR-IR 3900µrad 17− 1000µm - 500− 5000nm - 0.22◦ × 0.22◦
Table 1.1 – Tableau récapitulatif des caractéristiques des instruments UVIS, ISS, VIMS, et CIRS (Esposito
et al. (2004) , Porco et al. (2004), Brown et al. (2004), Flasar et al. (2004)).
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1.3 État des connaissances actuelles du système de Sa-
turne
À l’heure actuelle, nos connaissances sur la structure du système de Saturne sont très bien
représentées par la figure 1.14. Ce système est composé de Saturne, corps central dont la masse
est estimée à 5.68 × 1026kg (Jacobson et al. (2006)) et dont le rayon est évalué à 60 330km
(Kliore et al. (1980)), d’un système d’anneaux divisé en 8 anneaux (anneaux principaux A,
B et C, anneaux diffus D, E, F, G et H) dont la masse minimale est estimée à quelques fois
la masse de Mimas, soit ≈ 1019kg (Esposito et al. (1983b)), concentrée principalement dans
l’anneau B et de 53 satellites confirmés dont la masse est comprise entre 1.34 × 1023kg pour
Titan (Jacobson et al. (2006)) à 3× 1010kg pour Égéon (Hedman et al. (2010)) et de diamètre
compris entre 5 149km et 500 m pour ces mêmes corps (Zebker et al. (2009)).
Figure 1.14 – Schéma de la structure du système de Saturne. Source NASA/JPL.
Il n’est pas question ici de faire un catalogue exhaustif des connaissances accumulées sur
chaque corps du système de Saturne, par ailleurs très bien résumées dans l’article de Dougherty
et al. (2009)). Je me concentrerai sur l’état des connaissances que nous avons sur deux corps :
Encelade et les anneaux principaux (A, B et C), deux sujets principaux de ma thèse.
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Encelade :
Encelade, petite lune de 252km de rayon (Thomas (2010)), probablement différenciée
(Schubert et al. (2007)), est connue pour sa probable activité géologique récente depuis les
missions Voyager. Ces théories se sont vues confirmées en 2006 (Porco et al. (2006)) lorsque
des éjections de matière au pôle sud de cette lune ont été observées par l’instrument ISS, dont
les sources probables sont localisées sur les "Tiger Stripes", longues fractures parallèles centrées
sur le pôle sud (voir images 1.15).
Figure 1.15 – Image des
geysers d’Encelade. Source
NASA/JPL/CICLOPS.
Qu’un corps glacé si petit soit actif encore aujourd’hui
est unique dans le système solaire (Spencer et al. (2009)). Des
contraintes assez fortes sur la composition du matériau et l’éner-
gie libérés par ce mécanisme ont été fournies par les observations.
La matière éjectée (200kg.s−1) est composée en majorité d’eau, de
diazote ou d’éthane, de dioxyde de carbone, de méthane et d’am-
moniac. Elle fournit ainsi l’anneau E en grains de taille micronique
qui en retour peuvent recouvrir en partie la surface d’Encelade
Kempf et al. (2010)), ce qui explique son albédo si fort (grains de
régolithe frais). L’énergie qui s’échappe des Tiger Stripes est éva-
luée à environ 6 GW. Le mécanisme permettant de libérer autant
d’énergie de manière continue n’est toujours pas compris. Pour l’instant, les modèles postulent
une évacuation cyclique de cette énergie sur des constantes de temps de quelques millions d’an-
nées (Tobie et al. (2008)), la source principale étant probablement les forces de marée causées
par la résonance 2:1 avec le satellite Dione.
Figure 1.16 – Image du pôle
sud d’Encelade et des Tiger
Stripes (Griffes du Tigre). Source
NASA/JPL/CICLOPS.
Néanmoins, malgré cette résonance, les modèles numériques
n’expliquent une telle activité que par la présence combinée d’un
océan interne proche du coeur d’Encelade (coeur dont la taille
est estimée à environ 160km de rayon (Schubert et al. (2007)), et
d’une hétérogénéité de viscosité située au pôle sud (Tobie et al.
(2008)). Ainsi, l’énergie due aux forces de marée est focalisée
sur les Tiger Stripes, rendant plus ductile la glace et permettant
l’existence de geysers uniquement situés sur cette région du satel-
lite. L’hypothèse d’un réservoir d’eau liquide proche de la surface
est encore débattue (Spencer et al. (2009)). Ce satellite a été l’ob-
jet de nombreuses études, néanmoins certaines de ses propriétés
mécaniques restent inconnues pour l’instant. Nous verrons dans
la section suivante (1.4) les motivations qui nous poussent à poursuivre l’étude de ce corps.
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Image mosaic provided by the Cassini imaging team.
(For more information about Enceladus imagery, see Th. Roatsch, 
M. Wählisch, B. Giese, A. Hoffmeister, K.-D. Matz, F. Scholten, 
R. Wagner, G. Neukum, P. Helfenstein, and C. Porco, High 
Resolution Enceladus Atlas derived from Cassini-ISS Images, 
submitted to Planetary and Space Sciences, 2006.)
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Malgré la grande réussite de la sonde Voyager 2 et les multiples observations effectuées
durant son survol du système de Saturne (Smith et al. (1982)), il était nécessaire d’envoyer une
sonde dédiée à l’étude du Système et en particulier aux anneaux. En effet, du fait des forts
angles d’émergence de la sonde Voyager 2 (angle entre la direction d’observation et la normale
aux anneaux), la détermination de l’épaisseur optique normale des anneaux, notamment pour
des anneaux B et A, n’a pas été possible. Pour effectuer ces mesures, la méthode la plus utilisée
est d’observer une occultation d’étoile. Le rapport entre l’intensité lumineuse de l’étoile (I0) et
celle observée à travers les anneaux (I) est directement liée à l’épaisseur optique des anneaux
selon la formule (voir section 3.1.1 pour plus de précisions):
I = I0 exp(−τeff ) (1.1)
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L’épaisseur optique effective étant définie comme τeff = τcos (e) , où ’e’ est l’angle d’émer-
gence. Plus ’e’ est élevé (on regarde les anneaux en se rapprochant de la tranche) plus l’épaisseur
optique effective augmente et I diminue. Ainsi, la limite de sensibilité de l’instrument d’observa-
tion empêche de mesurer l’épaisseur optique normale si cette dernière ainsi que l’angle d’émer-
gence sont trop élevés. Or c’est l’épaisseur optique des anneaux qui, indirectement, donne accès
à la masse de ces derniers, pour l’instant mal connue.
Grâce à la sonde Cassini, des angles d’émergence bien plus faibles sont atteints ce qui
permet de mesurer des épaisseurs optiques normales beaucoup plus élevées. À l’heure actuelle,
la carte d’épaisseur optique des anneaux la plus précise a été obtenue par l’instrument UVIS
(voir section 1.2, Colwell et al. (2009)). Le résultat est visible sur la figure 1.18.
Figure 1.18 – Épaisseur optique des anneaux en fonction de la distance au centre de Saturne pour une résolution
d’un kilomètre; En dessous, image des anneaux ISS correspondant à l’échelle de distance. Figure tirée de Colwell
et al. (2009).
Les anneaux A, B, et C sont reconnaissables par leur épaisseur optique moyenne, respec-
tivement comprise entre 0.8 et 2, 2 et 5 et quelques dixièmes pour les plateaux de l’anneau
C. Nous détaillerons plus précisément ces structures dans le chapitre 8. Il est important de
noter que, malgré les faibles angles d’émergence atteints par la sonde Cassini, la sensibilité de
l’instrument UVIS n’est pas suffisante pour mesurer l’épaisseur optique normale des zones les
plus denses de l’anneau B. Les valeurs indiquées sont donc des bornes inférieures.
On remarque sur cette figure que les anneaux sont extrêmement structurés. De plus au
sein de ces anneaux existent de fortes hétérogénéité créées par différents mécanismes (voir figure
1.19):
– Ondes spirales de densité (Spiral Density Waves):
Les particules d’anneaux évoluent dans le potentiel gravitationnel de Saturne. La pré-
sence d’un satellite en orbite autour de la planète perturbe ce potentiel. La non-
sphéricité de Saturne (aplatissement aux pôles), implique que les orbites elliptiques
41






Fig. 13.4 The Encke gap (320 km wide) imaged by Cassini at Saturn
Orbit Insertion showing dusty ringlets (Chapter 16), a wavy inner edge
recently perturbed by the satellite Pan (roughly five image widths up-
stream of the inner edge, or up in this view of the south face of the
rings), and satellite wakes. Density waves are also visible, indicated
here by the inner Lindblad resonances that launch them. Streamlines
near the edge of a gap are deflected by the embedded moon, creating
a wavy edge and satellite wakes, due to the moon Pan, within the ring
(see also Chapter 14) (image: NASA/JPL/Space Science Institute)
13.2.2.2 SatelliteWakes
Not only at gap edges do ring particles have their orbits de-
flected by close passes by a moon. Particle streamlines con-
tinue to be deflected in the interior of the ring, though with
decreasing amplitude and increasing wavelength as !a in-
creases. This results in a pattern of alternating regions of rel-
atively greater or lesser density which remains stationary in
the moon’s reference frame, thus allowing the satellite to ex-
ert a torque on the ring. First observed in Voyager data, these
satellite wakes were observed in remarkable detail by Cassini
at Saturn Orbit Insertion on July 1 2004 (Fig. 13.4). This pat-
tern does not depend on mutual particle interactions and does
not propagate; it is purely a kinematic effect as neighboring
streamlines bunch together or spread apart.3
After the initial suggestion by Cuzzi and Scargle (1985)
that the Encke Gap’s wavy edges implied an embed-
ded moon, Showalter et al. (1986) found the radial sig-
nature of satellite wakes in stellar and radio occultation
scans. Since the radial scan of a satellite wake changes
in frequency with the perturbing moon’s relative longitude,
3 The same applies to wavy gap edges, which should not strictly be
called “edge waves.”
Showalter et al. (1986) were able to constrain the orbit of the
yet-undiscovered moon. With this guidance, Pan was discov-
ered by Showalter (1991) in archival Voyager images.
Frequency-based analysis of radial scans of Pan’s wakes
(Horn et al. 1996; Tiscareno et al. 2007) shows that damping
of the wakes is surprisingly inefficient. Signatures can be de-
tected that imply a relative longitude of more than 1000ı, or
nearly three Pan encounters ago. By contrast, although satel-
lite wakes are also observed in the vicinity of Daphnis, they
do not extend more than a few degrees of longitude or a few
tens of km radially from the moon. The proximity of Daph-
nis to the Keeler Gap edges results in particle streamlines
(cf. Showalter 1986) crossing immediately after encounter-
ing Daphnis, and the wakes are therefore damped over a
much smaller azimuthal extent than the Pan wakes.
13.2.3 Self-GravityWakes and Propellers
Another type of wake in the rings is the result of the compet-
ing processes of gravitational accretion of ring particles and
Keplerian shear. Sometimes called gravity wakes or Julian-
Toomre wakes for their similarity to wakes produced by a
massive body in a galaxy (Julian and Toomre 1966; Colombo
et al. 1976), these features are sheared agglomerates of ring
Figur 1.19 – Division de Encke (320km de large) imagée par la sonde Cassini l rs de son insertion dans le
système de Saturne. Le bord interne de cette division est perturbée p r le sillage du satellite Pan, et plus en
profondeur par une onde de densité liée à Prométhée. D’autres ondes sont observables sur le bord extérieur de
la division. Figure issue de Colwell et al. (2009).
d’une particule d’anneau et du satellite précessent chacune selon une période dite "épi-
cyclique". De plus, les orbites de ces corps peuvent être inclinées par rapport au plan
équatorial de Saturne, cette inclinaison variant selon une fréquence dite de "nutation".
À chaque révolution de la particule d’anneau, l’influence du satellite sera la plus forte
lorsque la particule sera la plus proche du satellite. L’effet moyen du satellite sur la
particule d’anneau est non nul lorsque le potentiel perturbateur est une combinaison
linéaire des fréquences de moyen mouvement, de précession et de nutation de la parti-
cule et du satellite. On parle alors de résonance. Un type particulier de résonance est
celle dite de Lindblad interne. Dans ce cas, le potentiel p turba eur est une combi-
naison linéaire des fréquenc s de moy n mouv m t des deux corps et de l’excentricité
de la particule. Ces fréqu nces ét nt différentes pour des par icules d’anneaux situées
à des distances différentes de Saturne (mouvement Keplérien), la longitude dans les
anneaux à laquelle les particules sont en résonance avec le satellite varie, ce qui crée
une accumulation de trajectoires de particules dessinant ainsi des "bras" de densité (voir
figure 1.20). La majeure partie des résonances de Lindblad forment des ondes qui se
propagent vers l’extérieur de l’anneau (sans transport de matière). Il existe une infinité
de résonances dans les anneaux, mais seules celles de petits ordres, telles que celles de
Lindblad, ont un effet visible sur la structure macroscopique des anneaux.
– Ond s spi ales de courbure (Spiral Bending Waves): De la même manière que
pour les ondes de densité, si le potentiel perturbateur est cette fois une combinaison
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linéaire des fréquences de moyen mouvement et de nutation, les ondes créées sont verti-
cales. Elles forment les ondes spirales de courbure. En règle générale, elles se propagent
vers l’intérieur de l’anneau.
Figure 1.20 – Illustration d’une onde spirale de densité et d’une onde de courbure se développant au sein d’un
anneau respectivement figure de gauche et figure de droite. Ces schémas sont issus du Murray and Dermott
(1999).
– Sillage d’auto gravité (Self-Gravity Wakes): Les particules d’anneaux ont ten-
dance à s’agglomérer entre elles par attraction gravitationnelle tandis que l’agrégation
de particules est bloquée par cisaillement Keplérien du fait de la rotation différentielle
des particules autour de Saturne. La compétition entre ces deux effets permet tout de
même la création de structures éphémères nommées "self gravity wakes". Elles se carac-
térisent par un agencement en bandes dont la longueur caractéristique a été évaluée à
une centaine de mètres dans l’anneau B (Colwell et al. (2007)) et quelques dizaines de
mètres dans l’anneau A (Colwell et al. (2009)).
– Sillage de satellites (Satellites Wakes): Un satellite présent à l’intérieur des an-
neaux crée, par interaction gravitationnelle avec les particules, un sillage dans les an-
neaux. Si une particule s’approche du satellite, alors son orbite, notamment son excen-
tricité, est perturbée. Ainsi, un vide est créé en aval de l’orbite du satellite. Il se résorbe
par collisions successives et interaction gravitationnelle entre les particules sur quelques
oscillations, traçant ainsi un sillage. Ces sillages sont présents principalement dans l’an-
neau A (vide de Keeler et vide de Encke créés respectivement par les lunes Daphnée
et Pan). La présence de lunes en formation au sein des anneaux, n’ayant pas encore
ouvert de vide le long de leurs trajectoires, est par ailleurs détectée grâce à l’observation
de sillages (voir Baillié et al. (2013)). Ces corps ayant des dimensions très faibles (de
l’ordre de quelques dizaines de mètres), l’effet sur la photométrie des anneaux hôtes est
amplement négligeable.
Composition physique:
En plus d’une meilleure connaissance de ces phénomènes physiques, nous savons désormais
que les anneaux sont constitués d’une multitude de particules (ce qu’avait bien prédit Maxwell),
dont les tailles sont comprises entre le centimètre et la dizaine de mètres pour les plus grosses.
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Pour arriver à ce résultat, deux instruments sont nécessaires. D’une part l’instrument radio
RSS : Il fait office de sources radio multi-longueurs d’onde. Ces ondes lorsqu’elles sont émises
vers la Terre, sont diffractées par les anneaux. Ainsi, en mesurant les lobes de diffraction dû aux
anneaux depuis la Terre, il est possible d’en déduire l’épaisseur optique des anneaux ainsi que la
distribution de taille de particules les composants (les résultats sont synthétisés dans le tableau
1.2). Néanmoins, du fait de la longueur d’onde utilisée par RSS, cette méthode n’est pas sensible
aux poussières micrométriques. C’est pour cette raison que l’instrument VIMS est nécessaire.
En effet, cet instrument, par mesure d’occultation d’étoile, peut lui aussi mesurer l’épaisseur
optique des anneaux (voir 1.2.3.3). La seule différence avec RSS est que la mesure d’épaisseur
optique fait par VIMS, du fait des longueurs d’ondes auxquelles il est sensible, est impacté par
le présence de poussières micrométriques. Or les mesures effectuées par VIMS sont identiques
à celle effectuées par RSS ce qui signifie qu’il n’existe pas de composante de poussière dans les
anneaux principaux (ce n’est pas le cas pour l’anneau E par exemple). Cette information est
primordiale pour notre étude, le comportement photométrique des poussières étant sensiblement
différent de celui des particules d’anneaux aux longueurs d’onde d’observation des instruments
ISS et VIMS.
Anneaux Distance à Saturne (en km) q amin (en cm) amax (en m)
C 74490− 91983 3.1 1 10
B 91983− 117516 2.75 30 20
Division Cassini 117516− 122053 2.75 0.1 20
A intérieur 122053− 133423 2.75 30 20
A extérieur 133423− 136774 2.9 1 20
Table 1.2 – Récapitulatif des distribution de tailles de particules dans les anneaux principaux (Cuzzi et al.
(2009)). La distribution de taille de particules suit une loi de puissance de la forme : n(a) = n0(a/a0)−q où n(a)
est le nombre de particules de rayon a et n0 le nombre de particules de rayon arbitrairement choisi a0.
Composition chimique :
À l’aide des instruments spectroscopiques tels qu’UVIS et VIMS, la mission Cassini a
permis de contraindre fortement la composition chimique des particules d’anneaux. Les études
photométriques telles que Poulet et al. (2003), Nicholson et al. (2008), Filacchione et al. (2012)
et Hedman et al. (2013) montrent que la surface de ces particules est majoritairement composée
de glace d’eau crystalline (de 90% à presque 100% selon les études) et de composés minoritaires.
Ces composés minoritaires sont supposés être de deux sortes : un contaminant qui absorbe la
lumière sur une large plage de longueur d’onde et un qui n’absorbe qu’à faible longueur d’onde,
notamment dans l’UV. Il est admis par la communauté que les tholins et le carbone amorphe
sont probablement les composés du premier type de contaminant du fait de leurs propriétés
d’absorption en particulier dans l’infrarouge tandis que le débat reste ouvert quant au deuxième
type de contaminants même si l’hypothèse de nano-particules d’oxyde de Fer semble se dégager
comme étant le plus probable (Clark et al. (2012)). La façon dont ces composés sont mélangés
au sein des particules d’anneaux reste incertaine. Il en est de même pour la taille des grains de
régolithe recouvrant les particules d’anneaux, allant de quelques micromètres (Nicholson et al.
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(2008)) à plusieurs centaines de micromètres en fonction des études (Morishima et al. (2011),
Poulet et al. (2003))
La distribution des ces contaminants n’est pas la même selon les anneaux. Les tendances
observées dans les différents articles montrent que le contaminant de premier type est plus
concentré dans l’anneau C que dans les anneaux A et B tandis que le contaminant de deuxième
type est homogeneïquement répartis dans ces trois anneaux.
1.4 Problématique photométrie multi-échelle/ Lune de
glace/ Anneaux
1.4.1 Théories de formation des lunes de glaces
1.4.1.1 Modèle classique
Le modèle classique de formation des satellites de Saturne, bien que de nombreux aspects
soient encore débattus, a pour l’instant la préférence de la communauté (Johnson and Estrada
(2009)). L’idée principale de ce modèle est d’expliquer la présence des satellites (et des anneaux)
comme étant les résidus du disque circum-planétaire de Saturne lors de sa formation dans le
disque proto-planétaire. Une fois le gaz disparu (ou presque disparu), les embryons de lunes,
mélange de glace, de silicates et de composés mineurs, s’agrègent jusqu’à former des corps
indifférenciés (pas de structure interne en couches). Ces corps une fois formés évoluent jusqu’aux
objets que l’on voit actuellement, décrits dans le chapitre 1, différenciés pour une partie d’entre
eux, exhibant des structures, des surfaces, des orbites et des périodes de rotation différentes les
unes des autres. Entre ces deux moments, les corps ont donc évolué sous l’effet de trois sources
d’énergies principales (Matson et al. (2009)) :
– Le réservoir d’énergie due à la contraction gravitationnelle de la lune
– La chaleur dégagée par les éléments radioactifs emprisonnés à l’intérieur du satellite
– Le chauffage par effet de marées par interactions multiples avec Saturne, les anneaux,
les autres lunes du système.
Les deux premiers réservoirs d’énergie sont intimement liés à la masse de l’objet. Plus un
corps est massif, plus l’énergie gravitationnelle emmagasinée lors de sa formation est importante.
De même, plus un corps est massif, plus la quantité d’éléments radioactifs à courte et longue
vies (SLRI et LLRI pour Short-Lived Radioactive Isotopes et Long-Lived Radioactive Isotopes)
est importante. Selon les demi vies de ces éléments, l’énergie est libérée sur des durées allant de
quelques millions d’années (pour les SLRI) à quelques milliards d’années (pour les LLRI). La
dissipation d’énergie est proportionnelle à la surface du corps tandis que ces réservoirs d’énergie
sont proportionnels à son volume. Ainsi, les corps plus petits se refroidissent plus rapidement
jusqu’à devenir inactifs (c’est le même mécanisme qui fait que Mars est géologiquement morte
et pas la Terre).
L’activité géologique manifeste d’Encelade par exemple n’est pas compréhensible dans
le cadre de ce modèle si l’on ne fait pas appelle au troisième réservoir d’énergie, les effets de
marée. En fonction de l’inclinaison et de l’excentricité de l’orbite d’un satellite et des résonances
associées, il est en effet possible de libérer une grande quantité d’énergie dans ce corps ce qui
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lui permet d’initier des mécanismes tels que le re-surfaçage ou la tectonique.
Le problème majeur de ce modèle est sa difficulté à expliquer la présence de corps jeunes
tels que les petites lunes internes (Janus, Épiméthée, Promethé, Pandora et Atlas) dont l’âge
estimé n’est que de quelques dizaines de millions d’années (Canup (2010)). Le disque circum-
planétaire ayant disparu très tôt après la naissance du système, il n’existe pas suffisamment de
matériau pour les former.
1.4.1.2 Modèle de Charnoz (Charnoz et al. (2010), Charnoz et al. (2011), Crida
and Charnoz (2012))
Le modèle de Charnoz (Charnoz et al. (2010), Charnoz et al. (2011), Crida and Charnoz
(2012)), basé sur des simulations numériques d’étalement visqueux des anneaux, propose un
mode de formation qui diffère du modèle classique. L’idée est qu’une fois passée la limite de
Roche, les particules d’anneaux peuvent s’agréger et former des proto-lunes qui, par transfert
de moment cinétique avec les anneaux, s’écartent progressivement de leur position initiale.
addressed. Estrada and Mosqueira (2006) suggest that a
stochastic collisional capture of interlopers penetrating deep
in the planet’s gas poor sub-nebula may be at the origin of
the varying silicate contents of the mid-sized moons. Unfor-
tunately they do not explore this process in detail. Other
satellite formation models do not address this question
(see e.g., Canup and Ward, 2006; Sasaki et al., 2010).
(d) The current location of Saturn’s mid-sized moons obeys a
simple architecture where the mass is an increasing function
of distance from the planet (Fig. 1). This can be interpreted
as the signature of tidal forces driving the outward migra-
tion of the satellites at a rate proportional to their mass. It
depends on the planet’s dissipation factor, hereafter labelled
Qp. In the sole presence of Saturn’s tides, the satellite’s semi-
major axis should evolve according to the following law











with Mp, k2p and Rp standing for the planet’s mass, tidal Love
number, and equatorial radius, respectively, while Ms and as
stand for the satellite’s mass and semi-major axis, and G is
the universal gravitational constant. Qp is usually assumed
to be not less than 18,000 for Saturn with k2p $ 0.341 (Gavri-
lov and Zharkov, 1977, see also Dermott et al., 1988; Sinclair,
1983; Meyer and Wisdom, 2007). However with this canoni-
cal value it is not possible to easily explain the current and
very ordered architecture in mass of Saturn’s satellites (see
Appendix A) if one assumes they all formed at the same mo-
ment (apart from doing a very fine, unlikely adjustment of the
initial positions, so that today they seem regularly ordered
while they were not in the past). Of course we have only very
few constraints on Qp and it might have changed with time.
We remind our reader that the canonical lower bound on Sat-
urn’s Qp is inferred from the orbital evolution of Mimas to its
current location based on four assumptions (and neglecting
the torque exerted by the rings) (Goldreich, 1965): Mimas
formed (i) just outside of Saturn’s synchronous orbit
($113,000 km from Saturn’s center); (ii) 4.5 Gyr ago; (iii)
with its current mass and (iv) simultaneously with the other
satellites. Under these particular assumptions, k2p/Qp was
found to be lower than 2 % 10&5 (Goldreich, 1965; Goldreich
and Soter, 1966). Examination of the Tethys–Mimas
resonance yields QpP 18,000 (Sinclair, 1983) for k2p $ 0.341
(Gavrilov and Zharkov, 1977) also under the four aforemen-
tioned assumptions. For comparison, Dermott et al. (1988)
finds QpP 16,000. These assumptions are, in fact, poorly con-
strained and justified. We will show below, in particular, that
these assumptions are incompatible with formation of the sa-
tellite at the rings’ edge (because in this case the satellite’s
age increases with the body’s mass, see Section 3). Recently
Lainey et al. (2010) re-examined Saturn’s Qp on the basis of
astrometric observations of Saturn’s satellites spanning over
one century. They found Qp $ 1680 (assuming k2p $ 0.341),
implying a much stronger tidal dissipation in the planet’s
interior than previously thought, and in turn, a much faster
orbital expansion. In the present study both this value and
the ‘‘traditional’’ lower bound of Qp will be considered.
1.1. Linking moon formation to ring formation
1.1.1. How to form satellites?
The formation of Saturn’s satellites in Saturn’s sub-nebula has
been investigated by several authors exploring different struc-
tures of Saturn’s sub-nebula (see e.g., Mosqueira and Estrada,
2003a,b; Estrada and Mosqueira, 2006; Canup and Ward, 2006;
Barr and Canup, 2008; Estrada et al., 2010; Johnson and Estrada,
2009a,b; Mosqueira et al., 2010; Sasaki et al., 2010). Whereas
there is some understanding of the fact that Saturn’s moons
should be smaller than Jupiter’s and that the saturnian system
may be dominated by a single large moon (Titan) rather than
a collection of similar-sized moons (the galilean satellites), no
model self-consistently explains the origin of the mid-sized icy
satellites and, in particular, their varying silicate contents. For
example, models of moon formation in a gas-rich saturnian neb-
ula fed by planetesimals from the solar nebula (Mosqueira et al.,
2010) imply a monotonically increasing fraction of silicates
closer to Saturn (because the closer to Saturn, the denser the
nebula and thus denser material is more easily trapped there).
Otherwise, most satellite accretion scenarios occurring in
Saturn’s nebula, proposed up to now, simply do not address this
problem that is very specific to Saturn’s mid-sized moons and is
not easily tied to the Saturn’s nebula properties (see e.g., Canup
and Ward, 2006; Mosqueira et al., 2010). Mosqueira and Estrada
(2003a,b) suggested that stochastic collisions with planetesimals
may be at the origin of these peculiarities. However, this idea
has not been investigated so far.
Recently a new mechanism (Charnoz et al., 2010) was proposed
to explain the origin of Saturn’s smallest moons orbiting between
the outer edge of Saturn’s rings and below Mimas’ orbit (namely,
Atlas, Prometheus, Pandora, Epimetheus, and Janus): the spreading
of ring material beyond Saturn’s Roche limit, resulting in the for-
mation of clumps that coalesce to produce today’s moonlets. The
resulting orbital architecture of the small moons, as well as their
size distribution, was reproduced (see Figs. 3 and 4 of Charnoz
et al. (2010)). This mechanism of moon formation is in fact more
general than the sole case of Saturn’s small moons moons: the for-
mation of the Earth’s Moon can be described by the same process
(Charnoz et al., 2010), namely accretion of a proto-satellite at the
Roche limit of the proto-lunar disk, supporting the idea that satel-
lite formation at the edge of circumplanetary debris disks within
the planet’s Roche limit may be a general mechanism of satellite
formation. In this perspective, we need a disk to be the progenitor
of a moon system. So then comes naturally the question of the ori-
gin of Saturn’s rings. . . a long standing question!
1.1.2. How to form rings?
The destruction of a large satellite close to Saturn has long been





















Fig. 2. Silicate mass fraction of today’s Saturn mid-sized moons. These values are
computed assuming a silicate density of 3000 kg/m3 and a solid ice density of
930 kg/m3. For the least evolved of these objects (Mimas, Tethys, possibly Rhea), the
silicate fraction may be underestimated due to the long-term preservation of
remnant porosity.
S. Charnoz et al. / Icarus 216 (2011) 535–550 537
Figure 1.21 – Fraction mas-
sique de silicates pour Mimas,
Encelade, Dione et Rhéa. Frac-
ti ns alculées pou ρglace =
930 kg.m−3 e ρsilicate = 3 000
kg.m−3. Figure tirée de Charnoz
et al. (2011).
Ce mo èle est capable de reproduire la distribution de masse
des lu es en fonction de la distance à Saturne observée dans le
système actuellement, ceci pour les petites lunes internes (Janus,
Épiméthée, Promethé, Pandora et Atlas), mais aussi pour les sa-
tellites de moyennes tailles (Mimas, Encelade, Thetys, Dione et
Rhea), moyenna t un fort coefficient de dissipation dans Saturne
(ce qui été confi mé par la suite par Lainey et al. (2012)).
Dans l’hypothèse où l’origine des anneaux de Saturne est
due à la dislocation par effet de marées d’un corps pre-différencié
dont la masse devrait être proc e de celle de Titan lors de son
approche de Saturne, ce modèle prédit que les parties silicatées
des anneaux agrègent de la glace jusqu’à former des protos-lunes
d’ores et déjà différenciées sans la nécessité du chauffage radio-
génique du modèle classique. Ce ouveau mode de formation est
extrêmement intéressant pour deux raisons principales. Premiè-
rement, il explique po rquoi les nneaux de Saturn sont si p uvres en silicates (Cuzzi et al.
(2010)). D plus il expliqu la grande variété de fraction massique de silicate observée dans
les s tellit s de glace du Système (voir figure 1.21) et la distribution en masses croissantes des
lunes du système de Saturne en fonction de la distance à Saturne.
Bien que de nombreuses questions surgissent pour comprendre dans le détail les implica-
tions de ce modèle, not mment l’origine d’un tel corps pré-différencié si jeune dans l’histoire du
système solaire (v ir discussion du chapitre 7), il est possibl de tester une des prédictions de
ce nouveau méc nisme. En effet, la création de lunes ifférenciées dès le début de leur histoire
implique que ces c rps aient des propr été rhéologiques simil ires puisque toutes leurs croûtes
sont nécess irem nt constituées de glace d’eau. Par c nséquent, l’étude des propriétés méca-
niques des lunes de glace de ce système nous permet de donner une contrainte sur les modèles
de formation du système dans son ensemble. Si un corps a des propriétés différentes de celles
des autres lunes, alors le modèle de Charnoz ne l’explique pas au contraire du modèle classique.
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Or, aux vues de l’activité géologique particulière d’Encelade et de sa viscosité supposée (Passey
(1983)), si un corps est probablement différent des autres, ça doit être lui. C’est pour cette
raison que nous l’étudierons avec attention.
1.4.1.3 Paradoxe de l’âge des anneaux
Le paradoxe de l’âge des anneaux est un problème récurrent mis en évidence par les sondes
Voyager, résumé dans l’article Charnoz et al. (2009). La nécessité de connaitre l’âge des anneaux
est particulièrement importante pour contraindre les modèles de formation du système entier.
En effet, le système d’anneaux de Saturne étant particulier dans notre système solaire (et dans
les exo-systèmes jusqu’à présent), il est essentiel de préciser si cette structure est inhérente à la
formation des planètes géantes et de trouver un mécanisme pour expliquer sa disparition pour
Jupiter, Uranus et Neptune, ou bien si cette structure est propre à Saturne, et donc trouver
un mécanisme de formation suffisamment rare pour qu’il n’ait eu lieu qu’une seule fois dans
notre système solaire. Or, d’après Goldreich and Tremaine (1982), un anneau, confiné par des
satellites ou non, s’étalerait jusqu’à disparaître en quelques centaines de millions d’années. Par
conséquent, dans l’hypothèse où toutes les planètes géantes possédaient un système d’anneaux
semblable à celui de Saturne dès leur formation, on comprend pourquoi on ne retrouve pas
de tels systèmes autour de Jupiter, Uranus ou Neptune. Cependant, ce mécanisme affaiblit
fortement l’hypothèse d’anneaux âgés autour de Saturne. Il faut faire appel à un mécanisme
de recyclage ou de conservation de cet anneau extrêmement efficace pour lequel aucun scénario
n’est satisfaisant à l’heure actuelle. D’autres indices sont en faveur de la théorie d’anneaux
"jeunes". La pollution des anneaux par le flux météoritique diminue l’albédo de ces structures.
Il a été montré que la pollution de la glace d’eau pure des anneaux par les contaminants
carbonés météoritiques diminue l’albédo des anneaux aux valeurs actuelles en moins de 200
millions d’années (Doyle et al. (1989) , Cuzzi (1995)). De plus, les structures telles que les
ondes de densité et les interactions avec les lunes situées dans les anneaux indiquent un âge
proche de quelques millions d’années.
On tend donc vers une origine récente du système d’anneaux autour de Saturne. C’est là
que le paradoxe apparaît. En effet, pour créer des anneaux récemment dans l’histoire du sys-
tème solaire, le seul scénario envisagé actuellement est la destruction par effet de marée d’un
objet massif, une comète par exemple, lors de son approche de Saturne. Or, il a été calculé, en
étudiant les distributions de tailles de cratères sur les lunes de Saturne, qu’un tel événement
dans le dernier milliard d’années est extrêmement improbable (Lissauer et al. (1988)). Cet évé-
nement a une probabilité de se produire bien plus forte au début du système solaire lors du
LHB (Late Heavy Bombardment Wetherill (1975)), mais n’explique pas comment les anneaux
ont survécu jusqu’à nos jours.
Cependant, ce paradoxe apparent repose sur des propriétés des anneaux mal contraintes.
En particulier, la masse de l’anneau B est très mal connue et probablement sous-estimée du fait
des trop fortes épaisseurs optiques de ce milieu qui empêchent de sonder les couches profondes
de cet anneau (Esposito et al. (2008)). Ainsi, la masse totale de contaminant dans cet anneau
est peut être sous estimée ce qui implique, pour un taux de bombardement micrométéoritique
constant, un anneau plus vieux que ce que Doyle et al. (1989) et Cuzzi (1995) ont déterminé.
Néanmoins, les masses des anneaux A et F étant relativement bien contraintes, cette hypothèse
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implique que les différents anneaux n’ont pas été créés à la même époque.
Quoi qu’il en soit, la détermination de cette masse d’anneau est critique pour trancher
entre les modèles de formation, de même que la structure et l’évolution des propriétés spectrales
des anneaux en fonction de la distance à Saturne afin de mieux comprendre les processus
d’évolution de ce système (Charnoz et al. (2009)). Pour le moment, les méthodes utilisées pour
mesurer la masse des anneaux sont de deux sortes : (1) les interactions gravitationnelles avec
les sondes renseignent sur la masse des anneaux (Pioneer11 Null et al. (1981)), (2) l’étude des
ondes de densités et de leurs amortissements permet de remonter au coefficient d’extinction
massique des anneaux, lié à l’épaisseur optique et à la densité surfacique massique. Ainsi, si
la mesure de l’épaisseur optique est effectuée au même moment, ces structures donnent accès
à leur densité surfacique. Or ces ondes sont très peu présentes dans l’anneau B ce qui rend
difficile la mesure de sa masse par cette méthode.
1.4.2 Problématique générale
La sonde Cassini, en plus de la multitude d’instruments décrits dans la section 1.2.2, a
comme atout principal la complémentarité des 4 instruments de télédectection : UVIS, ISS,
VIMS et CIRS décrits dans la section 1.2.3. Les trois premiers instruments donnent accès
directement (après étalonnage) au facteur de radiance I/F des zones observées, rapport des
flux lumineux émergent et incident sur la surface. Par conséquent, quel que soit l’objet étudié,
l’obtention d’une meilleure connaissance sur ses propriétés structurelles, morphologiques ou
compositionnelles passe nécessairement par la modélisation correcte de son facteur de radiance,
seule information qui nous est accessible. La comparaison de la modélisation aux données
photométriques donne le moyen d’accéder à ces propriétés.
Nous avons vu que pour mieux connaître le système de Saturne et son mode de formation,
il est important de mieux contraindre la structure des anneaux (masse, densité, épaisseur, taille
des particules, composition) et l’histoire de la formation des satellites. L’histoire de la formation
des satellites est notamment accessible par l’étude comparative des propriétés rhéologiques de
leur surface. Un des moyens de mesurer ces propriétés est l’étude des cratères d’impact qui
sondent le sol et proche sous-sol de ces corps. C’est pour cette raison que nous avons choisi
d’étudier deux objets du système de Saturne: les anneaux principaux (A, B, C) et le satellite
de glace Encelade, particulier pour sa forte activité géologique actuelle. Jusqu’à ce jour, les
estimations de masse des anneaux étaient faites en utilisant l’amortissement des sillages de
satellites dans les anneaux, corrélé à la masse surfacique de ces derniers. Ainsi, l’estimation
de la masse de l’anneau B, où ces structures sont très peu présentes, est difficile, ce qui rend
nécessaire l’utilisation d’autres méthodes pour mesurer cette masse. De même, les paramètres
rhéologiques d’Encelade n’ont jamais été mesurés à cause de la difficulté de mesurer la mor-
phologie des cratères. C’est pourquoi la détermination des propriétés physiques de structure et
de composition des anneaux d’une part ainsi que des propriétés mécaniques du sol d’Encelade
sont les prinipaux objectifs de ce travail de thèse.
Or, dans les deux cas, la seule observable que nous ayons à notre disposition grâce à la
sonde Cassini est la photométrie des surfaces, contrôlée par les échelles macroscopiques de ces
structures (transmission de la lumière à travers les anneaux denses ou dilués, ombres dues aux
cratères d’impact) sur lesquelles vient s’ajouter l’effet microscopique du régolithe qui recouvre
ces corps. Par conséquent, la modélisation de la photométrie de ces corps doit, pour être réaliste,
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intégrer toutes ces échelles. C’est la raison pour laquelle nos études d’Encelade et des anneaux
emploient la même approche : l’utilisation de modèles photométriques multi-échelles.
Les questions auxquelles nous tenterons d’apporter une réponse tout au long de ce ma-
nuscrit sont les suivantes:
– Comment sonder la structure des anneaux à l’aide des données des imageurs de la sonde
Cassini ?
– Comment varie la structure et la composition des anneaux en fonction de la distance à
Saturne ?
– Quelles sont les propriétés rhéologiques d’Encelade ? Sont-elles communes aux autres
lunes du système de Saturne ?
– Quel type de modèle général de formation des satellites est le plus à même de prédire
les propriétés des lunes et du système d’anneaux de Saturne ?
– Quelle est la contribution relative des différentes échelles de tailles sur le comportement
photométrique des corps observés ?
Je détaillerai dans la partie II la construction et le comportement des modèles photomé-
triques multi-échelles utilisés dans le cadre de mon étude, puis je développerai dans les parties
III et IV les résultats et l’exploitation que j’en fais respectivement pour Encelade puis pour les
anneaux principaux de Saturne. Enfin, une conclusion générale sur l’apport couplé de ces deux
études sera effectuée dans la partie V.
Désormais, considérant que mon travail de thèse est un partenariat constitué d’échanges
avec mes directeurs de thèses, j’utiliserai de manière indifférenciée le terme je et nous pour
parler des développements des modèles ou de l’approche effectuée durant ces trois années. Tous
les graphiques et figures présentés dans ce manuscrit sont produits par mes soins, la source des
figures extraites d’autres études et articles sera toujours indiquée dans le cas contraire.
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L’objectif de cette partie est de dériver les équations permettant de repro-
duire le comportement de la lumière lorsqu’elle interagit avec un milieu quelconque.
Durant cette thèse nous nous sommes intéressés en particulier à la prise en compte
des différentes échelles spatiales d’interactions.
En effet, dans le cas d’Encelade et de la modélisation du comportement pho-
tométrique des cratères, on comprend bien que ce comportement est régis par les
effets conjoints du matériel recouvrant le cratère (échelle microscopique) et de la
géométrie locale due à la forme du cratère (échelle macroscopique). C’est pourquoi
il est essentiel de modéliser correctement ces deux échelles, voir chapitres 2 et 5.
L’idée est la même pour le cas des anneaux de Saturne. Le comportement photomé-
trique des anneaux est contrôlé par le régolithe (échelle microscopique), intégré sur
la surface d’une particule sphérique d’anneau (échelle mésoscopique, voir chapitre
3), mais aussi par la structure en couche des anneaux (échelle macroscopique), voir
chapitre 4.
Cette partie fonde le socle théorique sur lequel je me suis basé afin d’inverser
les observations de la sonde Cassini et ainsi remonter aux caractéristiques physiques
d’Encelade d’une part et des anneaux de Saturne d’autre part. Les équations fonda-
mentales de mon travail sont celles régissant la photométrie du régolithe 2.71, celles
modélisant l’effet d’opposition 3.14 (voir chapitre 3), et celles couplant les effets du
régolithe et des anneaux 4.1 ainsi que toutes les équations de calcul d’angles locaux
sur la surface des cratères (équations 5.4, 5.5, 5.6 et 5.7) et l’équation fondamentale
du facteur de luminance d’un cratère 5.3.
La lecture des chapitres 2 et 5 est nécessaire avant d’aborder la partie sur
Encelade (partie III) mais peut être effectuée de manière indépendante aux chapitres
3 et 4. Ces derniers sont quant à eux nécessaires pour traiter la partie sur les anneaux
de Saturne (partie IV). Néanmoins, la lecture du chapitre 2 me parait essentielle pour
les deux parties.
Le chapitre suivant décrit le modèle d’Hapke permettant de modéliser le com-
portement photométrique du régolithe qui recouvre aussi bien la surface d’Encelade
que les particules des anneaux de Saturne.
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2.1 Grains isolés
L’objectif de cette section est de mettre en équation le comportement photométrique
d’une collection de grains de poussière nommée régolithe, que l’on retrouve sur les corps sans
atmosphère du Système Solaire, l’exemple le plus connu de régolithe étant la poussière lunaire.
Je tiens à préciser que dans l’intégralité de mon étude, je ne me suis pas intéressé à la
polarisation du rayonnement, les données Cassini ne donnant pas accés à cette information. Il
est possible de généraliser les équations suivantes en adoptant un formalisme matriciel dont les
différents éléments sont les paramètres de Stokes (van de Hulst (1957) chapitre 5).
Que ce soit pour l’étude des satellites de glaces ou des anneaux de Saturne, il est primor-
dial de modéliser correctement la photométrie du régolithe. Pour ce faire, j’utilise le modèle
d’Hapke. Par une série d’articles parus depuis 1981 jusqu’à 2012, Bruce Hapke a devoloppé
une formulation analytique semie-empirique basée sur la théorie du transfert de rayonnement
afin d’analyser les observations de la surface de la Lune, puis des autres corps du Système
Solaire. Au fil des ans il n’a eu de cesse de raffiner son modèle en prenant en compte diffé-
rents effets comme la diffusion anisotrope, la diffusion multiple, l’effet d’opposition, la rugosité
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macroscopique ou encore la porosité des poussières. Au delà de modèles simples tels que les
modèles de Lambert (Lambert (1760)), de Lommel-Seeliger (Lommel (1889)) ou de Minnaert
(Minnaert (1941)), il existe d’autres modèles photométriques tels que celui de Shkuratov (Shku-
ratov et al. (1999)), semi-empirique tout comme celui d’Hapke ou encore un modèle exact de
résolution des équations de l’électromagnétisme comme celui de Mishchenko (Mishchenko et al.
(1999), Mishchenko and Liu (2007)). Le choix du modèle d’Hapke repose sur deux arguments
principaux:
– Le modèle d’Hapke modélise la totalité des effets photométriques qui ont lieu dans le
régolithe, contrairement aux modèles simples tels que Lambert, Lommel-Seeliger ou
Minnaert.
– Le modèle d’Hapke est purement analytique et "peu" paramétré au contraire de l’ap-
proche T-matrices de Mishchenko.
Il existe une certaine controverse sur le réalisme de ces deux modèles, chacun clamant que l’autre
ne reproduit pas correctement le comportement observé (voir Hapke et al. (2009), Hapke et al.
(2007), Mishchenko et al. (2009)). Néanmoins, l’aspect analytique du modèle d’Hapke d’une part
et son habilité à reproduire les observations pour un milieu compact (Hapke et al. (2009)) me
font préférer l’approche d’Hapke. Le modèle de Shkuratov possède les mêmes avantages que celui
d’Hapke. L’article de Poulet et al. (2002) montre l’accord de ces deux modèles avec néanmoins
une meilleure reproduction du comportement photométrique d’un mélange de grains pour celui
de Shkuratov. Cependant, certains effets tels que l’ombrage mutuel des particules (voir section
2.5) ou la diffusion multiple au sein du régolithe nécessitent, pour le modèle de Shkuratov, une
approche numérique de tracé de rayons (Shkuratov et al. (2005)). Par conséquent, la nécessité
d’un modèle complet et rapide lors de l’inversion des données Cassini ne permet pas de conserver
ce modèle.
De plus, le modèle d’Hapke est souvent critiqué pour la difficulté de relier certains de
ces paramètres, comme le terme de rugosité macroscopique, aux propriétés physiques du corps
observé (Mishchenko et al. (2009)). Ainsi de nombreuses études cherchent à préciser cette
relation (Helfenstein and Shepard (1999), Shepard and Helfenstein (2007)). N’utilisant que les
termes les plus "physiques", il est pertinent de conserver le formalisme d’Hapke dans mon étude,
tout en conservant à l’idée que de nombreuses approximations sont faites afin de trouver une
expression analytique complète et simple de la photométrie des surfaces dans le cadre de ce
modèle.
C’est d’ailleurs l’objectif de ce chapitre de synthèse bibliographique, comprendre le lien
entre la théorie du transfert de rayonnement et le modèle d’Hapke, et rappeler les différentes
approximations utilisées pour dériver les termes de son modèle.
Pour effectuer ces dérivations, je me suis principalement basé sur les ressources suivantes:
Hapke (1981), Hapke (1984), Hapke (1986), Hapke (2002), Hapke (2012), Chandrasekhar (1960),
Ishimaru (1978), Bohren and Huffman (1983).
La situation étudiée est illustrée par la figure 2.1:
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Figure 2.1 – Scène de calcul de photometrie, tirée de Hapke (1981).
Un faisceau de lumière collimaté illumine un volume dV de régolithe dont les grains sont
grands devant la longueur d’onde du rayonnement. La direction du faisceau incident fait un
angle (pi+ i) dans le sens trigonométrique par rapport à la normale à la surface z (z = 0 donne
la position du sol) et a pour azimut Az = 0 (projection de la direction de la source lumineuse
sur la surface qui défini l’axe x). L’angle ’i’ est appelé angle d’incidence et donne l’angle entre la
direction de la source lumineuse (dans notre cas le Soleil) et la normale à la surface. De la même
façon, on défini l’angle d’émergence ’e’ comme étant l’angle entre la direction de l’observateur Ω
(la sonde Cassini dans notre cas) et la normale à la surface. La projection de Ω fait un angle Az
avec l’axe x (pi−Φ sur le schéma). La direction de l’observateur et celle de la source lumineuse
sont séparées par l’angle de phase noté α. Dans le cas ou l’angle azimutal Az est égal à 180°,
α = i+ e.
La source lumineuse est considérée à l’infini et le détecteur est situé à une distance R0 de
la surface et à une distance R du volume dV de régolithe. Le détecteur a une surface collectrice
da et accepte la lumière compris dans un cône d’angle solide dω.
Soit I(r,Ω) la luminance spectrale (en W.m−2.sr−1.λ−1) définie comme étant l’énergie
rayonnée en un point r du régolithe par unité de temps, par unité de longueur d’onde, à tra-
vers une unité d’aire perpendiculaire à la direction de propagation Ω, par unité d’angle solide.
L’équation de transfert de rayonnement est l’équation intégro-différentielle régissant l’évolution
de I(r,Ω) le long de la direction de propagation du rayonnement. Elle s’écrit de la façon suivante:
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dI(r,Ω)
ds
= −EI(r,Ω)︸ ︷︷ ︸
Rayonnement absorbé ou
diffusé en dehors du cône
d’ouverture du détecteur





Rayonnement diffusé dans le
cône d’ouverture du détec-
teur
(2.1)
avec ds la longueur du chemin parallèle à la direction de propagation Ω, faisant un angle
’e’ avec l’axe z. E est le coefficient linéique d’extinction du milieu et sera décrit dans la section
2.4.1. G(Ω′,Ω) est le coefficient différentiel volumique de diffusion et représente la probabilité
que le rayonnement incident selon la direction Ω′ soit diffusé vers le détecteur c’est à dire selon
la direction Ω.
Cette équation représente la conservation de l’énergie du rayonnement lors de sa propa-
gation entre le régolithe et le détecteur. La variation de luminance spectrale dans une direction
donnée dépend de la façon dont ce rayonnement est absorbé ou diffusé en dehors du cône d’ou-
verture du détecteur et de la façon dont il est diffusé dans le cône d’ouverture du détecteur.
En pratique il est extrêmement compliqué de résoudre analytiquement cette équation car elle
cache de nombreux termes qui vont dépendre des propriétés de diffusion et d’absorption des
grains composant le milieu mais aussi de l’agencement spatial de ces grains, de leurs formes, de
la proportion de mélange dans le cas d’un milieu mixte ou encore de la possibilité de diffusions
multiples au sein de ce milieu.
Dans la suite de cette section, je décris les approximations sous-jacentes à la modélisation
qu’a fait Bruce Hapke pour trouver une solution analytique à l’équation 2.1 et qui permet de






où l’indice ’k’ fait référence aux différents types de grains présents. σgk est la section ef-
ficace géométrique d’un grain de type ’k’, Qsk est le coefficient de diffusion d’un grain de type
’k’ et pk(α) est la fonction de phase moyenne d’un seul type de grain ’k’. Dans notre cas, nous
supposerons que le régolithe n’est constitué que d’un seul type de grain. Ainsi l’équation 2.2
devient:





où l’on a introduit S, coefficient linéique de diffusion des grains de régolithe, décris plus
précisément dans la section 2.4.1. N est le nombre de grains par unité de volume. Le terme
P (α) défini la fonction de phase moyenne d’un grain de régolithe.
Plusieurs expressions existent pour P (α). Elles seront décrites dans la section 2.4. Cette
fonction permet de représenter le fait que le rayonnement incident a une probabilité fixée
d’être diffusé par un grain dans une direction donnée. Cette fonction doit être normalisée de
sorte que la probabilité de diffuser le rayonnement incident dans l’espace soit égale à 1 i.e :
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4pi P (α)dΩ = 1. Si toutes les directions sont équiprobables alors la fonction de phase est une
constante et le grain diffusera le rayonnement incident de manière dite "isotrope".
Dans a suite de notre dérivation, l’objectif est de relier le flux incident à la surface du
milieu observé au flux incident sur la surface du détecteur. Pour ce faire nous découpons le
problème en deux. La première étape est de relier le flux incident sur un volume dV au sein du
milieu observé composé de grains de régolithe, au flux reçu par le détecteur.
Si l’on reprend le schéma de la figure 2.1, l’élément de volume dV situé à une profondeur
z de la surface, a pour expression: dV = R2dωdR et contient NdV grains en son sein. Cet
élément de volume est illuminé par la faisceau incident qui a pénétré jusqu’à lui, de luminance
spectrale notée I ′(z,Ω′) mais aussi par la lumière diffusée par d’autres éléments de volumes
adjacents, de luminance spectrale notée I ′′(z,Ω′). Ainsi, la luminance spectrale diffusée par cet





[I ′(z,Ω′) + I ′′(z,Ω′)]G(Ω′,Ω)dV dω′dΩ′ (2.4)
En injectant l’équation 2.3, et en définissant l’albédo de simple diffusion moyen d’un grain




[I ′(z,Ω′) + I ′′(z,Ω′)] ω˜0EP (α)4pi dV dω
′dΩ′ (2.5)
or dV = dAdR, dω′ = da





I ′(z,Ω′)P (α)dΩ′︸ ︷︷ ︸




I ′′(z,Ω′)P (α)dΩ′︸ ︷︷ ︸







R2 = dω. En intégrant sur l’angle solide intercepté par le détecteur
∫
dω et
la surface de ce détecteur
∫
da, on obtient la luminance émise par l’élément de volume dV vers















En réalité il ne faut pas oublier qu’entre cet élément de volume et le détecteur, le rayonne-
ment doit traverser une couche de régolithe qui atténue ce rayonnement (diffusion + absorption)
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Afin de traduire cette équation dans le système de coordonnée choisi (R → z), un simple
calcul de trigonométrie montre que cos(e) = µ = z0−z
R−R0 . D’où:
R0 → z0 = 0 R→ z exp(−E(R−R0)) → exp(E
z
µ
























Cette équation pourrait laisser croire que le rayonnement est amplifié lors de son passage
à travers les couches supérieures de régolithe. En fait , d’après les conventions utilisées jusqu’à
maintenant, le demi-espace contenant le régolithe correspond aux z négatifs. Par conséquent
l’exponentielle est inférieure à 1 et correspond bien à une atténuation.
Finalement, la luminance incidente totale I sur le détecteur n’est autre que la contribution

























Terme de diffusion multiple
IM
(2.11)
Cette équation permet de prédire la luminance incidente au niveau du détecteur (en
W.m−2.sr−1) en fonction de la luminance reçue par les différentes couches de régolithe compo-
sant le milieu observé.
La deuxième étape de notre démarche est d’expliciter les relations entre la luminance
reçue par ces différentes couches et la luminance incidente au niveau du sol. Le premier terme
correspondant à la somme des diffusions simples du milieu notée IS. Ce terme sera décris dans
la section suivante (2.2). Le second terme sera quant à lui définis dans la section 2.3.
Avant de passer aux sections suivantes, je tiens à préciser que la dérivation que nous
venons d’effectuer n’est valable que dans le cas d’un milieu dispersé et homogène, on parle
d’approximation de champ lointain. La prise en compte des effets de compactions et de porosité
seront rajoutés à posteriori sous forme de termes supplémentaires dans les sections 2.5 et 2.6
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2.2 Terme de diffusion simple IS
L’objectif de cette section est de déterminer la relation entre la luminance incidente à la
surface du milieu observé et la luminance reçue par le détecteur provenant de la même surface
en ne tenant compte que de la contribution de diffusion simple. Pour ce faire, nous repartons
















Il faut désormais trouver la relation entre I ′ et l’intensité incidente au niveau de la surface que
l’on note J .
De même que pour le rayonnement émergeant du volume dV vers le détecteur, le rayon-
nement incident à la surface z = 0 est atténué lors de son passage à travers les couches de
régolithe jusqu’à une profondeur z. Par conséquent:




δ(i′ = i)δ(A′z = Az) (2.13)
où J est l’intensité du rayonnement collimaté incident à la surface en W.m−2 tel que J = piF
avec F la luminance spectrale du rayonnement incident à la surface (en W.m−2.sr−1), et
µ0 = cos(i) (voir figure 2.1). Ces deux fonctions de Dirac présentent dans l’équation 2.13
signifient que, dans le cas de la diffusion simple, on ne prend en compte que la contribution
du rayonnement incident c’est à dire celui provenant de la direction Ω′. Ainsi, en injectant





























En effet, seul la contribution de la direction du faisceau incident va avoir une contribution dans
le cas de la diffusion simple (c’est l’intérêt d’avoir introduit les fonctions de Dirac).
Le coefficient d’extinction volumique E, la fonction de phase moyenne d’un grain de ré-
golithe P (α) et l’intensité lumineuse incidente à la surface du régolithe sont indépendant de la



















IS = J ω˜04pi
µ0
µ0+µP (α) (2.17)
Nous voyons, grâce à l’équation 2.17 que la contribution de la diffusion simple est direc-
tement proportionnelle au coefficient de diffusion volumique et inversement proportionnel au
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coefficient d’extinction volumique (ce rapport est inclus dans l’albédo de simple diffusion ω˜0).
Cela semble cohérent, puisque plus le milieu a une forte absoprtion, moins la lumière diffusée
sera importante pour une même intensité incidente à la surface du régolithe.
Nous voyons également que le comportement photométrique collectif du milieu est direc-
tement proportionnel à la fonction de phase moyenne et à l’albédo de simple diffusion moyen
des grains de régolithe. On pourrait s’attendre à une relation plus complexe mais cela vient
seulement du fait que pour l’instant seul la diffusion simple a été pris en compte.
Ainsi, en étudiant la réflexion de la lumière du Soleil sur la surface des corps observés
on peut directement remonter aux propriétés du régolithe donc aux propriétés microscopiques
du milieu recouvrant ces surfaces. En effet, la fonction de phase et l’albédo simple diffusion du
régolithe sont liés à la composition chimique des grains par le biais de leurs indices de réfraction
mais aussi liés à la taille et la température de ces grains. Il faut tout de même rester prudent
quand aux interprétations physiques que l’on serait tenté de faire à l’aide de ce modèle. Les
hypothèses que l’on a fait tout au long de la dérivation de ces équations ne permettent que de
donner une interprétation sur les caractéristiques moyennes des grains. De plus ce formalisme
n’est valable que pour des longueurs d’ondes proches ou inférieures de la taille des grains
de régolithe (rayons X, proche UV, visible par exemple), les termes de diffractions de l’onde
incidente n’étant pas pris en compte. Le cas des mélanges de grains dont les fonctions de phases
sont différentes est aussi problématique dans le cadre de ce formalisme, puisque l’hypothèse
d’une seule fonction de phase moyenne pour les grains a été faite. Il sera donc important de
conserver ces remarques en tête lors des discussions dans les sections III et IV.
Finalement, dans le cas où les grains de régolithe diffusent la lumière de manière isotrope
(P (α) = 1), on retrouve la loi dite de Lommel-Seeliger, longtemps utilisée pour décrire le com-
portement photométrique de la Lune pour des angles de phases supérieurs à quelques degrés.
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2.3 Diffusion multiple isotrope IM
Intéressons nous maintenant au terme IM de l’équation 2.11, qui modélise la diffusion
multiple du rayonnement au sein du régolithe. L’idée est la même que dans la section 2.2, c’est
à dire d’expliciter le lien entre la luminance spectrale diffusée par le volume infinitésimal dV
vers le détecteur provenant des régions autour de ce volume et l’intensité lumineuse incidente
à la surface du régolithe (z = 0) notée comme précédemment J . Par la suite, nous ferons l’hy-
pothèse que la diffusion multiple est isotrope, c’est à dire que P (α) = 1. La figure 2.2 montre
la différence entre cette approximation, nommée IMSA (pour Isotropic Multiple Scattering
Approximation), une modélisation tirée du Hapke (2002) prenant en compte l’anisotropie de
diffusion et le calcul exact de la diffusion multiple anisotrope. On voit que les différences sont
maximales lorsque l’angle d’incidence est égal à l’angle d’émergence, néanmoins elles n’excèdent
jamais 20%. Même si cette approximation n’est pas négligeable, nous montrerons par la suite
qu’à faible angle de phase, ce n’est pas la diffusion multiple qui domine aux vues des données
dont nous disposons. Par conséquent nous effectuerons cette approximation durant toute la
suite de nos études.
Figure 2.2 – Comparaison des réflectances prédites par le modèles IMSA (Isotrope Multiple Scattering Ap-
proximation), le modèle non-isotrope de diffusions multiples et du calcul exact pour une fonction de phase de
type Henyey-Greenstein à un seul lobe avec un paramètre d’asymétrie g = 0.6 et un albédo de diffusion simple
égal à 1.00. La figure a) correspond à un angle d’émergence de 0°, la figure b) correspond à un angle d’émergence
de 60°. Figure issue de Hapke (2002).















Là encore nous allons tacher de relier I”(z,Ω′) avec J . L’exercice est plus difficile cette
fois car la diffusion multiple au sein de dV va dépendre de la diffusion simple à l’intérieur de dV
mais aussi de la diffusion multiple des autres parties du régolithe vers le volume dV .Il faut donc
réutiliser l’équation fondamentale du transfert de rayonnement 2.1. De manière générale, la lu-
minance spectrale dans la direction de propagation du rayonnement Ω est solution de l’équation:
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dI ′′(z,Ω)
ds
= −EI ′′(z,Ω) +
∫
4pi
[I ′(z,Ω′) + I ′′(z,Ω′)]G(Ω′,Ω)dΩ′ (2.19)
La diffusion étant supposée isotrope, P (α) = 1⇔ 4piG(Ω′,Ω)
S
= 1 soit G(Ω′,Ω) = S4pi avec S
correspondant toujours au coefficient linéique de diffusion. Ainsi:
dI ′′(z,Ω)
ds
= −EI ′′(z,Ω) + S4pi
∫
4pi
[I ′(z,Ω′) + I ′′(z,Ω′)]dΩ′ (2.20)






= −I ′′(z,Ω) + ω˜04pi
∫
4pi
[I ′(z,Ω′) + I ′′(z,Ω′)]dΩ′ (2.21)
De même que dans la section 2.2, on transforme cette équation de manière à travailler sur
la coordonnée z plutôt que s (distance sur la direction de propagation du rayonnement). On
réutilise l’équation dz = dsµ. De plus on introduit l’épaisseur optique τ définie comme étant
l’intégrale du coefficient d’extinction volumique E sur l’épaisseur dz de régolithe, τ =
∫ z
0 Edz







= −I ′′(τ,Ω) + ω˜04pi
∫
4pi
[I ′(τ,Ω′) + I ′′(τ,Ω′)]dΩ′ (2.22)
Du fait de l’isotropisme de la fonction de phase, nous allons séparer les contributions du rayon-
nement qui se dirige dans la direction de l’hémisphère sud (donc vers le régolithe du demi-espace
situé plus en profondeur que l’élément dV ) de celui qui se dirige vers l’hémisphère nord (donc
vers le régolithe du demi-espace situé au-dessus de l’élément dV ). Ces deux directions seront
dénotées par les lettres N (pour Nord) et S (pour Sud). Les équations suivantes sont appli-
cables, aux signes près, pour les deux hémisphères, par conséquent je n’ajouterai que l’indice





µI ′′(τ,Ω)dΩ = −
∫
ΩN














′′(τ,Ω)dΩ = 2pi < I ′′(τ,Ω)N >= FN où < I ′′(τ,Ω)N > est la valeur
moyenne de I ′′(τ,Ω)N sur tout l’hémisphère.
De la même manière, dans le troisième terme du membre de droite de l’équation 2.23,
on peut remarquer que
∫
ΩN I
′′(τ,Ω)dΩ n’est autre que la moyenne de I ′′(τ,Ω) sur tous l’espace




′′(τ,Ω)dΩ = 12FN .
1




′(τ,Ω′)dΩ′ = J exp(E
z
µ0
) = J exp(
τ
µ0
). C’est la contribution de la
















[FN + FS]dΩ (2.24)
1. L’origine de cette égalité n’est pas présente dans les articles d’Hapke.
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FN , FS et J exp ( τµ0 ) étant indépendant de la direction suivie dans le cas de diffusion
multiple isotrope, nous pouvons les sortir de leurs intégrales respectives qui vont toutes les deux
être égales à 2pi (demi-espace). Une démonstration similaire peut être faite pour l’hémisphère





= −FN + ω˜02 J exp(
τ
µ0
) + ω˜02 [FN + FS]
−12 dFSdτ = −FS + ω˜02 J exp(
τ
µ0
) + ω˜02 [FN + FS]
(2.25)
Pour résoudre ce système, on applique les conditions aux limites suivantes:
-Les contributions des couches infiniment profondes sont nulles ⇔ FS(−∞) = 0 et
FN(−∞) = 0.
-Les contributions, dans la directions sud, de la couche z = 0 est nulle puisqu’il n’y a par
définition plus de diffuseur au niveau du sol ⇔ FS(0) = 0.




























Étant donné que par construction
∫
4pi I












La résolution de cette équation complexe est donnée dans le Chandrasekhar (1960) et
aboutit finalement à:




M(µ, µ0) = H(µ0)×H(µ)− 1 (2.29)
Où H(x) est la fonction de Chandrasekhar (voir Chandrasekhar (1960)) définie comme
étant solution de l’équation:






L’approximation analytique la plus exacte est donnée par Hapke (2002) (voir figure 2.3
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Figure 2.3 – Écart relatif des approximations de la fonction H(x) de Chandrasekhar par rapport à l’évaluation
exacte de H(x) en fonction du paramètre x. La courbe en pointillés larges correspond à la formule 2.31. Celle
en pointillés rapprochés correspond à l’approximation du Hapke (1981). Figure tirée du Hapke (2002).
pour l’écart aux solutions exactes):




où le facteur d’albédo γ et la reflectance diffusive r0 sont définis par:
r0 =
1− γ
1 + γ γ =
√
1− ω˜0 (2.32)
Le terme M(µ, µ0) n’a pas de dépendance explicite avec l’angle de phase α. Pourtant,
les figures 2.4 et 2.5 montrent l’importance de la diffusion multiple par rapport au terme de
diffusion simple en fonction de l’angle de phase. La figure 2.4 montre bien que pour des albédos
faibles (i.e: ω˜0 < 0.5), la contribution du terme de diffusion multiple est inférieur à 50%. Je
montre ici l’influence de cet effet pour un angle d’incidence de 1° car c’est pour des petits
angles d’incidence qu’il est maximal. Il est important de noter que pour des albédos proches de
1, la diffusion multiple est largement dominante, comptant pour six fois le terme de diffusion
simple. On comprend pourquoi il sera essentiel dans mon travail sur Encelade d’inclure l’effet
de diffusion multiple (ω0 = 0.998 Verbiscer and Veverka (1994)).
La figure 2.5 montre que le terme de diffusion multiple n’est sensible qu’aux valeurs des
angles d’émergence et d’incidence et non à l’angle de phase. Cela signifie par exemple, que
pour le cas des anneaux de Saturne, où l’angle d’incidence est compris entre 67° et 90°, l’effet
de diffusion multiple sera prédominant pour des angles d’émergences proches de zéro ce qui
correspond à des angles de phases compris entre 67◦ et 90◦. En ce qui concerne notre étude des
anneaux de Saturne, nous verrons dans la partie IV que nous ne nous ne sommes jamais dans
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Figure 2.4 – Influence de la diffusion multiple isotrope par rapport au terme de diffusion simple isotrope (en
%) en fonction de l’angle de phase α pour des albédos compris entre 0 et 1 (code couleur) . L’angle d’incidence
est de 1° dans cet exemple. L’azimute est laissé libre entre 0 et 360◦
0 50 100 150
















e = 0 °e = 9 °e = 18 °e = 27 °e = 36 °e = 45 °e = 54 °e = 63 °e = 72 °e = 81 °e = 90 °
incidence angle 80.0°
Figure 2.5 – Influence de la diffusion multiple isotrope par rapport au terme de diffusion simple isotrope (en %)
en fonction de l’angle de phase α pour différents angles d’émergence. Dans ce cas, l’albédo est de 0.999 et l’angle
d’incidence est de 80.0°. L’azimut est laissé libre entre 0 et 360◦ ce qui explique la dispersion en émergence pour
les points de même angles de phase.
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la configuration où α > 40◦. Le terme de diffusion multiple dans ce cas n’est pas prédominant
de qui justifie l’utilisation de l’approximation IMSA dans ce cas. Pour le cas d’Encelade, la
prise en compte de la diffusion multiple est primordiale et l’utilisation de IMSA peut être plus
discutable, néanmoins, les contraintes numériques ne nous permettent pas pour l’instant de
faire un calcul exact. Nous rediscuterons ce point dans la partie III.
Finalement en sommant les contributions des termes de diffusion simple et multiple il
vient:
I = J ω˜04pi
µ0
µ0 + µ
[P (α) +M(µ, µ0)] (2.33)
Ainsi, la facteur de luminance, c’est à dire le rapport entre la luminance spectrale reçue
par le détecteur (I)et la luminance spectrale incidente sur la surface du corps observé recouvert
de régolithe (F ) a pour expression:
I
F





[P (α) +M(µ, µ0)] (2.34)
où l’on a utilisé le fait que l’intensité lumineuse incidente J = piF .
L’équation 2.34 montre que la fonction de phase moyenne des grains de régolithe impacte
fortement sur le flux incident à la surface du détecteur. Le choix de cette fonction P (α) se
pose. Nous allons décrire dans la section suivante quelques fonctions de phases utilisées dans la
littérature en fonction des échelles et de la structure du matériau observé.
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2.4 Fonction de phase d’un grain de régolithe
Dans cette section, il n’est évidemment pas question de faire une description exhaustive
de toutes les fonctions de phases existantes pour représenter le comportement diffusif d’un grain
de régolithe. Je me concentrerai sur les fonctions couramment utilisées pour l’étude des surfaces
avec pour soucis de montrer les différents "régimes" physiques correspondant à ces fonctions.
AN X-RAY ULTRAMICROSCOPY STUDY OF APOLLO 11 LUNAR REGOLITH   C. Kiely and C.J. Kiely, 
Department of Materials Science and Engineering, Lehigh University, Bethlehem, PA 18015, USA. 
cak4@lehigh.edu and chk5@lehigh.edu 
 
Introduction: Forty years of research  has provided a 
lot of information about the chemical and physical 
properties of lunar regolith.[e.g .1]. To date, however, the 
only way to examine the internal structure of these tiny 
particles has been to find a particle that has been fractured 
or to deliberately slice and mechanically polish a 
collection of particles embedded  in a resin. Now there is 
a new technique called X-ray ultramicroscopy (XuM) that 
enables the internal structure of a whole particle to be 
imaged in a non-destructive manner. Pioneered at the 
CSIRO, Australia [2], XuM utilizes the small spot source 
of X-rays generated in a scanning electron microscope 
when the incident electron beam is focused onto a 
platinum target. The divergent X-ray beam produced then 
passes through the sample and a projection image is 
collected by an X-ray sensitive CCD camera (see Fig.1). 
X-ray imaging of lunar regolith has been carried out once 
before using the beamline 13M (GSECARS) of the DOE 
Advanced Photon Source [3] but X-ray ultramicroscopy 
offers more convenience and a much  improved  image 
resolution. An excellent overview of the XuM technique 
has been given by Brownlow et al.[4].  
Unlike many other microscopy techniques, this type 
of imaging does not require any focusing optics -  the 
entire XuM image is always in focus. The resolution is 
highly dependent on the source spot size and the 
magnification can be altered by simply moving the 
sample closer to or away from the target. There are two 
mechanisms that give rise to the contrast in the XuM 
images: absorption and phase contrast.  The latter 
highlights cracks and pores contained within the sample 
that are often difficult to see with conventional X-ray 
imaging techniques.  
One particularly nice feature of this technique is the 
ability to rotate the sample through 360º taking sequential 
images every few degrees. This yields a more global view 
of the internal structure of a particle and can help prevent 
erroneous conclusions being drawn from a single 2-D 
image. For example, a plate-like inclusion could be 
mistakenly be identified as a needle-like feature when 
YLHZHG µHdge-RQ¶ in a single 2D projection image. 
Collecting a systematic series of images also enables 
rotational movies to be made giving a fascinating 3-D 
YLHZRIDSDUWLFOH¶VLQWHUQDOVWUXFWXUH. 
Results and Discussion: A useful way to highlight 
the power of this new technique is to compare the 
corresponding secondary electron and XuM images of  
the same particle. This allows both the surface 
morphology and internal structure to be viewed side-by-
side as shown in Figure 2. The roughened area on top of 
the opaque glassy spheroid, (Fig. 2(a)), suggests that this 
particle, formed by splashing of molten regolith during a 
micro-meteoroid impact, may not have completely 
solidified before landing back on the lunar surface. The 
SEM image also shows several tiny holes indicative of 
internal bubbles, formed by the evolution of  trapped 
gases in the melt, just breaking through the surface. The 
X-ray image (Fig 2(b)) reveals that the particle actually 
contains a myriad of internal pores, the largest of which 
has a diameter of 63µm. Rotation of the sample by 90o 
(Fig 2(c)) reveals that this pore has not penetrated the 
surface. Also visible in Figs 2(b) and (c)) is a more dense 
inclusion (almost certainly containing iron) which is 
probably a very thin plate of ilmenite. McKay et al., [5] 




Fig.1  Schematic diagram of an X-ray ultramicroscope showing a 2-D projection image of an agglutinate particle.
1118.pdf41st Lunar and Planetary Science Conference (2010)
Figure 2.6 – Cette image
est tirée de l’article Kiely
and Kiely (2010).
La fonction de phase P (α) donne la probabilité de diffusion d’un pho-
ton incident en fonction de l’angle de phase (angle entre la direction
incidente et la direction émergente). Elle dépend donc de l’efficacité
qu’à la particule éclairée de diffuser le photon incident, mais aussi de
l’angle entre les deux directions d’incidence et d’émergence. Ainsi, il est
nécessaire d’évaluer cette efficacité de diffusion en fonction du milieu
éclairé (sous-section 2.4.1), puis de décrire le comportement angulaire
de cette diffusion (sous-section 2.4.2). Pour toute cette étude je me
place dans le cas d’une diffusion du rayonnement incident monochro-
matique par une sphère parfaite, décrit par la théorie de Mie.
2.4.1 Sections efficaces d’interaction
Soit J la puissance totale incidente sur la particule sphérique. Trois phénomènes vont
potentiellement se produire:
– La puissance incidente n’est pas affectée par la particule.
– La puissance incidente est affectée par la particule. Deux possibilités:
– Elle peut être absorbée.
– Elle peut être diffusée.












où PA est la puissance absorbée par la particule, PS la puissance diffusée par la particule (S
pour scattering en anglais) et PE la puissance totale affectée par la particule qui par définition
est égale à PA + PS. On parle aussi de puissance d’extinction pour PE puisque cette puissance
est perdue pour le rayonnement incident.
En pratique il est plus commode d’utiliser les efficacités d’extinction, d’absorption et de
diffusion (sans dimension) définies de sorte que les sections efficaces soient normalisées par
rapport à la section efficace géométrique de la particule σg déjà introduite dans la section 2.1
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On reconnait QS l’efficacité de diffusion, déjà utilisée dans la section 2.1. Ces efficacités sont
reliées aux coefficients linéiques d’extinction, d’absorption et de diffusion E, S et A (en m−1)
par les formules suivantes:
E = N × σg ×QE A = N × σg ×QA S = N × σg ×QS (2.37)
avec N le nombre de grains.m−3 déjà introduit dans la section 2.1. On retrouve bien que l’albédo
de simple diffusion ω˜0 quantifie le fait que la particule absorbe plus ou moins le rayonnement











Si le grain n’absorbe pas la radiation incidente alors σA = 0 et ω˜0 = 1. Si le grain absorbe tous
le rayonnement incident alors σS = 0 et ω˜0 = 0.
Les sections efficaces σ peuvent être calculées rigoureusement grâce à théorie de l’élec-
tromagnétisme avec pour seule paramétrisation l’indice de réfraction complexe du matériau
composant la sphère, que je note nopt et le rapport entre la circonférence de la particule et la




que l’on appelle le paramètre de taille.
La figure 2.7 montre l’évolution de l’efficacité d’extinction d’une particule sphérique (défi-
nie par l’équation A.1a donnée en annexe) en fonction du paramètre de taille X pour différents
matériaux absorbants ou non-absorbants (la partie imaginaire de l’indice de réfraction du ma-














Figure 2.7 – Efficacité d’extinction en fonction du paramètre de taille X pour différents matériaux d’indices
de réfractions complexes. La ligne en pointillées noire, indique le passage du régime Rayleigh à celui de Mie.
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On voit deux comportements bien distincts sur la figure 2.7 . Le premier comportement
est visible pour des paramètres de taille de particule inférieurs à 1 (la particule est petite de-
vant la longueur d’onde). Dans cette région, l’efficacité d’extinction augmente fortement avec la
taille de la particule, suivant une progression inversement proportionnelle à λ4. C’est la région
de validité de la diffusion Rayleigh.
Pour des valeurs de paramètres de taille supérieures à 1, c’est à dire des particules grandes
devant la longueur d’onde, on voit que l’efficacité d’extinction oscille en fonction du paramètre
de taille et tend vers 2 lorsque ce dernier tend vers l’infini. On se trouve dans la région dite
"géométrique". Dans notre cas, nous n’utiliserons que des données dont la longueur d’onde est
comprise entre 0.5µm et 5µm pour des grains de régolithe mesurant a priori quelques centaines
de micromètres (Jaumann et al. (2008), Poulet et al. (2003), Hedman et al. (2013)), soit un
paramètre de taille compris entre 60 et 600. Par conséquent nous effectuerons l’hypothèse
que l’efficacité d’extinction du régolithe dans notre étude sera constant et vaudra 2. Cette
valeur signifie qu’une particule très grande devant la longueur d’onde va affecter le rayonnement
incident sur une surface deux fois plus grande que sa surface géométrique. Cet effet est connu
sous le nom de paradoxe de l’extinction (voir van de Hulst (1957) p30).
Dans le cas ou une particule n’est plus isolée comme c’est le cas dans toute la théorie
de Hapke, le lobe de diffraction n’est plus visible, on se trouve en champ proche ce qui réduit
l’efficacité d’extinction à 1. Nous prendrons donc pour valeur d’efficacité d’extinction QE = 1
dans toute la suite de notre étude.
2.4.2 Fonctions de phase associées
L’efficacité d’extinction est la somme de l’efficacité de diffusion et de l’efficacité d’ab-
sorption. Néanmoins, pour connaitre la direction privilégiée de diffusion du rayonnement après
interaction avec le milieu, il est important de connaitre la distribution angulaire de probabilité
de diffusion. Dans le cadre de la théorie de Mie, l’indicatrice de diffusion P (α) a pour expression:
P (α) = λ
2
8pi2σS
× (|S1(α)|2 + |S2(α)|2) (2.39)
où σS est la section efficace de diffusion présentée dans la sous-section 2.4.1 et S1(α),
S2(α) dont définis dans l’annexe A.
La figure 2.8 montre l’amplitude de l’indicatrice de diffusion en fonction de l’angle de
diffusion pour des paramètres de tailles respectivement très inférieurs et très supérieurs à 1. On
distingue qu’à mesure que le paramètre de taille augmente, l’indicatrice de diffusion devient de
plus en plus rétro-diffusante (le maximum d’amplitude de la probabilité de diffusion augmente
autour de l’angle de diffusion égal zéro).
Le cas où X=0.03 sur la figure 2.8 correspond au diagramme polaire de l’indicatrice de
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Figure 2.8 – Diagramme polaire de l’indicatrice de diffusion calculée à partir de la théorie de Mie. Pour chacune
des vignettes, la longueur d’onde est fixée à 2.47µm. Le paramètre de taille varie entre 0.03 et 14.5. Figure tirée
de la thèse de Sébastien Rodriguez.
On considère la diffusion Rayleigh comme quasi-isotrope, l’indicatrice de diffusion étant presque
parfaitement sphérique. Le cas isotrope est donné par la fonction de phase Preg(α) = 1. On
parle de diffuseur Lambertien dans ce cas.
Enfin, une des fonctions de phases reproduisant l’aspect asymétrique de la diffusion de
Mie dans le cas où le paramètre de taille est très grand devant un, et couramment utilisée pour
l’étude des surface planétaire est la fonction d’Henyey-Greenstein à un lobe (voir Henyey and
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Greenstein (1941)), dont la fonction de phase est définie par l’équation 2.41 :
Preg(α) =
1− g2





Preg(α) cos(α)dω = 〈cosα〉 (2.42)
où g est l’angle de diffusion moyen de cette particule aussi appelé paramètre d’asymétrie de
diffusion.
Pour des valeurs de g négatives, la diffusion est préférentiellement vers l’arrière (−1.0
correspond à une rétro-diffusion totale), et est préférentiellement vers l’avant pour des valeurs
de g positives (1.0 à une diffusion totalement vers l’avant). Le cas où g = 0 correspond à une
diffusion isotrope c’est à dire sans direction privilégiée. C’est la fonction de phase d’Henyey-
Greenstein que nous utiliserons pour modéliser la fonction de phase moyenne des grains de
régolithe.
Dans tous ces cas, je rappelle que ces fonctions doivent être normalisées (voir section 2.1)
afin que la probabilité que le rayonnement incident soit diffusé dans tout l’espace soit de 1.
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2.5 Effet de compaction du régolithe: Ombrage mutuel
des grains de régolithe (SHOE)
Lors des sections précédentes, les grains étaient considérés distants les uns des autres.
Cette hypothèse ne semble pas valable pour le cas du régolithe qui par définition est un agrégat
continu de grain individuels et ne constitue donc pas un milieu dilué. Néanmoins les formules
donnant les termes de diffusion simple et multiple établie dans le cadre d’hypothèse de champ
lointain (2.17 et 2.28) reproduisent correctement le comportement photométrique des corps du
système solaire pour des angles de phases supérieurs à quelques degrés. C’est à faible angle de
phase, typiquement pour des valeurs inférieures à 10◦ que ce modèle semble inapproprié. A partir
de cette constatation Bruce Hapke aborda donc la prise en compte de l’effet de compaction du
régolithe en modulant les termes IS et IM par une nouvelle fonction. Repartons de l’équation










































n’est autre que la probabilité
que le rayonnement incident n’interagisse pas avec les grains du milieu (τ = 0 la probabilité











probabilité que le rayonnement incident atteigne le volume de régolithe dV et que le rayonne-








Ti(τ, µ0)Te(τ, µ)dτ (2.45)
Lorsque les directions d’incidence Ω′ et d’émergence Ω sont "suffisamment" éloignées i.e α >
αmin qui dépend des propriétés du milieu observé (compaction, taille des particules), ces pro-
babilités sont indépendantes. Ce n’est plus le cas lorsque l’on s’approche de l’opposition, c’est
à dire lorsque les directions sont de plus en plus proches (α → 0). La figure 2.9 illustre cette
situation.
On voit que lorsque l’angle de phase α tend vers 0 les deux cylindres de rayon a (rayon
moyen des grains de régolithe) vont avoir en commun un covolume de plus en plus important.
Ce covolume noté UC auquel appartient la coupe ACBP est compté deux fois lorsqu’on utilise le
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Figure 2.9 – Illustration de l’effet d’opposition. Le triangle
en bas à droite du schéma est un agrandissement du triangle
CBP. Figure insiprée du Hapke (1986) et reproduite par mes
soins. Le covolume UC est indiquée par la zone hachurée.
Figure 2.10 – Zoom pour le calcul de
q0.
où τ ′C n’est autre que l’intégrale de la distribution de densité de grains de régolithe en fonction





Dans notre cas, nous considérons que le régolithe est caractérisé par une densité constante dans
tout le demi-espace du régolithe, d’où ne(z) = N pour z < 0. Il reste à déterminer l’expression
analytique du covolume UC en fonction de l’angle de phase. La première étape est de déterminer
les bornes minimale et maximale de hauteur du covolume. La borne minimale est par définition
la coordonnée z du volume dV du régolithe. Pour la borne maximale, notée z + z1 à laquelle
les deux cylindres d’incidence et d’émergence ne se recouvrent plus, un calcul géométrique est
nécessaire.
Soit q0 et q (voir figure 2.9) les distances entre le point C et les rayons incident et émergent












− atan (α2 )
)2
+ a2 (2.48b)
(q + q0)2 = z21(tan2 (i) + tan2 (e)− 2 tan (i) tan (e) cos (Az) (2.48c)
cos (α) = cos (i) cos (e) + sin (i) sin (e) cos (Az) (2.48d)
Lorsque α → 0 alors tan (α2 ) → 0 ce qui permet de négliger le terme de droite dans l’équation
2.48a et l’équation 2.48b. Ainsi:
q0 ≈ z1
µ0
− atan (α2 )
(2.49a)
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q ≈ z1
µ
− atan (α2 )
(2.49b)
et si α est proche de 0 (µ ≈ µ0), q − q0 est proche de 0




− 2 atan (α2 )
≈ 0 (2.49c)
Ainsi on obtient pour z1, borne maximale en z du covolume UC :
z1 ≈ 2 µµ0
µ+ µ0
× atan (α2 )
(2.49d)
Dans la direction perpendiculaire au plan de diffusion (plan représenté par la figure 2.9)
l’épaisseur du recouvrement des deux cylindre est supposée constante entre z et z + z1 et noté
b. Par conséquent, le covolume UC va avoir pour expression:




et le covolume compris entre z′ et z + z1 noté UA(z′) (utile pour l’intégration de N sur le
covolume UC) a pour expression:





UA(z) = UC [1− z − z
z1
]2 = UC (2.51b) UA(z + z1) = UC [1− z + z1 − z
z1
]2 = 0 (2.51c)
soit:












Ce volume infinitésimal ne peut pas être négatif, le signe − provient seulement du fait que
z < 0 donc la dérivée −z vaut −dz avec dz < 0. Or, dz étant une longueur infinitésimal elle ne
peut être négative. Afin d’éviter les problèmes d’interprétation, on enlève le signe −.





b× a2tan (α2 )
2 µµ0














N , b et a étant constants, l’intégration donne:
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+τ ′C)), on voit bien que τ ′C va artificiel-
lement augmenter la probabilité que le rayonnement n’interagisse pas avec le régolithe, ce qui
est bien le but recherché. On voit aussi que lorsque α → 0, z1 → +∞ et τ ′C → +∞. Lors de
l’opposition, τ ′C est égal au plus à τ/µ c’est à dire que la probabilité de ne pas interagir avec
le régolithe après diffusion est de 1. Si le rayonnement est arrivé jusqu’à z alors il en ressortira
sans être atténué. Cela nous donne un moyen d’évaluer analytiquement l’épaisseur du covolume
b:































Npia2dz′ ⇔ b = pia2 (2.57)










avec Vgrain = 43pia
3 le volume d’un grain de régolithe et où Dreg est la densité du régolithe,
c’est à dire la fraction volumique occupée par le régolithe dans unm3 de sol. Ainsi, à l’opposition,
les caractéristiques structurelles du régolithe vont avoir un effet collectif sur le comportement
photométrique du régolithe. On retrouve bien le fait que dans le cas d’une densité nulle, ce qui
correspond à des grains de régolithe isolés, τC → 0 et l’on retrouve le formalisme développé
dans la section 2.2.
Pour des raisons pratiques et afin de conserver un formalisme identique tout au long de
ce manuscrit, il est plus commode de prendre en compte le facteur géométrique dans τ ′C . On
















Il se trouve que lorsque τ → +∞ cette intégrale peut être approchée par la fonction:
BSHOE(α) =
1
1 + ( 1
hs
)× tan (α2 )
(2.60)
avec
hs = E〈a〉 ln 1(1−Dreg)/2Dreg (2.61)
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La largeur à mi-hauteur de cette fonction est environ égale à 2× hs (en radian).
Dans le cas où les grains de régolithe sont sphériques, de rayon ′a′ (pas de distribution
de taille des grains), grands devant la longueur d’onde , compactés, nous pouvons transformer
certaines des expressions des sections précédentes:
QS = ω˜0 et QE = 1 ou de manière équivalente E = Nσg ×QE = Npia2.




3 , par consé-
quent:
hs = Ea ln
1
















Ainsi on voit que plus le régolithe est dense plus la largeur à mi-hauteur de l’effet d’oppo-
sition est important. Ces calculs ont été fait en supposant une distribution de densité de grains
suivant une loi tangente hyperbolique. Il est à noter que lors de la dérivation de nos équations,
nous avons fait l’hypothèse de taille de grain unique pour l’ensemble du régolithe observé. Hapke
(1986) donne l’équation qui permet, pour modéliser l’effet d’opposition d’ombrage mutuel des





1−D × Y (n(r)) (2.65)
où la fonction Y va dépendre de la distribution de taille de grains n(r).
Le tableau 2.1 donne les valeurs de cette fonction Y(n(r)) pour une distribution de densité
de grains suivant une loi en tangente hyperbolique, en fonction de différentes distributions de
taille de grains n(r):
La encore, la largeur du pic d’opposition augmente avec la densité du régolithe. Néan-
moins, la largeur du pic augmente considérablement lorsque la densité dépasse ≈ 0.8. Pour
une distribution de densité de grains constante en fonction de la profondeur, la largeur à mi-
hauteur maximale est environ de 50◦. Lorsqu’on utilise une distribution de densité de grains
suivant une loi tangente hyperbolique en fonction de la profondeur, une largeur à mi-hauteur
du pic d’opposition est atteinte pour D ≈ 0.76 et tend ensuite vers 180◦ rapidement.
Ceci implique que pour un régolithe très dense le pic d’opposition du régolithe ne va
pas être visible. La fonction BSHOE(α) va augmenter le flux général et ne pourra donc pas
être distingué de la fonction de phase d’un grain de régolithe P (α). La largeur du pic va aussi
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Distribution Expression Analytique Valeur de Y pour un rapport
n(r) de Y de taille de 1000





























Table 2.1 – Tableau récapitulatif des valeurs de la fonction Y en fonction de différentes distributions de taille
de grains. Hapke (1984)
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dépendre de la distribution de taille de grains du régolithe. Le tableau 2.1 montre que le facteur
Y peut atteindre des valeurs aussi basses que 0.02 rendant le pic d’opposition bien plus étroit
que ce que nous pouvons prédire à partir de la formule 2.61.
Par conséquent il sera important de garder en tête le fait que nous surestimons peut être
la largeur du pic d’opposition dû à l’ombrage mutuel des grains de régolithe lorsque nous faisons
l’hypothèse d’une distribution de densité des grains constant en fonction de la profondeur et
une distribution de taille de grains unique.
Enfin, nous avons implicitement fait l’hypothèse jusqu’à présent que les grains de régo-
lithe sont des diffuseurs ponctuels. Ce n’est évidemment pas le cas, les grains de régolithe ont
une taille finie. L’hypothèse ponctuelle est vérifiée si les rayons incident et émergent sont issus
d’une réflexion à la surface de la particule. Si le rayon incident a pénétré dans le grain et que le
rayon émergent est issus d’une réflexion ou réfraction dans le grain, il va sortir de la particule
à un endroit potentiellement éloigné du rayon incident. Cela réduit considérablement le covo-
lume UC , réduisant ainsi l’amplitude du pic d’opposition. Afin de prendre cet effet en compte,
Hapke (1984) a rajouté un terme empirique B0SHOE réduisant l’amplitude du pic d’opposition
(0 < B0SHOE < 1). Ainsi l’équation finale de l’effet d’opposition dans le régolithe devient:






En ce qui concerne la prise en compte de l’effet d’opposition pour le terme de diffusion
multiple IM , la dérivation exacte des équations n’est pas nécessaire. En effet, du fait des dif-
fusions multiples, les directions Ω et Ω′ ne seront plus corrélées, la diffusion multiple étant par
essence aléatoire. Par conséquent, le covolume UC est extrêmement petit, ce qui rend le terme
d’ombrage mutuel des grains pour la diffusion multiple négligeable (< 0.1% de l’intensité totale
observée, voir Esposito (1979)).
Nous venons de rappeler la dérivation effectuée pour retrouver le terme d’ombrage mutuel
d’un milieu granulaire du modèle de Hapke (1984). Nous avons fait l’hypothèse d’un milieu com-
pact, d’épaisseur optique infinie, composé de grains grands devant la longueur du rayonnement
incident, monotaille et de densité de distribution en profondeur suivant une loi en tangente
hyperbolique. Ces équations seront réutilisées pour modéliser le comportement photométrique
du régolithe recouvrant la surface d’Encelade ainsi que les particules des anneaux de Saturne
(chapitres 5 et 4).
Néanmoins, le régolithe, comme les particules composant les anneaux de Saturne, sont
tous deux des milieux granulaires. Par conséquent les particules d’anneaux exhibent le même
phénomène d’ombrage mutuel des particules d’anneau. L’épaisseur des anneaux de Saturne
étant finie, la dérivation que nous avons effectué dans cette section pour évaluer l’intégrale de
l’équation 2.59 ne pourra plus être utilisée comme telle et nécessite une dérivation plus sophis-
tiquée (voir chapitre 3.1).
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2.6 Rétro-diffusion cohérente (CBOE)
Le mécanisme de rétro-diffusion cohérente a été proposé initialement par Watson (1969).
L’idée est qu’une onde éléctromagnétique pénétrant dans le régolithe va être partiellement dif-
fusée vers l’observateur mais aussi diffusée vers un autre grain de régolithe. À faible angle
de phase, après k diffusions les différentes ondes réfléchies vont pouvoir interférer de manière
constructive eux provoquant une augmentation de la brillance et contribuant ainsi à l’effet
d’opposition. Je ne détaillerais pas la dérivation de l’équation modélisant cet effet d’interfé-
rences constructives. Néanmoins, on peut intuiter le fait que la largeur du pic va dépendre de
la différence de marche entre les différents grains du régolithe et aussi de la longueur d’onde
du rayonnement incident. C’est effectivement ce qui est modélisé dans le terme hc de l’équation:











Et hc = λ4piΛmilieu .
λ est la longueur d’onde du rayonnement, et Λmilieu est le libre parcours moyen d’un
photon dans le milieu. Il est définie comme étant la distance que parcourt un photon avant
que sa direction soit changée d’un angle important (arbitrairement choisi supérieur à 1°). Son
expression est la suivante:
Λmilieu = [NσgQs(1− 〈cosθ〉)]−1 (2.68)
N est le nombre de grains de régolithe par m−3, σg est la section efficace géométrique
moyenne des grains de régolithe, Qs est l’efficacité de diffusion moyenne des grains de régolithe
et 〈cosθ〉 est le cosinus moyen de l’angle de diffusion.
De la même manière que dans la section 2.5, l’hypothèse de grains de régolithe sphériques,
de rayon ′a′ (pas de distribution de taille des grains), grands devant la longueur d’onde , com-
pactés, permet de transformer cette expression:
D’après l’équation 2.42, 〈cosθ〉 = g. Comme QS = ω˜0, l’équation 2.68 devient:









Par conséquent nous voyons qu’il est directement possible de s’affranchir du paramètre
morphologique hc par des paramètres physiques caractéristiques du régolithe que sont, le rayon
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moyen du régolithe a et le facteur de remplissage du milieu Dreg.
De la même manière que pour l’ombrage mutuel des grains du régolithe (voir section 2.5),
le terme B0CBOE est une modulation de l’amplitude du pic d’opposition (0 < B0CBOE < 1). Il
permet de prendre en compte le fait que, dans le cas d’un mélange, composé majoritairement
de grains de faible albédo et d’une minorité de grains de fort albédo, un photon est diffusé
de nombreuses fois avant d’atteindre un grain de fort albédo et donc avant de contribuer aux
interférences constructives. Cela réduit l’intensité du pic d’opposition et doit être pris en compte.
Dans le cas où l’on étudie un régolithe composé d’un seul type de grains ayant un fort albédo,
conserver B0CBOE parait par conséquent peu pertinent.
Néanmoins, lorsque l’on parle d’interférences, il est important de prendre en compte l’as-
pect polarisé du rayonnement. Nous ne nous sommes pas intéressés à cet aspect dans notre étude
du modèle d’Hapke jusqu’à présent. Pourtant, la polarisation joue un rôle important dans le
cas du CBOE. En effet, la polarisation d’un photon diffusé de multiples fois va être aléatoire
par rapport à la polarisation du rayonnement incident. Ainsi, après de multiples diffusions, les
photons diffusés ne pourront plus interférer ensemble même si la différence de marche est un
multiple de la longueur d’onde. Ce phénomène va réduire l’amplitude du CBOE et sera pris
en compte de manière ad-hoc dans B0CBOE , d’où la conservation de ce terme même pour le cas
d’un régolithe constitué d’un seul type de grain de fort albédo.
De part la nature même de la rétro-diffusion cohérente, on pourrait penser que ce terme
ne va moduler que le terme de diffusion multiple IM . Il n’en est rien, il va aussi moduler le terme
de diffusion simple IS. En effet, durant toute les dérivations des sections précédentes, le terme
’diffusion’ signifiait interaction avec un grain de régolithe. Lorsque l’on parle de rétro-diffusion
cohérente, nous parlons de diffusion à partir du moment où la direction de propagation du
rayonnement est changée. Ainsi, des réflexions multiples au sein du même grain de régolithe va
aussi pouvoir contribuer à l’augmentation de brillance à faible angle de phase.
Résumé:
Finalement, en couplant les équations 2.41, 2.66, 2.67, 2.29, on obtient l’équation fon-
damentale du modèle de Hapke dans le cas d’un régolithe composé d’un seul type de grains,
sphériques, de rayon moyen ’a’ , de fonction de phase moyenne P (α), dont les dimensions des
grains sont grandes devant la longueur d’onde du rayonnement incident. Ce régolithe doit être
compacte, d’épaisseur infinie avec une distribution de densité en fonction de la profondeur sui-
vant une loi en tangente hyperbolique:
I
F
(µ, µ0, α) = ω˜04 × µ0µ+µ0 × [BSHOE(α)× Preg(α) +M(µ, µ0, α)]×BCBOE(α) (2.71)
De nombreuses approximations ont été faites afin de dériver ces termes, la principale étant
de considérer que le régolithe n’est composé que d’un seul type de grains. Si l’on veut être plus
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rigoureux, l’introduction d’un mélange de grains peut être faite en reprenant directement les
équations et en calculant la fonction de phase moyenne du régolithe selon la formule 2.3 et
calculer toutes les efficacités d’extinction, de diffusion et d’absorption du mélange. Il faudrait
aussi prendre en compte l’aspect polarisé du rayonnement, notamment pour la modélisation
du CBOE. On voit rapidement que cette méthode augmente énormément le nombre de para-
mètres libres du modèle, ce qui rend son utilisation problématique lorsque l’on veut inverser
des observations. De même, nous avons fait l’hypothèse que le régolithe est homogène. Il est
probable que des agrégats de grains existent au sein du milieu observé ou encore que les grains
de régolithe ne soient pas sphériques. L’effet de ces structures et de la forme des grains sur
la photométrie de ces milieux a été étudié notamment par Bohren and Huffman (1983) mais
la prise en compte de ces effets, dont l’effet sur la photométrie macroscopique de ces milieux
reste incertain, nécessite aussi l’ajout d’un nombre important de nouveaux paramètres. Par
conséquent nous nous contenterons de la formule 2.71 tout au long de notre étude sans oublier
les approximations effectuées, en particulier lorsque nous tacherons d’interpréter les paramètres
physiques du régolithe recouvrant les particules d’anneaux de Saturne retrouvés avec ce modèle.
Ce modèle ne décrit pas l’intégralité des processus physiques ou de l’ensemble des échelles du
milieu mais prend en compte les principaux effets intervenant dans le régolithe en vue d’une
inversion de données réelles. Il est ainsi nécessaire de limiter le nombre de paramètres du modèle
afin de pouvoir le contraindre avec des données intrinsèquement imparfaites.
Les paramètres du modèles sont:
Paramètres ω0 g B0SHOE areg B0CBOE Dreg
Nom Albédo de Paramètre d’asymétrie Amplitude Rayon moyen des Amplitude Densité
simple diffusion de diffusion du SHOE grains de régolithe du CBOE du régolithe
Effet Rapport entre Asymétrie Amplitude de l’effet / Amplitude de la /
modélisé la diffusion et l’extinction de diffusion d’ombrage mutuel / rétrodiffusion /
d’un grain de régolithe des grains / cohérente /
Table 2.2 – Tableau récapitulatif des paramètres de notre modèle du comportement photométrique du régolithe.
La taille moyenne du régolithe et la densité du régolithe (areg etDreg) étant des paramètres
physiques du régolithe on ne s’attend pas à une variation de ces paramètres avec la longueur
d’onde d’observation. En revanche, l’albédo simple diffusion, caractérisant le rapport entre
la diffusion et l’extinction (absorption + diffusion) des grains varie avec la longueur d’onde
d’observation en fonction de sa composition ou dans une moindre mesure de la température
des grains. De même, d’après les discussions des sections 2.5 et 2.6, on s’attend à une variation
des amplitudes de ces effets (B0SHOE et B0CBOE) avec la longueur d’onde. Enfin, l’effet de la
longueur d’onde sur le paramètre d’asymétrie de diffusion n’est pas clair, ce paramètres ne
dépendant que de l’efficacité de diffusion du grains.
Le comportement photométrique globale du régolithe varie donc avec la longueur d’onde
ce qui en fait un diagnostic de la présence de régolithe à la surface des corps observés.
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Comme nous l’avons vu dans le chapitre précédent (section 2.5), la brusque augmentation
du facteur de radiance à faible angle de phase a pour nom l’effet d’opposition. Une des contri-
butions possibles à l’effet d’opposition est l’ombrage mutuel des particules composant le milieu
(SHOE). C’est un effet collectif qui dépend de la structure du milieu observé. En particulier le
coefficient linéique d’extinction et la densité du milieu changent la forme et l’amplitude du pic
d’opposition.
Les anneaux de Saturne et le régolithe sont tous deux des milieux granulaires. Par consé-
quent, le formalisme développé dans le chapitre précédent est applicable aussi à l’échelle des
anneaux, à la différence que dans ce cas précis, l’épaisseur finie des anneaux ne permet plus de
conserver l’hypothèse de milieu semi-infini. Dans ce chapitre, je fais la synthèse bibliographique
des modélisations de l’effet d’opposition dans le cas de milieux granulaires d’épaisseur finie.
Ne pas modéliser l’effet d’opposition ne semble pas problématique si l’on n’observe pas
les anneaux de Saturne à faible angle de phase. Bien que pour des observations depuis la
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Terre l’angle de phase n’est jamais supérieur à 23◦, ce qui nécessite la modélisation de l’effet
d’opposition, la diversité des géométries accessibles par l’intermédiaire des observations de la
sonde Cassini permet dans certains cas de s’en affranchir. Le principal intérêt d’envoyer une
sonde autour de Saturne est justement de pouvoir observer les anneaux sous d’autres géométries
d’observations.
Lors du chapitre précédent nous avons considéré la photométrie d’une surface composée
de grains de régolithe. Désormais, nous nous intéressons à la photométrie d’anneaux composés
de particules. J’utiliserai exclusivement les termes ’grains’ pour les constituants du régolithe et
’particules’ pour les constituants de l’anneau.
3.1 Modélisation du R-SHOE : Ring-Shadow Hiding Op-
position Effect
L’idée que les particules des anneaux masquent leurs ombres respectives et ainsi contri-
buent à l’augmentation brusque du facteur de radiance à faible angle de phase a été proposée
pour la première fois par Seeliger (1887) comme mécanisme pour expliquer l’effet d’opposition
qu’il observait dans les anneaux de Saturne. Plusieurs auteurs ont repris cette idée et déve-
loppé des formalismes modélisant cet effet. Le raisonnement est le même que celui développé en
section 2.5, appliqué à la modélisation des anneaux. Il s’agit d’évaluer les probabilités d’interac-
tions du rayonnement avec les particules d’un anneau d’épaisseur finie lorsque celui ci pénètre
puis ressort de l’anneau. C’est l’approche géométrique utilisée qui diffère principalement d’un
modèle à l’autre. Néanmoins, il est possible d’utiliser un formalisme commun à tous ces modèles
en introduisant le concept d’épaisseur optique "correctrice" τC dans le formalisme déjà vu dans
le chapitre 2.
Avant de détailler les différents modèles, revenons sur la notion d’épaisseur optique. En
effet, sans une bonne compréhension de l’origine et la définition de ce terme, il est difficile de
bien comprendre la modélisation du SHOE dans le cas d’une épaisseur optique finie.
3.1.1 Épaisseur optique τ
Lorsqu’on regarde un anneau en transmission, les particules qui le constituent occultent
le rayonnement lumineux. La faculté qu’a un anneau d’intercepter le rayonnement incident est
caractérisée par l’épaisseur optique τ , que nous définissons ici plus en détail.
Considérons la situation décrite dans la figure 3.1.
Soit dl la longueur infinitésimale du cylindre de section dΣ rempli de n particules de
rayon a, de section efficace d’extinction σE (qui dans le cas de particules grandes devant la
longueur d’onde est égale à la section efficace géométrique σg = pia2 - voir chapitre section
2.4). On définie N = n/dV le nombre de particules par mètre cube dans le cylindre de volume
dV = dΣdl.
Soit I(l) l’intensité lumineuse du rayonnement à la position l traversant la surface dΣ
pendant dt et I(l + dl) l’intensité lumineuse du rayonnement à la position l + dl traversant la
surface dΣ pendant dt. La variation d’intensité lumineuse entre l et l+dl est égale, par définition,
à I(l + dl) − I(l) = dI(l), mais aussi à l’intensité lumineuse absorbée par les particules sur la
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Figure 3.1 – Description de la scène pour le calcul de l’épaisseur optique τ . Les points noirs représentent des
particules sphériques de rayon a.
longueur dl. Définissons la fraction d’intensité lumineuse absorbée fI égale au rapport entre la
surface projetée cumulée des particules dS = NσgdV et la surface du cylindre dΣ. Ainsi :
dI(l) = −fII(l) = −dS
dΣI(l) = −
NσgdV
dΣ I(l) = −NσgdlI(l) (3.1)
Le signe − signifie que l’énergie est perdue par le rayonnement incident. On introduit E,
le coefficient d’absorption linéique du milieu (en m−1)
dI(l)
I(l) = −σgNdl = −Edl (3.2)
En intégrant les 2 membres de l’équation on trouve :






et I0 l’intensité lumineuse du rayonnement incident.
On retrouve la loi de Beer-Lambert. Ainsi, lorsqu’on compare l’intensité lumineuse pro-
venant d’une étoile I0 à l’intensité lumineuse reçue par la sonde I lors d’une occultation par les
anneaux par exemple, le rapport des deux nous permet de remonter directement à l’épaisseur op-
tique τ . C’est de cette manière qu’est mesurée l’épaisseur optique des différentes sous-structures
des anneaux de Saturne (voir Thèse Baillie (2011)).
Dans le cas où le milieu observé est un anneau homogène d’épaisseur H, constitué de
particules de même rayon R, dont la densité est égale à Danneaux (% d’unité de volume d’anneau
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Cette équation montre que la connaissance seule de l’épaisseur optique ne permet pas
de déterminer de façon unique les paramètres structurels de l’anneau (Densité de l’anneau D,
épaisseur H et taille moyenne des particules de l’anneau R). C’est en utilisant les propriétés
de l’effet d’opposition, qu’il sera possible de lever la dégénérescence sur la structure fine de
l’anneau, objectif principal de cette thèse.
Dans la suite je vais détailler les trois modèles permettant de modéliser l’effet d’opposition
en lien avec la structure de l’anneau. La scène observée est paramétrée par les angles présentés
par la figure 3.2.
Figure 3.2 – Schéma de la scène d’observation des anneaux. L’angle λ correspond à la longitude de la zone
des anneaux observée dans le référentiel Saturno-centrique, il en est de même pour le distance D entre le
centre de Saturne et la zone d’anneaux observée. Les angles i, e et α correspondent aux angles d’incidence,
d’émergence et de phase déjà rencontrés dans le chapitre 2, dans le référentiel particulo-centrique (lié à la zone
d’anneau observée). Les angles φ et φ0 correspondent respectivement à la longitude de la sonde et à la longitude
solaire dans le référentiel particulo-centrique. Ces angles sont issus des projections des directions d’incidence et
d’émergence du rayonnement sur le plan des anneaux. L’angle azimutal est défini comme Az = φ− φ0.
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3.1.2 Modèle d’Hapke (Hapke (1984))
La description de l’ombrage mutuel des particules de l’anneau est la même que pour celui
des grains de régolithe vu dans la section 2.5. La seule différence est que l’épaisseur optique ne


















Ainsi, non seulement la densité de l’anneau influe sur la morphologie de l’effet d’opposi-
tion, comme c’est le cas pour le cas d’une surface de satellite recouverte de régolithe, mais aussi
l’épaisseur de l’anneau et la taille des particules de l’anneau par le biais de τ si l’on reprend
la définition de ce dernier terme (τ =
∫H
0 Edl). On voit dores et déjà que, la modélisation de
l’effet d’opposition à l’échelle de l’anneau lève la dégénérescence sur les différents termes de la
structure des anneaux.
Il faut néanmoins retenir que dans le cadre du modèle d’Hapke, les hypothèses faites lors
de la dérivation des équations modélisant l’effet de SHOE ont été conservées :
– Les particules d’anneaux sont toutes sphériques, de même rayon que le rayon moyen R.
Nous n’incluons pas de distribution de tailles de particules.
– Distribution verticale homogène des particules de l’anneau.
– Les anneaux sont constitués de particules grandes devant la longueur d’onde du rayon-
nement incident (paramètre de taille >> 10).
– Les particules sont suffisamment proches les unes des autres de sorte que la section
efficace d’extinction soit égale à la section efficace géométrique d’une particule d’anneau.
– Les particules d’anneaux sont composées du même matériau.
Bien que ces hypothèses ne soient pas totalement réalistes dans le cas des anneaux de
Saturne, notamment l’hypothèse de particules monotailles et distribution verticale homogène
des particules d’anneau (voir Salo and Karjalainen (2003)), il faut voir la taille moyenne des
particules d’anneau et l’épaisseur des anneaux comme étant des paramètres effectifs représen-
tatifs du comportement photométrique des anneaux. Nous garderons cette idée en tête lors de
la discussion de nos résultats dans le chapitre 9.
3.1.3 Modèle de Kawata-Irvine
Le modèle de Kawata and Irvine (1974), initialement développé par Irvine (1966), est le
plus proche de la modélisation initiale de Seeliger (1887) dit "modèle cylindre-cylindre" d’après
l’hypothèse faite sur la forme des ombres des particules (figure 3.3). D’autres auteurs tels que
Bobrov (1970) ou Franklin and Cook (1965) ont développé des modèles plus sophistiqués afin de
prendre en compte la taille finie de la source du rayonnement ou d’expliquer le comportement
spectral de l’effet d’opposition (modèle "cylindre-cône" et "cône-cône" respectivement). Nous
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reviendrons sur la problématique de l’extension finie du Soleil dans le chapitre 8.
Dans le cadre de notre étude, nous nous limiterons à l’utilisation du modèle plus simple
de Kawata-Irvine. Néanmoins, d’après la construction même de notre modèle photométrique
d’anneau (voir chapitre 4), l’extension de notre étude à ces modèles plus complexes est aisée et
fait partie des perspectives d’après thèse.
La modélisation "cylindre-cylindre" utilisée par Kawata and Irvine (1974) est illustrée
dans la figure 3.3. Les rayonnements incident et émergent se propagent respectivement selon
les directions Ω0 et Ω. La source et l’observateur sont considérés à l’infini donc ponctuels, c’est











Figure 3.3 – Illustration de l’effet d’opposition pour la modélisation de Kawata and Irvine (1974).
L’anneau est caractérisé par son épaisseur optique tau et sa densité Danneaux. Dans le
















×NC(τ0, Danneaux, µ, µ0, α) (3.9)
où C(τ0, Danneaux, µ, µ0, α) est le covolume décrit sur la figure 3.3 de sorte que :
NC(τ0, Danneaux, µ, µ0, α) =

ν1 τ − τ0 ≥ Z, α 6= 0
ν1 − Σ τ − τ0 ≤ Z, α 6= 0
(τ − τ0)/µ0 α = 0
avec
ν1 =
(1 + cos (α))Danneaux
pi sin (α) (3.10a)
Σ = 3(µ+ µ0)
2Danneaux
4pi sin (α)µµ0 cos (ν)




sin (α) cos (ν) (3.10c)
cos (α) = µµ0 + sin (i) sin (e) cos (φ− φ0) (3.10d)
sin (ψ) = 43
(τ ′ − τ) sin (α) cos (ν)
(µ+ µ0)Danneaux
(3.10e)
tan (ν) = sin (e) sin (δ) sin (α)
µ+ µ0
(3.10f)
cos (δ) = µ0 − µ cos (α)sin (e) sin (α) (3.10g)
Bien que ce formalisme soit plus complexe que celui d’Hapke (1984), on remarque que τCKI
reste directement proportionnel à Danneaux (tout comme τCH ). La véritable différence entre ces
deux modèles est la mise en équation du problème de calcul de covolume et ainsi le formalisme
résultant.
3.1.4 Modèle de Lumme-Bowell
Le modèle de Lumme-Bowell (Lumme and Bowell (1981)) a été développé afin de re-
produire le comportement photométrique des surfaces de satellites et des échantillons de la-
boratoires. C’est un modèle alternatif au modèle de Hapke, qui prend en compte la diffusion
simple et la diffusion multiple au sein d’un milieu composé de particules de formes et de tailles
quelconques réparties de manière aléatoire sur une épaisseur fixée. Il modélise aussi l’effet d’op-
position mais sans inclure la contribution de la rétro-diffusion cohérente (CBOE). Dans le
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Figure 3.4 – Illustration de l’effet d’opposition pour la modélisation de Lumme and Bowell (1981).
L’idée sous-jacente à la modélisation de Lumme-Bowell est la même que pour celle d’Hapke :
l’évaluation des probabilités d’interceptions du rayonnement incident et du rayonnement émergent
par le milieu.
L’expression de l’ombrage mutuel des particules pour un anneau d’épaisseurH0 est donnée
par :




ω1(h, µ, µ0, α)ω2(h, µ0)dh (3.11)
avec ω1 la probabilité que le rayonnement incident pénètre à une profondeur h dans le
milieu et ressorte à la surface sans être intercepté par une particule, et ω2dh la probabilité que
le rayonnement incident soit diffusé entre h et h+ dh. (voir figure 3.4)
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avec, dans le cas où l’on ne considère que des particules non-diffractantes (grandes devant









( 1) et b = l
λ0fS
avec l la séparation moyenne entre les particules, fS la fraction de surface occupée par
les particules et λ0 la distance moyenne entre un point placé aléatoirement à l’intérieur de la
section efficace de la particule et la périphérie de cette section efficace.
Dans le cas où toutes les particules sont des sphères de rayon a, alors, λ0 = 1.125a,
fS = pia
2





b = 1.19/Danneaux (3.15)
De la même façon que τCKI et τCH , τCLB est directement proportionnel à Danneaux. Plus
l’anneau est dense, plus on se rapproche d’une surface solide. Plus l’anneau est dilué, plus on
se rapproche d’un comportement photométrique où l’effet d’opposition est inexistant.
3.2 Comparaison des modèles
3.2.1 Modèle classique multi-couches, cas limite sans R-SHOE
Jusqu’à maintenant, la faible résolution angulaire des instruments n’a pas permis de me-
surer directement l’épaisseur des anneaux de Saturne. Seules des bornes maximales, notamment
données par les observations de la sonde Voyager laissaient entendre que les anneaux n’étaient
pas plus épais que quelques centaines de mètres (Lane et al. (1982)). Avant la sonde Cassini,
aux vues des épaisseurs optiques normales mesurées depuis la Terre ou grâce à Voyager (. 2,
Esposito et al. (1983a)), leurs densités étaient souvent considérées comme relativement faible
(D << 0.1). Par conséquent, l’approximation Danneaux → 0 étaient couramment faite. Ainsi,
dans ce contexte, quelque soit le modèle utilisé : τC → 0, ce qui a permis de négliger l’effet
d’opposition dû à l’ombrage mutuel des particules d’anneaux. L’effet d’opposition visible sur les
anneaux de Saturne a été attribué aux effets d’oppositions présents sur le régolithe recouvrant
les particules d’anneaux.
1. ξ est la variable de passage entre s et z dans le schéma 3.4. Son expression se retrouve en appliquant le
théorème d’Al-Kashi dans le triangle ABS.
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où τ est l’épaisseur optique normale du milieu.
Il vient :




C’est l’expression du modèle classique multi-couches.
On reconnait bien que dans le cas où l’épaisseur optique est finie, le terme en exponentielle
n’est pas nul, et une partie du rayonnement va être transmise à travers les anneaux et donc
perdue en réflexion ce qui va réduire la contribution de l’anneau au facteur de radiance globale.
En fait dans le cas où l’on néglige l’ombrage mutuel des particules d’anneaux, on pondère juste
l’épaisseur optique normale par µ et µ0 afin de considérer le trajet effectif du rayonnement à
l’entrée et à la sortie de l’anneau.
Dans ce cas, si τ → 0 alors R − CLASSIC → 0, i.e. : si le milieu observé est infiniment
dilué alors il n’y a pas de diffusion du rayonnement incident. À l’inverse, si le milieu est infini-
ment dense, τ →∞ et R−CLASSIC → µ0
µ+µ0 , on retrouve la contribution de Lommel-Seeliger
pour une surface de satellite.
Ainsi on comprend que pour qu’il n’y ait pas d’effet d’opposition dû à l’ombrage mutuel
des particules, il faut que les particules constituant le milieu soient très isolées les unes des
autres (D → 0) mais sur une épaisseur suffisamment importante pour que l’épaisseur optique
normale soit importante (τ0 →∞). En pratique, dans le cas des anneaux de Saturne, nous ne
nous trouvons pas dans ces conditions; ce qui nécessite la modélisation de l’effet d’opposition
dû à l’anneau et donc l’utilisation des modèles présentés dans la section 3.1.
3.2.2 Comparaison Morphologique
3.2.2.1 Dégénérescence entre H et R
Le premier résultat issu des modèles décrits précédemment est de constater qu’il existe
une dégénérescence entre l’épaisseur de l’anneau et le rayon moyen des particules constituant
l’anneau. La figure 3.5 illustre ce fait. La définition du coefficient d’extinction linéique E (voir
sous-section 3.1.1) impose cette dégénérescence. Ainsi, malgré la modélisation de l’ombrage
mutuel des particules d’anneau (R-SHOE) et de la levée de dégénérescence entre D et H/R, les
effets des trois paramètres de la structure de l’anneau ne sont pas totalement discernables lors
de l’étude de l’effet d’opposition.
Par conséquent, nous parlerons désormais de manière indifférenciée de l’épaisseur des
anneaux (normalisée au rayon moyen des particules) ou du rapport épaisseur de l’anneau sur
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H = 10 R = 0.4
H = 30  R = 1.3
H = 50  R = 2.2
H = 80  R = 3.6
H = 100  R = 4.5
H = 200  R = 9.0
H/R = 22
Figure 3.5 – Illustration de la dégénérescence intrinsèque à l’effet d’opposition entre l’épaisseur de l’anneau H
et le rayon moyen des particules d’anneau R calculé avec le modèle de Lumme–Bowell (section 3.1.4). τ a été
fixé à 5 et Danneaux à 0.3. Chaque taille et couleur de points correspond à un couple de valeurs H et R dont le
rapport est constant.
rayon moyen des particules de l’anneau H/R.
3.2.2.2 Comparaison des modèles de R-SHOE
Bien que la formulation de τC pour chaque modèle soit très différente, la figure 3.6 montre
que leurs comportements sont très proches. Sur cette figure, les trois modèles décrits précédem-
ment sont tracés en fonction de l’angle de phase pour des épaisseurs optiques normales allant de
0.03 à 2.5 ainsi que leurs écarts-relatifs (figure de droite). Pour faire varier l’épaisseur optique
normale on fixe la densité des anneaux et on change l’épaisseur.
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Figure 3.6 – Comparaison des modèles de R-SHOE pour différentes épaisseurs optiques à Danneaux fixée à 0.3.
L’angle d’incidence et la longitude solaire ont été fixés à 50◦ et 40◦ respectivement. La variation d’angle de phase
correspond à une variation d’angle d’émergence et de longitude observateur. La figure de droite montre l’écart-
relatif entre le modèle de Lumme-Bowell (en rouge) et les modèles de Kawata-Irvine et d’Hapke (respectivement
en bleu et en vert) pour les épaisseurs optiques minimale et maximale.
Ces courbes montrent toutes le même comportement. Plus l’épaisseur optique augmente,
plus l’amplitude des courbes à faible angle de phase augmente, tendant vers 1 lorsque l’épais-
seur optique τ est très supérieure à 1 c’est à dire que l’anneau diffuse de plus en plus de flux à
mesure que l’angle de phase diminue jusqu’à reproduire le même comportement photométrique
qu’une surface solide. À faible τ , les courbes sont plates, indiquant qu’il n’existe pas d’effet
d’opposition dans ce cas et que l’anneau transmet la majorité du rayonnement incident (ce
qui va réduire le facteur de radiance de l’anneau). Les courbes de phase se divisent en deux
branches pour des angles de phases supérieurs à 1◦. Cet écartement a une origine purement
géométrique, la branche supérieure marquant l’approche de l’opposition où l’angle d’émergence
est supérieur à l’angle d’incidence, et la branche inférieure marquant l’approche de l’opposition
où l’angle d’émergence est inférieur à l’angle d’incidence. Ce comportement est déjà observé
pour le modèle sans R-SHOE mais dans le cas de la prise en compte du R-SHOE l’écart entre
les branches est modifié par la forme et l’amplitude du pic d’opposition.
L’écart entre les modèles est lui aussi de plus en plus visible à mesure que l’épaisseur
optique augmente. Pour des angles de phase inférieurs à 1◦, les modèles ne diffèrent pas de
plus de 2% et, de manière générale, les différences n’excèdent pas 10% sur toute la gamme
d’angle de phase avec un pic autour de 10◦. Ce pic est principalement dû à la forme des courbes
dont le gradient est maximal autour de 10◦ ce qui augmente dans notre exemple particulier les
différences entre les modèles.
Du fait de la similarité des modèles d’effet d’opposition, nous avons décidé de n’utiliser
que celui de Lumme-Bowell dans la suite de notre étude. Il s’agit du modèle au formalisme le
plus simple (dans le cas de particules sphériques monotailles), garantissant la rapidité de calcul,
nécessaire pour notre étude.
Dans la sous-section précédente, les équations montrent qu’à faible épaisseur optique le
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modèle de R-SHOE tend vers le modèle classique d’anneau. C’est cette limite qui est visible
sur la figure 3.7.
Figure 3.7 – Comparaison du modèle de Lumme-Bowell et du modèle classique pour différentes épaisseurs
optiques. La densité de l’anneau est fixée à 0.3, le rapport H/R varie pour changer l’épaisseur optique de
l’anneau. Les conditions géométriques de la figure 3.6 ont été conservées.
Le modèle classique n’exhibe pas d’effet d’opposition. Par conséquent, le facteur de ra-
diance de l’anneau modélisé reste constant lorsque l’angle de phase diminue. Lorsque τ → ∞
le terme en exponentielle tend vers 0 et, à l’opposition (µ = µ0) le modèle classique tend vers
0.5, tout comme la loi de Lommel-Seeliger. On retrouve bien le comportement d’une surface
semi-infinie sans effet d’opposition.
Il est intéressant de noter que l’effet d’opposition apparait dès que l’épaisseur optique est
supérieure à 0.3. L’amplitude de cet effet est d’autant plus importante que l’épaisseur optique
augmente, jusqu’à tendre vers 1 pour des épaisseurs optiques >> 1. Dans ce cas l’effet d’oppo-
sition double la valeur du facteur de radiance du modèle classique, ce qu’on retrouve bien dans
la formulation de l’effet d’opposition pour des surfaces semi-infinies (chapitre 2 section 2.5). La
modélisation rigoureuse de l’effet d’opposition permet d’explorer toute la gamme d’épaisseur
optique entre 0 et +∞.
Enfin, lorsque l’angle de phase augmente, le modèle classique et les modèles d’ombrage
mutuel tendent à se rejoindre, car les probabilités que le rayonnement entre et sorte des anneaux
deviennent décorrélées. Plus le milieu est optiquement épais, plus cette corrélation est visible à
angles de phases élevés.
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3.2.3 Évolution morphologique du R-SHOE en fonction des para-
mètres d’anneaux
L’objectif de cette section est d’évaluer l’effet des paramètres structurels de l’anneau (D,
H/R) sur la largeur du pic d’opposition dû à l’ombrage mutuel des particules. Les courbes
d’effets d’oppositions présentées dans la section 3.2.2 montrent qu’elles tendent toutes vers le
modèle classique pour un angle de phase dépendant de ces caractéristiques structurelles de
l’anneau. Nous définissons une observable qui est la largeur à mi-hauteur de l’effet d’opposi-
tion, évaluée comme étant l’angle pour lequel le R-SHOE est égal à la moitié de l’amplitude
maximale du R-SHOE, en prenant pour niveau zéro l’amplitude maximale du modèle classique.
À l’ordre zéro, il est possible de construire un modèle simple d’effet d’ombrage mutuel.
Pour qu’une particule puisse réfléchir le rayonnement incident il faut que ce rayonnement inci-
dent n’ait pas rencontré de particules sur la direction de propagation puis que le rayonnement
émergent ne rencontre pas d’autre particules avant de ressortir de l’anneau. Ainsi, il faut que
les trajets du rayonnement lors de l’entrée et de la sortie du milieu soient tous les deux com-
pris dans un cylindre dont la base est la section efficace géométrique de la particule et dont la
hauteur est la longueur verticale maximale sans particule, Lmax. L’angle maximal αmax entre
les deux directions est donc fonction du rayon de la particule et de Lmax tel que :
αmax = arctan ( RLmax ) (voir figure 3.8).
Figure 3.8 – Schéma de l’évolution de l’angle de corrélation entre les directions d’entrée et de sortie du
rayonnement pour H/R fixé et Danneaux qui varie.
Deux situations extrêmes peuvent alors être rencontrées :
– Soit le milieu est suffisamment dilué pour que le Lmax soit égal à l’épaisseur de l’anneau
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– Soit le milieu est suffisamment dense pour qu’un rayon incident ne puisse pas ressortir
de l’anneau une fois dépassée une certaine profondeur. Dans ce cas, Lmax est limité par
la densité du milieu indépendamment de l’épaisseur de l’anneau, de sorte que Lmax soit
la distance verticale maximale sans particule. On évalue cette distance comme l’inverse
de la surface d’interaction totale de toutes les particules contenues dans un m3, soit





= 4R3Danneaux , d’où αmax ∝ arctan (
3
4Danneaux) .



























Figure 3.9 – Évolution de la largeur à mi-hauteur de l’effet d’opposition pour le modèle de Lumme-Bowell en
fonction du rapport H/R. Les conditions géométriques de la figure 3.6 ont été conservées. Danneaux a été fixée
à 0.1. L’épaisseur optique varie entre 0.4 et 30.
La figure 3.9 montre l’évolution de la largeur à mi-hauteur de l’effet d’opposition en fonc-
tion du rapport H/R pour une densité d’anneau égale à 0.1. Les épaisseurs optiques associées
sont comprises entre 0.4 et 30. Ainsi, on observe bien que pour un faible rapport H/R (jusqu’à
≈ 15 soit τ ≈ 1) la largeur à mi-hauteur de l’effet d’opposition diminue lorsque H/R augmente
puis sature au niveau fixé par Danneaux comme attendu.
La figure 3.10 montre l’évolution de la largeur à mi-hauteur de l’effet d’opposition en
fonction de Danneaux pour H/R fixé à 100. Plus Danneaux augmente (donc l’épaisseur optique),
plus la largeur à mi-hauteur de l’effet d’opposition augmente (Lmax diminue). À l’inverse, pour
des densités faibles, la largeur à mi-hauteur tend vers la limite fixée par l’épaisseur de l’anneau.
J’ai montré que pour des anneaux, dont l’épaisseur optique est élevée, typiquement supé-
rieure à 1, l’effet d’opposition dû à l’anneau ne sera contrôlé que par la densité de l’anneau et
non son épaisseur. À l’inverse pour de faibles épaisseurs optiques, c’est l’épaisseur de l’anneau
qui déterminera la morphologie du pic d’opposition. Cette information est précieuse pour la
stratégie d’inversion que nous mettrons en place pour l’étude des anneaux de Saturne (voir
4.2.3 chapitre 4).
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Figure 3.10 – Évolution de la largeur à mi-hauteur de l’effet d’opposition pour le modèle de Lumme-Bowell en
fonction de la densité de l’anneau Danneaux. Les conditions géométriques de la figure 3.6 ont été conservées.
3.2.4 Effet de la géométrie
De par l’origine purement géométrique de l’ombrage mutuel des particules d’anneaux, il
est pertinent d’étudier l’effet de la géométrie d’observation et d’illumination de l’anneau sur la
morphologie et l’amplitude du pic d’opposition R-SHOE. L’équation 3.14b est en effet fonction
du paramètre ξ, dépendant exclusivement de la géométrie de la scène à travers les angles µ, µ0,
φ, φ0 (l’angle de phase dépend de φ, φ0), voir figure 3.2.
La figure 3.11 illustre l’évolution du R-SHOE en fonction de l’angle de phase et de l’angle
d’incidence. L’effet de i sur la largeur à mi-hauteur du pic d’opposition est très important,
alors qu’il est plus négligeable sur son amplitude à α = 0◦. L’inclinaison de Saturne (et donc
des anneaux) par rapport au plan de l’écliptique impose i ∈ [63◦; 90◦], il est intéressant de
remarquer que les différences d’amplitudes pour des angles de phases supérieurs à 2◦ entre le
R-SHOE pour i = 60◦ et celui pour i = 80◦ sont d’environ 30% rendant l’effet de la géométrie
bien supérieur à l’effet de choix de modèle (discussion de la section 3.2.2). L’influence de la
longitude solaire φ0 est bien plus faible comme le montre la figure 3.12. La formulation même
de ξ et de α en fonction de µ, µ0, φ, et φ0 laissait présager de la prédominance de µ, µ0 sur
l’effet d’opposition.
L’effet de la géométrie sur l’ombrage mutuel des particules sera donc bel et bien visible
dans les observations.
Tous les comportements du R-SHOE décrits dans ce chapitre vont être modulés par la
présence de régolithe sur les particules d’anneaux. C’est l’effet conjoint des multiples échelles
présentes dans les anneaux qui va prescrire la stratégie d’inversion nécessaire pour notre étude.
Le chapitre suivant s’intéresse au comportement du modèle complet incluant l’effet du régolithe
et des anneaux et explore la sensibilité de ce modèle aux différentes échelles qu’il contient.
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Figure 3.11 – Évolution du R-SHOE (modèle Lumme-Bowell) pourDanneaux = 0.3 etH/R = 10 (soit τ = 2.24)
en fonction de l’angle de phase pour différents angles d’incidence. La longitude solaire est fixée à 20◦, la longitude
de la sonde et l’angle d’émergence varient afin d’échantillonner l’angle de phase.
Figure 3.12 – Évolution du R-SHOE (modèle Lumme-Bowell) pourDanneaux = 0.3 etH/R = 10 (soit τ = 2.24)
en fonction de l’angle de phase pour différentes longitudes solaires. L’angle d’incidence est fixé à 70◦, la longitude
de la sonde et l’angle d’émergence varient afin d’échantillonner l’angle de phase.
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Dans les deux chapitres précédents nous avons dérivé les équations donnant le comporte-
ment photométrique d’une surface plane observée et illuminée respectivement selon les angles
e et i, recouverte de régolithe (chapitre 2), et la modélisation nécessaire de l’effet d’opposition
pour un anneau constitué de particules, d’épaisseur finie et de densité non nulle (chapitre 3).
Dans ce chapitre, nous assemblons ces différentes échelles pour modéliser le comportement pho-
tométrique total d’un anneau. Comme rappelé dans l’introduction de la partie II, trois échelles
contrôlent la photométrie des anneaux:
– Échelle microscopique: Le régolithe recouvre les particules d’anneaux (chapitre 2)
– Échelle mésoscopique: Les particules d’anneaux sont sphériques et recouvertes de
régolithe. Il faut donc inclure les effets d’ombres sur les particules et la contribution du
régolithe intégrée sur toute la particule (les angles locaux sur les particules vont être
différents des angles globaux d’éclairement et d’observations) (chapitre 4 section 4.1).
– Échelle macroscopique: Les particules d’anneaux forment un anneau d’épaisseur fi-
nie et de densité non-nulle induisant un effet d’opposition macroscopique R-SHOE
dont l’amplitude et la morphologie dépendent de la structure macroscopique de l’an-
neau (chapitre 3).
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Ainsi, le calcul du facteur de radiance d’un anneau à toutes ces échelles d’interactions
avec le rayonnement suit l’équation suivante (Lumme and Bowell (1981)):
I0(µ, µ0, α)
F














Le terme R − SHOE est donné par l’équation 3.14 du chapitre 3, où nous avons choisi
d’utiliser le modèle de Lumme-Bowell.
L’albédo géométrique Aparticule aussi appelé albédo physique est défini comme le ratio de
la radiance intégrée sur la particule à angle de phase nul par la radiance intégrée de la même
particule recouverte de régolithe au comportement Lambertien.
La fonction de phase intégrale de la particule d’anneau φparticule (à ne pas confondre avec
l’intégrale de phase voir Hapke (1981)) donne le comportement angulaire de diffusion d’une
particule d’anneau recouverte de régolithe. Elle est normalisée de sorte qu’elle soit égale à 1 à
angle de phase nulle.
Ces deux termes modélisent l’aspect mésoscopique du modèle d’anneau et sont détaillés
dans les sections suivantes.
4.1 Intégration du régolithe sur une particule d’anneau:
Fonction de phase intégrale φparticule
4.1.1 Particule d’anneau recouverte de régolithe
Il nous faut maintenant dériver la radiance diffusée par une particule d’anneau elle même
recouverte de régolithe (voir figure 4.1). Pour ce faire, nous utilisons le formalisme développé
par Hapke (Hapke (2012)). L’idée est de découper la particule sphérique en une multitude de
facettes planes (voir figure 4.2) sur laquelle nous appliquons localement la formule dérivant le
comportement photométrique du régolithe 2.71 donnant I
F Facette
. Ainsi le facteur de radiance
d’une particule d’anneau est donnée par l’équation suivante:
I
F particule









(µ′, µ′0, α′)µ′dA (4.2)
Avec µ′, µ′0, α′ les angles locaux sur chaque facette de la particule d’anneau et dA l’élément
de surface correspondant à la facette dont le centre a pour coordonnée Λ et L, respectivement
l’ascension droite et la déclinaison sur la particule d’anneau. α est l’angle de phase dans le
référentiel particulo-centrique. Les bornes des deux intégrales correspondent à la surface visible
et illuminée de la particule d’anneau.
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Figure 4.1 – Particule d’anneau recouvert de ré-
golithe
Figure 4.2 – Schéma d’une particule d’anneau
Sur une particule sphérique de rayon unité, paramètrée par Λ et L, l’élément de surface se
calcule selon la formule suivante:
dA = cos (L)dLdΛ (4.3)
De même, pour calculer les angles locaux µ′, µ′0 et α′ il faut revenir aux définitions des
angles d’émergence et d’incidence. Dans le référentiel particulo-centrique:
µ′ = cos(e′) =
~Sonde· ~N(Λ, L)
|| ~Sonde|| × || ~N(Λ, L)|| (4.4a)
µ′0 = cos(i′) =
~Soleil· ~N(Λ, L)
|| ~Soleil|| × || ~N(Λ, L)|| (4.4b)
Avec ~Soleil et ~Sonde les vecteurs normés portés respectivement par les directions Soleil-
Centre de la particule et Centre de la particule-Sonde. ~N(Λ, L) ets le vecteur normal à la facette
(Λ, L) dont les composantes sont: 
Nx = cos(L) cos(Λ)






|| ~Sonde|| × || ~Soleil|| (4.4c)
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Dans l’hypothèse où les particules d’anneau sont très petites devant les distances de la
sonde et du Soleil, l’angle de phase local pourra être considéré comme constant sur la surface
de la particule et α′(Λ, L) = αparticule (différence de 10−3 degrés pour un rapport de 6.104 entre
la taille de la particule d’anneau et la distance à la sonde; les différences sont < 10−1 pour un
rapport distance/taille égal à 1000).
4.1.2 Normalisation de la fonction de phase
D’après Lumme and Bowell (1981), la fonction de phase intégrale φparticule, est définie
selon la formule suivante:








où les numérateurs et dénominateurs sont donnés par l’équation 4.2 évaluée respectivement en
µ, µ0, α et en µ, µ, 0 c’est à dire à l’opposition.
Il existe trois conséquences immédiates à cette formalisation:
(1) Le calcul de la constante de normalisation de l’équation 4.2 n’est pas nécessaire puis-
qu’elle va se simplifier lors du calcul de ce rapport.
(2) La fonction de phase intégrale ne peut dépasser l’unité. Par conséquent, les différents
termes photométriques du régolithe ne vont jouer que sur la forme de l’intégrale de phase et
non sur son amplitude maximale.
(3) Enfin, cette fonction est indépendante de l’albédo simple diffusion moyen ω˜0 dans le
cas où il n’y a pas de diffusion multiple et de rétro-diffusion cohérente (CBOE).
Afin d’étudier le rôle des différents termes du régolithe sur la fonction de phase intégrale,
j’ai construit une routine calculant explicitement la fonction de phase intégrale en fonction de la
photométrie choisie pour chaque facette (possibilité d’allumer ou d’éteindre les différents termes
de la formule 2.71), grâce aux équation de la section 4.1.1. Nécessitant une intégration numé-
rique et une grande quantité de calculs, cette fonction va être utilisée pour l’étude générale de
mon modèle photométrique (voir section 4.2) afin de quantifier et d’appréhender l’impact de ces
différents termes de la photométrie du régolithe sur le modèle complet de l’anneau. Cependant,
afin de réduire les temps de calculs, notamment lors des inversions du modèle, qui utilise tous
les termes de l’équation 2.71), une formule purement analytique lui sera préférée (Hapke (2012)):
φparticule(µ, µ0, α) = r02Aparticule
{[
(1+γ)2
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où Preg, BSHOE, BCBOE sont les fonctions d’Hapke définies dans le chapitre 2. Dans cette
équation, les fonctions H(µ) et H(µ0) sont approximées à leurs développements d’ordre 2 en
r0.
Pour un jeu de paramètres de régolithe choisi de manière aléatoire, la figure 4.3 montre que
l’approche numérique et analytique dans le cas où tous les termes de la photométrie du régolithe
sont conservés, sont totalement équivalentes (moins de 10−4% d’écart). Le temps de calcul par la
méthode numérique est proche de la seconde, à comparer aux quelques millisecondes nécessaires
au calcul de la formule analytique, justifiant son utilisation lors des ajustements.
Figure 4.3 – Calcul de la fonction de phase intégrale par la méthode d’intégration numérique comparé à la
formule analytique de Hapke (2012).
L’effet d’intégration de la photométrie du régolithe sur une particule d’anneau est étudié
dans la section suivante, en utilisant le calcul numérique des fonctions de phase intégrales.
4.1.3 Conséquences de la prise en compte de l’intégration du régo-
lithe sur une particule d’anneau
Les figures 4.4, 4.5, 4.6 et 4.7 illustrent l’effet d’intégrer le comportement photométrique
du régolithe sur les particules d’anneau sur le comportement photométrique général de l’anneau.
Pour tracer les deux premières figures et étudier l’effet du CBOE seul, le SHOE du régolithe
est mis à zéro tandis que les termes autres que le CBOE régolithe sont fixés à des valeurs
arbitraires (ω0, g, areg pour le régolithe, Danneau et H/R pour l’anneau). Enfin, le facteur de
remplissage du régolithe Dreg varie entre 0 et 1 afin de faire varier la largeur à mi-hauteur du
CBOE (équation 2.70). Pour la figure 4.4 on utilise la formule 4.1 (intégration du régolithe sur
une particule d’anneau) tandis qu’on utilise la formule 4.8 pour tracer la figure 4.5 (régolithe
disposé sur une surface plane).
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I0(µ, µ0, α)
F
= ω04 × [BSHOE(α)× Preg(α) +M(µ, µ0, α)]×BCBOE(α)×R− SHOE(τ, µ, µ0, α)
(4.8)
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t 0 = 0.6     g = < 0.4    BSHOE = 0.0 
areg = 5.10 < 5 m     BCBOE = 1.0 
Danneaux = 0.3     H/R = 15     o= 3.4 
Figure 4.4 – Modèle d’anneau Lumme-Bowell +
CBOE régolithe avec intégration du régolithe sur une
particule d’anneau.
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t 0 = 0.6     g = < 0.4    BSHOE = 0.0 
areg = 5.10 < 5 m     BCBOE = 1.0 
Danneaux = 0.3     H/R = 15     o= 3.4 
Figure 4.5 – Modèle d’anneau Lumme-Bowell +
CBOE régolithe sans intégration du régolithe sur une
particule d’anneau.
Bien que la largeur à mi-hauteur du CBOE soit bien plus faible qu’un degré sur les deux
figures, la prise en compte de l’échelle mésoscopique ajoute du flux sur toute la gamme d’angle
de phase inférieur à ≈ 40◦ et diminue le facteur de radiance au delà. Cet effet est dû à la
normalisation de la fonction de phase intégrale d’une particule d’anneau à 1. Cela change la
forme de la fonction sur toute la gamme d’angle de phase. Ainsi, on constate que proche de
l’opposition, le facteur de radiance est augmenté d’environ 70% et que le pic d’opposition dû
au CBOE est plus étroit (quelques centièmes de degrés). Pour expliquer cet étrécissement, on
ne peut faire appel à une variation d’angle de phase local puisque nous avons fait l’hypothèse
que cet angle est le même sur toute la particule. C’est en fait l’impact de la proportion d’ombre
(effet jour-nuit sur la particule) que l’on observe.
En effet, pour une même densité de régolithe, du fait de la sphéricité de la particule d’an-
neau, dès que l’angle de phase global s’écarte de l’opposition une partie de la particule observée
est dans l’ombre, ce qui réduit son facteur de radiance global. Ainsi, la largeur et l’amplitude
du pic d’opposition croissent toujours de manière monotone avec la densité du régolithe, tout
en étant modulées par la part d’ombre qui augmente rapidement avec α.
Que l’on intègre le régolithe sur la particule ou non, la densité du régolithe change signi-
ficativement la forme et l’amplitude de la courbe pour des valeurs comprises entre 0 et 0.15,
comme l’indique l’échelle de couleur. Au delà, les différences entre les courbes s’amenuisent.
Les figures 4.6 et 4.7 montrent la même étude de l’impact de l’intégration du régolithe
sur une particule d’anneau pour le SHOE du régolithe. Cette fois le CBOE est mis à zéro, le
SHOE est calculé à partir des valeurs de densité du régolithe.
Bien que les physiques du CBOE et du SHOE soient différentes, les figures 4.6 et 4.7
montrent le même comportement du SHOE régolithe vis à vis de la densité du régolithe lorsqu’on
l’intègre sur la particule d’anneau. La encore, c’est l’effet jour-nuit qui en est responsable.
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t 0 = 0.6     g = < 0.4    BSHOE = 1.0 
areg = 5.10 < 5 m     BCBOE = 0.0 
Danneaux = 0.3     H/R = 15     o= 3.4 
Figure 4.6 – Modèle d’anneau Lumme-Bowell +
SHOE régolithe avec intégration du régolithe sur une
particule d’anneau.
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t 0 = 0.6     g = < 0.4    BSHOE = 1.0 
areg = 5.10 < 5 m     BCBOE = 0.0 
Danneaux = 0.3     H/R = 15     o= 3.4 
Figure 4.7 – Modèle d’anneau Lumme-Bowell +
SHOE régolithe sans intégration du régolithe sur une
particule d’anneau.
Néanmoins, la largeur à mi-hauteur du pic du SHOE est bien plus grande que celle du CBOE,
allant jusqu’à ≈ 15 − 20◦ dans le cas d’un régolithe très dense ce qui permet a priori de
distinguer les contributions de ces deux effets (quelques centièmes de degrés pour le CBOE).
4.2 Description du modèle général multi-échelles
Désormais, l’équation 4.1 permet de prédire le comportement photométrique des anneaux
grâce au modèle d’anneau prenant en compte les trois échelles caractéristiques de la structure
des anneaux. Ce modèle est paramétré par 8 paramètres: Danneaux, H/R, ω0, g, B0SHOE , B0CBOE ,
aregolithe et Dregolithe.
Avec un si grand nombre de paramètres, il est difficile d’appréhender la prédominance de ces
différents termes sur le comportement du modèle complet. De façon à contraindre les domaines
angulaires de prédominance de chacun de ces paramètres, j’ai tracé le facteur de corrélation
entre le facteur de radiance et la valeur d’un paramètre en fonction de l’angle de phase.
4.2.1 Calcul de corrélation pour les paramètres du modèle
La figure 4.8 montre les corrélations entre le facteur de radiance et les paramètres du
modèle multi-échelles décrit par l’équation 4.1 en fonction de l’angle de phase pour 4 épaisseurs
optiques d’anneau différentes. Pour ce faire, pour chaque épaisseur optique, 1000 calculs de
courbes de phases correspondants à 1000 jeux de paramètres aléatoirement choisis par tirage
Monte-Carlo ont été effectués. Les géométries utilisées comme entrées pour ces calculs sont
celles représentatives des géométries d’observations et d’illuminations des données de la sonde
Cassini (voir chapitre 8). Pour chaque valeur d’angle de phase, on calcule le coefficient de
corrélation linéaire de Pearson entre la valeur du facteur de radiance à cet angle de phase et
la valeur d’un des paramètres du modèle. Ce coefficient de corrélation de Pearson est calculé
en faisant le rapport entre la covariance de I/F et du paramètre, par l’écart-type de ces deux
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i=1(xi− < x >).(yi− < y >)√
(∑Ni=1(xi− < x >)2).√(∑Ni=1(yi− < y >)2) (4.9)
Si le coefficient de corrélation est nul alors le paramètre n’a aucune influence sur la valeur du
facteur de radiance. À l’inverse, plus le coefficient de corrélation tend vers 1 (ou -1) plus la
corrélation (ou l’anti-corrélation) est forte. Le signe indique si, à une augmentation de la valeur
du paramètre, correspond une augmentation de la valeur du facteur de radiance (+) ou une
diminution (-) .
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Figure 4.8 – Facteur de corrélation entre le facteur de radiance I/F et les paramètres du modèle multi-échelles
pour des épaisseurs optiques allant de 0.1 à 2.0.
Il ressort de ces figures que les deux paramètres prédominants dans l’évolution du facteur
de radiance de l’anneau sont l’albédo de simple diffusion et la paramètre d’asymétrie de diffu-
sion du régolithe avec néanmoins une importance croissante des paramètres macroscopiques de
l’anneau (D et H/R)en particulier lorsque l’épaisseur optique est importante. Ces deux para-
mètres de l’échelle microscopique contrôlent la photométrie de l’anneau pour toute la gamme
d’angle de phase allant de 10−3 à 180◦. Néanmoins, à faible angle de phase donc proche de
l’opposition (α < 0.1◦), aucun paramètre ne semble réellement prédominant. En dehors d’ω0 et
g, les autres paramètres modélisant justement l’effet d’opposition, il n’est pas étonnant de voir
que tous contribuent à la forme et l’amplitude de l’effet.
Afin de mieux déterminer l’effet des différents paramètres, j’ai fixé ω0 et g à des valeurs
quelconques, et recalculé les coefficients de corrélations entre le facteur de radiance et les valeurs
des autres paramètres. Le résultat est indiqué sur la figure 4.9.
Sur ces graphes, pour chaque paramètre, deux courbes sont tracées, en traits pleins et
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Figure 4.9 – Facteur de corrélation entre le facteur de radiance I/F et les paramètres du modèle multi-échelles
pour des épaisseurs optiques allant de 0.1 à 2.0. Les paramètres ω0 et g ont été fixés dans ce cas. Les courbes
en traits pleins correspondent à ω0 = 0.6 tandis que les traits en pointillés correspondent à ω0 = 0.2.
en pointillés, correspondant chacune respectivement à une valeur d’ω0 de 0.6 et 0.2. Ainsi, à
albédo de simple diffusion et facteur d’asymétrie de diffusion fixés, on constate que les deux ef-
fets contrôlant principalement la morphologie des courbes de phases sont les effets d’ombrages
dans le régolithe (SHOE) et dans l’anneau (R-SHOE). En effet, le CBOE qui s’exprime sur
ce graphique par le biais de B0CBOE et a (φreg influant aussi sur le SHOE) ne semble devenir
prédominant qu’à des angles de phases inférieur à 0.1◦. C’est le même comportement que pour
la figure 4.4. On voit dès maintenant que ce n’est qu’à très faible angle de phase que le CBOE
sera détectable dans les données. Nous reviendrons sur ce problème dans la partie IV lors de
l’analyse des résultats des inversions.
Il apparait évident d’après la figure 4.9 que le SHOE du régolithe, notamment son am-
plitude B0SHOE est le paramètre qui influe le plus sur la forme de la courbe de phase, et ce,
sur une grande gamme d’angle de phase. C’est d’autant plus vrai que l’épaisseur optique des
anneaux est faible. La corrélation avec la densité du régolithe φreg (autre paramètre du SHOE)
est elle aussi importante sur toute la gamme d’angle de phase. Comme ces deux paramètres
influent sur la forme globale de toute la courbe de phase (voir figure 4.4), avec une largeur à
mi-hauteur de 10− 15◦, l’effet du SHOE est visible sur toute la gamme d’angle de phase. Pour
autant, ce n’est vrai qu’à albédo et paramètre d’asymétrie fixés.
De plus, plus l’épaisseur optique augmente plus les paramètres macroscopiques de l’an-
neaux sont prédominants à des angles de phases de plus en plus petit allant jusqu’à 5◦ pour
τ = 2. En deçà, l’effet de l’anneau reste important, même à très faibles angles de phase, le
facteur de corrélation n’étant pas nul. Il est présent à de plus en plus faibles angles à mesure
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que l’épaisseur optique augmente comme prédit par le modèle de R-SHOE, validant ainsi la
nécessité de prendre en compte le R-SHOE à la place du modèle classique.
La figure 4.9 montre également la variation de corrélation entre le facteur de radiance et
les paramètres du modèle lorsqu’on change la valeur de ω0. On observe trois comportements
différents. Pour le CBOE, le fait de baisser l’albédo de simple diffusion réduit son effet (visible
sur les courbes de B0CBOE et a). La largeur à mi-hauteur du CBOE étant proportionnelle à
ω0 cela semble tout à fait cohérent. De plus, le CBOE nécessitant par essence des diffusions
multiples au sein du régolithe, il est normal que l’albédo de simple diffusion du régolithe joue
un rôle important. A contrario, le SHOE semble d’autant plus prédominant que l’albédo de
simple diffusion est faible (visible sur les courbes de B0SHOE et φreg). La largeur à mi-hauteur
du SHOE étant indépendant de la valeur de l’albédo, il faut interpréter cette évolution comme
un effet indirect. Le CBOE voyant son effet réduit, le SHOE va mécaniquement se retrouver
plus prédominant. On observe d’ailleurs le même comportement pour le R-SHOE, lui aussi in-
dépendant de ω0. C’est pourquoi lorsque l’angle de phase dépasse ≈ 10◦, l’influence du R-SHOE
diminue lorsque ω0 diminue. C’est dû à la corrélation entre la facteur de radiance et le CBOE
qui devient nulle autour de cet angle.
Finalement, on retrouve le fait qu’à faible épaisseur optique, c’est le rapport H/R qui est
le paramètre influant le plus sur le R-SHOE tandis que pour des épaisseurs optiques supérieures
à 1, c’est la densité de l’anneau qui domine le R-SHOE et la forme générale de la courbe de
phase (confirmant les hypothèses énoncées dans le chapitre 3).
4.2.2 Impact de la géométrie
Le chapitre 3 a dévoilé la dépendance du R-SHOE avec la géométrie d’observation et
d’illumination de la scène. La dépendance des différents termes modélisant la photométrie du
régolithe à l’angle de phase α et à µ, µ0 pour modéliser la diffusion multiple, rend nécessaire
d’explorer l’influence de la géométrie de la scène sur l’effet des différents paramètres du modèle.
En premier lieu, la figure 4.10 montre l’évolution de la corrélation du facteur de radiance
de l’anneau et des paramètres du régolithe seuls pour deux géométries d’illuminations diffé-
rentes (traits pleins et pointillés). Le R-SHOE est éteint dans ces calculs (utilisation du modèle
classique).
On voit très nettement qu’une variation de géométrie n’a que peu d’impact sur l’influence
des différents termes photométriques du régolithe. L’augmentation de ω0 augmente légèrement
l’effet de la géométrie mais sans commune mesure avec l’effet de la géométrie sur le R-SHOE. En
fait, les variations de facteur de corrélations sont du même ordre de grandeur que les variations
statistiques de ce facteur dû à la différence du jeux de paramètres aléatoires entre deux calculs
de corrélations.
La figure 4.11 montre la même étude mais cette fois le R-SHOE est allumé. Cette fois,
l’influence de la géométrie sur l’effet des paramètres sur le facteur de radiance est bien plus
forte. Ainsi, on montre que les variations de corrélations dues à la variation de géométrie
d’illumination visibles sur la figure 4.11 sont totalement liées à l’effet de la géométrie sur le
R-SHOE.
Pour le modèle multi-échelles, on retrouve bien le fait qu’une variation de géométrie
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Figure 4.10 – Évolution du facteur de corrélation entre le facteur de radiance de l’anneau et les paramètres du
régolithe dans le cas où le R-SHOE est éteint pour deux géométries d’observation. La figure de gauche laisse
tous les paramètres du régolithe libres tandis que celle de droite fixe ω0 et g respectivement à 0.2 et −0.4. Dans
les deux cas l’épaisseur optique de l’anneau est fixée à 0.1.
Figure 4.11 – Évolution du facteur de corrélation entre le facteur de radiance de l’anneau et les paramètres du
modèle général pour deux géométries d’illumination. Les figures de gauche laissent tous les paramètres libres
tandis que celles de droite fixent ω0 et g respectivement à 0.6 et −0.4. Pour la première ligne de figures l’épaisseur
optique de l’anneau est fixée à 0.1. L’épaisseur optique de l’anneau est fixée à 2 pour les figures de la ligne du
bas.
implique une variation de corrélations entre le facteur de radiance et les paramètres macro-
scopiques de l’anneau uniquement (pas d’influence sur les paramètres du régolithe). De plus,
plus l’épaisseur optique est faible plus la variation de géométrie a un impact élevé sur les para-
mètres d’anneau. En effet, plus la géométrie d’illumination est rasante, plus l’épaisseur optique
effective augmente ce qui provoque un effet d’opposition plus fort.
Les différentes géométries d’observation et d’illumination permettent donc de lever une
partie de la dégénérescence entre les effets d’opposition dus au régolithe (SHOE + CBOE) et
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celui dû à l’anneau (R-SHOE), en particulier pour de angles de phase compris entre 1◦ et 30◦
pour des variations des angles d’incidences élevés (50◦-70◦).
4.2.3 Stratégie d’inversion
Comme nous l’avons vu dans les sous-sections précédentes, la variabilité des effets avec
l’angle de phase, les géométries d’observation et d’illumination nous permet théoriquement de
lever la dégénérescence entre le CBOE, le SHOE, le R-SHOE et les caractéristiques de diffusion
du régolithe telles que ω0 et g.
Les figures 4.8 et 4.9 montrent très clairement qu’il est impératif de contraindre ω0 et g,
paramètres prédominants sur la forme et l’amplitude de la courbe de phase. Pour ce faire il est
nécessaire d’utiliser des données allant jusqu’à quelques dizaines de degrés. À l’inverse, pour
bien contraindre les paramètres d’opposition, il est essentiel de descendre jusqu’à des angles
de phases inférieurs à 1◦. En particulier, pour observer une possible influence du CBOE, il est
primordial de descendre à des angles de phase encore plus petits, inférieurs à 0.1◦.
Le R-SHOE étant un effet purement géométrique, il est indépendant de la longueur d’onde
du rayonnement incident, dans la limite où les hypothèses émises dans le chapitre 3 sont vé-
rifiées (R >> λ). A l’inverse, le SHOE régolithe dépend en partie de la longueur d’onde du
rayonnement incident par le biais du terme B0SHOE . Il en va de même pour les paramètres de
diffusion du régolithe tels que ω0 et g. En particulier l’albédo de simple diffusion du régolithe
est sensible aux propriétés d’absorption du matériau. Les anneaux de Saturne étant majori-
tairement composés de glace d’eau, on s’attend à une forte variation d’albédo dans le proche
infrarouge et donc à une forte variation de leurs comportement photométrique. Le CBOE quant
à lui dépend explicitement de la longueur d’onde du rayonnement.
Ainsi, pour différencier le R-SHOE de l’effet du régolithe, il est pertinent de s’intéresser
au comportement spectral de l’effet d’opposition. Les paramètres de l’anneau doivent être les
mêmes indépendamment de la longueur d’onde d’observation. Par conséquent, au-delà de l’in-
térêt de contraindre le comportement spectral du régolithe recouvrant les particules d’anneaux,
l’étude spectrale de l’effet d’opposition fourni un test très robuste sur notre modélisation et sur
la cohérence des paramètres d’anneaux extraient de nos inversions.
Enfin les variations morphologiques potentielles de l’effet d’opposition à différentes dates
d’observations ne peuvent être attribuées qu’au R-SHOE donnant ainsi un autre moyen de
différencier les effets "anneau" des effets "régolithe".
Ce modèle multi-échelles créé spécialement pour l’étude des anneaux de Saturne sera
confronté aux observations dans toute la partie IV. Nous utiliserons le modèle de Lumme-
Bowell pour le R-SHOE et l’équation 4.1 pour prédire le facteur de radiance de l’anneau.
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Nous avons développé dans le chapitre 2 la modélisation du comportement photométrique
d’une surface recouverte de régolithe (voir équation 2.71). Connaissant les directions d’illumi-
nation et d’observation caractérisées par les angles (e, i et α), il est possible grâce à la formule
2.71 de prédire le facteur de radiance de cette surface. Néanmoins, lorsque la surface observée
exhibe des structures macroscopiques subpixelaires, telles que des cratères, des montagnes ou
des failles (on parle de rugosité ou de topographie macroscopique), cette formule n’est plus
utilisable en l’état. Pour tenir compte de cette échelle de rugosité, Hapke (1984) a ajouté de
nouveaux termes à son équation 2.71. Bien que cette méthode générique peut être appliquée sur
une variété de terrains et est par essence plus versatile, elle comporte de nouveaux paramètres
semi-empirique dont l’interprétation physique reste délicate. Dans le cas où nous désirons re-
produire le comportement photométrique d’une topographie dont la forme nous est connue,
nous avons choisi une approche plus analytique en modélisant la morphologie du terrain puis
en y appliquant la formule 2.71. Ainsi, nous évitons toute interprétation trompeuse sur la si-
gnification physique des nouveaux termes empiriques de Hapke (voir Helfenstein and Shepard
(1999) et Shepard and Helfenstein (2007)). De plus cela va nous permettre de remonter aux
paramètres morphologiques des cratères et de préciser les paramètres rhéologiques d’Encelade
(voir section 1.4).
5.1 Modèle morphologique et photométrique
La prise en compte de la présence d’un cratère sur le comportement photométrique d’une
surface a été développé dans les années 60 par Hameen-Anttila et al. (1965), afin de prendre
en compte les effets d’ombrages sur les observations lunaires proches du terminateur (limite
jour/nuit sur un corps). Depuis, ce modèle a été réutilisé par différents auteurs tels que Veverka
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and Wasserman (1972) afin d’étudier les effets de rugosité macroscopique sur la photométrie
martienne ou encore Buratti et al. (2004) afin de determiner la profondeur de certains cratères
sur la comète 19P/Borelly à partir des données de la sonde Deep Space 1.
Dans le cadre du formalisme d’Hameen-Anttila et al. (1965), un cratère est modélisé par
un paraboloïde de révolution de section circulaire (voir figure 5.1). C’est à dire qu’une coupe
verticale passant par le centre du cratère sera décrite par l’équation d’une parabole, et qu’une
section horizontale, parallèle au plan du sol sera décrite par l’équation d’un cercle.
282 J. VEVERKA AND L. WASSERMAN 
FIG:. 1. Scattering grxometry and schematic diagram of a single cr&er of the model surface. 
problem we shall use a contrived, but 
convenient model of surface roughness first 
introduced by HBmeen-Antilla, Laasko,’ 
and Lumme (1965), in which the surface is 
assumed to be covered by paraboloidal 
holes or craters (Fig. 1). The shape of each 
crater is completely defined by the para- 
meter Q = h/R, where h is the crater depth 
(measured from the mean surface level) 
and R is its radius. The quantity Q is 
clearly a measure of the large scale rough- 
ness of the surface. 
Using Cartesian coordina’tes as shown in 
Fig. 1, with the X Y plane coinciding wit)h 
the mean surface, the direction of E in the 
X2 plane, and the 2 axis along the axis of 
the paraboloid, the equation of the 
paraboloid is 
x = $ (x” _ ,$) _ h, 
We shall study the effects of surface 
roughness by calculating the photometric 
properties of a family of model surfaces 
each completely covered by craters of a 
given shape factor Q. It will be assumed 
that any real surface can then be approxi- 
mated by considering an appropriate 
distribution of Q’s. Such an approach is 
obviously deficient in that it does not 
allow well for crater overlap, but has the 
important advantage that it does deal with 
shadowing exactly within the framework 
of the model. 
Thus although we do not claim that our 
approach is necessarily adequate to deal 
with the photometric properties of a real 
randomly rough surface, we do believe that 
it is useful in understanding what effects 
large scale surface roughness may have on 
the observed photometric properties of a 
surface. Note that our approach differs 
from the usual formulation used in radar 
astronomy where the rough surface is 
specified in terms of the distribution of 
height deviations (assumed small) from a 
mean level and shadowing is either 
neglected or treated approximately. Since 
we wish to treat shadowing exactly this 
approach is not useful in our context. 
Now consider a particular point P within 
a crater of radius R, and shape factor Q. 
The conditions that this point is both 
illuminated and seen may be written down, 
following HBmeen-Antilla et al. (1965), as 
x2 + ZJ~ < R”, (2) + y” > R”, (3) 
Figure 5.1 – Illustration de la modélisation d’un cratère comme étant un paraboloïde de révolution autour de
l’axe z. Figure tirée de Veverka and Wasserman (1972).
Le repère formé par les vecteurs ortho-normaux (~ex, ~ey, ~ez) est centré sur le centre de la
section horizontale du paraboloïde de révolution au niveau du sol (donc en z = 0). L’axe z est
normal à cette section, l’axe des x est orienté selon la projection de la direction d’observation
sur cette section et l’axe des y est défini par le produit vectoriel ~ez × ~ex. Le cratère est unique-
ment caractérisé par son rayon R et sa profondeur maximale h. Ainsi, tout point appartenant
à la surface du cratère est défini par ces coordonnées x, y, z. En z = 0, l’équ tion du cercle
définissant les bords du cratère est:
x2 + y2 = R2 (5.1)
Pour une section quelc que du paraboloïde de révolution passant par l’axe z et orthogo-
nale au sol, l’équation de la parabole est donnée par l’équation:
z = h
R2
(x2 + y2)− h (5.2)
116
Chapitre 5. Modèle de rugosité due à un cratère
Ce cratère est illuminé par une source collimatée selon une direction Ω, faisant un angle
”i” avec la normale z (angle d’incidence). De même, ce cratère est observé par un détecteur
(la sonde Cassini dans notre cas) dont la direction Ω′ est séparée de la normale par l’angle
d’émergence ”e”. Les deux directions Ω et Ω′ sont séparées par l’angle de phase α. L’angle entre
la projection de ces deux direction sur la plan du cratère définis l’angle d’azimute Az. Cette
configuration et les notations associées sont celles exposées au début du chapitre 2.
De la même manière qu’avec le calcul de la fonction de phase intégrale du chapitre 4, le
fait d’observer un cratère va avoir deux effets:
– La forme du cratère change les conditions locales d’observation et d’illumination sur
chaque point à la surface du cratère (x, y, z). Connaissant la configuration géométrique
d’illumination et d’observation au centre du cratère, Hameen-Anttila et al. (1965) ont
développé une formulation analytique permettant de calculer en tout point du cratère
les angles locaux d’illumination, d’observation et de phase. Ainsi, il est possible de cal-
culer en tout point du cratère la diffusion du rayonnement incident vers l’observateur.
On parle de diffusion simple.
– De même, la forme du cratère implique que certaines facettes ne seront pas illuminées
et/ou pas observées, cachées par les bords du cratère. Afin de prendre en compte cet
effet, Hameen-Anttila et al. (1965) établissent les formules analytiques permettant de
tester si une facette (x, y, z) est illuminée et observée.
Grâce à se formalisme, il est possible de calculer le facteur de radiance moyen de l’inté-
gralité de la zone observée.
Dans le cas où l’on observe un cratère recouvert de régolithe de très fort albédo simple
diffusion, les diffusions secondaires entre différentes parties du cratère puis vers l’observateur
peuvent elles aussi jouer un rôle important. Buratti and Veverka (1985) stipulent qu’au delà
d’un albédo de simple diffusion de 0.6, cet effet est important. L’albédo de simple diffusion
d’Encelade étant de 0.998 (Verbiscer and Veverka (1994)), nous avons donc modélisé cette
diffusion secondaire macroscopique (voir section 5.3).
Pour ce faire, nous avons développé un formalisme vectoriel, différent de la modélisa-
tion de Hameen-Anttila et al. (1965) (dont les équations sont décrites dans l’annexe B), tout
en conservant la paramétrisation de la surface du cratère proposée par Hameen-Anttila et al.
(1965). Les équations issues du formalisme vectoriel que j’ai développé sont appliquées aux
angles définis sur la figure 5.2:
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Figure 5.2 – Schéma de diffusion d’un point du cratère de coordonnée (x, y). Sur ce schéma, deux contributions
apparaissent, la diffusion simple du rayonnement solaire vers la sonde par les point (x, y) et la diffusion secondaire
du rayonnement diffusé provenant du point de coordonnées (j, k) par le point (x, y) vers la sonde. Les expressions
des angles définis sur cette figure sont données par les équations 5.4.
Le facteur de radiance total du cratère est calculé en faisant la somme des contributions des
diffusions simple de chaque point du cratère auxquelles on ajoute les contributions secondaires
des autres points du cratère.
Pour calculer ces contributions, il est nécessaire de discretiser le cratère. Pour ce faire, nous
découpons le cratère en 2500 facettes (50×50) afin de conserver un temps de calcul raisonnable
tout en échantillonnant le paraboloïde de révolution précisément. Ainsi, les coordonnées (x,y,z)
donnent les positions du centre de chaque facettes. Le formalisme précedent est conservé.
Pour chaque facette dénotée par les indices x, y, le facteur de radiance I
F x,y
est calculé
selon la formule suivante:
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(i′′, e, α′′)︸ ︷︷ ︸
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rayonnement provenant





(i′, e′, α′)︸ ︷︷ ︸
Diffusion du
rayonnement incident
vers la facette x, y par
la facette j, k
(5.3)
où les angles i, i′, i′′, e, e′ et α, α′, α′′ sont indiqués sur le schéma 5.2. Afin de calculer ces
angles, contrairement à l’approche de Hameen-Anttila et al. (1965), j’applique l’approche vec-
torielle décrite précedemment, principalement pour deux raisons:
– Étant donné le nombre d’angles à calculer, il est numériquement plus rapide d’évaluer
des produits scalaires et/ou vectoriels que des fonctions trigonométriques, sans se sou-
cier des cas où ces fonctions tendent vers zéro.
– En conservant l’approche géométrique, le moindre changement de forme nécessite de
retrouver toutes les formules analytiques permettant de calculer les angles locaux. À
l’inverse, l’approche vectorielle permet de changer la forme du cratère très facilement
en conservant les équations 5.5, 5.6 et 5.7. Les perspectives sont donc bien plus grandes,
sans changer la rapidité du code.
Afin de calculer tous les angles locaux apparaissant sur la figure 5.2, il faut tout d’abord
définir les coordonnées, dans le réferentiel du cratère, de quelques vecteurs importants:



















(2) Le vecteur reliant l’observateur à la facette (x, y):
~Px,y = (xobs − x; yobs − y; zobs − z) (5.4b)
(3) Le vecteur reliant la source lumineuse à la facette (x, y):
~Sx,y = (xsource − x; ysource − y; zsource − z) (5.4c)
(4) Le vecteur reliant la facette (j, k) à la facette (x, y)
~Wj,k→x,y = (x− j; y − k; zx,y − zj,k) (5.4d)
Ainsi:
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(5.5a) i = arccos
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~Sx,y · ~Nx,y
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(5.6a) i′ = arccos
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~Sj,k· ~Nj,k





















‖ ~Px,y‖ × ‖ ~Wj,k→x,y‖
)
(5.7b)
Enfin, afin de savoir si une facette (x, y) est visible et/ou éclairée, on regarde si la droite
portée respectivement par le vecteur ~Px,y ou ~Sx,y intersecte la surface à l’intérieur ou à l’ex-
térieur du cercle d’équation x2 + y2 = R2. Si l’on change la forme du cratère alors l’équation
permettant de déterminer si une facette est visible et/ou éclairée sera plus complexe. Il sera
probablement nécessaire de faire une recherche exhaustive des possibles intersections entre ces
droites et l’équation paramétrique de la surface, mais cela reste au-delà des objectifs de déve-
loppement de cette thèse.
Ainsi, connaissant les angles d’illumination et d’observation au centre du cratère au ni-
veau du sol ainsi que le rapport d’aspect du cratère q = D
h
, défini comme étant le rapport
entre le diamètre D et la profondeur du cratère h, il est possible à l’aide de ces formules de
calculer la contribution de chaque facette sur le facteur de radiance moyen du cratère 〈 I
F crate`re
〉
en appliquant la formule 2.71. De cette façon:
〈 I
F crate`re






(i′, e′, α′) 1 (5.8)
où Nobserve´e est le nombre de facettes vues par l’observateur.
Il est nécessaire de préciser que dans toute la suite de mon travail sur les cratères, je
n’inclurai pas la rétro-diffusion cohérente (CBOE) dans la fonction de phase du régolithe. De
plus, les paramètres B0SHOE et hs seront fixés à des valeurs tirées de Verbiscer and Veverka
(1994). Deux raisons principales pour expliquer ce choix:
1. Un modèle plus complexe pondérant les surfaces des facettes sur la totalité du cratère serait plus réaliste.
Néanmoins dans un premier temps nous verrons que cette modélisation est satisfaisante.
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– Les angles de phases pour lesquels ces effets sont visibles, sont faibles voir très faibles
(typiquement < 15◦ pour le SHOE, < 5◦ pour le CBOE) et jamais rencontrés dans
nos observations d’Encelade. De plus, l’effet moyenné sur le cratère rend ces termes né-
gligeables par rapports à ω0 et g. Nous le verrons dans la discussion des figures suivantes.
– La durée du processus d’inversion que nous utiliserons pour la suite de notre étude est
fortement corrélée au nombre de paramètres libres recherchés. Par conséquent, fixer la
valeur des termes du SHOE et ne pas inclure le CBOE permet de réduire considérable-
ment la durée d’inversion des données.
Le formalisme et la scène présentés, nous décrivons dans la section suivante le compor-
tement du modèle en n’intégrant que la diffusion simple dans un premier temps (section 5.2),
puis nous décrirons l’effet de rajouter la diffusion secondaire (section 5.3).
5.2 Diffusion macroscopique simple
Dans la suite de cette section nous allons décrire le comportement du modèle simple dif-
fusion en fonction des différents paramètres que sont:
– Les paramètres du régolithe et du cratère: q, g et ω0, voir figures 5.3, 5.4 et 5.5.
– Les conditions d’illumination et d’observation de l’ensemble du cratère: i, e, Az, voir
figures 5.6 et 5.7.
Sur le graphique de la figure 5.3, l’angle d’incidence est fixé à 40◦, l’angle azimutal à
180◦. Cela implique que la source lumineuse et l’observateur sont de part et d’autre de l’axe z.
Cette configuration maximise les ombres puisque les facettes non-illuminées seront différentes
des facettes non-observées.
Pour une valeur de q donnée, autre que q = 0 (correspondant à l’absence d’un cratère), on
observe deux parties distinctes sur la courbe. La première partie correspond à une décroissance
lente du facteur de radiance moyen du cratère lorsque l’angle d’émergence passe de 0◦ jusqu’à
≈ 45◦. Cette partie de la courbe correspond à une lente augmentation de l’angle de phase entre
les directions d’observation et d’illumination ce qui va baisser le facteur de radiance moyen du
cratère du fait de la fonction de phase du régolithe. La présence d’un cratère n’est pas décelable.
Nous aurions le même comportement pour une surface plane comme l’indique la courbe q = 0.
Le fait que le facteur de radiance moyen du cratère diminue avec le rapport d’aspect s’explique
par le nombre plus faible de facettes éclairées qui vont contribuer de manière nulle au facteur
de radiance moyen du cratère (équation 5.8).
Lorsque l’angle d’émergence dépasse un angle limite elim, l’ombre due aux bords du cratère
commence à recouvrir ce dernier, ne laissant que la partie visible du cratère contribuer au
facteur de radiance moyen. Si cette partie visible n’est pas ou peu illuminée, comme c’est le cas
lorsque l’angle azimutal est égal à 180◦, le facteur de radiance moyen va chuter drastiquement.
C’est la brisure de pente observée autour de 45◦ pour q = 0.5 par exemple. C’est cet effet que
j’appelle "effet cratère"et qui permet de déceler la présence d’un cratère. Cette brisure apparaît
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Figure 5.3 – Évolution du facteur de radiance < IF > du cratère en fonction de l’angle d’émergence pour
plusieurs valeurs du rapport d’aspect du cratère q, à i, Az, g, ω0 fixés.
à angle d’émergence d’autant plus petit que le cratère est creusé (q est grand). On comprend
par conséquent que l’angle à partir duquel le facteur de radiance chute drastiquement sera
diagnostique de la profondeur du cratère.
Ensuite, la décroissance observée lorsque l’angle d’émergence augmente est due à l’ombre
des bords du cratère qui va remplir de plus en plus ce dernier jusqu’à ne laisser que les bords
peu éclairés du cratères.
Les légères ondulations visibles à fort q lorsque le facteur de radiance tend vers 0 ainsi
que l’augmentation du facteur de radiance lorsque l’angle d’émergence est proche de 90◦ sont
des effets purement numériques, totalement lissés lorsqu’on augmente la résolution de la grille.
Bien que cet effet soit toujours vérifié à partir du moment où l’on observe un cratère,
l’amplitude du facteur de radiance moyen du cratère à l’angle limite est aussi fonction du ré-
golithe.
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Figure 5.4 – Évolution du facteur de radiance < IF > du cratère en fonction de l’angle d’émergence pour
plusieurs valeurs du paramètre d’asymétrie de diffusion du régolithe g, à i, Az, q, ω0 fixés.
La figure 5.4 montre l’effet du facteur d’asymétrie de diffusion du régolithe sur le compor-
tement photométrique moyen d’un cratère dont le rapport d’aspect a été fixé à 0.5. Les courbes
d’émission des cratères présentent également dans ce cas une brisure de pente, indépendamment
de la valeur du paramètre d’asymétrie, pour les mêmes raisons que celles expliquant la brisure
de pente visible sur la figure 5.3 (les ombres du cratère deviennent de plus en plus prépondé-
rantes). Il existe donc une valeur d’émergence elim au delà de laquelle cette brisure apparait.
Plus le régolithe est rétro-diffusant (paramètre d’asymétrie→ −1.0) plus le facteur de radiance
moyen du cratère est faible. Cet effet peut s’expliquer par le fait que lorsque l’angle azimutal est
égal à 180◦ l’observateur ne va voir que les contributions des diffusions les moins "vers l’arrière"
de chaque facettes du cratère. C’est pourquoi cette contribution diminue lorsque le paramètre
d’asymétrie tend vers -1.
La figure 5.5 quant à elle montre l’effet de l’albédo simple diffusion du régolithe ω0 sur
le comportement photométrique du cratère. Là aussi, l’angle limite à partir duquel le facteur
de radiance moyen du cratère chute ne dépend pas de la valeur de l’albédo simple diffusion
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Figure 5.5 – Évolution du facteur de radiance < IF > du cratère en fonction de l’angle d’émergence pour
plusieurs valeurs de l’albédo simple diffusion du régolithe ω0, à i, Az, q, g fixés.
du régolithe. Néanmoins, l’amplitude de la courbe est très dépendante de la valeur de l’albédo
simple diffusion du régolithe. Par conséquent on voit qu’il peut exister une dégénérescence
entre l’effet du paramètre d’asymétrie g et l’albédo simple diffusion du régolithe ω0. Pour un
cratère de rapport d’aspect égal à 0.5, un régolithe avec un albédo simple diffusion de 0.9 et
un facteur d’asymétrie de −0.3 produira une courbe de phase dont l’amplitude sera très proche
d’un régolithe d’albédo simple diffusion de 0.95 et de facteur d’asymétrie de −0.8 (moins de
3% de différence). Ainsi, si l’on veut connaitre ces deux paramètres précisement, on voit dès
maintenant qu’il faut utiliser des observations ayant un très bon signal sur bruit.
Cependant, les figures 5.4 et 5.5, montrent bien que les variations d’amplitude de la courbe
d’émission dues à l’albédo de simple diffusion du régolithe sont bien plus élevées que celles dues
au paramètre d’asymétrie. Celui-ci sera, par conséquent, considéré comme un paramètre "se-
condaire" du modèle (il n’est pas possible de confondre des courbes d’albédos 0.9 et 0.4 en
jouant uniquement sur la valeur de g).
Bien que les angles d’observation et d’illumination des observations seront connues, il est
intéressant de voir l’influence des différents angles photométriques sur les courbes de phases
d’un cratère dont le rapport d’aspect et les paramètres du régolithe le recouvrant sont fixés.
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Figure 5.6 – Évolution du facteur de radiance < IF > du cratère en fonction de l’angle d’émergence pour
plusieurs valeurs de l’angle d’incidence i, à Az, q, g, ω0 fixés.
La figure 5.6 montre l’évolution du facteur de radiance moyen d’un cratère de rapport
d’aspect fixé à q = 0.5 en fonction de l’angle d’émergence e, pour différentes valeurs de l’angle
d’incidence i. De la même manière que pour l’albédo ω0 et le paramètre d’asymétrie de diffusion
du régolithe g, il existe un angle elim, et celui ci ne varie pas quelque soit la valeur de l’angle
d’incidence. Néanmoins, l’amplitude du facteur de radiance va être très dépendant de la valeur
de l’angle d’incidence. En effet, lorsque l’angle d’incidence augmente, l’ombre due aux bords du
cratère recouvre de plus en plus de facettes ce qui va réduire globalement le facteur de radiance
moyen. Pour un même angle d’émergence (donc une même portion du cratère observé), un
nombre plus faible de facettes contribue au < I/F > moyen du cratère. Lorsque le cratère est
totalement dans l’ombre de ses propres bords (i = 90◦), le facteur de radiance moyen du cratère
est nul quelque soit la valeur de l’angle d’émergence.
Néanmoins, ce comportement va aussi dépendre de l’angle azimutal. Si les directions Ω et
Ω′ sont proches, les zones observées et éclairées seront les mêmes ce qui réduira l’effet "cratère"
comme nous pouvons le voir sur la figure 5.7.
Pour un angle d’incidence donné (40◦ dans ce cas), on voit que plus l’angle azimutal est
faible, plus le facteur de radiance moyen du cratère augmente. Dans ce cas, il y a un recou-
vrement entre les facettes observées et les facettes éclairées. C’est à dire que pour un angle
d’émergence donné, de plus en plus de facettes contribuent au facteur de radiance moyen du
cratère.
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Pour un angle azimutal nul (Ω et Ω′ sont dans le même plan et du même coté de l’axe
z), lorsque l’angle d’émergence s’approche de l’angle d’incidence, le facteur de radiance moyen
du cratère augmente brusquement. C’est l’effet d’opposition que l’on observe au niveau macro-
scopique. Dans cette configuration, une grande partie des facettes observées exhibent un effet
d’opposition contribuant fortement au facteur de radiance moyen du cratère entier. Néanmoins,
cet effet n’est observé que dans une configuration bien précise ce qui permet de justifier le choix
de fixer les paramètres B0SHOE et hs du régolithe.
Le fait que, pour des angles d’émergence inférieurs à elim, le facteur de radiance moyen du
cratère augmente est dû au fait que dans notre cas d’étude, l’angle d’incidence n’est pas nul. Par
conséquent, lorsque l’angle d’émergence est nul, l’observateur voit des facettes non-illuminées à
cause des bords du cratère. Au fur et à mesure que l’angle d’émergence augmente, se rapprochant
de l’angle d’incidence, l’angle de phase diminue ce qui augmente la contribution de chaque
facette (car le régolithe est rétro-diffusant) et ainsi augmente le facteur de radiance moyen du
cratère. Lorsque l’angle d’émergence dépasse elim les bords du cratères cachent les facettes non-
illuminées, laissant une proportion plus importante de facettes illuminées contribuer au facteur
de radiance moyen du cratère augmentant ce dernier. Cette analyse est vraie pour des angles
azimutaux inférieur à 90◦. À l’inverse, lorsque l’angle azimutal est supérieur à 90◦, on retrouve
le comportement déjà décris pour la figure 5.4.
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Figure 5.7 – Évolution du facteur de radiance < IF > du cratère en fonction de l’angle d’émergence pour
plusieurs valeurs de l’angle azimuthale Az, à i, q, g, ω0 fixés.
À la lumière de ces différents comportements, on voit que le paramètre principal contrôlant
le comportement photométrique du cratère est son rapport d’aspect q, visible sur les courbes
de phases par l’apparition d’un angle d’émergence limite elim. Les paramètres du régolithe
interviennent dans un second temps, modulant l’amplitude du facteur de radiance moyen du
cratère.
La géométrie d’observation et d’illumination a un impact fort sur ce comportement pho-
tométrique mais sera donnée par les observations de la sonde Cassini ce qui fixera son effet. Les
trois paramètres libres de notre modèle sont alors :
(1) Un paramètre macroscopique "q", comptant pour le cratère.
(2) Deux paramètres microscopiques "g" et "ω0", comptant pour le régolithe.
Après avoir testé le modèle n’incluant que la diffusion macroscopique simple sur des cra-
tères d’Encelade dont nous connaissions la profondeur à l’aide de mesures stéréométriques (voir
chapitre 6), nous nous sommes rendus compte qu’il ne prédisait pas de facteur de radiance
moyen suffisamment important pour reproduire les observations. Ainsi, le modèle avait ten-
dance à baisser le rapport d’aspect du cratère (réduisant ainsi la part d’ombre) et augmenter
jusqu’à 1 l’albédo simple diffusion du régolithe.
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C’est la raison pour laquelle nous avons développé un modèle qui inclut la diffusion mul-
tiple macroscopique, affirmant les assertions de Buratti and Veverka (1985). Le comportement
photométrique du cratère qui inclus la diffusion secondaire macroscopique est le sujet de notre
prochaine section.
5.3 Diffusion macroscopique secondaire
Contrairement à ce que nous avons fait dans la section 2.3, il n’est pas possible de rajouter
un terme analytique simple pour prendre en compte cette diffusion multiple macroscopique. De
plus, pour des raisons de divergence de temps de calcul, il ne sera pas possible de calculer nu-
mériquement les contributions de tous les ordres de diffusion entre les facettes. Par conséquent,
nous avons pris la décision de n’inclure que la diffusion secondaire macroscopique. L’idée est
de calculer pour chaque facette, la diffusion de la lumière émise par les autres facettes vers
l’observateur.
Les figures 5.8 et 5.9 montrent l’apport de la modélisation de la diffusion macroscopique
double par rapport au modèle en diffusion simple. L’échelle de couleur est la même pour les
quatre images afin de pouvoir les comparer. La principale différence est l’illumination des fa-
cettes qui ne sont pas éclairées directement par la source mais par les autres facettes du cratère.
Cet effet est nettement visible sur la figure 5.9. On voit que l’effet est loin d’être négligeable et
rend la scène beaucoup plus réaliste. D’un point de vue quantitatif, pour le cas où l’angle d’in-
cidence est faible (figure 5.8), le facteur de radiance moyen du cratère est légèrement augmenté.
Dans ce cas, avec un albédo simple diffusion du régolithe de 0.95 et un paramètre d’asymétrie de
diffusion du régolithe de −0.4, le facteur de radiance moyen du cratère est augmenté d’environ
22% par le simple ajout de la diffusion secondaire macroscopique.
Dans le cas où l’angle d’incidence est plus fort (donc l’éclairement plus rasant, voir figure
5.9), le facteur de radiance moyen du cratère est augmenté de 69% pour un régolithe identique
à la situation précédente.
Il est donc essentiel de prendre en compte cette diffusion secondaire, qui est d’autant plus
importante que l’albédo de simple diffusion du régolithe est élevé. Pour un albédo de simple
diffusion égal à 0.99, dans le cas d’un angle d’incidence élevé le facteur de radiance moyen
augmente de 104%. Il augmente de 30% pour le cas où l’angle d’incidence est faible.
La figure 5.10 présente l’évolution du facteur de radiance moyen du cratère en fonction
de l’angle d’émergence pour différentes valeurs de rapport d’aspect du cratère q. Cette figure
est analogue à la figure 5.3 de la section 5.1.
Pour un rapport d’aspect nul, c’est à dire l’absence de cratère, on retrouve la même va-
leur que pour le modèle de diffusion simple. En effet, s’il n’y a pas de cratère alors la diffusion
macroscopique entre les facettes du cratère n’existe pas. Mais, contrairement au cas où seule
la diffusion simple est modélisée, on observe que les amplitudes des courbes de phases peuvent
être supérieures au cas où q = 0. Ce résultat n’est pas surprenant. La forme du cratère et
la diffusion macroscopique secondaire "ramènent" de la lumière diffusée en dehors du champ
d’observation vers des facettes vues par l’observateur, ramenant ainsi plus de flux que pour une
surface plane. C’est le même effet que ce que l’on peut observer sur les miroirs paraboliques
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Figure 5.8 – Carte d’un cratère illuminé sous un angle i = 24◦ (éclairage venant du bas à gauche de la figure),
observé sous un angle e = 25◦ (observation en haut à droite de la figure), pour un angle azimutal valant
Az = 162◦. La partie gauche de la figure a été calculée par le modèle simple diffusion alors que la figure de
droite a été calculée par le modèle incluant la diffusion macroscopique secondaire.
Figure 5.9 – Visualisation d’un cratère illuminé sous un angle i = 40◦ (éclairage venant du bas à gauche de
la figure), observé sous un angle e = 63◦ (observation en haut à droite de la figure), pour un angle azimutal
valant Az = 176◦. La partie gauche de la figure a été calculée par le modèle simple diffusion alors que la figure
de droite a été calculée par le modèle incluant la diffusion macroscopique secondaire.
utilisés pour les télescopes en astronomie. On voit que cet effet est maximal pour un rapport
d’aspect d’environ 0.3.
Il est intéressant de noter que la valeur de l’angle elim est le même que celui observé sur
la figure 5.10 pour un même rapport d’aspect. L’effet ’cratère’ est conservé. Par conséquent,
l’angle elim reste diagnostic de la profondeur du cratère indépendamment du modèle choisi.
Néanmoins l’amplitude et la forme des courbes sont belles et bien affectées. Le comportement
129
Chapitre 5. Modèle de rugosité due à un cratère
0 20 40 60 80




















i  =  40.0 °
Az  =  180 °g =  ï0.400
t 0=  0.998
Figure 5.10 – Évolution du facteur de radiance < IF > moyen du cratère en fonction de l’angle d’émergence
pour différents rapports d’aspects du cratère q dans le cas où la diffusion macroscopique secondaire est prise en
compte.
des courbes d’émission pour les rapports d’aspect supérieurs ou égaux à 0.3 sont semblables
aux courbes du cas diffusion simple et ne sera par conséquent pas commenté.
Les courbes de phases pour des rapports d’aspect inférieurs à 0.3 quant à elles, montrent
un comportement très différents. Pour des angles d’émergence supérieurs à 80◦, le facteur de
radiance moyen du cratère augmente. C’est en fait un effet indirect de l’anisotropie de diffusion
du régolithe qui s’exprime à un niveau macroscopique. Pour une valeur donnée du paramètre
d’asymétrie du régolithe g, il va y avoir un rapport d’aspect pour lequel, à fort angle d’émer-
gence, lorsque l’angle azimutal est égal à 180◦, l’observateur ne voit que la réflexion dans la
direction privilégiée du régolithe des facettes illuminées vers les facettes observées. On pour-
rait faire l’analogie avec l’effet d’opposition mais au niveau macroscopique. L’observateur et
les facettes illuminées faisant office de sources sont selon des directions très proches dans le
référentiel local lié aux facettes observées.
Cet effet est illustré par la figure 5.11.
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Figure 5.11 – Évolution du facteur de radiance < IF > moyen du cratère en fonction de l’angle d’émergence
pour différentes valeurs du paramètre d’asymétrie de diffusion simple g dans le cas où la diffusion macroscopique
secondaire est prise en compte.
Sur cette figure, le rapport d’aspect a été fixé à 0.5. On observe que l’augmentation du
facteur de radiance moyen du cratère à fort angle d’émergence n’est présent que pour des va-
leurs de paramètre d’asymétrie de diffusion du régolithe supérieurs à −0.6. Plus le cratère est
profond, pour un même diamètre, plus le régolithe doit être rétro-diffusant pour éclairer les
bords du cratère visibles à fort angle d’émergence. Le fait que pour un paramètre d’asymétrie
de diffusion du régolithe égal à −1 on ne voit pas d’augmentation du facteur de radiance moyen
du cratère est dû au fait que lorsque g = −1, la fonction de Henyey-Greenstein tend vers une
fonction de Dirac. Ainsi une seule et unique direction peut montrer ce comportement. Celle-ci
n’est pas observée dans les conditions géométriques utilisées pour faire ce graphique.
Enfin, la figure 5.12 montre que l’albédo de simple diffusion du régolithe provoque le
même comportement sur la courbe de phase du cratère que dans le cas de la diffusion simple.
L’albédo va seulement changer l’amplitude de la courbe de phase pour un rapport d’aspect du
cratère donné. Néanmoins, comme précisé précédemment, à forts albédos de simple diffusion, de
faibles variations de sa valeur change significativement le facteur de radiance moyen du cratère.
Exemple: Pour un albédo de simple diffusion passant de 0.9 à 1.0, le facteur de radiance moyen
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du cratère augmente de 50%. Pour un albédo de simple diffusion passant de 0.3 à 0.4, le facteur
de radiance moyen du cratère n’augmente que de ≈ 1− 2%.
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Figure 5.12 – Évolution du facteur de radiance < IF > moyen du cratère en fonction de l’angle d’émergence
pour différentes valeurs d’albédo de simple diffusion du régolithe ω0 dans le cas où la diffusion macroscopique
secondaire est prise en compte.
Bien que le modèle ait été modifié afin de reproduire un comportement photométrique plus
réaliste, il reste encore délicat de différencier sans ambiguité une zone plate de fort albédo d’une
zone cratérisée de moindre albédo. La figure 5.10 met bien en évidence cette problématique.
Par conséquent il a été nécessaire de rajouter une observable que nous allons décrire dans la
prochaine section.
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5.4 Écart-type du facteur de radiance du cratère comme
nouvelle observable
Lorsqu’on regarde une surface cratérisée, le cerveau humain reconnait la présence d’un
cratère non pas en analysant la facteur de radiance moyen du cratère mais plutôt en interprétant
le jeu d’ombre et de lumière présent lorsqu’une structure macroscopique change la géométrie
locale de la surface.
Image mosaic provided by the Cassini imaging team.
(For more information about Enceladus imagery, see Th. Roatsch, 
M. Wählisch, B. Giese, A. Hoffmeister, K.-D. Matz, F. Scholten, 
R. Wagner, G. Neukum, P. Helfenstein, and C. Porco, High 
Resolution Enceladus Atlas derived from Cassini-ISS Images, 
submitted to Planetary and Space Sciences, 2006.)
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Figure 5.13 – Cratère Ma’aruf à la sur-
face d’Encelade (Longitude: 333.5◦, latitude :
−37.2◦, Diamètre: 6.8km). Carte construite
à partir du Roatsch et al. (2008).
En effet, lorsque l’on regarde la figure 5.13 par
exemple, on reconnait que Ma’aruf est un cra-
tère car le coté supérieur de cette structure est
plus sombre que le reste et le coté inférieur à
cette structure est plus brillante. Si l’on mesure
le facteur de radiance moyen de cette structure,
on ne trouve pas de différence majeure avec une
zone plate proche. De plus, lorsqu’on regarde
cette image, il est difficile de savoir si ce que
l’on observe est un cratère ou bien un dôme.
C’est en sachant que cette structure est éclairée
par le haut que le cerveau est capable de choisir
parmi l’une de ces possibilités.
C’est en me basant sur ces constatations que j’ai introduit une nouvelle observable sur la
photométrie des cratères. Les jeux d’ombres et de lumières vont mathématiquement s’exprimer
par le biais de l’écart-type du facteur de radiance sur le cratère. On notera cette observable
σI/F . En effet, une zone plate recouverte d’un matériel homogène diffuse la lumière de la même
manière en tout point de cette surface, ce qui se caractérise par un écart-type du rapport de
radiance théoriquement nul. A l’inverse, l’existence d’une structure macroscopique sur cette
surface donne un écart-type du facteur de radiance non-nul. C’est donc une observable supplé-
mentaire, extrêmement robuste pour diagnostiquer la présence d’un cratère ou non.
De la même façon que dans la section 5.3, les figures 5.15, 5.16 et 5.14, montrent l’évo-
lution de σI/F en fonction de l’angle d’émergence pour différentes valeurs des paramètres du
modèle, q, g et ω0. Seuls les cas de la diffusion macroscopique secondaire sont présentés (modèle
de référence désormais).
La figure 5.14 trace l’évolution de l’écart-type du facteur de radiance sur le cratère en
fonction de l’angle d’émergence pour différentes valeurs de rapport d’aspect à i, Az, ω0 et g
fixés. On voit très bien que les amplitudes des courbes de phases pour l’écart-type du facteur
de radiance d’un cratère sont nettement différentes de celles d’une zone plate. Ainsi, la com-
bianaison de l’observation du décrochage du facteur de radiance moyen à l’angle limite elim et
du comportement de l’écart-type du même facteur de radiance sur le cratère permet de lever
de façon extrêmement robuste l’ambiguité sur la profondeur du cratère observé.
L’influence des paramètres du régolithe sur l’écart-type du facteur de radiance du cratère
est relativement proche de leur influence sur le facteur de radiance moyen du cratère, comme
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Figure 5.14 – Évolution de l’écart-type du facteur de radiance σI/F en fonction de l’angle d’émergence pour
différentes valeurs de rapport d’aspect du cratère q dans le cas où la diffusion macroscopique double est prise
en compte.
le montrent les figures 5.15, 5.16.
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Figure 5.15 – Évolution de l’écart-type du facteur
de radiance σI/F en fonction de l’angle d’émergence
pour différentes valeurs de paramètre d’asymétrie de
diffusion du régolithe g dans le cas où la diffusion
macroscopique secondaire est prise en compte.
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Figure 5.16 – Évolution de l’écart-type du facteur
de radiance σI/F en fonction de l’angle d’émergence
pour différentes valeurs d’albédo de simple diffusion
du régolithe ω0 dans le cas où la diffusion macrosco-
pique secondaire est prise en compte.
Au terme de ce chapitre, le modèle de cratère "rugueux" initialement développé par
Hameen-Anttila et al. (1965) a été profondément modifié de façon à prendre en compte la
diffusion macroscopique secondaire sans rajouter de termes supplémentaires tout en conservant
son aspect analytique. L’exploitation que l’on peut faire de ce modèle à elle aussi été modifiée
en introduisant l’écart-type du facteur de radiance du cratère, afin de lever la dégénérescence
intrinsèque entre le rapport d’aspect du cratère et les paramètres du régolithe.
C’est ce modèle que nous utiliserons pour remonter aux profondeurs et caractéristiques
du régolithe des cratères d’Encelade.
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Comme nous l’avons vu en introduction, Encelade est un corps particulier
dans le système de Saturne du fait de sa forte activité géologique actuelle. Le modèle
communément admis pour expliquer ce phénomène unique dans le système solaire
pour une lune de glace (Porco et al. (2006)), est l’existence d’un océan liquide autour
de son coeur rocheux, qui couplée à la présence d’une hétérogénéité de viscosité au
pole sud, focalise les effets de marées, libérant l’énergie nécessaire aux éjections de
matière visibles actuellement.
Ce modèle est basé sur des simulations numériques dont les paramètres modé-
lisants les propriétés mécaniques du sol et proche sous-sol sont assez mal contraints.
Or l’impact d’un astéroïde ou d’une comète sur les corps du système solaire déforme
leur surface. Ainsi, l’étude de la forme des cratères et de l’évolution de cette forme
en fonction du diamètre des cratères donne accès aux propriétés recherchées par la
communauté. A l’heure actuelle, les valeurs des propriétés de déformations de la
surface d’Encelade, que l’on appelle paramètres rhéologiques, restent inconnues.
Dans le cadre de notre problématique générale, visant à contraindre les modèles
de formation du système de Saturne, la comparaison de la rhéologie des autres lunes
du système de Saturne avec celle d’Encelade est primordiale. Par conséquent, la
détermination de la forme des cratères d’Encelade dans le but d’évaluer les propriétés
rhéologiques de ce corps afin de contraindre les modèles de formation est nécessaire.
Nous avons vu dans le chapitre 5 que le comportement photométrique des cratères
est contrôlé par son rapport d’aspect, l’albédo de simple diffusion et le paramètre
d’anisotropie de diffusion du régolithe. Ainsi la comparaison entre notre modèle de
cratère et les données nous permet de déterminer le rapport d’aspect des cratère et
ainsi potentiellement de répondre à notre problématique.
Les deux chapitres suivants exposent la méthodologie de notre étude, la compa-
raison puis l’exploitation que nous en faisons. L’article est auto-consistant au contraire
du chapitre 7 qui sert de complément et de précisions à l’article.
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Abstract
We conduct an extensive analysis of the Cassini/ISS observations of Enceladus old terrains with the help of a model
that can simulate the photometric behavior of a cratered plain and its regolith. This model adapted from the crater
roughness model of Hameen-Anttila et al. [1965], enhanced by a double macroscopic scattering calculation, allows
the retrieval of the aspect ratio of a crater and the physical properties of its regolith within a robust and fast scheme
of inversion of a set of images presenting a sufficient variety in viewing geometries, independently of their spatial
resolution. Our study includes 75 craters equally distributed over Enceladuss cratered regions. The regoliths properties
and the craters depth-to-diameter ratios that we derive do not show regional heterogeneity. By putting together all the
measurement of the craters depth, a new constraint is given on the value for Enceladus transition diameter, found to be
18.4+7.9−4.6 km and a transition depth of 1.8
+0.7
−0.5 km. The effective viscosity and the effective cohesion of Enceladus crust
material, deduced from the value of the transition diameter and the transition depth, are 1.2+0.5−0.3 × 108 Pa.s and 37+14−10
kPa respectively. All these values clearly indicate that at the time of craterization, Enceladus cratered terrains had
ground properties similar to most of the icy moons of Jupiter, Saturn and Uranus. Given the variety of silicate mass
fraction of these moons, this result suggests that most of these bodies were already partially differentiated, exhibiting
an icy crust envelop at the early stage of craterization.
Key words: Enceladus, Craters, Photometry, Differentiation
1. Introduction
The mid-sized Saturns icy moon Enceladus has been
known since the Voyager flybys for the diversity of its
surface geological units. Indeed, a marked dichotomy is
seen between very old heavily cratered terrains and very
young flat, rifted and almost uncratered regions, reveal-
ing an unexpected and recent geological activity Smith
et al. [1982]. Since its orbit insertion around Saturn in
July 2004, the Cassini spacecraft has encountered Ence-
ladus nineteen times, providing a better surface cover-
age than the Voyager probes, with greater spatial reso-
lution, in particular from the ISS (Imaging Science Sub-
system) cameras. Repeated close flybys led to the dis-
covery of extensive plumes outgassing at the south pole
of Enceladus (Porco et al. [2006]), indicating that this
∗degiorgio.kevin@gmail.com
moon has currently a sustained geological activity and
suggesting an internal reservoir of liquid water under-
neath the crust of the southern hemisphere.
Observational constraints, in particular the difference
between the Saturn-facing radii a (256.6 ± 0.3) and the
polar radii c (248.3 ± 0.2) , suggest that Enceladus’s
interior is homogeneous (see Thomas [2010]). Never-
theless, Thomas [2010] states that the ongoing activ-
ity and the relaxation of short wavelength topography
are very strong geological reasons to expect that inter-
nal heating has led to a differentiated interior. Further-
more, Schubert et al. [2007], based on Cassinis obser-
vations and numerical simulations, proposed that Ence-
ladus is composed of a large rock-metal core about 150-
to-170km radius, surrounded by a liquid water shell and
an icy crust of 80 to 100 km thick. Within the frame
of Shuberts model, Tobie et al. [2008] and Beˇhounkova´
et al. [2012], showed numerically that two elements are
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needed so as to explain the activity at the south pole:
A global or at least hemispherical liquid water shell
around the rock-metal core combine with the existence
of a viscous heterogeneity underneath the south pole
crust.
However, the degree of differentiation and the
timescale needed for an icy moon to be fully or partly
differentiated strongly depend on the composition of the
material that built the moon (ammonia content, con-
centration of Short or Long-Lived Radiogenic Isotopes
(SLRI or LLRI)) as well as its thermal and mechan-
ical properties (and therefore the response to tides).
All these parameters are intrinsically linked and are
poorly constrained (Matson et al. [2009]), which makes
the differentiation scenario for icy moons still uncer-
tain. Classical models of differentiation by internal
heating, usually predict a 0.3 to 1 billion year period
after Calcium-Aluminium-Inclusion (CAI) accretion to
achieve full differentiation by internal heating (Matson
et al. [2009]). Recently, Charnoz et al. [2011] proposed
a new model for the formation of mid-sized icy moons.
Assuming that these moons are formed from a pre-
differentiated ring, they conclude from their numerical
simulations, that icy moons may be totally or partially
differentiated since their formation, with at least an icy
envelop covering a rocky embryo. A better knowledge
on rheological properties of icy moons can help infer-
ring the more suitable scenario.
A powerful way to investigate surface and under-
ground properties of planetary bodies is provided by
the study of impact craters. In particular the study
of the shape of craters, e.g. the morphology or the
depth/diameter aspect ratio, can provide valuable infor-
mation about the physical properties of the soil, such as
its viscosity (Fink et al. [1984], Baratoux et al. [2002])
or its stratification (Quaide and Oberbeck [1968] Stickle
and Schultz [2011]). On icy bodies, the determina-
tion of the aspect ratio of craters and the characteri-
zation of their precise morphology have helped infer-
ring the thickness of the icy crust of Europa (Schenk
[2002]; Turtle and Pierazzo [2001]; Turtle and Ivanov
[2002]). Similar studies for Enceladus have been
done using Voyager images (Chapman and McKinnon
[1986]; Schenk [1989]), but none of them were able to
provide a value for ground rheological parameters be-
cause of the lack of a sufficiently precise estimate of the
aspect ratio of the craters.
The key problem is to accurately measure crater’s
depths and diameters. Thanks to the extensive imag-
ing dataset now available for most of the solar system
bodies, craters diameters are usually well known and
documented, for example by the USGS (United States
Geological Survey). On the contrary, their depth is
more difficult to derive when direct altimetry observa-
tions are not available. A few studies have been con-
ducted so far with the aim to constrain craters morphom-
etry on comets and most of Saturn, Uranus and Jupiter
mid-sized icy moons, by using photometry (Buratti and
Veverka [1985]; Buratti et al. [2004]; Simonelli et al.
[2004]; Buratti et al. [2006], photoclinometry Passey
[1983]; Schenk [1989]) or photogrammetry (Schenk
[2002]; Giese et al. [2008]; Phillips et al. [2010]; Bland
et al. [2012]). Photogrammetry is the most powerful and
accurate method, but needs as optimal inputs at least
two images over the same area with viewing geometries
of at least 10-15 degrees so as to obtain enough paral-
lax to derive topography. Those conditions are rarely
met for images recorded during flybys at the contrary
of an orbiter configuration, making the topography re-
construction from the Cassini images only occasionally
optimal for Enceladus. Besides photogrammetry is very
sensitive to the spatial resolution and the accuracy of the
navigation of the image pairs and requires manual edit-
ing which is a time demanding process. On its side, the
photoclinometry method only requires one image, but
is highly sensitive to the spatial resolution and is lim-
ited by the need of assumptions on the albedo and on
the phase function of the surface.
On their side, Hameen-Anttila et al. [1965], followed
by Veverka and Wasserman [1972] and Buratti and
Veverka [1985], have developed an analytical crater
roughness model specially dedicated to the retrieval
of planetary craters morphology. This model aims
at predicting the average photometric behavior of a
bowl-shaped crater covered with regolith. The model
has to be fed with a large set of images spanning a
wide range of illumination and viewing geometries in
order to optimize the inversion, conditions often met
within the Cassini ISS dataset. Though the simple
bowl-shaped morphology used in the model does not
allow accurately extraction of the 3D topography of a
crater (only provides the best paraboloidal shape, giving
access to the rim-to-floor height), the use of analytical
equations to couple the photometry at regolith and
crater scales assures the celerity of the calculations.
Moreover the crater roughness model is in theory
independent of the spatial resolution and allows to
simultaneously invert the crater average morphology
and the photometric properties of the regolith that
covers it. This model has been already used to estimate
the average crater depth of cratered terrains on comet
19P/Borelly Buratti et al. [2004], Phoebe Simonelli
et al. [2004] and to estimate the macroscopic roughness
of Mars and Titans surface Veverka and Wasserman
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[1972]; Buratti et al. [2006].
This paper presents the determination of the depth
of 75 Enceladus craters, as well as the inversion of the
craters regolith single scattering albedo and asymmetry
factor, from Cassini ISS images by the use of an updated
version of crater roughness model. The calibration, nav-
igation and reduction processes that is applied to the
sample of imagery data that has been selected for this
study is presented in section 2. In section 3 the devel-
opments needed to adapt the original crater roughness
model to the particular case of the very bright surface
such as Enceladus are detailed. The same section also
describes the inversion strategy and the discussion of
the validation of our new model with a few local Digi-
tal Elevation Models (DEM) extracted from photogram-
metric calculations. The depth of Enceladus craters thus
derived with our model is compared with previous esti-
mates for Enceladus and other icy moons (section 4).
Finally, section 5 discusses the possible implications of
our results for constraining the ground properties, for-
mation and geological history of Enceladus, but also
more generally of other icy moons.
2. Data set description and reduction
In this study, images of the Imaging Science Subsys-
tem (ISS) instrument onboard Cassini were used. ISS is
composed of two CCD cameras with 1024x1024 pixels:
the Wide Angle Camera (WAC) and the Narrow An-
gle Camera (NAC). Among the extensive ISS dataset,
60 ISS/NAC images of Enceladus have been selected,
spanning a time period between 2005 and 2010 (from
Enceladus flybys E03 to E09). All these images were
taken in the CLR+GRN filter combination (CLR stand-
ing for clear filter and the GRN for the broad-band filter
being centered at 568 nm). Each image is calibrated
into the radiance factor I/F (I being the observed radi-
ance and piF the incident solar flux) using the CISSCAL
3.6 calibration pipeline. Planetocentric longitudes and
latitudes as well as geometric information, such as in-
cidence, emission and phase angles, are calculated for
each pixel of the images, using SPICE kernels and li-
braries provided by the NAIF (Navigation and Ancillary
Information Facility). The USGS provides the planeto-
centric latitudes and longitudes of the center and the di-
ameter of 53 referenced craters on Enceladus 1. Another
27 craters not referenced by the USGS were added so
1(http://planetarynames.wr.usgs.gov/Page/ENCELADUS/target)
as to increase the spatial coverage of craters over Ence-
ladus globe and to improve the range of craters diameter
of our samples (see figure 1). From the knowledge of
the center coordinates and diameter of the craters, the
accurate positions of their projected rims were calcu-
lated by taking into account the spherical curvature of








Figure 1: Map of the eight areas with new craters added for our study.
All images are oriented such that the North Pole is on the upper side
and West on the left side. Est to West convention is used for indi-
cated values of longitude. Positive values of latitude are for Equator to
North Pole direction whereas negative values are for Equator to South
Pole direction. We named all the new craters with acronym related
to close macroscopic structure already documented: a) Perizadah area
(PA), b) Zummurud Area (ZA), c) and d) Bassorah Fossa (BF), e)
Markan Sulci (MS), f) Harran Sulci (HS), g) and h) Al-Yaman Sulci
(AYS). Numbers identified the different craters in each zone. Distance
scales of each image are given by these rim to rim diameter: a) Jan-
sha 9.8km b) Hassan 14.5km c) Samad 16.3km d) BF7 12km e) MS1
20km f) HS3 4km g) Morgiana 14.3km h) AYS8 8km
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If a crater is entirely present and resolved in our
selected ISS images, the radiance factor, incidence,
emergence and phase angles are extracted and aver-
aged within the crater limits. The complete photometric
curve for a given crater is iteratively built by looking
over all the 60 images of the dataset. At the end of the
process, photometric curves are extracted for 75 craters
among the total 80 craters of our sample (five craters:
Al-Fakik, Ayyub, Fitnah, Gharib, Marjanah, are diffi-
cult to be clearly identified on the images and are ex-
cluded from our sample). A conservative uncertainty
on the crater-averaged I/F (denoted < I/F >) is set at
∆I/F =< I/F > ×0.1/√Npixels, which corresponds to
10% uncertainty on the absolute value of the radiance
factor for each individual pixel inside the crater (West
et al. [2010]).
The name, date and the spatial resolution of the
60 images of Enceladus used for this study and the
procedure aiming at precisely navigate the craters
(center and rims) are detailed in the Supplementary
Material.
Figure 2 shows the ratios between the crater-averaged
radiance factor (and its standard deviation σI/F) for the
crater Khusrau (Central Longitude: 185.5◦W, Central
Latitude: 3.8◦S) and the averaged radiance factor (and
its standard deviationσI/F) over a flat area nearby Khus-
rau of approximately the same size. An area will be
considered to be flat when it does not exhibit resolved
macroscopic topography structures such as craters, frac-
tures or ridges.
This figure shows that the contrast between a flat area
and a crater is greater in terms of standard deviation of
the radiance factor than of the crater-averaged radiance
factor, except for very high emission angles (> 60◦).
The presence and properties of a crater within an area
can therefore be detected and constrained not only from
its < I/F > value, but also (and most of the time with
a greater efficiency) from its σI/F . Thus, for each crater
of our sample, the standard deviation of the radiance
factor over the crater limits is also calculated, so that
at the end of the data reduction processes, two sets of
photometric curves per crater are obtained, one for the
< I/F > and one for the σI/F . By using the fact that the
σI/F observed on a flat area is not exactly zero (due to
unresolved surface roughness at scales below the spatial
resolution), the relative uncertainty on the σI/F over a
crater has been fixed at 10%.
3. Description of the model
The average scattering behavior of a crater results
from its radiative properties at multiple scales. Indeed,
the mean of the radiance factor < I/F > (as well as
σI/F) of a crater varies with illumination and observing
angles, i.e. the incidence angle i, emission angle e, and
phase angle α, mostly due to the shadow lengths and
their visibility due to the crater morphology (see fig-
ure 3), but also with the regolith scattering properties,
where inter-grains shadowing or multiple scattering can
play important roles, in particular in the case of very
bright icy regolith. Any model dedicated to the mod-
eling of the photometry of Enceladus cratered surface
should include these effects.
3.1. Modeling the photometric behavior of a crater
The Crater Roughness Model (CRM) describes a
crater as a macroscopic paraboloid hole with a circular
opening blanketed by the small particles of the regolith
(see Buratti and Veverka [1985] and Buratti et al.
[2004], Buratti et al. [2006] for a full description of the
analytical formulation of the model). It was first built
by Hameen-Anttila et al. [1965] to study the effect on
the apparent surface brightness of shadows casted on
lunar-like surfaces. Several studies used this model to
evaluate the macroscopic surface roughness of different
Solar System bodies using diverse scattering laws for
the regolith (Veverka and Wasserman [1972] on Mars;
Buratti et al. [2004], Buratti et al. [2006] respectively
on comet 19P/Borelly and Titan).
In this model, the shape (entirely described by the
aspect ratio of the crater q = d/D where d is the
depth and D the diameter) is the main factor control-
ling the crater photometric behavior. The same formal-
ism than Hameen-Anttila et al. [1965] and Buratti and
Veverka [1985] for the crater morphology definition is
used. Nevertheless, the grains constituting the regolith
can also alter the average photometric behavior of the
crater, particularly for very bright planetary surfaces
(i.e. for surface composed of regolith with very high
single scattering albedo as on Enceladus, see Verbis-
cer and Veverka [1994]). Following the Hapke [2002]
formalism, calculation of the complete regolith phase
function includes (1) the isotropic multiple scattering
M(i, e, α), (2) the mutual shadow hiding opposition ef-
fect between grains B(α) (SHOE), and (3) the average
single-scattering law of the regolith P(α). The grain
anisotropic single scattering behavior is described by a
Henyey-Greenstein simple-lobe phase function, which
is exclusively controlled by the asymmetry factor g. The
4
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Figure 2: Contrasts in < I/F > and σIF between the crater Kushrau and a flat area near Kushrau as a function of incidence and emission angles.
Color code stands for the incident angle. The fractional difference is defined as ((obscrater-obsflat)/obscrater)×100 where the observable are the
radiance factor I/F (crosses) and standard deviation of the radiance factor σI/F (squares). 0% means no differences between the flat and cratered
area.
coherent backscatter opposition effect (CBOE) has been
neglected since our craters images sample never explore
phase angles lower than 14◦.
In our model, the simulated crater is divided in 50×50
square facets (best trade-off between computation sta-
bility and celerity). The < I/F > and σI/F of the whole
crater, are both calculated from the individual I/F over
each facets of the crater, given by:
I
F (i
∗, e∗, α∗) = ω04 × µ0µ+µ0 ×
[
B(α∗) × P(α∗) + M(i∗, e∗, α∗)
]
(1)
where µ0 = cos (i∗), µ = cos (e∗) with i∗, e∗ and α∗and
ω0 is the mean single scattering albedo of regolith
grains.
3.2. The crater roughness model for very bright sur-
faces: the modified CRM
Enceladus regolith has in average a very high sin-
gle scattering albedo (the highest of the Solar System),
0.998 ± 0.001 as reported by Verbiscer and Veverka
[1994]. In such a case, the multiple scattering within
the regolith is not sufficient to account for the scatter-
ing efficiency and therefore the observed brightness of
Enceladus craters. Buratti and Veverka [1985] already
suspected that macroscopic multiple scattering between
facets of the topography should start having an impor-
tant effect on the photometric behavior of a surface with
regolith’s single scattering albedo greater than ≈ 0.6.
Thus a second order of macroscopic scattering between
the facets of our simulated crater has been tested and
incorporated. The I/F over each facet of the crater is
analytically computed by adding to the direct scattering,
the indirect contributions scattered from all the illumi-
nated facets (See Figure 3). For each facet viewed by
the observer, the I/F is then defined as the contribution
of :
• Direct scattering from the sun light to the observer
toward facet [x,y], characterized by angles (i, e, α)
• Direct scattering from the sun light to the facet
[x,y] toward facet [j,k], characterized by angles (i’,
e’, α′)
• Scattering of this light to the observer toward facet
[x,y], characterized by angle (i”, e, α′′)
The origin of the reference frame is placed at the craters
center at ground level. The z-axis is normal to the
ground whereas the x-axis is defined as the projection
of the observer direction on the ground. The y-axis is
defined as the cross product ~ez × ~ex . Therefore, the ra-
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′′, e, α′′) × IF [ j,k](i′, e′, α′) (2)
All the I/F values over each viewed facets of the
crater are used to calculate the < I/F > and σI/F . To
calculate all needed angles, the surface is parameterized




(x2 + y2) − h (3)
This allows to define, four vectors:




















• Probe vector from facet (x,y):
~Px,y = (xobs − x; yobs − y; zobs − z) (5)
• Sun vector from facet (x,y):
~S x,y = (xsource − x; ysource − y; zsource − z) (6)
• Vector from facet (j,k ) to facet (x,y):
~W j,k→x,y = (x − j; y − k; zx,y − z j,k) (7)
Then all angle calculations are given by:
e = arccos
( ~Px,y · ~Nx,y




( ~S x,y · ~Nx,y




( ~Px,y · ~S x,y




( ~N j,k · ~W j,k→x,y




( ~S j,k · ~N j,k




( ~S j,k · ~W j,k→x,y







~Nx,y · ~W j,k→x,y






~Px,y · ~W j,k→x,y
‖ ~Px,y‖ × ‖ ~W j,k→x,y‖
)
(15)
Note that the macroscopic second scattering does not
add any free parameter.
To summarize, the physical parameters of our model
are the single scattering albedo ω0, the asymmetry fac-
tor g of the Henyey-Greenstein scattering function, the
amplitude of the opposition surge at zero phase angle
B0, the compaction parameter h for the regolith (Hapke
[2002]), and the ’q’ ratio that relates the craters depth
to its diameter. In order to minimize the number of
free parameters, h and B0 are assumed to be known,
i.e. h = 0.014 and B0 = 0.21 (Verbiscer and Veverka
[1994]). As for the CBOE, which is neglected here, fix-
ing those parameters is not critical for our study, regard-
ing the relatively high phase angle of our sample (14◦
at least). Nevertheless so as to be able to include fu-
ture images in a similar study or to use this method on
other body, CBOE and SHOE can potentially be calcu-
lated. Given the mean local viewing and illumination
geometry of the whole crater (emission (e), incident (i)
and phase (α) angles) and parameters q, ω0 and g, the
model is therefore able to predict the average < I/F >
value over an entire crater as well as its standard devia-
tion σI/F .
3.3. Inversion scheme and validation of the modified
CRM model
3.3.1. Strategy for the inversion
In order to retrieve the depth of the 75 craters, as well
as the single scattering albedo and asymmetry factor of
the regolith that recovers them, a goodness test consist-
ing in an exhaustive χ2 minimization between the ob-
served photometric curves and the CRM ones (see 3.2)



















, N being the number of data points, corresponding to
the number of images where the crater is seen, ∆I/Fobs
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Figure 3: Schematic of simple and double scattering contributions of a given inside facet (x, y) of the paraboloid towards an external observer (here
Cassini). All the relevant angles are indicated.
and ∆σI/Fobs the uncertainties on the observed I/F and
σI/F . Once the minimum χ2 has been determined for
each crater, uncertainties of the 3 model parameters
q, g, ω0, corresponding to the 1σ, 2σ, 3σ threshold
(χ2min + 1, 4, 9) on the marginal probability (integration
along the other two parameters), are evaluated. Results
are provided in Appendices 1 Table 1.
Because values of craters depth on Enceladus are
not provided in the literature, direct comparison is not
possible. Therefore, in order to test the robustness of
our results, comparisons with Digital Elevation Models
(DEMs) using photogrammetric calculation on sixteen
craters has been done (including simple and complex
craters).
3.3.2. Topographic extraction using photogrammetry
Two stereo pairs of ISS images have been used:
{N1500056914 and N1500059118} and {N1584039961
and N1597180194}. Validation of the topographic grid
is achieved following few inspections based on:
• Visual inspection: From photo-interpretation and
anaglyph generated from the stereo pair, a qualita-
tive visual inspection can be addressed in order to
identify obvious areas of errors (e.g. positive relief
of small craters)
• Correlation map: Correlation is carried out by
spanning small windows all over the images in or-
der to attempt to find a match for every pixel in the
left image. A cost function is then applied to deter-
mine the best match possible. Failed matches are
rejected and thence not taken into account. Bad
correlation is the result of many causes such as
featureless area, large disparity, noise, large differ-
ence in illumination etc. A bad correlation leads
to an erroneous result. In addition, isolated areas
with good correlation have been removed as well
in order to avoid any misestimating of the heights
in such locations.
• The disparity map is also inspected in order to de-
tect defects or wrong matching while the correla-
tion map indicates good results.
These inspections lead to remove erroneous results
from our calculations. Resulting images and depth pro-
files are shown in Supplementary Online Material see
Figure S2 and S3.
Theoretically, the absolute expected vertical preci-






where ρ is the accuracy with which a feature can be
matched (i.e, the typical value is ρ ≈ 0.3), GSD is the
ground sampling distance (i.e. ≈ 230 m) and b/h de-
scribes the convergence geometry of the stereo pair (i.e.
b/h ∈ [0.05, 0.17]). For our region of interest, an EVP
of ∈ [400, 1400] meters is obtained. This value is an
ultimate vertical precision one can expect from these
stereo pairs. Due to a small parallax, the EVP is large
in some areas. The actual vertical precision estimation
depends also on the pointing accuracy of the spacecraft.
This is why, previously to the stereo extraction, a bundle
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adjustment has been performed, in order to optimized
the stereo geometry. Because depth measurements are
from rim to floor, only the relative error is meaningful.
It is evaluated between 100 to 200 m on this region by
taking the standard deviation of all measurements for
each depth.
Finally, the depth/diameter (d/D) ratio for each crater
has been computed from 5 to 30 points around the rim
(depending of the size of the crater). The selection of
the points is done from the ortho-rectified images. El-
evations are relative to the IAU Enceladus ellipsoid de-
fined with semi-major and semi-minor axes of 256.6 km
and 248.3 km respectively (Thomas [2010]).
3.3.3. Comparison Crater Roughness
Model/Photogrammetry
Table 1 shows comparison between depth and as-
pect ratio determined by our modified CRM (see 3.2)
and topographic reconstruction by photogrammetry (see
3.3.2).
The CRM works almost perfectly for simple craters,
the only disagreements between the two methods being
for crater BF4, mainly due to the fact that data of BF4
craters only include emission angle greater than approx-
imatively 40◦ for incidence angles within ∈ [65◦, 75◦]
whereas other craters within this sample include emis-
sion angle as small as 20◦ for the same incidence an-
gles, which helps the model to fit. Furthermore, even for
complex craters such as Julnar, Musa or Zumurrud, our
depth determinations are fairly close to the photogram-
metric ones. This is probably due to the fact that the
central peaks of those craters does not change signifi-
cantly the average radiance factor nor the standard de-
viation of the whole crater.
The very few cases where the crater roughness model
does not give satisfactory results are for the most de-
formed crater morphology. Indeed, it is clearly seen
that CRM method is not suitable for the two complex
craters Ali-Baba and Aladdin, biggest craters on Ence-
ladus, highly deformed by post-impact relaxation. This
is not surprising regarding the hypothesis of the CRM
on the crater shape. In such deformed craters (bump
higher than ridges and accounting for at least one third
of crater’s area), our model fail in reproducing the av-
erage radiance factor. Indeed, shadows added by cen-
tral bump are accounted to be due to the depth of the
craters instead of to the bump. This is why CRM model
overestimates the depth of those two craters. For this
reason, in the rest of our study, depth values for Ali-
Baba and Aladdin will exceptionally be the one that are
found with the photogrammetric method. Further study
will be done so as to integrate in this model a Gaussian
bump within the crater to model a central bump. This
adds a new free parameter (amplitude of the Gaussian
bump) if its radial extension can be measured.
Finally, from this table, it is seen that 2σ errors
are needed to be taking into account so as to give
nearly 80% consistency between photogrammetry and
the CRM method measurements. Our depth determina-
tion within these error bars are therefore robust and will
be consider as suitable for the rest of our study.
4. Results: regolith properties and the depth vs. di-
ameter diagram for Enceladus
The q, g, ω0 values along with their associated uncer-
tainties are retrieved for the 75 craters of our sample, 73
with the CRM method and 2 with the photogrammetry
(parameter values and figures showing the mapping on
Enceladus globe are gathered in (Appendix 1 Table
A1) and in the Supplementary Material (Figure S4)
respectively). All the craters of our sample are located
at latitudes higher than −45◦ and are homogeneously
distributed in longitude, sampling the majority of
Enceladus old terrains. There is no clear evidence of
regional variation for the regolith photometric param-
eters ω0 or g within our craters sample considering
the errors on these parameters. By averaging the
75 values found across Enceladus globe, we found
< g >= −0.45± 0.22 and < ω0 >= 0.966± 0.011 where
uncertainties reflect the statistic dispersion of those
parameters along Enceladus (An error propagation
calculation from the 75 individual values of g and ω0
gives < g >= −0.45+0.06−0.37 and < ω0 >= 0.966+0.001−0.004,
reflecting the good precision of the CRM). Our values
are compatible with those derived from previous disk
integrated photometric studies of Enceladus surface
(g = −0.399 ± 0.005 and ω0 = 0.998 ± 0.001 from
Verbiscer and Veverka [1994]) and reflect the global
homogeneity of the regolith properties over the entire
Enceladus surface. Nevertheless, the single scattering
albedo tends to be smaller than what was found by
Verbiscer and Veverka [1994]. This may indicate that
the regolith covering those craters is less pure (?) and
therefore older than the regolith on Enceladus flat
terrains.
Along with the determination of local regolith proper-
ties, the main contribution of our work is the direct and
accurate estimate of the depth of Enceladus craters from
the modeling of the aspect ratio q. Verbiscer and Vev-
erka [1994] derived the value of the macroscopic rough-
ness parameter θ = 6 ± 1◦ Hapke [1984], which empir-
ically includes the global roughness of a surface at all
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Crater Stereometric d -3σ d -2σ d -σ Depth d +σ d +2σ d +3σ Agreement
Depth ±100m d
BF1 1200 565 741 1491 1840 1841 1846 1853 at 2σ
BF2 850 311 418 518 640 672 755 880 at 2σ
BF4 891 256 345 437 520 578 652 786 No
BF6 890 199 260 327 420 516 726 984 at 3σ
BF7 1270 361 474 593 720 854 1011 1200 at 3σ
Julnar 1580 936 1134 1357 1710 1905 2170 2481 at 1σ
Samad 1240 787 977 1210 1793 1860 2949 3764 at 2σ
Aladdin 980 1748 2103 2440 2620 2950 3677 4814 No
Ali Baba 920 2160 2570 2940 3140 3360 3935 4725 No
Musa 1300 723 928 1147 1250 1552 2180 4654 at 1σ
Behram 1797 925 1192 1445 1849 2050 2402 2807 at 1σ
Zummurud 1413 970 1210 1456 1680 1980 2298 2620 at 1σ
Hassan 1693 789 987 1170 1232 1355 1652 1925 at 2σ
Mustafa 1000 615 763 852 882 1288 1441 1673 at 1σ
Rayya 660 138 205 264 360 488 665 860 at 2σ
Al-Kuz 683 161 336 495 651 834 951 1120 at 1σ
Consistancy
Rate at 1σ 50%
Consistancy
Rate at 2σ 79%
Consistancy
Rate at 3σ 93%
Table 1: Comparison between crater depth found by the crater roughness model and by photogrammetry. All values are in meter. The average error
on depth found by photogrammetry is ±100m. We add errors at ±1σ, ±2σ, and ±3σ for our depth determination as well as the error needed to
have consistency between the two methods. Values of consistency are calculated removing Ali-Baba and Aladdin results following the discussion
of section 3. Bold name indicate complex craters.
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scales. Using our average value of < q >= 0.055±0.032
(< q >= 0.055+0.014−0.007 using calculation of error propaga-
tion) and scaling it to the entire globe by considering
that cratered terrains only count for 25% of Enceladus
surface Kargel and Pozio [1996], we obtain < θ >=
1.6 ± 0.1◦ (with θ = arctan (q)). This value is much
smaller than what was found by Verbiscer and Veverka
[1994]. This is consistent with the study of Helfenstein
and Shepard [1999] who state that the roughness pa-
rameter in Hapkes model on disk-integrated and disk
resolved observations is sensitive to the structure of mil-
limiter and submillimiter scale. The depth of craters is
derived from the observed q value and the catalogued
depth of craters using d = q×D. Figure 4 shows the dis-
tribution of the depth of Enceladus craters with respect
to their diameters inferred from our calculations. This
graph globally reflects the intuitive fact that the larger a
crater is, the deeper it is. A change in slope in this gen-
eral trend can be clearly seen around the value of 20 km
in diameter. The origin and significance of such a break
is investigated and discussed in the next section.
5. Discussion
The distribution of craters depth with diameter on a
given body usually shows a break between two slope
regimes Chapman and McKinnon [1986]. This break
occurs at a diameter that separates two morphologi-
cal regimes between simple (bowl-shaped) and com-
plex (with rims, terraces, central peak) craters, at what
is called the transition diameter Smith and Sanchez
[1973]; Pike [1975]; Melosh [1989]. This transition
diameter is a specific feature of the studied body, de-
pending mainly on the surface gravity, ground viscosity
and density. It is usually found to be the intersection be-
tween the two regimes by knowing a priori what craters
belong to each regime or by visually measuring at which
diameter craters start to display a central peak.
The value of the transition diameter may be influ-
enced by the subsequent long-term history of the crater,
both by burial due to particles infall and/or by defor-
mation due to the mechanical relaxation long after the
craterization. All Enceladus craters selected here lie in-
side the regions of minimum infall of plumes particles
(lower than 10−5 mm/year Kempf et al. [2010]), so that
the burial effect can be neglected. Nevertheless, com-
plex craters such as Ali-Baba or Aladdin exhibit strong
evidence of post-impact relaxation. Without the knowl-
edge of the age of craterization and the thermal gradient
at this location, it is hard to make any assumption on
the post-impact depth of those craters leading to the dif-
ficulty in modeling the long-term relaxation effect on
the transition diameter. Although Bland et al. [2012]
use a scaling law from Galilean icy satellites craters
depth measurements to retrieve the initial depth of Ali-
baba and Aladdin on Enceladus, the underlying hypoth-
esis that ground material of these bodies are the same
make unsuitable the use of such scaling law for our pur-
poses i.e. the retrieval of Enceladus ground properties.
Such assumption would bias our conclusions. Regard-
ing all these arguments, the depth of complex craters re-
trieved by our method and by photogrammetry are kept
unchanged from Appendix 1 Table A1. Further inves-
tigation on the influence of post-impact relaxation on
transition diameter would be needed, using numerical
simulations for example.
For Enceladus, considering our craters sample, the
transition between the simple and complex craters
regimes (presence of central peak or not) is found to
lie at diameters of ≈ 14 − 15 km after visual inspection
of favorable images. In order to determine more pre-
cisely the value of the transition diameter, the distribu-
tion of the craters depth is plotted as a function of their
diameter (Figure 4). The value of the transition diame-
ter is calculated to be the intersection between the upper
envelope of simple craters assumed to be the freshest
and therefore more un-relaxed simple craters (in blue on
Figure 4) and the deepest complex craters (in red on Fig-
ure 4). By using the upper envelope for simple craters
one makes the hypothesis that Enceladus soil kept the
same rheological properties during its history. Given
the fact that all the craters of our sample lies in regions
whose age are estimated to lies between 3 to 4 billion
years, this hypothesis seems legitimate.
We found a robust value of the transition diameter
for Enceladus, with a 1 − σ uncertainty, of 18.4+7.9−4.6
km, equivalent but superior to the one visually inferred
and consistent with previously determined values by
Chapman and McKinnon [1986] and Schenk [1989]
(respectively 10-20 km and 15 ± 5 km).
Figure 5 shows transition diameters as a function of
surface gravity for various bodies in the solar system
(Pike [1980], Chapman and McKinnon [1986], Pike and
Spudis [1987], Schenk [1989] and Giese et al. [2008]).
This figure shows that rocky bodies have a transition
diameter inversely proportional to the surface gravity,
indicating that gravity is the main controlling factor in
the craterization process. This behavior with the sur-
face gravity is also observed for icy bodies, including
Enceladus, but with a significant shift towards lower
values as expected by impact theory. This implies that
the ground mechanical properties (viscosity and/or co-
hesion) are secondary, but still important, factors con-
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Figure 4: Depths of Enceladus craters as a function of their diameter. Blue and red lines are the respective power law fits for the first and second
regime (dash lines are ±1σ uncertainties on fitting parameters). Green rectangle shows intersection between the two regimes, which defines
Enceladus transition diameter and transition depth DT and PT . Rectangles width and height reflects the 1σ uncertainty on transition diameter and
transition depth. We found the laws d = 0.077 × D(1.07±0.07) for the first regime and d = 20.1 × D(−0.84±0.12) for the second regime. Only errors on
slopes are assumed. Pink line indicate the depth under which, for a given diameter, it is not possible to distinguish a crater from a flat area with our
model. Only craters with diameter above this line are kept for the rest of the study.
trolling the transition diameter, which comforts the as-
sertions of Melosh [1989]. Only Mimas seems to de-
viate from the global behavior observed for the other
icy moons, with a transition diameter that is lower than
expected by the empirical law. The observed evolution
of transition diameter against gravity and ground prop-
erties is expected by the theory, in particular from the
Bingham rheologic model. This model was used by
Chapman and McKinnon [1986] and Melosh [1989] to
conciliate both viscous fluid and plastic ground behav-
ior so as to describe the formation of complex craters.
In the frame of this model, the effective viscosity of the
ground ηe f f at the time of the crater formation, is de-
fined as ηe f f ≈ 0.16×g1/2×ρ×D3/2T . A competition be-
tween ground cohesion and gravity will make a crater to
collapse and becomes complex after a certain threshold.
i.e: when ρ.g.HTc ≥ 5 where g is the surface gravity in
m.s−2, the mass density in kg.m−3, DT the transition di-
ameter in m, HT craters depth at transition diameter DT
in m, and c the effective cohesion in Pa. For a given sur-
face gravity, icy grounds, which have a smaller effective
cohesion than rocky grounds Schenk [1989], are there-
fore expected to present a lower value for their transition
diameter, which is indeed observed (Figure 5). With our
new values for DT = 18.4+7.9−4.6 km and HT = 1.8
+0.7
−0.5 km
assuming ρ = 0.93.103kg.m−3 Giese et al. [2008] and
g = 0.112m.s−1 Thomas [2010], the effective viscosity
is found to be ηe f f = 1.2+0.5−0.3.10
8 Pa.s and the effective
cohesion c = 37+14−10 kPa for Enceladus old and cratered
terrains.
These rheological parameters are derived for the first
time for Enceladus and are found to be remarkably close
to those calculated for the other icy moons (Table 2).
This has strong consequences on the ground proper-
ties of these bodies. Indeed, this demonstrates that the
cratered plains of all icy moons considered here, from
Jupiter to Uranus, had similar global surface and shal-
low sub-surface rheological properties at the time of
the craterization. It seems very unlikely that undiffer-
entiated bodies could have similar ground mechanical
properties considering the observed large variety of sili-
cate fraction Charnoz et al. [2011]. This suggests that
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Figure 5: Transition diameter for various rocky and icy bodies in the solar system with respect to surface gravity. All the data and errorbars, if
available, come from the figure 16b of Schenk [1989], except for Iapetus transition diameter coming from Giese et al. [2008], and Enceladuss
transition diameter (in red), derived from this work. The thick black line shows the empirical law for rocky bodies followed by the Moon, Mars,
Mercury and Earth Chapman and McKinnon [1986]. The thick dashed line shows the empirical law for icy bodies followed by moons of Jupiter,
Saturn and Uranus. The icy regime (dashed lines) has been calculated using a power-law regression, taking into account Thetys (assuming 10%
error), Dione, Ariel, Umbriel, Rhea, Iapetus, Callisto and Ganymede. 2-σ errors on the regression parameters have been estimated for the icy
moons and allowed to draw the two extreme possible power-law regressions (thin dashed lines). We found that icy bodies best follow the empirical
power-law (3.1± 0.4)× g(−0.92±0.12), inversely proportional to g, and parallel with the empirical law for rocky bodies, in accordance with Chapman
and McKinnon [1986]. Mimas is the only moon that seems to significantly depart from the empirical law.
Enceladus, as well as the other icy moons, were all
in a similar state of differentiation and all possessed a
thermally-equilibrated envelop of ice when they under-
went the early stages of craterization. If the crateri-
zation event, frozen in icy moons ground, is the LHB
(Late Heavy Bombardment Wetherill [1975]), it means
that all icy moons were already partially differentiated
700 to 800 Myr after the formation of Saturn. Only the
most favorable case of the classical formation model of
icy satellites achieves such a fast differentiation (Matson
et al. [2009]). Our study is therefore more in favor of
formation models that predict fast differentiation of icy
moons such as Charnoz et al. [2011] for example. This
model predicts that all icy moons but a Mimas like satel-
lite would have sufficient time to achieve differentiation
within this time scale. Mimas is the only body whose
transition diameter seems to departs from the empiri-
cal law, and whose rheological properties slightly differ
from those of other icy moons. This is maybe the indi-
cation of a different formation and/or evolution history
as induced by Charnoz et al. [2011] model.
Moreover, our results bring new insights on Ence-
ladus geological history. Two conclusions can be done:
• Since Enceladus nowadays cratered plains have
similar ground properties than other icy moons
grounds, which are thought to have never expe-
rienced vigorous geological activity, this demon-
strates that the geothermal activity of Enceladus
might not have occurred underneath these terrains.
Enceladus geological activity would have been
confined below the actual fractured plains, partic-
ularly at the south pole, since the formation of
the moon. This is consistent with the scenario
of Nimmo and Pappalardo [2006] predicting that
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Planet Surface Surface d/D Transition Effective Effective
gravity (m.s−2) Density (103kg.m−3) diameter (km) Cohesion (kPa) Viscosity (107Pa.s)
Earth 9.8 3
Crystalline 1.9 2230 1.6
Sediments 1.9 2230 14
Moon 1.62 3
Highlands 10.9 2120 15
Mare 8.6 1680 19
Mercury 3.69 3 4.7 2130 10
Mars 3.7 3 3.1 1380 14
Ganymede 1.43 0.93 2.0 ± 0.5 <330 1.6+0.6−0.5
Callisto 1.23 0.93 2.9 ± 0.6 <290 2.6+0.8−0.7
Iapetus (1) 0.222 0.93 11 ± 3.0 40 8.1+3.5−3.1
Rhea 0.263 0.93 9+13−5 60 6
+18
−4
Ariel 0.269 0.93 17+4.5−3.5 100 17.1
+7.2
−5.0
Dione 0.231 0.93 17.5+8.6−5.7 90 16.5
+13.6
−7.4
Tethys 0.144 0.93 26 110 27
Mimas 0.052 0.93 16+18−8 30 7
+14
−5





Table 2: Compilation of rheological parameters for planets and satellites. Transition diameters come from Schenk [1989]. (*) this paper. (1) Giese
et al. [2008]. Surface gravity comes from Thomas [2010]. Values of effective cohesion and viscosity are then re-calculated following equations of
Bingham theory (see previous paragraphe).
Enceladus would be rapidly reoriented after its for-
mation and then stabilized in order to align the po-
sition of its major internal heterogeneity, source of
its geological activity (Tobie et al. [2008]), with its
axis of rotation.
• The other possible conclusion is in contradiction
with the previous one. Bland et al. [2012] found
that Enceladus has globally a large release of en-
ergy over the entire satellite, including heavily
cratered regions. This may gives an insight on the
effect of post-impact relaxation on transition diam-
eter and transition depth. If Enceladus cratered re-
gions have and is experiencing large release of en-
ergy, therefore, all craters should be very relaxed
and exhibit a smaller depth than what is predicted
by theory of impact formation (as our low value
of < q > maybe the indication). This will man-
ifest itself as a down-shift of all craters depth in
Figure 3. The fact that the transition diameter of
Enceladus follows the empirical law for icy bod-
ies would therefore means that post-impact relax-
ation process is proportional to the diameter of a
crater. This would imply that post-impact relax-
ation processes keep the transition diameter value
unchanged over time.
Because of post-impact relaxation, the transition
depth should be higher than what is found in our
study. This would raise the value of the effective
cohesion as they behave in a proportional manner
with respect to each other. Therefore, one has to
find an explanation to the fact that the effective co-
hesion inferred from our study is close to the ef-
fective cohesion of other icy moons. Two possibil-
ities:
– Effective cohesion of Enceladus was higher
in the past, probably close to Dione or Thetys
and has change over time. Within this hy-
pothesis, it would be difficult to explain
why post-impact relaxation would surpris-
ingly lead to a transition depth very close to
those of Mimas, Iapetus or Rhea.
– All icy moons transition depth where close to
those of Dione or Thetys and some of them
underwent post-impact relaxation leading to
the actual values of transition depth. This
would be difficult to explain because of the
lack of obvious geological activity on bodies
such as Rhea or Iapetus.
It is seen from this short discussion that the history of
Enceladus remains uncertain. Numerical simulations on
the effect of post-impact relaxation processes on transi-
tion depth and diameter would probably be a good way
to solve this question.
6. Conclusion
We developed a model that can simulate the photo-
metric behavior of a crater blanketed by a layer of re-
golith. Our model is an heritage of the crater roughness
model of Hameen-Anttila et al. [1965] and Buratti and
Veverka [1985] adapted for the very surface of Ence-
ladus by adding the multiple scattering and the shadow
hiding opposition effect within the regolith as well as
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secondary macroscopic scattering between facets of the
crater. Incorporated in a fast and robust inversion
scheme, the model allows to simultaneously retrieve the
depth of craters and the microscopic photometric prop-
erties of the regolith that covers it, along with their un-
certainties, by taking advantage of the great variety of
observing conditions available from the Cassini ISS ob-
servations.
Applying this method, we conduct an extensive anal-
ysis of the regolith and morphology of Enceladus old
terrains. It includes 75 craters equally distributed over
Enceladuss cratered regions. The regoliths properties
and the aspect ratio that we derive for the craters do
not show noticeable regional heterogeneity. Putting to-
gether all the craters depth measurements, which cover
a large range of diameters, allows us to put a new con-
straint, statistically significant, on Enceladus transition
diameter. This diameter, which generally marks the sep-
aration between two different regimes of craterization is
found to be 18.4+7.9−4.6 km. This value lies along the em-
pirical law of Chapman and McKinnon [1986], as most
of the icy moons of the solar system do, except Mimas.
This strongly suggests that Enceladus crust properties at
the time of craterization did not depart from those of the
other icy bodies. This is comforted by the values derived
here for the effective viscosity and the effective cohesion
of Enceladus crust material that we calculated from the
value of the transition depth and diameter. Both are sim-
ilar to those previously reported not only for other Sat-
urns moons, but also for the major moons of Jupiter and
Uranus. This implies that the cratered plains of all icy
moons considered in this study, from Jupiter to Saturn,
had similar global surface and shallow sub-surface rhe-
ological properties and that they were already partially
differentiated at the early stage of craterization. This
further supports formation model of icy moons that pre-
dicts fast differentiation such as Charnoz et al. [2011]
for example. Moreover, this suggests that Enceladus ge-
ological activity visible in the South pole nowadays had
never explored others regionss with such large release
of energy since the formation of this moon. Neverthe-
less, the large post-impact deformation of Ali-Baba and
Aladdin shows that some geological activity has existed
on old cratered terrains (Bland et al. [2012]) .
Such a study can be easily extended to other plane-
tary bodies, providing that a good coverage in illumi-
nation and observation exists, without the need of high-
resolution images. A complete re-study of the Satur-
nian system, with a particular emphasize on Mimas, is
indeed planned as future work so as to refine studies
conducted at the Voyager epoch. In particular, the con-
firmation of the singular behavior of Mimas against the
empirical law for craterization could reveal a new crater-
ization regime at very low surface gravity and/or special
ground properties which may be linked to its recently
discovered thermal activity Howett et al. [2011]. Fur-
thermore, even if the present version of our model gives
robust and satisfying results when comparing to global
studies and photogrammetry, it would be interesting in
the near future to upgrade the modeling of the craters
shape (e.g. by taking into account the presence of a
central peak or by adding rims or terraces) in order to
construct a more realistic model. Nevertheless, the im-
proved ”crater roughness model” developed in this pa-
per provides a new and robust way to measure craters’
depth also for high regolith albedo especially for fly-bys
missions. This new tool, combine with photogrammetry
and photoclinometry will be very useful for the future
JUICE mission (?) so as to explore the ground proper-
ties of the Galilean satellites.
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Cratre D (en km) d (en km) q ( dD ) g ω˜0 Cratre D (en km) d (en km) q (
d
D ) g ω˜0
AY1 10.50 0.630+0.597−0.255 0.060
+0.056
−0.024 −0.35+0.156−0.196 0.940+0.031−0.091 AY2 9.000 0.630+0.310−0.255 0.070+0.034−0.028 −0.35+0.153−0.197 0.960+0.008−0.083
AY3 7.000 0.350+0.139−0.135 0.050
+0.019
−0.019 −0.35+0.166−0.259 0.990+0.009−0.000 AY4 9.500 0.095+0.016−0.095 0.010+0.001−0.010 −0.20+0.010−0.100 0.999+0.000−0.006
AY5 3.000 0.090+0.044−0.034 0.030
+0.014
−0.011 −0.35+0.190−0.383 0.990+0.010−0.000 AY6 4.000 0.400+0.082−0.002 0.100+0.020−0.000 −0.20+0.006−0.153 0.920+0.051−0.065
AY7 4.000 0.040+0.038−0.040 0.010
+0.009
−0.010 −0.20+0.011−0.363 0.800+0.136−−0.19 AY8 8.000 0.640+0.443−0.253 0.080+0.055−0.031 −0.35+0.154−0.190 0.960+0.005−0.055
Ahmad 18.70 0.935+0.192−0.321 0.050
+0.010
−0.017 −0.80+0.031−0.200 0.990+0.003−0.000 Ajib 15.20 0.152+0.016−0.152 0.010+0.001−0.010 −0.80+0.029−0.200 0.990+0.010−0.000
Al-Bakbuk 9.000 0.630+0.334−0.193 0.070
+0.037
−0.021 −0.35+0.156−0.231 0.999+0.000−0.003 Al-Haddar 14.00 0.420+0.238−0.176 0.030+0.017−0.012 −0.60+0.170−0.150 0.999+0.001−0.009
Al-Kuz 9.300 0.651+0.300−0.315 0.070
+0.032
−0.033 −0.20+0.011−0.099 0.999+0.000−0.008 Al-Mustazi 10.30 1.133+0.331−0.369 0.110+0.032−0.035 −0.35+0.160−0.221 0.992+0.005−0.002
Aladdin (CRM) 37.40 2.618+1.059−0.515 0.070
+0.028
−0.013 −0.35+0.110−0.177 0.940+0.020−0.022 Ali-Baba (CRM) 39.20 3.136+0.799−0.566 0.080+0.020−0.014 −0.40+0.178−0.083 0.960+0.000−0.021
Aladdin (PG) 37.40 980+150−150 0.026
+0.004





Aziz 11.00 1.100+0.239−0.351 0.100
+0.021
−0.031 −0.60+0.125−0.071 0.960+0.004−0.031 BF1 8.000 1.840+0.006−1.098 0.230+0.000−0.137 −0.50+0.163−0.085 0.940+0.021−0.030
BF2 8.000 0.640+0.115−0.221 0.080
+0.014
−0.027 −0.60+0.221−0.151 0.960+0.002−0.014 BF3 2.000 0.020+0.003−0.020 0.010+0.001−0.010 −0.70+0.254−0.300 0.800+0.061−−0.19
BF4 6.500 0.520+0.131−0.174 0.080
+0.020
−0.026 −0.55+0.208−0.176 0.960+0.001−0.019 BF5 4.000 0.080+0.107−0.034 0.020+0.026−0.008 −0.20+0.030−0.387 0.960+0.014−0.115
BF6 7.000 0.420+0.306−0.160 0.060
+0.043
−0.022 −0.20+0.032−0.230 0.960+0.005−0.065 BF7 12.00 0.720+0.291−0.246 0.060+0.024−0.020 −0.20+0.007−0.164 0.940+0.021−0.027
Bahman 10.30 0.206+0.125−0.029 0.020
+0.012
−0.002 −0.55+0.379−0.183 0.990+0.009−0.000 Behram 13.70 1.849+0.552−0.657 0.135+0.040−0.048 −0.40+0.169−0.159 0.997+0.002−0.002
Cassim 3.000 0.090+0.037−0.038 0.030
+0.012
−0.012 −0.20+0.025−0.208 0.999+0.000−0.005 Dalilah 16.00 0.640+0.591−0.334 0.040+0.036−0.020 −0.25+0.056−0.141 0.920+0.047−0.081
Duban 19.00 0.570+0.207−0.313 0.030
+0.010
−0.016 −0.80+0.151−0.200 0.990+0.002−0.000 Dunyazad 30.90 0.309+0.041−0.309 0.010+0.001−0.010 −0.20+0.006−0.063 0.900+0.066−0.086
Ghanim 13.90 0.417+0.065−0.146 0.030
+0.004
−0.010 −0.75+0.300−0.250 0.990+0.007−0.000 HS1 2.000 0.020+0.001−0.020 0.010+0.000−0.010 −0.20+0.024−0.219 0.990+0.002−0.000
HS2 4.000 0.200+0.070−0.069 0.050
+0.017
−0.017 −0.60+0.413−0.400 0.999+0.000−0.001 HS3 4.000 0.240+0.126−0.065 0.060+0.031−0.016 −0.25+0.076−0.319 0.999+0.000−0.001
HS4 4.000 0.240+0.105−0.086 0.060
+0.026
−0.021 −0.30+0.146−0.479 0.999+0.000−0.003 Harun 13.90 0.417+0.211−0.150 0.030+0.015−0.010 −0.65+0.214−0.084 0.994+0.006−0.004
Hassan 14.50 1.232+0.419−0.245 0.085
+0.028
−0.016 −0.50+0.200−0.162 0.996+0.002−0.005 Hisham 22.10 0.442+0.283−0.153 0.020+0.012−0.006 −0.80+0.061−0.200 0.990+0.003−0.000
Ishak 14.40 0.288+0.173−0.065 0.020
+0.012
−0.004 −0.65+0.185−0.098 0.800+0.123−−0.19 Jaafar 9.900 0.594+0.645−0.178 0.060+0.065−0.017 −0.20+0.041−0.569 0.960+0.004−0.056
Jansha 9.800 1.176+0.632−0.791 0.120
+0.064
−0.080 −0.50+0.185−0.122 0.960+0.002−0.038 Julnar 19.00 1.710+0.459−0.576 0.090+0.024−0.030 −0.50+0.319−0.126 0.960+0.001−0.029
Kamar 22.00 0.220+4.495−0.220 0.010
+0.204
−0.010 −0.80+0.027−0.200 0.800+0.006−−0.19 Kasim 10.70 0.642+0.460−0.248 0.060+0.043−0.023 −0.60+0.280−0.167 0.997+0.003−0.007
Khusrau 12.30 1.353+0.387−0.488 0.110
+0.031
−0.039 −0.30+0.110−0.170 0.995+0.000−0.008 MS1 20.00 0.400+0.285−0.061 0.020+0.014−0.003 −0.55+0.195−0.125 0.999+0.000−0.002
Maaruf 6.800 0.680+0.292−0.278 0.100
+0.042
−0.040 −0.50+0.204−0.162 0.940+0.026−0.058 Masrur 13.00 0.260+0.243−0.053 0.020+0.018−0.004 −0.80+0.223−0.200 0.990+0.003−0.000
Morgiana 14.30 0.429+0.108−0.175 0.030
+0.007
−0.012 −0.65+0.112−0.131 0.999+0.000−0.001 Musa 25.00 1.250+0.926−0.322 0.050+0.037−0.012 −0.40+0.182−0.164 0.940+0.033−0.064
Mustafa 14.70 0.882+0.559−0.118 0.060
+0.038
−0.008 −0.50+0.209−0.203 0.995+0.004−0.003 Omar 12.00 0.480+0.075−0.200 0.040+0.006−0.016 −0.80+0.200−0.200 0.990+0.005−0.000
Otbah 9.400 0.376+0.195−0.190 0.040
+0.020
−0.020 −0.65+0.172−0.141 0.991+0.008−0.001 PA1 5.000 0.400+0.118−0.097 0.080+0.023−0.019 −0.50+0.322−0.287 0.990+0.009−0.000
PA2 4.000 0.040+0.028−0.040 0.010
+0.007
−0.010 −0.20+0.033−0.406 0.999+0.000−0.008 Parwez 14.60 0.146+0.114−0.146 0.010+0.007−0.010 −0.55+0.206−0.245 0.960+0.002−0.019
Peri-Banu 18.00 0.360+0.204−0.050 0.020
+0.011
−0.002 −0.80+0.123−0.200 0.990+0.006−0.000 Perizadah 10.50 0.315+0.123−0.127 0.030+0.011−0.012 −0.50+0.203−0.186 0.993+0.006−0.003
Rayya 9.000 0.360+0.304−0.154 0.040
+0.033
−0.017 −0.30+0.114−0.245 0.960+0.002−0.011 Sabur 7.600 0.304+0.121−0.097 0.040+0.015−0.012 −0.60+0.190−0.157 0.999+0.000−0.007
Salih 4.000 0.240+0.209−0.120 0.060
+0.052
−0.030 −0.50+0.500−0.500 0.960+0.040−−0.03 Samad 16.30 1.793+1.156−0.816 0.110+0.070−0.050 −0.30+0.115−0.219 0.920+0.038−0.043
Shahrazad 20.00 0.600+0.352−0.211 0.030
+0.017
−0.010 −0.50+0.172−0.123 0.999+0.000−0.004 Shahryar 24.00 0.240+0.295−0.240 0.010+0.012−0.010 −0.60+0.146−0.147 0.860+0.114−0.054
Shakashik 8.500 1.105+0.652−0.463 0.130
+0.076
−0.054 −0.20+0.007−0.144 0.960+0.002−0.040 Sharrkan 3.700 0.111+0.031−0.043 0.030+0.008−0.011 −0.80+0.608−0.200 0.990+0.009−0.000
Shirin 8.700 0.696+0.227−0.226 0.080
+0.026
−0.026 −0.40+0.205−0.210 0.993+0.006−0.003 Sindbad 29.10 0.582+0.141−0.582 0.020+0.004−0.020 −0.30+0.108−0.294 0.999+0.001−0.009
Yunan 19.70 0.788+0.107−0.228 0.040
+0.005
−0.011 −0.80+0.197−0.200 0.990+0.003−0.000 ZA1 2.000 0.440+0.019−0.002 0.220+0.009−0.001 −0.55+0.049−0.092 0.996+0.003−0.000
ZA2 4.000 0.240+0.107−0.112 0.060
+0.026
−0.028 −0.20+0.038−0.483 0.990+0.008−0.000 ZA3 4.500 0.270+0.114−0.091 0.060+0.025−0.020 −0.20+0.040−0.526 0.999+0.000−0.003
ZA4 5.000 0.350+0.114−0.121 0.070
+0.022
−0.024 −0.20+0.038−0.519 0.997+0.002−0.007 Zaynab 20.00 0.800+0.611−0.265 0.040+0.030−0.013 −0.35+0.159−0.173 0.940+0.027−0.096
Zumurrud 21.00 1.680+0.617−0.470 0.080
+0.029
−0.022 −0.45+0.152−0.127 0.997+0.002−0.002
Table 3: Summary of results for the depth d, aspect ratio q, scattering asymmetric factor g and single scattering albedo ω0 found by the CRM model
for the 75 craters of our sample. The photogrammetric results found for Ali-Baba and Aladdin are added (PG for photogrammetry).
15
Chapitre 6. Article soumis à Icarus: Détermination des profondeurs des cratères d’Encelade
par un modèle photométrique multi-échelles: Implications sur les propriétés de surfaces et la
différentiation précoce des lunes de glace
156
B. Supplementary material
B.1. The precise coordinates of the edges of Enceladus
craters
In order to cast a crater on a sphere (here Enceladus),
one has to inverse the great-circle distance formula,
which gives the distance on a spherical surface between
the edges of the crater and its centre Rcrater, with re-
spect to theirs latitude and longitude coordinates (δ, λ)
and (δ′, λ′) :
Rcrater = 2R × arcsin
√sin2 ( δ′−δ2 ) + cos (δ) cos (δ′) sin ( λ′−λ2 )
 (19)
with R being Enceladus’ radius.
To inverse this equation, we consider the situation
where (δ, λ) is the centre coordinates and (δ′, λ′) the
edge coordinates. Putting δ′ − δ = 0 (same latitude)
gives, for the longitudinal extension:
λ′ − λ = 2 × arcsin (sin2 (Rcrater
2R
)) (20)
Considering the same longitude (λ′ − λ = 0), the latitu-
dinal extension is in turn given by:
δ′ − δ = Rcrater
R
(21)
With these formulas, longitude and latitude coordi-
nates for the edges of a crater can be derived given
the knowledge of central coordinates and craters di-
ameter, compiled for 53 Enceladus’ craters by the
USGS (http://planetarynames.wr.usgs.gov). A value of
252.2km for Enceladus mean radius has been taken for
our calculations Thomas [2010].
B.2. Tables for the dataset
B.3. Contrast curve for Khusrau and two flat areas near
Khusrau
In order to provide uncertainties on the I/F standard
deviation, we use the figure 6. This figure shows that a
flat area has a nonzero I/F standard deviation as op-
posed to what is expected for a perfectly flat surface
of such size. This is the effect of all the unresolved
structure (i.e. mostly the macroscopic roughness below
meter level), on the macroscopic observable. It can ac-
count for tens of percent of the I/F standard deviation
of a crater as seen on figure 6. If it was possible, we
would take the value of the I/F standard deviation of
the nearest by flat area near a crater as the uncertainties
for the I/F standard deviation of this crater, for every
combination of phase angle, incident angle and emis-
sion angle. Due to the scarcity of flat area in heavily
cratered terrains on Enceladus and the lack of images,
it is not possible to evaluate the uncertainties in such a
way. Thus, we decide to use fixed 10% uncertainties
on the I/F standard deviation value for a crater so as
to use the best compromise between conservative and
constraining uncertainties.
B.4. Topographic extraction from ISS pair im-
ages N1500056914 and N1500059118 and
N1584039961 and N1597180194
B.5. Maps of the single scattering albedo and asym-
metry factor of craters regolith, and of the craters
depth and aspect ratio
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N1489034080 2 09/03/05 0.86 N1516171072 1 17/01/06 0.93 N1602268696 2 09/10/08 0.42
N1489038945 2 09/03/05 0.57 N1516171253 1 17/01/06 0.93 N1602274682 3 09/10/08 0.20
N1489039292 2 09/03/05 0.56 N1561728887 2 28/06/07 1.77 N1602274825 3 09/10/08 0.21
N1489039642 2 09/03/05 0.54 N1569843261 1 30/09/07 0.60 N1602274972 3 09/10/08 0.23
N1489047533 2 09/03/05 0.18 N1569849851 1 30/09/07 0.64 N1602275111 3 09/10/08 0.25
N1489047708 2 09/03/05 0.17 N1584025470 2 12/03/08 1.34 N1602275462 2 09/10/08 0.28
N1500045793 2 14/07/05 0.94 N1584035770 2 12/03/08 0.54 N1602286256 1 09/10/08 1.32
N1500050593 2 14/07/05 0.66 N1584037664 2 12/03/08 0.38 N1604144669 2 31/10/08 1.97
N1500056647 2 14/07/05 0.35 N1584051749 2 12/03/08 0.79 N1604155347 2 31/10/08 1.15
N1500056914 2 14/07/05 0.33 N1584052823 2 12/03/08 0.87 N1604160987 2 31/10/08 0.61
N1500057201 2 14/07/05 0.32 N1584059265 2 12/03/08 1.27 N1604162989 2 31/10/08 0.40
N1500057471 2 14/07/05 0.31 N1593502144 1 30/06/08 0.99 N1604181525 2 31/10/08 1.41
N1500059045 2 14/07/05 0.23 N1597175816 2 11/08/08 0.67 N1604182045 2 31/10/08 1.45
N1500059269 2 14/07/05 0.22 N1597179346 2 11/08/08 0.30 N1606891555 1 02/12/08 0.76
N1500059482 2 14/07/05 0.21 N1597180003 2 11/08/08 0.24 N1606892181 1 02/12/08 0.75
N1500059712 2 14/07/05 0.19 N1597180294 2 11/08/08 0.20 N1606892280 1 02/12/08 0.74
N1500059930 2 14/07/05 0.18 N1597194299 1 12/08/08 1.19 N1637466266 1 21/11/09 0.14
N1514141371 1 24/12/05 0.64 N1597196809 2 12/08/08 1.40 N1637475667 1 21/11/09 0.61
N1516160948 1 17/01/06 0.89 N1600378733 1 17/09/08 1.30 N1637479667 1 21/11/09 0.79
N1516169161 1 17/01/06 0.91 N1602263943 2 09/10/08 0.90 N1649350470 1 07/04/10 1.18
Table 4: Names, dates and resolution of the 60 ISS/NAC images used for this study.
Figure 6: This graph shows the ratio (in %) between the radiance factor σI/F of crater Khusrau and two flat areas nearby Khusrau of approximately
the same size (10km) and twice de size (20km) as a function of the mean emission angle (in◦) and the mean incidence angle (in◦) indicated by the
color bar.
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Figure 7: Topograpic map optained from ISS images N1500056914 and N1500059118 stereo pair. Craters from North to South are Behram,
Al-Kuz, Zumurrud, Mustafa, Hassan and Rayya.
Figure 8: Topograpic map optained from ISS images N1584039961 and N1597180194 stereo pair. Craters from right to left are Julnar, up BF1,
down BF6, BF4, Samad, BF2, Musa, Ali-Baba, Aladdin, BF7.
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Ce chapitre vise à compléter et rappeler les conclusions importantes de l’article soumis au
journal Icarus, présentant mon travail sur les cratères d’Encelade afin de le mettre en relation
avec la problématique globale de la thèse. Le modèle ayant déjà été décrit en détail au chapitre
5 et dans l’article, je ne reviendrai pas sur ce dernier. En revanche, pour la fluidité de l’article,
une partie du travail de réduction de données n’a pas été détaillé. Il me semble nécessaire de
préciser certaines parties de ce travail. Enfin les conclusions seront détaillées, les perspectives
à plus ou moins long terme de cette étude étant résumées dans le chapitre 11 de ce manuscrit.
7.1 Navigation des images et extraction des observables
Pour ce travail sur Encelade, j’ai utilisé les images de l’instrument ISS-NAC de la sonde
Cassini (voir chapitre 1). De plus, à l’aide de la combinaisons de roues à filtres, une sélection
spectrale est possible. Nous avons sélectionné la combinaison de filtres avec lesquels l’instrument
ISS/NAC a le plus imagé Encelade, CLR-GRN (pour Clear et Green, centré à 568nm pour une
largeur à mi-hauteur d’environ ±50nm (Porco et al. (2004))). Bien qu’assez large, ce filtre
permet tout de même une sélection spectrale suffisante pour que l’on puisse considérer que
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le régolithe a globalement les mêmes propriétés de diffusion à l’intérieur de cet intervalle de
longueurs d’onde.
Comme nous l’avons vu dans le chapitre 5, les observables calculables par le modèle sont le
facteur de radiance moyen <I/F> ainsi que l’écart-type du facteur de radiance à l’intérieur du
cratère σI/F , pourvu que la géométrie d’observation et d’illumination soit connue. Afin d’ajuster
les paramètres du modèles, et ainsi mesurer la profondeur des cratères, il est par conséquent
nécessaire d’extraire <I/F> et σI/F des images, ainsi que la géométrie précise de la scène.
Toute la difficulté vient de la précision de la navigation des images. En effet, bien que
les positions théoriques des cratères référencés par l’USGS 1 soient très précises, la précision
de la navigation de la sonde est parfois insuffisante pour extraire correctement les observables

















































Figure 7.1 – Illustration de l’effet d’erreur de navigation sur l’image ISS/NAC N1489034080_2. La figure de
gauche montre la position théorique d’Encelade calculée à partir des éphémérides de du JPL/NASA superposée
à l’image d’Encelade. La figure de droite montre la position théorique d’Encelade une fois la correction de
navigation effectuée.
Pour corriger la navigation, nous utilisons un logiciel interne à l’équipe LADP (Laboratoire
Anneaux Disques et Planètes du CEA/Saclay) nommé CIA. Afin de naviguer correctement les
images un décalage est appliqué jusqu’à faire correspondre la position théorique du satellite à
celle de l’image (ce décalage est supposé être dû à l’incertitude sur le pointage de l’instrument).
La matrice de rotation à appliquer au champ de vue théorique est ainsi déterminée, permettant
d’effectuer plus précisément, les calculs de navigation pour chaque pixel de l’image : c’est l’étape
de "re-navigation au limbe". Cette étape nécessaire de re-navigation nécessite la présence du
limbe ou d’une partie du limbe sur l’image ce qui limite la résolution d’image accessible.
On construit par ce biais un cube composé de six plans nommé géocube dont chaque plan
correspond à l’information physique ou géométrique suivante pour chaque pixel (figures 7.2,
1. http://planetarynames.wr.usgs.gov/SearchResults?target=ENCELADUS&featureType=Crater,%20craters
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7.3, 7.4, 7.5, 7.6 et 7.7) :
– Le facteur de radiance local I/F
– La longitude "Encelado-centrique"
– La latitude "Encelado-centrique"
– L’angle d’incidence local i
– L’angle d’émergence local e
– L’angle de phase local α
Figure 7.2 – Facteur de ra-
diance I/F associé à l’image naviguée
N1500045793_2.
Figure 7.3 – Longitude Encela-
docentrique.
Figure 7.4 – Latitude Encelado-
centrique.
Figure 7.5 – Angle d’incidence i. Figure 7.6 – Angle d’émergence e. Figure 7.7 – Angle de Phase α.
Malgré la navigation des images par la méthode exposée précédemment, les mouvements
de libration d’Encelade, non-inclus dans les éphémérides NASA/JPL, décalent légèrement la
position réelle du cratère recherché de manière non-uniforme en longitude et en latitude. En
effet, les position théoriques des cratères référencées sur l’USGS sont déterminées pour une
date donnée. Ces mouvements de librations sont de l’ordre de quelques dixièmes de degrès pour
chaque direction, sur des périodes de 1.4 jours, 3 ans 11mois et 11 ans (Rambaux et al. (2010))
ce qui peut être conséquent lorsqu’on cherche à étudier des cratères de quelques kilomètres de
diamètre sur un intervalle de temps de plusieurs années. De plus, le logiciel que nous utilisons,
fait l’hypothèse implicite que les satellites sont sphériques et non ellipsoïdes, ce qui induit une
légère erreur supplémentaire sur la position des cratères. La figure 7.8 illustre un exemple de
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décalage résiduel existant après la "re-navigation au limbe".
Figure 7.8 – Superposition de la position théorique des cratères avec leur position observée sur l’image ISS
N1489034080_2. Deux zones ont été agrandies, celle autour de Zumurrud (grand cratère de 21km au centre de
la figure de gauche) et celle autour de Otbah (9.4km), Jansha (9.8km), et Perizadah (10.5km) (la diagonale de
gauche à droite de la figure de droite).
Afin de m’affranchir de ces décalages résiduels, j’ai développé un logiciel qui permet de
repositionner manuellement les positions théoriques des cratères avec leurs positions réelles
puis d’extraire les pixels appartenant à ces cratères. Bien que manuelle et fastidieuse, cette
procédure est primordiale dans l’extraction des observables pertinentes à notre étude. Naviguer
les images directement à l’aide des cratères par détection automatique de ces derniers est une
des perspectives qu’il serait intéressant de développer dans le cadre d’un stage d’ingénieur ou
de Master.
7.2 Résultats
7.2.1 Étude de la régionalité des propriétés des cratères et du régo-
lithe qui les recouvre
La figure 7.9 présente l’ensemble des propriétés que nous avons extraits des ajustements
pour les 75 cratères sélectionnés. Le tableau 7.1 résume ces mêmes résultats.
166











































































































































































































































































































Chapitre 7. Compléments à l’article.
Bien qu’il semble émerger une légère régionalité des propriétés du régolithe (ω0 et g), il
n’est en réalité pas possible de quantifier cette dernière. En effet, du fait des incertitudes qui
entachent la détermination de ces paramètres, notamment celui d’asymétrie de diffusion, une
conclusion rigoureuse n’est pas possible. De plus, comme nous l’avons vu dans le chapitre 2,
relier de si faible différences de g à une propriété physique du régolithe n’est pas évident et ne
sera donc pas commenté.
La carte de rapport d’aspect quant à elle semble indiquer que les cratères autour de
Zumurrud (entre [150◦-180◦] longitude et [−40◦-0◦] latitude) ont des rapports d’aspects plus
élevés que partout ailleurs sur Encelade. Les différences étant réellement faibles compte tenu
des barres d’erreurs, je ne vois pas d’explication permettant d’expliquer ce fait. Néanmoins, on
observe que les cratères de grand diamètre ont globalement tendance à avoir un rapport d’aspect
plus faible que les plus petits cratères. C’est la trace de régimes de cratérisation différents selon
la taille de l’impacteur. Nous développons cette idée dans la section suivante.
7.2.2 Profondeur vs Diamètre
7.2.2.1 Régimes de cratérisation
Le phénomène de cratérisation est défini comme la création d’un cratère lorsqu’un corps
impacte un satellite ou une planète tellurique. Les propriétés de ce cratère résultent des effets
conjoints de la masses des deux corps (et ainsi de la gravité de surface du corps impacté),
de la vitesse de l’impacteur, de l’angle d’impact, du rapport des masses volumiques, ainsi
que des propriétés de cohésion et de viscosité des deux corps (Fink et al. (1984), Chapman and
McKinnon (1986), Melosh (1989)). La stratigraphie et la taille du corps impacté change aussi la
forme du cratère d’impact (Turtle and Pierazzo (2001), Schenk (2002), Miljkovic et al. (2011)),
voir l’article de Dones et al. (2009).
Du point de vue morphologique, il existe trois familles de cratères : simples, complexes et
larges bassins d’impact. Me concentrant sur Encelade, corps sur lequel aucun bassin d’impact
évident n’est observé (Schenk and McKinnon (2009)), je ne m’intéresse qu’aux familles de
cratères simples et complexes (voir figure 7.12). Les cratères simples sont reconnaissables à leur
forme paraboloïdale tandis que les cratères complexes sont caractérisés par la présence de pic
central, de terrasse d’effondrement, d’anneaux concentriques. L’évolution de la profondeur des
cratères d’Encelade que nous avons extrait par notre étude, en fonction de leurs diamètres révèle
que les cratères complexes ont un rapport d’aspect plus faible que les cratères simples. De plus,
une analyse visuelle de ces cratères montre que tous les cratères complexes ont un diamètre plus
grands que les cratères simples. Le diamètre à partir duquel les cratères deviennent complexes
est appelé diamètre de transition (Ligne verticale verte sur la figure 7.12, voir Chapman and
McKinnon (1986)). Pour comprendre l’origine de cette transition il est nécessaire de décrire
rapidement la physique des impacts.
Lors d’un impact, le sol du corps impacté se déforme sous l’effet de l’impacteur. Ce dernier
a deux effets principaux: l’excavation et l’augmentation d’énergie interne du matériel impacté.
L’énergie cinétique de l’impacteur est transférée au milieu impacté par compression ce qui fait
fondre et vaporise l’impacteur et une partie de l’impacté. Le résidu d’énergie cinétique est
dissipé par l’excavation du cratère à l’aide d’ondes de chocs creusant ainsi ce qu’on appelle la
cavité transitoire. La forme finale du cratère dépend ensuite de la façon dont il s’affaisse et donc
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Cratère D (en km) d (en km) q ( d
D
) g ω˜0 Cratère D (en km) d (en km) q ( dD) g ω˜0
AY1 10.50 0.630+0.597−0.255 0.060+0.056−0.024 −0.35+0.156−0.196 0.940+0.031−0.091 AY2 9.000 0.630+0.310−0.255 0.070+0.034−0.028 −0.35+0.153−0.197 0.960+0.008−0.083
AY3 7.000 0.350+0.139−0.135 0.050+0.019−0.019 −0.35+0.166−0.259 0.990+0.009−0.000 AY4 9.500 0.095+0.016−0.095 0.010+0.001−0.010 −0.20+0.010−0.100 0.999+0.000−0.006
AY5 3.000 0.090+0.044−0.034 0.030+0.014−0.011 −0.35+0.190−0.383 0.990+0.010−0.000 AY6 4.000 0.400+0.082−0.002 0.100+0.020−0.000 −0.20+0.006−0.153 0.920+0.051−0.065
AY7 4.000 0.040+0.038−0.040 0.010+0.009−0.010 −0.20+0.011−0.363 0.800+0.136−−0.19 AY8 8.000 0.640+0.443−0.253 0.080+0.055−0.031 −0.35+0.154−0.190 0.960+0.005−0.055
Ahmad 18.70 0.935+0.192−0.321 0.050+0.010−0.017 −0.80+0.031−0.200 0.990+0.003−0.000 Ajib 15.20 0.152+0.016−0.152 0.010+0.001−0.010 −0.80+0.029−0.200 0.990+0.010−0.000
Al-Bakbuk 9.000 0.630+0.334−0.193 0.070+0.037−0.021 −0.35+0.156−0.231 0.999+0.000−0.003 Al-Haddar 14.00 0.420+0.238−0.176 0.030+0.017−0.012 −0.60+0.170−0.150 0.999+0.001−0.009
Al-Kuz 9.300 0.651+0.300−0.315 0.070+0.032−0.033 −0.20+0.011−0.099 0.999+0.000−0.008 Al-Mustazi 10.30 1.133+0.331−0.369 0.110+0.032−0.035 −0.35+0.160−0.221 0.992+0.005−0.002
Aladdin 37.40 2.618+1.059−0.515 0.070+0.028−0.013 −0.35+0.110−0.177 0.940+0.020−0.022 Ali-Baba 39.20 3.136+0.799−0.566 0.080+0.020−0.014 −0.40+0.178−0.083 0.960+0.000−0.021
Aziz 11.00 1.100+0.239−0.351 0.100+0.021−0.031 −0.60+0.125−0.071 0.960+0.004−0.031 BF1 8.000 1.840+0.006−1.098 0.230+0.000−0.137 −0.50+0.163−0.085 0.940+0.021−0.030
BF2 8.000 0.640+0.115−0.221 0.080+0.014−0.027 −0.60+0.221−0.151 0.960+0.002−0.014 BF3 2.000 0.020+0.003−0.020 0.010+0.001−0.010 −0.70+0.254−0.300 0.800+0.061−−0.19
BF4 6.500 0.520+0.131−0.174 0.080+0.020−0.026 −0.55+0.208−0.176 0.960+0.001−0.019 BF5 4.000 0.080+0.107−0.034 0.020+0.026−0.008 −0.20+0.030−0.387 0.960+0.014−0.115
BF6 7.000 0.420+0.306−0.160 0.060+0.043−0.022 −0.20+0.032−0.230 0.960+0.005−0.065 BF7 12.00 0.720+0.291−0.246 0.060+0.024−0.020 −0.20+0.007−0.164 0.940+0.021−0.027
Bahman 10.30 0.206+0.125−0.029 0.020+0.012−0.002 −0.55+0.379−0.183 0.990+0.009−0.000 Behram 13.70 1.849+0.552−0.657 0.135+0.040−0.048 −0.40+0.169−0.159 0.997+0.002−0.002
Cassim 3.000 0.090+0.037−0.038 0.030+0.012−0.012 −0.20+0.025−0.208 0.999+0.000−0.005 Dalilah 16.00 0.640+0.591−0.334 0.040+0.036−0.020 −0.25+0.056−0.141 0.920+0.047−0.081
Duban 19.00 0.570+0.207−0.313 0.030+0.010−0.016 −0.80+0.151−0.200 0.990+0.002−0.000 Dunyazad 30.90 0.309+0.041−0.309 0.010+0.001−0.010 −0.20+0.006−0.063 0.900+0.066−0.086
Ghanim 13.90 0.417+0.065−0.146 0.030+0.004−0.010 −0.75+0.300−0.250 0.990+0.007−0.000 HS1 2.000 0.020+0.001−0.020 0.010+0.000−0.010 −0.20+0.024−0.219 0.990+0.002−0.000
HS2 4.000 0.200+0.070−0.069 0.050+0.017−0.017 −0.60+0.413−0.400 0.999+0.000−0.001 HS3 4.000 0.240+0.126−0.065 0.060+0.031−0.016 −0.25+0.076−0.319 0.999+0.000−0.001
HS4 4.000 0.240+0.105−0.086 0.060+0.026−0.021 −0.30+0.146−0.479 0.999+0.000−0.003 Harun 13.90 0.417+0.211−0.150 0.030+0.015−0.010 −0.65+0.214−0.084 0.994+0.006−0.004
Hassan 14.50 1.232+0.419−0.245 0.085+0.028−0.016 −0.50+0.200−0.162 0.996+0.002−0.005 Hisham 22.10 0.442+0.283−0.153 0.020+0.012−0.006 −0.80+0.061−0.200 0.990+0.003−0.000
Ishak 14.40 0.288+0.173−0.065 0.020+0.012−0.004 −0.65+0.185−0.098 0.800+0.123−−0.19 Jaafar 9.900 0.594+0.645−0.178 0.060+0.065−0.017 −0.20+0.041−0.569 0.960+0.004−0.056
Jansha 9.800 1.176+0.632−0.791 0.120+0.064−0.080 −0.50+0.185−0.122 0.960+0.002−0.038 Julnar 19.00 1.710+0.459−0.576 0.090+0.024−0.030 −0.50+0.319−0.126 0.960+0.001−0.029
Kamar 22.00 0.220+4.495−0.220 0.010+0.204−0.010 −0.80+0.027−0.200 0.800+0.006−−0.19 Kasim 10.70 0.642+0.460−0.248 0.060+0.043−0.023 −0.60+0.280−0.167 0.997+0.003−0.007
Khusrau 12.30 1.353+0.387−0.488 0.110+0.031−0.039 −0.30+0.110−0.170 0.995+0.000−0.008 MS1 20.00 0.400+0.285−0.061 0.020+0.014−0.003 −0.55+0.195−0.125 0.999+0.000−0.002
Maaruf 6.800 0.680+0.292−0.278 0.100+0.042−0.040 −0.50+0.204−0.162 0.940+0.026−0.058 Masrur 13.00 0.260+0.243−0.053 0.020+0.018−0.004 −0.80+0.223−0.200 0.990+0.003−0.000
Morgiana 14.30 0.429+0.108−0.175 0.030+0.007−0.012 −0.65+0.112−0.131 0.999+0.000−0.001 Musa 25.00 1.250+0.926−0.322 0.050+0.037−0.012 −0.40+0.182−0.164 0.940+0.033−0.064
Mustafa 14.70 0.882+0.559−0.118 0.060+0.038−0.008 −0.50+0.209−0.203 0.995+0.004−0.003 Omar 12.00 0.480+0.075−0.200 0.040+0.006−0.016 −0.80+0.200−0.200 0.990+0.005−0.000
Otbah 9.400 0.376+0.195−0.190 0.040+0.020−0.020 −0.65+0.172−0.141 0.991+0.008−0.001 PA1 5.000 0.400+0.118−0.097 0.080+0.023−0.019 −0.50+0.322−0.287 0.990+0.009−0.000
PA2 4.000 0.040+0.028−0.040 0.010+0.007−0.010 −0.20+0.033−0.406 0.999+0.000−0.008 Parwez 14.60 0.146+0.114−0.146 0.010+0.007−0.010 −0.55+0.206−0.245 0.960+0.002−0.019
Peri-Banu 18.00 0.360+0.204−0.050 0.020+0.011−0.002 −0.80+0.123−0.200 0.990+0.006−0.000 Perizadah 10.50 0.315+0.123−0.127 0.030+0.011−0.012 −0.50+0.203−0.186 0.993+0.006−0.003
Rayya 9.000 0.360+0.304−0.154 0.040+0.033−0.017 −0.30+0.114−0.245 0.960+0.002−0.011 Sabur 7.600 0.304+0.121−0.097 0.040+0.015−0.012 −0.60+0.190−0.157 0.999+0.000−0.007
Salih 4.000 0.240+0.209−0.120 0.060+0.052−0.030 −0.50+0.500−0.500 0.960+0.040−−0.03 Samad 16.30 1.793+1.156−0.816 0.110+0.070−0.050 −0.30+0.115−0.219 0.920+0.038−0.043
Shahrazad 20.00 0.600+0.352−0.211 0.030+0.017−0.010 −0.50+0.172−0.123 0.999+0.000−0.004 Shahryar 24.00 0.240+0.295−0.240 0.010+0.012−0.010 −0.60+0.146−0.147 0.860+0.114−0.054
Shakashik 8.500 1.105+0.652−0.463 0.130+0.076−0.054 −0.20+0.007−0.144 0.960+0.002−0.040 Sharrkan 3.700 0.111+0.031−0.043 0.030+0.008−0.011 −0.80+0.608−0.200 0.990+0.009−0.000
Shirin 8.700 0.696+0.227−0.226 0.080+0.026−0.026 −0.40+0.205−0.210 0.993+0.006−0.003 Sindbad 29.10 0.582+0.141−0.582 0.020+0.004−0.020 −0.30+0.108−0.294 0.999+0.001−0.009
Yunan 19.70 0.788+0.107−0.228 0.040+0.005−0.011 −0.80+0.197−0.200 0.990+0.003−0.000 ZA1 2.000 0.440+0.019−0.002 0.220+0.009−0.001 −0.55+0.049−0.092 0.996+0.003−0.000
ZA2 4.000 0.240+0.107−0.112 0.060+0.026−0.028 −0.20+0.038−0.483 0.990+0.008−0.000 ZA3 4.500 0.270+0.114−0.091 0.060+0.025−0.020 −0.20+0.040−0.526 0.999+0.000−0.003
ZA4 5.000 0.350+0.114−0.121 0.070+0.022−0.024 −0.20+0.038−0.519 0.997+0.002−0.007 Zaynab 20.00 0.800+0.611−0.265 0.040+0.030−0.013 −0.35+0.159−0.173 0.940+0.027−0.096
Zumurrud 21.00 1.680+0.617−0.470 0.080+0.029−0.022 −0.45+0.152−0.127 0.997+0.002−0.002
Table 7.1 – Résumé des résultats des ajustements pour les 75 cratères sélectionnés pour notre étude. Les erreurs
indiquées sur les paramètres correspondent aux incertitudes à 1σ sur les ajustements.
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du matériau formant la croûte du corps impacté.
Le comportement du sol lors de l’impact est décrit dans le cadre du modèle rhéologique de
Bingham (1929), qui mêle plasticité et élasticité du milieu. Contrairement à un fluide Newtonien,
un fluide dit de Bingham ne s’écoule qu’une fois passé un seuil de contrainte de cisaillement. En
dessous de ce seuil le milieu est plastique (il peut se déformer mais sans se rompre) et devient
fluide au delà. Le seuil de cisaillement est caractérisé par la cohésion effective du milieu noté
’c’ en Pa (qui s’apparente à la pression nécessaire que doit subir le milieu pour commencer
à se comporter comme un fluide). La diffusion de quantité de mouvement au sein du milieu
déformable une fois le seuil de cisaillement dépassé, est quant à elle caractérisée par la viscosité
effective ’ηeff ’. Dans le cas d’un impact, si l’énergie cinétique n’est pas suffisante pour dépasser
le seuil de cisaillement et la cohésion due à la gravité du corps impacté, alors la forme de la
cavité transitoire est conservée. Seule l’effondrement des bords du cratère vers l’intérieur change
légèrement la forme du cratère jusqu’à obtenir un cratère paraloboïdal, simple. Ce seuil de ci-




où ρ est la masse volumique du milieu impacté (en kg.m−3), g la gravité de surface du corps
impacté (en m.s−2), et HT la profondeur de transition (en m), (profondeur correspondant au
diamètre de transition indiqué sur la figure 7.12).
Si l’énergie est suffisante pour dépasser le seuil de cisaillement, le milieu impacté est fluidi-
fié sur une zone d’environ 0.75 fois le diamètre de la cavité transitoire, par propagation d’ondes
acoustiques aussi appelée ondes de fluidification dans ce cas (Melosh (1989)). Le comportement
fluide permet alors au milieu d’osciller sous l’effet des ondes acoustiques et de créer des struc-



















où R est le rayon de la cavité transitoire, assimilié au rayon du cratère final et λ le rayon de la
zone fluidifiée.
En inversant cette équation en se plaçant dans le cas transitoire entre cratère simple et
complexe, N = 1 (la création du pic central correspond à une seule oscillation), λ = 0.75DT et
(ρgH)/c = 5 (d’après l’équation 7.1) d’où:
ηeff ≈ 0.16× g1/2 × ρ×D3/2T (7.3)
Ainsi on lie directement la profondeur et le diamètre de transition du corps impacté
(accessibles grâce à notre étude) aux propriétés rhéologiques de la croute ηeff et c (g et ρ étant
connus par ailleurs).
Tout le raisonnement effectué précédemment est exact lorsque le processus d’impact est
terminé. Il ne prend pas en compte des possibles changements morphologiques "indépendants"
du processus d’impact ayant lieu entre l’époque de cratérisation et l’observation, telle que la
relaxation.
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7.2.2.2 Relaxation post-impact
Si l’on reprend l’image du cratère Ali-Baba (voir figure 7.10) on constate que le rebond
central est bien plus important qu’un simple pic, celui-ci occupe pratiquement les 2/3 de la
surface du cratère. Pour le cratère Aladdin (au centre de la vignette), la largeur du rebond
correspond à environ 1/3 du diamètre du cratère. De plus, le profil de hauteur de ces cratères
indique que le rebond central est plus haut que les bords du cratères (voir figure 7.11).
Figure 7.10 – Vignette des cratères Ali-Baba (en
haut) et Aladdin (au centre) (centrée en longitude
−26.6◦ latitude 60.7◦ 37.4km de diamètre).
to reproduce the morphology due to insufficient uplift of the
crater center. Decreasing the lithospheric surface temperature
requires an increase in the heat flux; however, very cold
surface temperatures (e.g., Ts = 70 K) prevent sufficient
crater relaxation at any heat flux in the range investigated by
us. If central mound craters are produced by viscous relaxa-
tion, their presence suggests not only warm lithospheric
surface temperatures but also transient pulses of extremely
high heat fluxes, rather than sustained, lower heat fluxes.
5. Discussion
5.1. Can Plume Fallout Erase Craters on Enceladus?
[18] Crater counts on Enceladus by Kirchoff and Schenk
[2009] indicate that Enceladus is deficient in impact craters
greater than 6 km in diameter relative to the other Saturnian
satellites. This dearth of impact craters has been attributed
to a combination of viscous relaxation and burial by plume or
E-ring material [Kirchoff and Schenk, 2009]. Our modeling
indicates that viscous relaxation alone probably cannot
completely remove (i.e., “erase”) the topography of even
Enceladus’ larger (20 km diameter) impact craters, for “rea-
sonable” heat flows. From these simulations, however, we
can place bounds on the volume of plume material required
to completely bury the remaining post-relaxation crater.
[19] A 20-km-diameter crater, submitted to a constant heat
flux of 150 mW m!2 for 1 Ga with a lithospheric surface
temperature of 120 K will relax by "87% as measured from
the average floor depth (Figure 2) or "82% as measured to
the deepest point in the crater. Assuming an initial true crater
depth of 4 km (i.e., rim-to-floor depth given by d/D = 0.2)
and a rim height one-fifth the total depth, a crater with an
average and maximum apparent depth of 420 m and 580 m
will remain. Current maximum deposition rates in the equa-
torial region are"10!3 mm yr!1 (decreasing to the north and
away from the 45#/225#W longitude band) [Kempf et al.,
2010], requiring at least "500 Ma of sustained deposi-
tion to fill the crater. If the deposition rate was lower (say,
"10!4 mm yr!1), or active only episodically (say, 10% of
the time), the time scale for crater erasure exceeds the age of
the Solar System. For smaller craters, the degree of viscous
relaxation resulting from a sustained heat flux is substantially
less, but their shallower depth requires less material to fill.
Under the conditions described above, an 8 km-diameter
crater with an initial apparent depth of 1.28 km relaxes by a
maximum of 22% leaving a crater nearly 1 km deep. As in the
case of the 20 km crater, infilling by plume material could
plausibly erase such a crater over a billion year timescales, but
only assuming high, and sustained, deposition rates. Notably,
deposition of plume material is negligible in our mid-latitude
study area north of Hamah Sulcus [Kempf et al., 2010].
[20] Fundamentally, the complete removal of craters by
relaxation and plume burial alone is problematic under the
conditions investigated here because too little viscous relax-
ation occurs under even large, sustained heat fluxes. If small
to mid-sized craters have been removed from the surface,
heat fluxes must have been well in excess of 150 mWm!2 or
the rate of material deposition must have been substantially
higher. The latter may require that the locus of plume activity
has shifted throughout Enceladus’ history [e.g., Helfenstein
et al., 2006; Spencer et al., 2009], permitting significantly
higher deposition rates of plume material near the cratered
terrains (e.g., deposition rates within the SPT can exceed
"10!2 mm yr!1). Impact erosion and regolith formation also
act to reduce crater topography, but not in a way that mimics
relaxation. Alternatively, very small ice grain sizes ("100
mm), brittle failure viscosity-reducing ice contaminants, or
even warmer effective surface temperatures could all pro-
mote greater viscous relaxation; however, the plausibility of
the first of these is questionable, and substantially relaxing
small craters will remain challenging without high heat flow
(see auxiliary material).
5.2. Enceladus’ Thermal History
[21] The high heat fluxes inferred for Enceladus’ heavily
cratered terrain alters common conceptions of the satellite’s
geologic history. Several authors have posited the idea that
Enceladus has experienced episodic periods of spatially
localized high heat fluxes and tectonic disruption. Whereas
such localized tectonic disruptions clearly have occurred, the
results presented here indicate that (1) periods of high heat
flux have occurred on Enceladus without being accompanied
by faulting, folding or similar tectonic deformation, and/or
(2) that regions of high heat fluxes were not particularly
localized.
[22] Constraining the relative timing of the heating event(s)
that caused viscously relaxation of Enceladus’ craters is dif-
ficult. Since most mid-sized (10-to-30 km diameter) craters
are at least partially relaxed, however, the high heat fluxes
must have persisted into geologically recent times (or else
numerous mid-sized unrelaxed craters should be observed).
While the cratered terrains are significantly older than
Enceladus’ tectonic terrains, the viscous relaxation event(s)
plausibly could have occurred during the same epoch of high
heat fluxes that led to the formation of the equatorial tectonic
Figure 3. (top) Stereo-controlled photoclinometry data
overlaid on Cassini ISS image of two central mound craters
(Aladdin and Ali Baba; see Figure S1 for locations). The
horizontal white bar marks the position of the topography
profile shown below. (bottom) Topography profile across
the crater Aladdin (black line). Also shown is the initial
(red dotted line) and final (red solid line) shape of a simu-
lated relaxed crater with D = 34 km after 2 Ma under a heat
flux of 150 mW m!2. The initial crater shape is a 4th order
polynomial with da/D consistent with lunar complex craters
from Pike [1977], but with a simple-to-complex transition
diameter of 25 km.
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Figure 7.11 – Extraction stereographique contro-
lée par photoclinométrie de la même zone que la fi-
gure 7.10. La coupe indiquée en blanc sur l’image est
représentée dans le graphique du dessous. Le profil
opographique extrait corr spond à la courbe noire,
les autr s relav t de modèles e r lax tions près
cratérisation. Figure tirée de Bland et al. (2012).
Ces déformations importantes ne sont pas des proc ssus ayant l eu lors de l’im act, mais
sont crées par des des processus post-impacts. Selon les derniers modèles en date, l’ensemble
de ces phénomènes sont liés au mécanisme de relaxation elasto-visco-plastique (voir Zhong
et al. (2003), Dombard and McKinnon (2006), Robuchon et al. (2011), Bland et al. (2012)).
Plusieurs mécanismes sont pris en compte: La disparition de l mass présente autr fois à la
place du cratère d’impact provoque un rebond isostatique. Les sous-couches plus profondes ont
tendance à remonter du fait de la pression plus forte en profondeur qu’à la surface. De plus,
la présence d’un flux thermique provenant de l’intérieur du corps impacté vers la surface du
satellite, chauffe la surface du cratère ce qui rend plus ductile le matériau de surface et tend à
modifier la forme globale du cratère. À ces mécanismes il faut ajouter l’érosion des bords du
cratère qui par éboulements remplis les zones plus proches du centre du cratère et change ainsi
son rapport d’aspect. Enfin, dans le cas d’Encelade en particulier, l’anneau E d’une part et les
éjections de matière depuis le pole sud d’autre part, remplissent les cratères au fil du temps. Il a
été montré par Kirchoff and Schenk (2009) que ce remplissage de cratère change la distribution
de taille de cratère, effaçant notamment une grande partie de ceux dont le diamètre est inférieur
à 2km.
Dans le cadre de notre étude, nous ne nous intéressons pas aux cratères inférieurs à 4km de
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diamètre (nous n’avons pas la résolution suffisante pour cela). Nous sommes par conséquent plus
susceptible d’être impacté par les effets de relaxations elasto-visco-elastiques que par les autres.
Or, pour quantifier la relaxation post-impact il est nécessaire de connaitre quatre informations:
l’époque de l’impact, la forme initiale du cratère après impact, le flux thermique existant depuis
l’époque de cratérisation, la forme actuelle du cratère. Dans notre cas, nous ne connaissons que
la dernière information. En général, il est usuel de faire l’hypothèse que le flux thermique est
constant au cours de temps et que les formes initiales des cratères sont données par une loi
d’échelle dépendant de la taille moyenne des cratères de Ganymène (voir Bland et al. (2012) et
Robuchon et al. (2011)). L’approche générale est d’inverser la question en donnant les durées
nécessaires pour relaxer un cratère en fonction du flux thermique et de comparer aux âges
prédits par les taux de comptage des cratères.
Cette approche fait l’hypothèse implicite que tous les corps glacés ont des propriétés
rhéologiques identiques. De plus, elle ne prend pas du tout en compte les possibles fluctuations
de flux thermique au cours de l’histoire du corps impacté. Le but principal de mon travail
sur Encelade étant d’étudier ces propriétés rhéologiques, il n’est plus possible de faire ces
hypothèses. Par conséquent, l’approche utilisée, inspirée de Singer et al. (2012), est de considérer
que les cratères dont le rapport d’aspect est le plus élevé (pour un diamètre donné) sont " les
plus frais" et par conséquent faiblement ou pas relaxés. C’est de cette façon que je détermine les
deux régimes de cratérisation représentés par les courbes bleue et rouge respectivement (voir
figure 7.12) et par conséquent la hauteur et le diamètre de transition.
Par conséquent, afin de déterminer les valeurs des diamètre et profondeur de transition
d’Encelade et ainsi d’évaluer les paramètres rhéologiques de ce corps, l’évolution de la profon-
deur des cratères, séléctionnés et mesurés par notre étude, en fonction de leur diamètre a été
tracée (voir figure 7.12).
Sur ce graphique, chaque cratère est représenté par un point, les barres d’erreurs corres-
pondent à la détermination de la profondeur à 1σ dans l’espace des paramètres. La description
de la nomenclature utilisée est décrite dans la légende de cette figure. Pour déterminer le dia-
mètre de transition, nous avons ajusté à l’aide d’une loi de puissance l’évolution de la profondeur
des cratères simples, les moins relaxés (rapport d’aspect les plus grands) en fonction de leur
diamètre et de même la profondeur des cratères complexes en fonction de leur diamètre. Les
valeurs utilisées pour Ali-Baba et Aladdin ont été déterminées à l’aide de la technique photo-
grametrique décrite dans l’article. L’intersection entre ces deux régimes définie le diamètre et
la profondeur de transition d’Encelade, mesurées pour la première fois pour ce corps, respec-
tivement 18.4+7.9−4.6km et 1.8+0.7−0.5km. Ce diamètre de transition est tout à fait compatible avec
la valeur évaluée par Schenk (1989) 15 ± 5km. Ce diamètre de transition étant déterminé par
inspection visuelle de la présence ou non de pic central, Schenk (1989) n’a pu déterminer la
valeur de la profondeur de transition.
Ces longueurs de transitions permettent de calculer, pour la première fois, les propriétés
rhéologiques d’Encelade: viscosité effective ηeff = 1.2+0.9−0.4 × 107Pa.s et cohésion effective c =
37+14−10kPa.
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Figure 7.12 – Évolution de la profondeur des cratères (en km) en fonction de leurs diamètres (en km) pour
Encelade. Les valeurs sont issues de notre étude. La courbe rose est représentative des valeurs de profondeur
déterminées pour des zones plates d’Encelade (points roses) à l’aide de notre méthode. Les cratères dont les
profondeurs sont inférieures à cette courbe sont considérés comme indiscernables d’une zone plate (cratères de
couleurs verte). La courbe bleue est le meilleur ajustement de l’évolution de la profondeur de cratères "frais"
simples (points bleus) en fonction de leurs diamètres. La courbe rouge est le meilleur ajustement de cette
évolution mais cette fois pour les cratères complexes (points rouges). L’intersection de ces deux courbes définie
le diamètre et la profondeur de transition d’Encelade. Les autres points noirs représentent la profondeur de
cratères simples ou complexes relaxés (voir discussion dans la section suivante). Le cratère simple de gauche est
nommé Hassan (longitude 171.5◦ latitude −31.3◦ 14.5km de diamètre), celui de droite, complexe, est nommé
Aladdin (longitude −26.6◦ latitude 60.7◦ 37.4km de diamètre).
7.3 Discussion: Mise en perspective de la rhéologie d’En-
celade par rapport aux autres corps du système so-
laire
7.3.1 Comparaison aux autres corps du système solaire
La figure 7.13 synthétise l’ensemble des connaissances sur les diamètres de transition des
corps du système solaire à l’heure actuelle (voir légende de la figure pour plus de précision sur
les sources). Nous avons ajouté la valeur de celui d’Encelade issue de notre étude (en rouge).
Comme prédit par la théorie brièvement développée dans la sous-section 7.2.2.1, le diamètre de
transition est inversement proportionnel à la gravité de surface (Melosh (1989)). Le coefficient de
proportionnalité ne dépend pas de la masse volumique des corps considérés (glacés ou rocheux).
Cependant un décalage conséquent est nettement visible entre ces deux familles de corps. C’est
l’effet de la différence du matériau impacté, en particulier sa masse volumique, qui est ainsi
visible.
Notre valeur du diamètre de transition pour Encelade (18.4+7.9−4.6 km) s’inscrit totalement
dans la tendance générale des autres satellites de glace. La proximité des propriétés rhéologique
des différentes lunes de glace est visible sur le tableau 7.2
Ce qui ressort de ce tableau est la grande homogénéité des valeurs de viscosité effective,
que ce soit pour les corps silicatés ou glacés. Cela signifie qu’une fois fluidifié, le sol de ces corps se
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Planet Surface Surface d/D Transition Effective Effective
gravity (m.s−2) Density (103kg.m−3) diameter (km) Cohesion (kPa) Viscosity (107Pa.s)
Earth 9.8 3
Crystalline 1.9 2230 1.6
Sediments 1.9 2230 14
Moon 1.62 3
Highlands 10.9 2120 15
Mare 8.6 1680 19
Mercury 3.69 3 4.7 2130 10
Mars 3.7 3 3.1 1380 14
Ganymede 1.43 0.93 2.0± 0.5 <330 1.6+0.6−0.5
Callisto 1.23 0.93 2.9± 0.6 <290 2.6+0.8−0.7
Iapetus (1) 0.222 0.93 11± 3.0 40 8.1+3.5−3.1
Rhea 0.263 0.93 9+13−5 60 6+18−4
Ariel 0.269 0.93 17+4.5−3.5 100 17.1+7.2−5.0
Dione 0.231 0.93 17.5+8.6−5.7 90 16.5+13.6−7.4
Tethys 0.144 0.93 26 110 27
Mimas 0.052 0.93 16+18−8 30 7+14−5
Enceladus ∗ 0.112 0.93 18.4+7.9−8.4 37+14−10 12.4+8.8−4.3
Table 7.2 – Compilation des paramètres rhéologiques pour les planètes rocheuses et les satellites de glaces
recalculés à partir des diamètres de transitions tirés du Schenk (1989) et Schenk (2002). (*) Notre travail (1)
Giese et al. (2008). Les valeurs des gravités de surfaces sont issues du Thomas (2010). La masse volumique de
la glace d’eau est prise à 930kg.m−3 et celle des silicates à 3000kg.m−3.
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Figure 7.13 – Diamètre de transition pour différents corps rocheux et glacés du système solaire en fonction
de leur gravité de surface. Toutes les valeurs et barres d’erreurs sont tirées de la figure 16b de Schenk (1989),
à l’exception de Japet, issue de Giese et al. (2008), et d’Encelade (en rouge), issue de notre travail. La courbe
noire en trait plein montre la loi empirique pour les corps rocheux (Lune, Mars, Mercure et la Terre (Chapman
and McKinnon (1986))). La courbe en trait pointillé noire montre celle suivie par les lunes de Jupiter, Saturne
et Uranus. Le régime "glacé" a été ajusté par mes soins par une loi de puissance sur les points représentatifs de
Thetys (hypothèse de 10% d’erreur), Dione, Ariel, Umbriel, Rhea, Japet, Callisto and Ganymede. Les estimations
d’erreurs à 2-σ sur la régression sont indiqués par les deux courbes en pointillés plus fins. La loi empirique suivie
par les corps glacés est une loi de puissance telle que DT = (3.1 ± 0.4) × g(−0.92±0.12). Elle est inversement
proportionnelle à g, et parallèle à la loi empirique pour les corps rocheux. Ce résultat est en accord avec Chapman
and McKinnon (1986). Mimas est la seule lune qui semble s’écarter significativement de la loi générale des corps
glacés.
comporte de la même manière. En revanche, les cohésions effectives des corps rocheux ou glacés
sont très différentes, allant jusqu’à des différences de près de deux ordres de grandeurs. C’est
pourquoi, à même gravité de surface, pour exhiber des structures complexes il est nécessaire
d’être impacté par un corps plus gros (et donc de diamètre plus grand) sur les corps silicatés
que sur les corps glacés.
175
Chapitre 7. Compléments à l’article.
7.3.2 Implication pour Encelade
Notre étude porte sur les zones cratérisées d’Encelade. Ces zones sont considérées comme
agées (> 4.109 années Kirchoff and Schenk (2009)) contrairement aux plaines peu cratérisées
ainsi qu’aux zones proches des Tiger Stripes (< 108 années Spencer et al. (2009)). Le fait que
les paramètres rhéologiques des terrains cratérisés d’Encelade soient proches de ceux des autres
lunes de glaces, considérées comme géologiquement peu actives indique qu’aucune activité géo-
logique intense n’a eu lieu sur ces terrains et ce, depuis l’époque de cratérisation. Cela implique
que l’activité géologique intense observée au pole sud d’Encelade actuellement a toujours été
localisée en ce même lieu. Cette conclusion est cohérente avec les travaux de Tobie et al. (2008)
qui explique cette activité notamment par la présence d’une hétérogénéité de viscosité localisée
au pole sud, couplée avec la présence d’un réservoir interne proche du coeur d’Encelade. Nimmo
and Pappalardo (2006) montre à l’aide de simulations numériques qu’une telle hétérogénéité,
initialement positionnée aléatoirement au sein d’Encelade, s’alignerai rapidement avec l’axe de
rotation du corps par effet dynamique, ce qui explique sa présence actuelle sur le pole sud de
ce corps.
Néanmoins, cette conclusion est contradictoire avec les travaux de Bland et al. (2012)
qui, par l’étude de la relaxation des cratères Ali-Baba et Aladdin notamment, mesure un flux
thermique de 150mW.m−2 contre 110−270mW.m−2 pour les régions tectoniquement actives du
pole sud. N’ayant pas étudié la relaxation des cratères de mon étude, il est difficile de trancher
sur le modèle le plus à même de reproduire l’histoire de ce corps.
Tant que l’effet de la relaxation sur la détermination des diamètre et hauteur de transition
n’est pas précisé il sera difficile de contraindre plus fortement l’activité de ce corps. Pour ce
faire, seules les simulations numériques peuvent nous renseigner sur cet effet. La démarche
serait de créer une distribution de tailles de cratères par simulations numériques d’impacts
qui échantillonne les deux régimes. Cela permet de déterminer le diamètre et la hauteur de
transition en fonction des paramètres rhéologiques du corps. Une fois ces cratères créés, on
applique les modèles de relaxations et on trace l’évolution du diamètre et hauteur de transition
au cours du temps. Une telle étude, bien que d’une grande utilité pour notre communauté n’a
jamais été effectuée pour l’instant du fait de la nécessité de nombreuses heures de calculs et des
différents outils numériques souvent appartenant à des équipes différentes.
7.3.3 Contraintes sur les modèles de formation
Nous avons vu que la masse volumique du sol impacté influe sur ηeff et c (voir équation
7.3 et 7.1), or les fractions massiques de silicates au sein de ses corps sont très différentes (voir
figure 7.14). Pour un corps indifférencié et par conséquent homogène, la masse volumique est
directement liée à la fraction de masse de silicate. Ainsi, si toutes ces lunes étaient indifférenciées
lors de leur cratérisation, du fait des différences de masses volumiques elles devraient avoir des
paramètres rhéologiques nettement différent, notamment pour la cohésion effective. Ce n’est
pas le cas. Par conséquent cette homogénéité rhéologique indique que le matériau impacté
sur toutes ces lunes était le même. D’après Turtle and Pierazzo (2001), l’épaisseur de croute
sondée lors d’un impact est à peu près équivalente au rayon du cratère créé. Sur Encelade,
le cratère le plus large est Ali-Baba et mesure 39km de diamètre. Ainsi, la croute d’Encelade
est sondée au mieux jusqu’à environ 20km de profondeur. De manière générale, d’après les
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tailles de cratères présents sur les lunes de glace du système solaire, on peut raisonnablement
considérer que les surfaces de ces lunes sont sondées sur les premières dizaines de kilomètres.
addressed. Estrada and Mosqueira (2006) suggest that a
stochastic collisional capture of interlopers penetrating deep
in the planet’s gas poor sub-nebula may be at the origin of
the varying silicate contents of the mid-sized moons. Unfor-
tunately they do not explore this process in detail. Other
satellite formation models do not address this question
(see e.g., Canup and Ward, 2006; Sasaki et al., 2010).
(d) The current location of Saturn’s mid-sized moons obeys a
simple architecture where the mass is an increasing function
of distance from the planet (Fig. 1). This can be interpreted
as the signature of tidal forces driving the outward migra-
tion of the satellites at a rate proportional to their mass. It
depends on the planet’s dissipation factor, hereafter labelled
Qp. In the sole presence of Saturn’s tides, the satellite’s semi-
major axis should evolve according to the following law











with Mp, k2p and Rp standing for the planet’s mass, tidal Love
number, and equatorial radius, respectively, while Ms and as
stand for the satellite’s mass and semi-major axis, and G is
the universal gravitational constant. Qp is usually assumed
to be not less than 18,000 for Saturn with k2p $ 0.341 (Gavri-
lov and Zharkov, 1977, see also Dermott et al., 1988; Sinclair,
1983; Meyer and Wisdom, 2007). However with this canoni-
cal value it is not possible to easily explain the current and
very ordered architecture in mass of Saturn’s satellites (see
Appendix A) if one assumes they all formed at the same mo-
ment (apart from doing a very fine, unlikely adjustment of the
initial positions, so that today they seem regularly ordered
while they were not in the past). Of course we have only very
few constraints on Qp and it might have changed with time.
We remind our reader that the canonical lower bound on Sat-
urn’s Qp is inferred from the orbital evolution of Mimas to its
current location based on four assumptions (and neglecting
the torque exerted by the rings) (Goldreich, 1965): Mimas
formed (i) just outside of Saturn’s synchronous orbit
($113,000 km from Saturn’s center); (ii) 4.5 Gyr ago; (iii)
with its current mass and (iv) simultaneously with the other
satellites. Under these particular assumptions, k2p/Qp was
found to be lower than 2 % 10&5 (Goldreich, 1965; Goldreich
and Soter, 1966). Examination of the Tethys–Mimas
resonance yields QpP 18,000 (Sinclair, 1983) for k2p $ 0.341
(Gavrilov and Zharkov, 1977) also under the four aforemen-
tioned assumptions. For comparison, Dermott et al. (1988)
finds QpP 16,000. These assumptions are, in fact, poorly con-
strained and justified. We will show below, in particular, that
these assumptions are incompatible with formation of the sa-
tellite at the rings’ edge (because in this case the satellite’s
age increases with the body’s mass, see Section 3). Recently
Lainey et al. (2010) re-examined Saturn’s Qp on the basis of
astrometric observations of Saturn’s satellites spanning over
one century. They found Qp $ 1680 (assuming k2p $ 0.341),
implying a much stronger tidal dissipation in the planet’s
interior than previously thought, and in turn, a much faster
orbital expansion. In the present study both this value and
the ‘‘traditional’’ lower bound of Qp will be considered.
1.1. Linking moon formation to ring formation
1.1.1. How to form satellites?
The formation of Saturn’s satellites in Saturn’s sub-nebula has
been investigated by several authors exploring different struc-
tures of Saturn’s sub-nebula (see e.g., Mosqueira and Estrada,
2003a,b; Estrada and Mosqueira, 2006; Canup and Ward, 2006;
Barr and Canup, 2008; Estrada et al., 2010; Johnson and Estrada,
2009a,b; Mosqueira et al., 2010; Sasaki et al., 2010). Whereas
there is some understanding of the fact that Saturn’s moons
should be smaller than Jupiter’s and that the saturnian system
may be dominated by a single large moon (Titan) rather than
a collection of similar-sized moons (the galilean satellites), no
model self-consistently explains the origin of the mid-sized icy
satellites and, in particular, their varying silicate contents. For
example, models of moon formation in a gas-rich saturnian neb-
ula fed by planetesimals from the solar nebula (Mosqueira et al.,
2010) imply a monotonically increasing fraction of silicates
closer to Saturn (because the closer to Saturn, the denser the
nebula and thus denser material is more easily trapped there).
Otherwise, most satellite accretion scenarios occurring in
Saturn’s nebula, proposed up to now, simply do not address this
problem that is very specific to Saturn’s mid-sized moons and is
not easily tied to the Saturn’s nebula properties (see e.g., Canup
and Ward, 2006; Mosqueira et al., 2010). Mosqueira and Estrada
(2003a,b) suggested that stochastic collisions with planetesimals
may be at the origin of these peculiarities. However, this idea
has not been investigated so far.
Recently a new mechanism (Charnoz et al., 2010) was proposed
to explain the origin of Saturn’s smallest moons orbiting between
the outer edge of Saturn’s rings and below Mimas’ orbit (namely,
Atlas, Prometheus, Pandora, Epimetheus, and Janus): the spreading
of ring material beyond Saturn’s Roche limit, resulting in the for-
mation of clumps that coalesce to produce today’s moonlets. The
resulting orbital architecture of the small moons, as well as their
size distribution, was reproduced (see Figs. 3 and 4 of Charnoz
et al. (2010)). This mechanism of moon formation is in fact more
general than the sole case of Saturn’s small moons moons: the for-
mation of the Earth’s Moon can be described by the same process
(Charnoz et al., 2010), namely accretion of a proto-satellite at the
Roche limit of the proto-lunar disk, supporting the idea that satel-
lite formation at the edge of circumplanetary debris disks within
the planet’s Roche limit may be a general mechanism of satellite
formation. In this perspective, we need a disk to be the progenitor
of a moon system. So then comes naturally the question of the ori-
gin of Saturn’s rings. . . a long standing question!
1.1.2. How to form rings?
The destruction of a large satellite close to Saturn has long been





















Fig. 2. Silicate mass fraction of today’s Saturn mid-sized moons. These values are
computed assuming a silicate density of 3000 kg/m3 and a solid ice density of
930 kg/m3. For the least evolved of these objects (Mimas, Tethys, possibly Rhea), the
silicate fraction may be underestimated due to the long-term preservation of
remnant porosity.
S. Charnoz et al. / Icarus 216 (2011) 535–550 537
Figure 7.14 – Fraction ssique de si-
licates pour Mimas, Encelade, Dione et
Rhéa. Fractions calculées pour ρglace =
930 kg.m−3 et ρsilicate = 30 0 kg.m−3.
Figure tirée de Charnoz et al. (2011).
Il est donc possible de suggérer que toutes les lunes de glaces
présentes sur a figure 7.13 étaient déjà recouvertes d’une
couche de glace de quelques dizaines de kilomètres d’épais-
seur lors de leur cratérisation.
Dans l’hypothèse où la population d’impacteurs est
celle du LHB (Late Heavy Bombardment) (Wetherill
(1975)) dont l’épis de est situé autour de 800 millions d’an-
nées après les inclusions de calcium et d’aluminium (CAI)
(considéré comme l’instant 0 du système solaire), notre
étude donne une contrainte temporelle sur la rapidité de dif-
férentiation de ces corps. Il faut créer cette croute de glace
de quelques dizaines de kilomètres d’épaisseur en moins de
800 millions d’années pour toutes ces lunes. Les modèles de
diffé enti tion évoqués par atson et al. (2009) n’indiquent
pas la durée nécess ir pour créer cette croute mais peinent
à différentier totalement un corps en moins d’un milliard
d’années. Par conséquent, les modèles de formation permettant une différentiation rapide des
lun s de glaces semblent favorisés par rapport aux modèles classiques (voir introduction). Le
modèle de Charnoz par exemple, (Charnoz et al. (2011)) produit directement des proto-lunes
différenciées créées à partir d’un anneau ifférencié. Néanmoi s, de nombreuses questions res-
tent en suspens dans le cadre de ce modèle. Quelle est l’origine de cet anneau pré-différencié?
Il es p ssible qu’il so t dû à a d struction par effet de marrées d’un corps différencié. Dans ce
cas comment expliquer l’existence d’un corps suffisamme t massif pou créer toutes les lunes
(un corps pour chaque planètes géantes) dors et déjà différencié dès la naissance du système
solaire? De plus, une fois ces proto-lunes formées, elles s’agglomèrent pour former des lunes
plus massives. Comment fusionnent les coeurs de ces proto-lunes pour former rapidement un
corps différencié? Il n’est p s possible de trancher actuellement sur le modèle le plus à même
d’expliquer les observations. La seule conclusion rigou euse possible est la nécessité de différen-
cier suffisamment rapidement les premiers kilomètres de surfaces des lu es de glaces, et ce pour
toutes les planètes géantes du système solaire.
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phie du manuscrit :
Baratoux et al. (2002) Běhounková et al. (2012) Bland et al. (2012) Buratti and Veverka
(1985) Buratti et al. (2004) Buratti et al. (2006) Chapman and McKinnon (1986) Charnoz
et al. 2011) Fink et al. (1984) Giese et al. (2008) Ham e -Anttila et al. (1965) Hapke (1984)
Hapke (2002) Helfenst in and Shepard (1999) Howett et al. (2011) Kargel and Pozio (1996)
Kempf et al. (2010) Matson et al. (2009) Melosh (1989) Nimmo and Pappalardo (2006) Passey
(1983) Phillips et al. (2010) Pike (1975) Pike (1980) Pike and Spudis (1987) Porco et al. (2006)
Quaide and Oberbeck (1968) Schenk (1989) Schenk (2002) Schubert et al. (2007) Simonelli
et al. (2004) Smith et al. (1982) Smith and Sanchez (1973) Stickle and Schultz (2011) Thomas
(2010) Tobie et al. (2008) Turtle and Ivanov (2002) Turtle and Pierazzo (2001) Verbiscer and
Veverka (1994) Veverka and Wasserman (1972) West et al. (2010) Wetherill (1975)
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Dans l’objectif de mieux contraindre les modèles de formation du système
de Saturne, une meilleur connaissance sur le mode de formation des anneaux est
nécessaire. En particulier, l’âge des anneaux reste pour l’instant une énigme, les
observables accessibles par la sonde Cassini indiquant des anneaux jeunes, tandis
que les modèles de formations postulés jusqu’à maintenant prédisent une création
des anneaux lors de la naissance du système de Saturne. Néanmoins, ces théories
reposent sur des propriétés mal connues des anneaux, en particulier leur masse.
Nous avons vu dans le chapitre 4 que les caractéristiques de l’effet d’opposition
dû à l’anneau (R-SHOE) dépend de la densité et du rapport épaisseur sur rayon
moyen des particules de l’anneau. Par conséquent la comparaison entre les observa-
tions de la sonde Cassini de l’effet d’opposition et notre modèle donne accès à ces
propriétés de l’anneau, et indirectement à leur masse.
C’est la description des observations de l’effet d’opposition dans les anneaux
de Saturne, la comparaison entre notre modèle et ces données, et l’exploitation des
résultats associés que nous développons dans les deux chapitres suivants.
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Dans ce chapitre nous nous intéressons à la description des données de la sonde Cassini
ainsi qu’aux techniques d’inversion utilisées pour retrouver la structure et la composition des
anneaux de Saturne. En particulier nous décrirons les données des instruments ISS et VIMS.
Dans le chapitre 4, nous avons décrit la modélisation générale de la photométrie des anneaux,
avec une attention toute particulière à la prise en compte de l’effet d’opposition dû à l’anneau
dans le but de contraindre sa structure macroscopique. De plus, nous avons montré que deux
approches complémentaires sont nécessaires pour lever la dégénérescence entre les effets dus au
régolithe et les effets dus à l’anneau:
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– L’approche multi-longueurs d’onde: Les variations morphologiques de l’effet d’opposi-
tion dans les anneaux à différentes longueurs d’onde ne peuvent être attribuées qu’à
l’effet du régolithe, le R-SHOE étant par essence purement géométrique (voir discussion
4.2.3).
– L’approche multi-géométrique: Seul le R-SHOE est sensible aux variations de la géomé-
trie d’observation et d’illumination de la scène (µ, µ0, φ et φ0) contrairement aux effets
du régolithe, sensibles principalement à l’angle de phase lui même largement dégénéré
par rapports à ces angles.
Enfin, nous avons vus que la photométrie de l’anneau est extrêmement sensible aux va-
riations d’épaisseur optique. L’épaisseur optique des anneaux étant extrêmement variable au
sein des anneaux, il est essentiel d’être très précis dans la sélection des zones étudiées pour ne
pas moyenner l’effet de R-SHOE.
Pour toutes ces raisons, l’utilisation des données de la sonde Cassini semble particulière-
ment pertinente pour répondre à nos objectifs. Les observations des anneaux, étalées sur plus
de 8 ans, permettent une approche multi-géométrique, tandis que les imageurs ISS (dotés d’une
résolution spatiale élevée) et VIMS (doté de la capacité à produire des spectres), rendent pos-
sible une sélection précise des zones d’intérêt ainsi que l’approche multi-longueur d’onde.
Les caractéristiques des données issues de ces instruments sont détaillées dans la première
section, tandis que la méthode d’inversion utilisée une fois les données sélectionnées sera décrite
dans la seconde section. En effet, le modèle photométrique général possédant un grand nombre
de paramètres libres (Danneaux, H/R, ω0, g, a, φreg, B0SHOE et B0CBOE), la nécessité de processus
d’ajustements sophistiqués et robuste est primordiale.
8.1 Extraction des courbes de phases
Lors de notre présentation du modèle d’anneau (chapitre 4), nous étudions l’influence des
paramètres du modèle sur la courbe de phase de l’anneau (évolution du facteur de radiance
en fonction de l’angle de phase). Afin de comparer notre modèle aux observations il est par
conséquent nécessaire d’extraire ces courbes de phase des données. Il a aussi été montré que
pour lever la dégénérescence entre les différents effets d’opposition, il est important de couvrir
une plage d’angle de phases allant de quelques millièmes de degrés à quelques dizaines de degrés.
Le champ de vue des instruments ISS et VIMS n’excédant pas 3◦, la construction des courbes
de phase nécessite l’utilisation de plusieurs jeux de données Cassini.
8.1.1 Assemblage composite d’images
Pour extraire les courbes de phase, il est au préalable nécessaire de naviguer et d’étallonner
les images ISS et VIMS. En effet, les images brutes téléchargées en libres accès par le biais du
site de référencement PDS nodes 1 ne donnent comme information que la nombre de photons
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La navigation des images fait correspondre à chaque pixels la géométrie d’observation et
d’illumination dans le référentiel particulo-centrique de ces pixels (α, µ, µ0, φ et φ0), la distance
au centre de Saturne et la longitude de ce pixel dans le référentiel Saturno-centrique ainsi que
l’épaisseur optique associée à ce pixel calculée d’après les profils d’épaisseur optique fournies
par l’instrument UVIS (voir chapitre 1). Ces angles sont calculés à l’aide des kernels fournis
par la NASA donnant les orientations respectives de Saturne, de la sonde, des instruments et
des anneaux lors de l’observation de ces corps.
L’étalonnage quant à lui permet de transformer le nombre de photons reçu par la sonde
en facteur de radiance, rapport entre le flux émergent d’un élément de surface de la surface
observée et le flux solaire reçu par cet élément de surface, noté I/F . Pour l’étalonnage nous
utilisons des procédures fournies par la NASA, le logiciel CISSCAL.
Pour les données ISS, un logiciel de navigation et d’étalonnage nommé CIA a été dé-
veloppé par l’équipe LADP (Laboratoire Anneaux Disques et Planètes du CEA/Saclay). J’ai
donc réutilisé ce logiciel dont l’intérêt majeur est l’existence d’un module de navigation spécia-
lement conçu pour l’étude des anneaux permettant une navigation sub-pixellaire par détection
de bords de structure et minimisation des écarts entre les positions théoriques des anneaux
et leurs positions sur l’image (module ARSENIC développé par Julien Salmon). Néanmoins,
malgré ce logiciel, il est difficile de naviguer les images de l’instrument ISS/NAC à cause du
faible champ de vue de cet instrument. C’est pourquoi nous n’utilisons que les données issues de
ISS/WAC. Les données ISS une fois naviguées et étalonnées forment un cube que l’on appelle
géocube composé de 9 plans 1024 × 1024 ou 512 × 512 correspondant chacun aux paramètres
physiques ou géométriques de chaque pixel:
– Facteur de radiance I/F
– Longitude du pixel
– Angle d’incidence local 1 µ0
– Angle d’emergence local µ
– Angle de phase local α
– Épaisseur optique τ
– Distance à Saturne du pixel D
– Longitude de la sonde locale φ
– Longitude du soleil locale φ0
Pour les données VIMS, j’ai dû développer moi même un logiciel de navigation pour les
anneaux, l’étallonage des données VIMS étant procuré par la chaîne de réduction de données
de l’équipe VIMS (Brown et al. (2004)).
L’instrument VIMS étant hyperspectral, il est nécessaire de construire un spectre pour
chaque pixel de l’image. L’acquisition de ce spectre se fait un pixel après l’autre ce qui demande
un temps d’acquisition total pour une image, beaucoup plus longue que pour ISS (plusieurs
secondes contre quelques milisecondes). Ainsi la géométrie d’observation diffère d’un pixel à
l’autre, la sonde se déplaçant lors de l’acquisition d’un cube. On peut voir chaque pixels comme
un détecteur individuel nécessitant sa propre navigation. Pour créer ce logiciel (voir annexe
D), j’ai fusionné les procédures de navigation VIMS pour les satellites, et celle de CIRS pour
1. L’adjectif local signifie dans le référentiel particulo-centrique lié à la zone d’anneau visible sur le pixel.
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les anneaux. Les nouveaux plans correspondants aux propriétés physiques et géométriques de
chaque image VIMS sont rajoutés au cube de données déjà existant pour cet instrument (voir
chapitre 1).
L’information géométrique sur chaque image étant connue, il est maintenant possible de
construire, pour une zone d’anneau, la courbe de phase.
Trois façons différentes et complémentaires de procéder. Sur une image, on construit une
partie de la courbe de phase grâce à l’information donnée par chaque pixel appartenant à la
zone d’anneau sélectionnée (voir figure 8.1). Ces extractions sur des zones précises d’anneaux
ont été faites à l’aide du logiciel créé par mes soins décrit dans l’annexe D.
Figure 8.1 – Exemple d’extraction de pixels d’intérêt pour la zone B32 et P7 (définie par le tableau 8.2,
section 8.2.1). Les images ISS/WAC de droite montrent le contour en blanc de la zone d’extraction tandis que
les graphiques de gauches tracent le rapport I/F en fonction de l’angle de phase α (courbe de phases) associées
aux pixels extraits sur une plage d’angles allant de 2 × 10−3 à 2.3◦. L’effet d’opposition est nettement visible
au centre de l’image du haut.
L’utilisation de l’information géométrique de chaque pixels appartenant à l’annelet sé-
lectionné permet de décrire très précisément la courbe de phase proche de l’opposition. Pour
le cas d’images ISS, il est possible de descendre jusqu’à 0.001° d’angle de phase. À titre de
comparaison le minimum d’angle de phase atteint par Poulet et al. (2003) est de 0.6° et de
0.01◦ pour French et al. (2007), tous deux par des observations HST. C’est tout l’apport de la
mission Cassini.
La deuxième façon de construire la courbe de phase est d’utiliser une séquence d’images
enregistrée à une même date, ce qui permet l’approche de l’opposition sur une gamme plus
large d’angles de phase (quelques degrés, voir figure 8.2).
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Figure 8.2 – Séquence d’observation de W1498450256_1 à W1498455152_1 étalée sur 1H20min, exhibant un
effet d’opposition sur l’anneau C puis l’anneau B, la lecture des images se fait de gauche à droite puis de haut en
bas. La zone blanche représente les contours de l’annelet B34 caractérisé par une épaisseur optique de 7.0± 0.9.
L’échelle de couleurs, identique sur toute cette séquence, donne la variation d’angle de phase le long de cet
annelet.
Enfin des observations à différentes dates et donc à différentes géométries donnent la
possibilité de construire une courbe de phase sur une très large gamme d’angles de phases
(quelques dizaines de degrés, voir figure 8.3).
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Figure 8.3 – Construction d’une courbe de phase pour une même zone observée sous différentes géométries.
Les images utilisées sont tirées de l’instrument ISS/WAC sans filtre en longueur d’onde, pour l’annelet B32. Les
géométries correspondantes aux images W1498453520_1, W1543793733_1, W1503158656_1, W1546278468_1,
W1532382452_1, W1532376301_1 et W1532381301_1 sont indiquées dans la légende.
8.1.2 Complémentarité ISS/VIMS
Comme il l’a été remarqué dans le chapitre 4, l’aspect multi-longueur d’onde est primor-
dial dans notre étude pour distinguer l’effet du régolithe de l’effet de l’anneau, ce qui justifie
totalement l’utilisation de l’instrument VIMS. Néanmoins, la faible résolution spatiale de cet
instrument peut bruiter les courbes de phases nécessaires aux ajustements en moyennant l’effet
de zones d’épaisseur optique différentes et donc au comportement photométrique différent. En
contrepartie, l’imageur ISS doté d’une résolution spatiale élevée permet l’étude des plateaux de
l’anneau C mais l’importante plage de sensibilité de la WAC (tout le spectre visibile) moyenne
l’effet du régolithe ce qui rend impossibles les ajustements, les albédos du régolithe changeant
avec la longueur d’onde. Le tableau 8.1 résume les caractéristiques de ces deux instruments.
Par conséquent, la méthode utilisée est la suivante:
– Sélection des zones d’intérêt à l’aide de l’instrument ISS-WAC.
– Inversion des données VIMS des anneaux épais à différentes longueurs d’ondes afin de
valider les résultats sur la structure des l’anneaux, insensibles à la longueur d’onde.
– Sélection fine des pixels VIMS appartenant aux plateaux de l’anneau C.
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Figure 8.4 – Vignettes des images VIMS (à gauche) et ISS/WAC (à droite) respectivement CM_1543793454_1
et W1543793433_1. Seules une vingtaine de secondes séparent ces deux images. L’image du milieu est l’image ISS
dont la résolution a été divisée par 32 et le champ de vue divisé par deux afin d’avoir les mêmes caractéristiques
que l’instrument VIMS. La longueur d’onde choisie pour l’image VIMS est 637nm, longueur d’onde la plus
proche du centre de sensibilité de l’instrument ISS-WAC.
Figure 8.5 – Vignettes du cube VIMS CM_1543793454_1 pour cinquante longueurs d’ondes.
Résolution Couverture Échantillonage Largeur de Nombres Champ
Angulaire spectrale spectral bande d’ un de pixels de vue
canal maximum intégré
ISS 59.7µrad 635nm − 150nm 1024× 1024 3.5◦ × 3.5◦
VIMS-IR 500µrad 0.85− 5.1µm 16.6nm ≈ 10nm 64× 64 1.8◦ × 1.8◦
Table 8.1 – Tableau récapitulatif des caractéristiques des instruments VIMS canal Infra-Rouge et ISS-WAC.
Brown et al. (2004) pour VIMS, Porco et al. (2004) pour ISS.
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8.2 Sélections des anneaux et longueurs d’onde d’intérêt
Si l’on regarde les images de la figure 8.1, on constate que l’effet d’opposition, nettement
visible au centre de l’image sur l’anneau B n’est pratiquement pas visible sur le plateau de
l’anneau C. De même, la figure 8.5 montre que la largeur à mi-hauteur et l’amplitude de
cet effet est différent en fonction de la longueur d’onde d’observation. Il est par conséquent
important de sélectionner les zones et longueur d’ondes qui nous permettent de remonter à la
structure des anneaux.
8.2.1 Structures d’anneaux sélectionnées
Si l’on reprend la figure 8.6, traçant l’épaisseur optique des anneaux en fonction de la
distance au centre de Saturne, on distingue de nombreuses structures. Les anneaux principaux,
A, B, et C ainsi que la division de Cassini sont visibles. Un zoom sur ces différents anneaux
montrent qu’ils sont eux-mêmes très structurés (figures 8.10).
Figure 8.6 – Épaisseur optique des anneaux en fonction de la distance au centre de Saturne pour une résolution
d’un kilomètre. Figure tirée du Colwell et al. (2009).
La majorité des structures exhibant une épaisseur optique constante et supérieure à 0.1
ont une extension radiale inférieure à 100 km voir même quelques dizaines de kilomètres dans
les régions les plus denses de l’anneau B. Par conséquent, il est essentiel dans notre étude d’avoir
une résolution spatiale du même ordre de grandeur que ces échelles. C’est particulièrement im-
portant pour l’étude des sous-structures de l’anneau C appelé plateaux (P1, P2, etc...). Si la
résolution n’est pas suffisante alors l’épaisseur optique du plateau sera moyennée avec des zones
"vides" (dont l’épaisseur optique est très faible), biaisant ainsi les caractéristiques extraites des
observations. Nous reviendrons sur ce problème dans le chapitre suivant 9.
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Figure 8.7 – Zoom sur l’anneau A
Figure 8.8 – Zoom sur l’anneau B
Figure 8.9 – Zoom sur l’anneau C
Figure 8.10 – Épaisseur optique des 4 anneaux principaux en fonction de la distance au centre de Saturne.
Colwell et al. (2009). Les courbes bleue et rouge sont issues respectivement d’occultations réduites par les instru-
ments UVIS et RSS. Les flèches vertes dans l’anneau C indiquent une résonance ou des structures particulières.
Ainsi nous nous sommes fixés deux contraintes pour l’extraction des données:
– Extraire des zones d’intérêts scientifique de manière à réaliser un échantillonnage radial
de l’anneau et de comparer aux données ou travaux en cours existants sur ces zones.
– Extraire des zones suffisamment homogènes en épaisseur optique et stable dynamique-
ment pour pouvoir les considérer invariantes d’une observation à l’autre et considérer
que la courbe de phase extraite a bien été composée pour une zone d’épaisseur optique
constante.
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Les annellets qui répondent simultanément à ces deux contraintes définissent nos zones
d’intérêts.
Nous avons montrés dans l’introduction que les anneaux abritent des structures dyna-
miques (ondes de gravités, ondes de courbures, sillage de satellites, sillage d’auto-gravité) qui
perturbent l’anneau observé ce qui impacte le comportement photométrique de ces zones et
ce de manière variable dans le temps ce qui est problématique pour notre étude. La majorité
de ces phénomènes sauf les sillages d’auto-gravité, sont surtout visibles dans l’anneau A. C’est
pourquoi nous n’étudierons pas cet anneau. Lors de l’extraction des courbes de phases effec-
tuées dans la section 8.1 nous avons implicitement fait l’hypothèse de symétrie azimutale des
anneaux. Du fait des sillages d’auto-gravité, cette symétrie est brisée dans l’anneau A. En effet,
ces sillages sont inclinés de 20◦ à 25◦ pas rapport à direction azimutale de cet anneau (Col-
well et al. (2009)). Ainsi selon l’azimute auquel on observe les anneaux, on voit "à travers" ces
sillages ou non ce qui change énormément les épaisseurs optique. Cependant, dans l’anneau B,
aucune variation azimutale importante n’est visible ce qui permet de conserver l’hypothèse de
symétrie Colwell et al. (2009). On observe toujours cet anneau dans la même configuration. Ces
sillages ayant des longueurs caractéristiques bien inférieures aux limites de résolutions d’ISS et
VIMS que nous utilisons (quelques dizaines de mètres Colwell et al. (2009)) l’effet des sillages
d’auto-gravité est moyenné et n’est par conséquent pas nécessaire de modéliser.
Ainsi, nous avons sélectionné des structures stables, relativement homogènes présentes
dans les anneaux C et B listées dans le tableau (8.2). Les zones d’intérêt sont affichées sur les
figures 8.11 et 8.12. Remarque: L’article Ferrari and Reffet (2013) étudie la structure d’une
zone de l’anneau B situé à 105000km du centre de Saturne grâce à l’instrument CIRS avec une
résolution spatiale de ± 1000km. Par conséquent nous avons échantillonné cette zone afin de
pouvoir comparer nos résultats à terme.
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Nom Anneaux Bord Interne (en km) Bord externe (en km) τmoyen (UVIS)
V ide1 C 84 100 84 300 0.093± 0.005
P5 C 84 800 84 860 0.42± 0.02
P7 C 86 430 86 480 0.40± 0.01
P8 C 88 435 88 515 0.225± 0.007
P10 C 89 930 89 880 0.30± 0.01
P11 C 90 445 90 555 0.32± 0.02
C Ramp C 91 500 91 700 0.14± 0.01
Flat Spot B 94 500 95 300 0.83± 0.03
Small Flat Spot B 96 900 97 200 0.87± 0.04
B21 B 100 100 100 300 8.3± 1.2
B2faible1 B 101 550 101 650 1.6± 0.25
B22 B 101 760 101 880 7.3± 1.2
B23 B 102 875 103 000 7.1± 0.9
B2faible2 B 104 010 104 060 1.9± 0.2
B31 B 104 500 104 650 7.2± 1.0
B32 B 104 800 104 900 7.7± 1.0
B33 B 105 100 105 480 7.5± 1.1
B34 B 106 900 107 050 7.0± 0.9
B3faible B 108 070 108 170 3.6± 0.5
B41 B 112 940 113 140 3.3± 0.6
B42 B 114 400 114 600 2.6± 0.4
Table 8.2 – Tableau récapitulatif des zones d’intérêt sélectionnées dans l’anneau C et l’anneau B. Les noms des
plateaux de l’anneau C sont issus de Colwell et al. (2009). Nous avons donné des noms génériques aux autres
zones. Les limites internes et externes de chaque zones sont définies de sorte que l’écart type de l’épaisseur
optique au sein de cette zone ne soit jamais supérieur à 20% de la moyenne.
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B1 B2 B3 B4 B5










Figure 8.11 – Épaisseur optique de l’anneau B en fonction de la distance au centre de Saturne. Les lignes vertes
délimitent les sous-structures de l’anneau B nommé B1, B2, B3, B4 et B5. Les pointillés rouges délimitent les
zones d’intérêt que nous avons sélectionnées. Les noms, limites et épaisseurs optiques moyennes de ces zones
sont référencées dans le tableau 8.2.









Figure 8.12 – Épaisseur optique de l’anneau C en fonction de la distance au centre de Saturne. Les pointillés
rouges délimitent les zones d’intérêt que nous avons sélectionnées, principalement les plateaux dont la nomen-
clature est indiquée dans Colwell et al. (2009). Les noms, limites et épaisseurs optiques moyennes de ces zones
sont référencées dans le tableau 8.2.
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8.2.2 Choix des longueurs d’onde d’observations
En plus de la structure macroscopique des anneaux, une meilleure connaissance des carac-
téristiques du régolithe est accessible grâce aux données de la sonde Cassini et à notre modéli-
sation. C’est l’aspect spectral de l’effet d’opposition qui permet d’accéder à cette connaissance.
Ainsi, un choix judicieux de longueur d’onde d’observation est nécessaire pour discriminer entre
les propriétés physiques et chimiques des grains. Cette sous-section décrit les arguments ame-
nant au choix de ces longueurs d’ondes discriminantes. Deux paramètres principaux déterminent
le spectre du régolithe et par conséquent des anneaux:
– La composition chimique des grains de régolithe.
– La taille des grains de régolithe.
Les hypothèses que nous avons faites pour la construction du modèle général d’anneau, en
particulier celles de grains de régolithe monotaille et de composition unique pour le formalisme
d’Hapke nécessitent de prendre quelques précautions de langage. En effet, durant notre étude
la notion de taille de grains (et de particules pour l’anneau) a toujours signifié taille moyenne
de la population de grains. En réalité, deux distributions de taille de grains peuvent produire
un comportement photométrique différent même si la taille moyenne des grains est la même.
Par conséquent il est plus rigoureux de voir le paramètre de taille du régolithe comme étant le
rayon effectif de la collection de particules reproduisant le comportement de la distribution de
taille réelle du régolithe.
De la même manière, nous avons fait l’hypothèse que les grains ont tous la même com-
position chimique. Une composition différente nécessiterait de changer le formalisme d’Hapke
afin d’intégrer, dès les premières étapes de l’écriture du modèle, un rapport de mélange entre
les constituants des grains. Par conséquent, il faut considérer les paramètres du régolithe du
modèle comme étant représentatif du comportement moyen des grains à condition qu’ils aient
tous la même composition de mélange et le même agencement spatial. Ainsi, il faut imaginer les
grains du régolithe, non pas comme étant plusieurs sortes de grains homogènes, mélangés à la
surface des particules d’anneaux mais plutôt comme une même sorte de grains de composition
interne hétérogène. Ces deux types de mélanges sont couramment dénotés par les termes de
mélange intime et de mélange moléculaire.
L’article Poulet et al. (2003) donne des mélanges de glace d’eau, de carbone amorphe et
de tholins dans des proportions proches de 99.53-0.07-0.41% pour l’anneau C et 97-2.3-0.7 %
pour l’anneau B, en volume. Par conséquent, on considère les grains de régolithe comme étant
majoritairement de la glace d’eau à laquelle est incorporée de petites inclusions de tholins et
de carbone amorphe. L’hypothèse de mélange moléculaire est parfaitement justifié dans ce cas.
Les figures 8.13 et 8.14 présentent le spectre de grains de régolithe en fonction de la
longueur d’onde respectivement pour de la glace d’eau cristalline à 70K et différentes tailles de
grains (figure 8.13), ainsi que pour différents mélanges de composition chimique pour des grains
de 100 µm de diamètre (figure 8.14). La nécessité de conserver une taille de grain grande devant
la longueur d’onde pour rester dans le cadre du modèle d’Hapke impose de ne pas descendre
en dessous de 10µm de diamètre. Les calculs nécessaires pour tracer ces graphiques ont été
effectués par mes soins.
La figure 8.13 montre, pour une taille de régolithe donnée des bandes d’absorptions autour
de 1.5 µm, 2.02 µm, 3 µm, ainsi que la large bande d’absorption à 4,5 µm créées par les
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Figure 8.13 – Albédo de simple diffusion de glace d’eau cristalline à 70K pour des grains de régolithe dont le
diamètre est compris entre 10 et 100 µm. Les indices de réfractions complexes utilisés pour calculer ces albédos
sont tirés du Mastrapa et al. (2009). La méthode de calculs des albédos de simple diffusion à partir des indices
de réfractions et de la taille des particules est tirée du Lucey (1998) et calculée par mes soins.
Figure 8.14 – Albédo de simple diffusion de grains de régolithe de 100 µm de diamètre à 70K, composés de
différents mélanges moléculaires de glace d’eau cristalline et de tholins pour la figure de droite et de glace d’eau
cristalline et de carbone amorphe pour la figure de gauche. Les couleurs indiquent la fraction volumique de
composé mineur. Les indices de réfraction complexes utilisés pour calculer ces albédos sont tirés du Mastrapa
et al. (2009) pour la glace d’eau, du Khare et al. (1984) pour le tholins (à 90K) et du Preibisch et al. (1993)
pour le carbone amorphe. La méthode de calcul des albédos de simple diffusion à partir des indices de réfraction
et de la taille des particules est tirée du Lucey (1998). La méthode de calcul du mélange moléculaire est tiré de
Bohren and Huffman (1983).
différentes résonances entre le rayonnement Infra-Rouge et les modes de vibrations des molécules
d’eau au sein de la structure cristalline de la glace. La largeur des bandes est principalement
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contrôlée par l’agitation thermique au sein du cristal ce qui permet par exemple, à 70K, de
distinguer les deux bandes d’absorption à 1.505 et 1.655 µm .
De plus, cette figure met en évidence que plus le grain de régolithe est gros plus son albédo
simple diffusion diminue à température fixée. En effet plus le volume du grain est important
plus l’efficacité d’extinction augmente (à efficacité d’extinction linéique constant). Ainsi, la
profondeur des bandes d’absorptions est diagnostic de la taille des particules, comme on le voit
pour les profondeurs de bandes d’absorptions à 1.5, 2.02 et 4.5 µm ainsi que celle de la faible
absorption à 3.35µm.
La figure 8.14 quant à elle, révèle l’effet de la composition chimique sur le spectre d’albédo
simple diffusion du régolithe. Pour une taille unique, choisie à 100µm, la présence d’un composé
mineur au sein de la glace d’eau influe radicalement sur ce spectre. En particulier, le carbone
amorphe absorbe une grande partie du rayonnement compris entre 1 et 5 µm (voir 8.14).
Une proportion volumique de 0.1% suffit à diminuer l’albédo d’environ 20% sur toute cette
la gamme de longueurs d’onde considérée. De plus, cette absorption supplémentaire crée une
pente globale d’augmentation de l’albédo entre 1 et 2.3 µm entrainant ainsi un rougissement du
spectre. La présence de carbone amorphe au sein du régolithe des anneaux reste à ce jour une
des hypothèses pour expliquer le rougissement observé (voir Poulet et al. (2003), Cuzzi et al.
(2009)).
Bien que les tholins influent eux aussi sur le spectre du régolithe, l’effet est bien moindre
que le carbone amorphe. Même pour une fraction volumique de 10%, la variation d’albédo ne
dépasse que rarement 10%. Elle est en fait maximale pour 1.1, 2.6 et 3.45µm.
Ainsi, la détermination des albédos de simple diffusion en fonction de la longueur d’onde,
donne accès à la composition chimique des grains de régolithe ainsi qu’à leur taille. En observant
les spectres des figures 8.14 et 8.13 nous avons sélectionné les longueurs d’onde correspondant
aux pics et aux ailes de ces bandes d’absorptions. La synthèse de tous ces comportements spec-
traux définit les longueurs d’ondes d’intérêts, résumées dans la table 8.3.
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λ Canal VIMS Candidats ou
en (µm) le plus proche paramètres physiques
ciblés
1.141 1.146 Carbone Amorphe
1.317 1.310 Carbone Amorphe
1.408 1.409 Combinaison des trois
1.501 1.507 Taille grain + Carbone Amorphe
1.509 1.507 Carbone Amorphe
1.566 1.573 Taille grain + Carbone Amorphe
1.655 1.655 Taille grain + Carbone Amorphe
1.800 1.804 Combinaison des trois
2.026 2.034 Taille grain + Carbone Amorphe
2.240 2.232 Combinaison des trois
2.414 2.418 Combinaison des trois
2.515 2.516 Combinaison des trois
2.620 2.615 Combinaison des trois
2.820 2.816 Taille grain
3.141 3.146 Carbone Amorphe
3.235 3.231 Combinaison des trois
3.320 3.316 Combinaison des trois
3.460 3.464 Combinaison des trois
3.620 3.613 Taille grain + Carbone Amorphe
4.001 3.996 Taille grain
4.439 4.431 Taille grain
4.903 4.902 Taille grain + Carbone Amorphe
Table 8.3 – Tableau récapitulatif des longueurs d’ondes d’intérêt pour évaluer la taille et la composition
chimique des grains de régolithe. Les trois effets physiques sont: La détermination de la taille de grain, la
proportion de carbone amorphe, la proportion de tholins.
8.3 Comportement photométrique observé
Dans cette section nous nous intéressons à l’étude des comportements photométriques
observés dans les données Cassini. L’extraction des courbes de phases pour les zones d’anneaux
et les longueurs d’onde sélectionnées a été faite en suivant la méthode décrite dans la section
8.1. Nous étudions les trois paramètres dont nous avons prédits les effets dans le chapitre 4 :
L’épaisseur optique, la géométrie d’observation et d’illumination, la longueur d’onde.
8.3.1 Influence de l’épaisseur optique τ
La figure 8.15 présente le facteur de radiance de trois coupes radiales dans les anneaux en
fonction de leur distance à Saturne. L’épaisseur optique de ces coupes est aussi représentée en
fonction de la distance à Saturne. Ces différentes coupes différent seulement par la géométrie
de la scène. En effet, seule la longitude dans les anneaux est différente ce qui implique une
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variation de φ, φ0, µ et µ0. La superposition de ces coupes met en évidence deux effets déjà
prédis par le modèle:
– Considérée individuellement, chaque coupe montre l’influence de l’épaisseur optique sur
le comportement photométrique de l’anneau. En particulier, le léger rebond du facteur
de radiance entre 108 000 et 109 000 km de la courbe bleue (2 sur l’image) correspondant
aux longitudes ∈ [251.6°, 252.6°] est dû à l’augmentation de l’épaisseur optique visible
sur le graphique du haut de la figure 8.15. L’angle de phase diminuant entre ces deux
zones, à épaisseur optique constante, le facteur de radiance aurait dû diminuer.
– De même, à épaisseur optique constante, soit sur un annelet de distance à Saturne
constante (en prenant l’hypothèse de symétrie azimutale), l’augmentation du facteur
de radiance, notamment le pic d’opposition à ≈ 107 000km (1 sur l’image), montre
l’influence de l’angle de phase sur le facteur de radiance. Plus l’angle de phase dimi-
nue, plus le facteur de radiance augmente. C’est l’effet d’opposition que nous observons.
De plus, à distance constante, on remarque que l’écart entre les différentes courbes n’est
pas le même. C’est l’effet conjoint de la variation d’épaisseur optique et de la géométrie
qui provoque ces différences.
Figure 8.15 – Superposition de coupes radiales dans les anneaux B et A. La figure de gauche montrent le facteur
de radiance I/F et l’épaisseur optique τ de ces coupes en fonction de la distance à Saturne. Les épaisseurs
optiques sont issues du profil UVIS (1km de résolution radiale). Les trois courbes de couleurs pour le facteur
de radiance correspondent aux coupes radiales dont les contours sont superposés à l’image ISS/WAC de droite
(W1498454288_1). Elles correspondent respectivement à des longitudes comprises entre [241.6°, 242.6°], [251.6°,
252.6°] et [261.6°, 262.6°] .
Pour mettre en évidence ces effets, l’évolution de la courbe de phase en fonction de la
géométrie et de l’épaisseur optique est présentée sur la figure 8.16. Pour construire ces courbes,
j’ai utilisé un logiciel de ma création qui permet d’afficher les différentes courbes extraites des
zones d’intérêt et de les superposer pour construire les courbes de phases composites allant de 0◦
à ≈ 35◦ (voir annexe D pour plus de détail sur ce logiciel). La figure 8.16 montre l’évolution du
facteur de radiance en fonction de l’angle de phase pour différentes zones d’anneaux référencées
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Figure 8.16 – Évolution du facteur de radiance en fonction de l’angle de phase pour un panel d’épaisseurs
optiques correspondants à certaines zones d’intérêt de la table 8.2. La figure de est issue d’un composite de
cubes VIMS à 1.310 µm dont les angles de phases sont compris entre 0.02◦ et 35◦.
dans la table 8.2, dont l’ épaisseur optique est comprise entre 0.09 et 8.3. Globalement, le
facteur de radiance augmente sur toute la gamme d’angles de phase lorsque l’épaisseur optique
augmente. Néanmoins, au delà de τ = 2, on observe un phénomène de saturation. Le même
comportement est observé pour le modèle de R-SHOE (voir figure 3.7). Au delà d’une épaisseur
optique égale à 2-3, l’effet d’opposition est maximal. Les figures 3.9 et 3.10 du chapitre 4
prédisait une saturation du R-SHOE aux alentours de ces valeurs. Ce sont les propriétés du
régolithe qui expliquent les différences observées entre les courbes de phase, à forte épaisseur
optique.
À faible épaisseur optique, les comportements sont plus complexes à interpréter, les points
extraits de chaque zone étant très dispersés. Cette dispersion provient principalement de l’uti-
lisation des données VIMS qui ne possèdent pas toujours la résolution spatiale suffisante pour
n’extraire que les zones des plateaux de l’anneau C (dispersion surtout visible pour la zone à
91600km)). Ainsi le facteur de radiance de ces zones est moyenné en intégrant des zones de bien
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plus faible épaisseur optique situées autour de ces plateaux. De la même façon le moyennage
du facteur de radiance avec les zones contiguës au plateau à 91600km (C Rampe) augmente
l’épaisseur optique effective de cette zone, ce qui explique l’amplitude supérieure de cet annelet
par rapport aux autres. Une conclusion claire sur les variations du facteur de radiance à faible
épaisseur optique est par conséquent délicate. Néanmoins, compte tenu de ces effets de résolu-
tion, il est tout de même possible de remarquer que le facteur de radiance suit lui aussi une
augmentation avec l’épaisseur optique, comportement déjà observé pour les plus fortes épais-
seurs optiques. Tout ceci est conforme aux variations prédites par le modèle général d’anneau.
8.3.2 Influence de la géométrie d’observation de d’illumination
Figure 8.17 – Évolution du facteur de radiance pour l’annelet B32 observé sous différentes géométries. Les
images utilisées sont tirées de l’instrument ISS/WAC sans filtre en longueur d’onde. Les géométries correspon-
dantes aux images W1498453520_1, W1543793733_1, W1503158656_1, W1546278468_1, W1532382452_1,
W1532376301_1 et W1532381301_1 sont indiquées dans la légende.
De la même manière, la figure 8.17 représente la courbe de phase de l’annelet B32
(τ = 7.7 ± 1.0) observé sous différentes géométries à l’aide de l’instrument ISS/WAC. On
observe des variations d’amplitude en fonction de la géométrie d’observation notamment, pour
les parties verte et jaune correspondant au passage de la sonde de part et d’autre de l’opposition
(i-e change de signe ainsi que φ). Ainsi on décrit les deux branches de la courbe de phase déjà
observé pour de plus petits angles de phase sur la figure 8.1. Nous avons vu dans le chapitre 3
que l’écart entre ces branches est aussi une trace du R-SHOE, il dépend donc de la structure de
l’anneau. Enfin, les variations de géométries ont un impact plus fort autour d’angle de phase
proche de 10◦ qu’à l’opposition comme l’indiquent la superposition des courbes noire et violette.
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8.3.3 Influence de la longueur d’onde
Enfin, l’evolution du facteur de radiance en fonction de la longueur d’onde d’observation
pour une même épaisseur optique pour une géométrie constante est tracée sur la figure 8.18:.
Figure 8.18 – Évolution du facteur de radiance en fonction de l’angle de phase pour différentes longueurs
d’ondes. Ces courbes de phases sont extraites du cube VIMS CM_1495274848_1 qui exhibe un effet d’opposition
sur la zone B32.
L’amplitude de l’effet d’opposition est fortement corrélé à la longueur d’onde d’observa-
tion. L’amplitude de l’effet d’opposition n’est pas proportionnel à la valeur de la longueur d’onde
comme le montre bien l’inversion des courbes entre 2.001 et 2.434 µm. C’est l’albédo du régo-
lithe recouvrant les particules qui contrôle les amplitudes de ces pics. Ainsi il est théoriquement
possible de remonter au spectre d’absorption de ce régolithe, à condition d’évaluer proprement
ces amplitudes c’est à dire de bien modéliser les autres mécanismes d’effets d’oppositions. Le
modèle du chapitre 4 prédit que ces variations ne sont dues qu’au régolithe recouvrant les
particules d’anneaux. L’épaisseur optique et la géométrie étant fixées, seule la contribution du
régolithe peut en effet expliquer le comportement observé.
Outre l’évolution de l’amplitude et de l’effet d’opposition observé dans la figure 8.18,
lorsqu’on regarde une courbe de phase extraite d’un annelet dont l’angle de phase varie de part
et d’autre de l’opposition, on constate une asymétrie du facteur de radiance (voir graphique en
bas à gauche de la figure 8.1). Cette asymétrie est due à la variation des angles φ, φ0, µ et µ0 le
long de l’annelet. Elle est quantifiée par l’écart entre les deux branches ainsi visibles à un angle
de phase donné. Nous voyons sur la figure 8.18 que cet écart semble lié à la longueur d’onde
d’observation. Nous avons donc tracé l’écart entre les branches à α = 0.61◦ en fonction de la
longueur d’onde d’observation. Le résultat est visible sur la figure 8.19:
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Figure 8.19 – Écart entre les branches de facteur de radiance en fonction de la longueur d’onde d’observation
pour un effet d’opposition visible sur la zone B22 d’épaisseur optique τ = 7.3. L’effet d’opposition est extrait
du cube VIMS CM_1560341420_1 pour λ ∈ [0.949, 5.1]µm. L’écart entre les branches est quantifié en valeur de
I/F . Les écarts pour des longueurs d’ondes supérieurs à 4µm sont très bruitées du fait des très faibles facteurs
de radiance à ces longueurs d’ondes, proches de la limite de sensibilité de l’instrument. Le spectre solaire étant
très faible à ces longueurs d’ondes le rapport signal sur bruit des données est plus faible ce qui augmente aussi
le bruit des données. Le pic à 1.6 µm est lié à un chevauchement de filtres spectraux sur ce canal et n’est donc
pas significatif sur ce graphique. En bleu est superposé un spectre de glace d’eau à 70K pour un taille de grains
de 40µm calculé de la même façon que pour les spectres des sections 8.2.2.
La similitude avec le comportement d’un spectre de glace d’eau, visible sur la figure 8.13
est très intéressante. En effet, l’écart entre les branches est un effet purement géométrique qui
est prédit aussi bien par le modèle classique d’anneau que par celui de R-SHOE. Il ne devrait
donc pas y avoir de dépendance avec la longueur d’onde d’observation. L’interprétation que nous
faisons est que l’écart entre les branches du facteur de radiance est fixé par l’effet de l’anneau
puis plus ou moins amplifié en fonction de la valeur de l’albédo simple diffusion du régolithe, lui
même fonction de la composition du régolithe. Néanmoins, les paramètres du régolithe varient
potentiellement eux aussi avec la longueur d’onde ce qui explique la non proportionnalité exacte
visible sur cette figure. Il n’est donc pas possible d’inverser directement cet écart en spectre de
composition du régolithe. Néanmoins, une étude plus poussée des paramètres influant sur ces
écarts présentera certainement des perspectives d’après thèse des plus intéressantes.
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8.4 Processus d’ajustement
Pour ajuster notre modèle avec les observations, nous avons choisi un estimateur classique
de minimisation par les moindres carrés (χ2). Contrairement à la méthode utilisée pour le travail
sur Encelade, le nombre élevé de paramètres de notre modèle multi-échelles d’anneaux, ne
permet pas d’utiliser une méthode explorant l’ensemble de l’espace des paramètres de manière
exhaustive. Avec 8 paramètres, une grille échantillonnée tous les dix pas implique 108 calculs
de modèles. Pour un temps moyen de 5 millisecondes de calcul par jeu de paramètres pour un
processeur de 2.4Ghz, on obtient 5× 105s soit ≈ 6 jours. Une simple division par 2 du pas de
la grille pour chaque paramètre fait passer ce temps de calcul à 4 ans et 21 jours et ce pour
une seule zone d’intérêt à une longueur d’onde. Il n’est clairement pas raisonnable d’envisager
ce mode d’ajustement. C’est pourquoi nous avons dû utiliser des procédures d’ajustement plus
sophistiquées, rapides, permettant de s’affranchir d’un calcul exhaustif tout en restant précis.
8.4.1 Algorithmes d’inversions
8.4.1.1 Algorithme de Levenberg-Marquardt
L’algorithme de Levenberg-Marquardt porte le nom des deux mathématiciens qui ont
développé cette méthode de manière indépendante (Levenberg (1944), Marquardt (1963)). Le
principe est de coupler la méthode de minimisation de χ2 de Gauss-Newton avec la méthode
d’algorithme de gradient. On cherche le jeu de paramètres qui minimise l’écart entre la sortie
du modèle et les données. Pour ce faire, on part d’un jeu initial de paramètres donné par
l’utilisateur auquel on applique une petite variation. Ainsi on détermine la pente local dans
l’espace des paramètres ce qui permet de "choisir" dans quel sens faire varier les paramètres
afin d’approcher le modèle des données.
Bien que très rapide, cette méthode souffre d’un biais très important. En effet, la nécessité
de donner un jeu initial de paramètres rend cet algorithme sensible à ce jeu initial. Il est alors
courant d’obtenir des résultats sensiblement différents selon le jeu fournis. Cet effet est lié à
la méthode même de minimisation qui est tout aussi sensible aux minima locaux et qu’au
minimum global de l’espace des paramètres. La majorité des algorithmes basés sur la détection
de pente maximale ont le même défaut (méthode de Nelder et Mead ou algorithme de Powell
par exemple). Ne voulant pas biaiser le processus d’ajustement par un mauvais choix de jeu
initial de paramètres, nous avons décider d’utiliser un autre type d’algorithme: l’algorithme
génétique.
8.4.1.2 Algorithme génétique
L’algorithme génétique est un concept bien plus récent qui a vu le jour dans les années 60
avec l’équipe de Holland (1975) et a été popularisé par Goldberg (1989) à la fin des années 80.
La philosophie générale est d’utiliser le principe de sélection naturelle de la même manière
que le vivant. Ainsi, on associe au modèle une population. Chaque individu de cette population
correspond à un jeu de paramètres auquel est associé la valeur du χ2 entre cette réalisation
du modèle et les données. Ce jeu de paramètre est codé dans le "gêne" de l’individu sous la
forme d’un ou plusieurs octets. Le choix des réalisations (ou des jeux de paramètres) initial est
aléatoire. Seules les bornes de chaque paramètre sont nécessaires. Ensuite, la population évolue
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par deux moyens:
– Par croisement: Deux individus "se reproduisent" en échangeant des parties de leurs
patrimoines génétiques. Par exemple, si le modèle est codé sur 1 octet, les 4 premiers
bits du premier individu et les 4 derniers du deuxième individu forment un nouvel
individu. Les 4 derniers bits du premier individu et les 4 premiers bits du deuxième
individu forment un autre descendant. Plus le χ2 associé à un individu est faible plus
la probabilité de transmettre un nombre de gêne élevé augmente, favorisant ainsi les
individus se rapprochant le plus des données.
– Par mutation: On permet à un individu de muter spontanément. Pour ce faire, la mé-
thode la plus simple consiste à changer un bit de 0→ 1 ou de 1→ 0 selon une probabilité
définie initialement. De fait, grâce à ces mutations spontanées, la population peut dé-
sormais "sortir" d’un minimum local si un des individus "mutants" possède un χ2 plus
faible que le reste de la population. On s’affranchi ainsi du problème des conditions
initiales rencontré avec l’algorithme de Levenberg-Marquardt.
Le principal défaut de l’algorithme génétique est de devoir évaluer le modèle un grand
nombre de fois, une fois par individu et par génération. Néanmoins nous verrons dans la section
suivante que ce nombre est bien inférieur à un ajustement exhaustif ce qui rend tout à fait
pertinent son utilisation dans notre cas. Enfin, le nombre d’octets codant les paramètres du
modèle ainsi que la taille de la population nécessaire pour échantillonner suffisamment l’espace
des paramètres n’est pas fixée et dépend du problème. Il est souvent requis d’effectuer quelques
tests avant d’ajuster convenablement ces paramètres. C’est l’objectif de la section suivante.
8.4.2 Validation de la méthode d’inversion
Une des méthodes classiques pour tester le processus d’ajustement choisi est de créer
des données synthétiques à partir du modèle que l’on bruite de manière aléatoire, puis de les
ajuster de la même manière que des données réelles. Ainsi, on s’affranchit des problèmes liés
à la modélisation choisie puisque ces données sont exactement reproductibles par le modèle.
Trois caractéristiques principales quantifient l’efficacité de l’algorithme d’ajustement:
– La fidélité du résultat par rapport aux paramètres synthétiques.
– La reproductibilité de l’ajustement.
– La rapidité de calcul.
8.4.2.1 Test de sensibilité
Plusieurs tests sont effectués en faisant varier l’épaisseur optique de l’anneau. En effet,
nous avons vu que le modèle d’anneau ne se comporte pas de la même façon en fonction de
τ . Il est important de s’assurer que notre méthode d’ajustement est efficace pour extraire les
paramètres d’anneaux optiquement fins comme d’anneau optiquement épais, la sensibilité du
modèle aux paramètres étant différente dans ces cas (voir discussion chapitre 4).
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Le premier cas étudié est celui d’un anneau d’épaisseur optique est de 11, dont les para-
mètres sont les suivants:
D = 0.5 ; H/R = 60/2; ω0 = 0.95; g = -0.4; B0SHOE = 0.9; areg = 0.0001; B0CBOE = 0.7;
φreg = 0.9 (voir tables 8.4 et 8.5).
Pour effectuer ces ajustements j’ai utilisé les géométries d’observations présentes dans les
données présentées au cours de ce chapitre. En effet nous avons vu que la géométrie a un impact
fort sur le R-SHOE (chapitre 4). Néanmoins les observations d’effet d’opposition n’étant que
ponctuelles au cours de la mission Cassini, nous ne disposons pas d’une infinité de configurations
d’observations différentes. Il est donc important de se placer dans les conditions d’ajustement
que nous rencontrons dans le cas de données réelles. Le bruitage appliqué à ces données corres-
pond à des erreurs relatives de ±2%. Les résultats sont synthétisés dans les tableaux 8.4 et 8.5.
Cet ajustement montre que l’algorithme génétique est à même de retrouver rapidement
les paramètres du modèle ce qui justifie son utilisation. Cet ajustement a pris au total 1H 6min
30s. Il faut comparer ces chiffres aux 4 années nécessaires pour l’ajustement exhaustif. Pour
effectuer des ajustements similaires sur toutes nos zones d’intérêt à chaque longueur d’onde il
faut compter 17jours 3h 50min sur un processeur unique, ce qui est tout à fait raisonnable dans
le cadre d’une thèse. Il est à noté qu’une parallélisation des calculs permettrait de diminuer
amplement ce temps de calcul.
Concernant les paramètres obtenus par cet ajustement, on observe que les paramètres de
l’anneau D et H/R ainsi que les paramètres du régolithe ω0 et g sont très proches de ceux injec-
tés dans le modèle initial. On obtient D = 0.56± 0.06 ; H/R = 27± 3; ω0 = 0.981± 0.006; g =
−0.427±0.011. À l’inverse, les autres paramètres du régolithe, B0SHOE , areg, B0CBOE et φreg sont
très mal contraints avec B0SHOE = 0.53 ± 0.08; areg = 0.0037 ± 0.0018; B0CBOE = 0.45 ± 0.13;
φreg = 0.44±0.11. Cela s’explique en grande partie par les courbes de corrélations tracées dans
le chapitre 4 figures 4.8. Les paramètres influençant le plus le comportement photométrique de
l’anneau sont l’albédo de simple diffusion du régolithe, le paramètre d’asymétrie de diffusion
de régolithe ainsi que les paramètres de structure d’anneaux. Il n’est pas surprenant de mieux
contraindre ces propriétés de l’anneau. Néanmoins, la mauvaise détermination, notamment des
amplitudes des effets d’opposition du régolithe (B0SHOE et B0CBOE) influe légèrement sur les
valeurs des autres paramètres. Par exemple, pour le premier ajustement B0SHOE et B0CBOE sont
très petits par rapport à leurs valeurs réelles. Le modèle a tendance à compenser la perte d’am-
plitude due à ces faibles valeurs en augmentant légèrement l’albédo et le paramètre d’asymétrie
du régolithe et très légèrement le R-SHOE par le biais de la densité de l’anneau.
Un autre cas d’ajustement d’anneau synthétique dont l’épaisseur optique est égale à 0.3,
est illustré par les tables 8.6 et 8.7. Dans ce cas les paramètres du modèles sont les suivants:
D = 0.01 ; H/R = 120/3; ω0 = 0.95; g = -0.4; B0SHOE = 0.9; areg = 0.0001; B0CBOE = 0.7;
φreg = 0.9, l’ajustement a pris 1H 24min 40s.
On observe le même comportement que pour le premier ajustement avec cependant des
valeurs plus faibles et plus éloignées des valeurs réelles pour la densité de l’anneau D et l’épais-
seur de l’anneau H/R (D = 0.0067± 0.0020 ; H/R = 65± 20) . L’épaisseur optique étant bien
plus faible dans ce cas, l’effet de R-SHOE est moins dominant (voir les figures de corrélations
4.8) ce qui rend plus difficile la détermination précise de ces paramètres. Malgré cela, les valeurs
déterminées sont tout de même très proches des valeurs d’origines, en particulier pour ω0 et g
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N° D H/R ω0 g B0SHOE areg B0CBOE φreg χ2 Durée
τ = 11 (en s)
Initial 0.5 60/2 0.950 -0.4 0.90 0.00010 0.70 0.90 - -
1 0.79 18.9 0.979 -0.443 0.46 0.00668 0.17 0.21 2.8 320
2 0.66 22.7 0.988 -0.464 0.11 0.00015 0.94 0.99 7.6 319
3 0.51 29.5 0.943 -0.438 0.68 0.00656 0.38 0.95 3.4 343
4 0.75 19.9 0.940 -0.411 0.94 0.00657 0.56 0.56 3.9 355
5 0.63 23.8 0.988 -0.402 0.58 0.00355 0.14 0.37 3.6 349
6 0.57 26.3 0.973 -0.483 0.23 0.00007 0.53 0.68 3.8 344
7 0.81 18.6 0.923 -0.489 0.40 0.00328 0.44 0.98 6.4 335
8 0.59 25.5 0.968 -0.532 0.64 0.00652 0.26 0.001 5.88 331
9 0.39 38.0 0.981 -0.482 0.22 0.00570 0.39 0.88 3.3 338
10 0.52 28.9 0.973 -0.385 0.86 0.00099 0.42 0.66 3.1 328
Moyenne 0.62 25.2 0.965 -0.453 0.51 0.0040 0.42 0.63 4.4 336
Écart-type 0.13 5.9 0.022 0.046 0.28 0.0028 0.23 0.34 1.6 12
Table 8.4 – Ajustements d’un anneau synthétique dont les paramètres sont indiqués dans la ligne ’Initial’. Les
bornes utilisées dans ce cas sont les bornes "physiques" correspondant à ces paramètres (10−6 à 1 pour D, 1
à 300 pour H/R, 0 à 1 pour ω0, -1 à 0 pour g, 10−3 pour BSHOE0 et BCBOE0 , 10−5 à 10−2 pour areg et
10−4 à 1 pour φreg. L’ajustement est effectué par un algorithme génétique dont la population a été fixée à 1000
individus, une longueur de gènes de 20 octets, ainsi qu’un taux de mutation de 20%. L’algorithme a effectué
11000 calculs de modèles avant de converger vers les solutions indiquées. Les 10 ajustements sont indépendants
les uns des autres.
N° D H/R ω0 g B0SHOE areg B0CBOE φreg χ2 Durée
τ = 11 (en s)
Initial 0.5 60/2 0.950 -0.4 0.90 0.00010 0.70 0.90 - -
1 0.64 23.5 0.969 -0.424 0.63 0.00450 0.45 0.55 3.1 89
2 0.51 29.2 0.987 -0.444 0.38 0.00607 0.26 0.41 2.8 61
3 0.53 28.5 0.987 -0.424 0.52 0.00123 0.58 0.35 2.8 59
4 0.60 25.2 0.984 -0.414 0.61 0.00435 0.58 0.33 2.8 60
5 0.53 28.4 0.981 -0.416 0.60 0.00612 0.23 0.48 2.8 64
6 0.50 29.7 0.983 -0.422 0.55 0.00497 0.53 0.49 2.7 61
7 0.54 27.6 0.971 -0.432 0.58 0.00190 0.48 0.66 3.1 60
8 0.50 30.2 0.985 -0.435 0.46 0.00342 0.53 0.45 2.8 60
9 0.65 23.1 0.984 -0.417 0.56 0.00202 0.36 0.33 2.9 61
10 0.63 23.9 0.982 -0.445 0.42 0.00233 0.54 0.33 3.0 59
Moyenne 0.56 27 0.981 -0.427 0.53 0.0037 0.45 0.44 2.88 63
Écart-type 0.06 3 0.006 0.011 0.08 0.0018 0.13 0.11 0.14 9
Table 8.5 – Tableau similaire au tableau 8.4. Cette fois les bornes données à l’algorithme génétique sont fixées
par la moyenne et l’écart type des dix premiers ajustements.
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N° D H/R ω0 g B0SHOE areg B0CBOE φreg χ2 Durée
τ = 0.3 (en s)
Initial 0.01 120/3 0.950 -0.4 0.90 0.00010 0.70 0.90 - -
1 0.0064 62.5 0.972 -0.393 0.88 0.00288 0.06 0.69 2.2 369
2 0.0043 93.6 0.995 -0.487 0.08 0.00204 0.07 0.01 2.5 453
3 0.0057 69.8 0.992 -0.407 0.53 0.00942 0.003 0.52 2.8 448
4 0.0040 99.5 0.989 -0.453 0.31 0.00843 0.79 0.44 2.03 447
5 0.0063 63.9 0.972 -0.421 0.69 0.00247 0.08 0.71 2.3 457
6 0.0059 68.0 0.944 -0.415 0.93 0.00748 0.19 0.73 2.7 446
7 0.0041 97.7 0.966 -0.450 0.54 0.00621 0.78 0.84 2.1 426
8 0.0142 28.1 0.919 -0.421 0.86 0.00091 0.005 0.99 3.7 404
9 0.0058 69.5 0.988 -0.393 0.71 0.00308 0.52 0.46 2.3 403
10 0.0054 73.4 0.968 -0.523 0.11 0.00169 0.90 0.74 5.3 403
Moyenne 0.0068 68.8 0.972 -0.436 0.55 0.0041 0.35 0.59 2.7 426
Écart-type 0.0034 23.6 0.023 0.040 0.30 0.0032 0.35 0.27 0.9 21
Table 8.6 – Ajustements d’un anneau synthétique dont les paramètres sont indiqués dans la ligne ’Initial’.
L’ajustement est effectué par un algorithme génétique dont la population a été fixée à 1000 individus, une
longueur de gènes de 20 octets, ainsi qu’un taux de mutation de 20%. L’algorithme a effectué 11000 calculs
de modèles avant de converger vers les solutions indiquées. Les 10 ajustements sont indépendants les uns des
autres.
N° D H/R ω0 g B0SHOE areg B0CBOE φreg χ2 Durée
τ = 0.3 (en s)
Initial 0.01 120/3 0.950 -0.4 0.90 0.00010 0.70 0.90 - -
1 0.0096 41.6 0.961 -0.413 0.73 0.00509 0.085 0.35 3.1 84
2 0.0041 98.6 0.950 -0.417 0.82 0.00171 0.56 0.35 3.08 81
3 0.0048 83.0 0.953 -0.418 0.74 0.00317 0.34 0.33 2.9 82
4 0.0090 44.5 0.950 -0.419 0.78 0.00363 0.55 0.33 2.8 84
5 0.0061 65.0 0.950 -0.415 0.81 0.00236 0.46 0.39 3.2 83
6 0.0073 54.7 0.951 -0.425 0.68 0.00618 0.50 0.38 3.2 82
7 0.0048 83.5 0.950 -0.431 0.67 0.00562 0.18 0.40 3.4 82
8 0.0051 78.1 0.951 -0.425 0.71 0.00432 0.65 0.36 3.0 81
9 0.0086 46.7 0.958 -0.419 0.69 0.00187 0.215 0.38 3.2 81
10 0.0077 52.0 0.952 -0.409 0.81 0.00518 0.55 0.37 2.9 81
Moyenne 0.0067 65 0.953 -0.419 0.74 0.0039 0.41 0.36 3.08 82
Écart-type 0.0020 20 0.004 0.006 0.06 0.0016 0.19 0.02 0.18 1
Table 8.7 – Tableau similaire au tableau 8.4. Cette fois les bornes données à l’algorithme génétique sont fixées
par la moyenne et l’écart type des dix premiers ajustements.
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(ω0 = 0.953± 0.004; g = −0.419± 0.006).
Ainsi, bien qu’un seul ajustement n’est pas suffisant pour déterminer précisément les
paramètres de l’anneau, il est nettement visible qu’une utilisation "statistique" de l’algorithme
en deux étapes afin de resserrer les bornes des paramètres produit des résultats tout à fait
satisfaisant avec des χ2 réduit raisonnables.
8.4.2.2 Stratégie d’inversion
La perte de sensibilité sur les paramètres d’effet d’opposition du régolithe induite par le
modèle implique une exploitation des résultats en deux temps. Dans un premier temps nous
déterminons les paramètres d’anneaux D, H/R ainsi qu’ ω0 et g à différentes longueurs d’ondes,
tout en laissant les autres paramètres libres. Puis, dans un second temps, nous ajustons l’albédo
de simple diffusion du régolithe en fonction de la longueur d’onde aux spectres de glaces d’eau
et de mélanges décrits dans la section 8.2.2 par les figures 8.13 et 8.14.
Dans le chapitre suivant nous utilisons l’algorithme présenté dans ce chapitre afin d’in-
verser les données des zones d’intérêt aux différentes longueurs d’ondes sélectionnées.
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En appliquant le processus d’ajustement présenté dans le chapitre précédent (8) entre
le modèle détaillé dans le chapitre 4 et les données VIMS et ISS décrites dans le chapitre 8,
nous avons obtenu les paramètres du modèle complet multi-échelles (Densité D de l’anneau et
rapport épaisseur sur rayon moyen des particules H/R pour l’anneau, albédo simple diffusion
ω0, paramètre d’asymétrie de diffusion g, amplitude du SHOE B0SHOE , taille moyenne des grains
areg, amplitude du CBOE B0CBOE , densité φreg pour le régolithe), pour les 21 zones du tableau
8.2 aux 22 longueurs d’ondes définies dans le tableau 8.3. En particulier, l’évolution avec la
longueur d’onde des propriétés de diffusions du régolithe (ω0 et g et dans une moindre mesure
B0SHOE et B0CBOE (d’après la discussion de la section 8.4.2)) nous renseigne sur la taille et
la composition de ce dernier. Ce chapitre vise à présenter ces résultats en s’intéressant aux
deux aspects principaux de notre travail : l’évolution des paramètres physiques des anneaux
(D, H/R), puis ceux du régolithe (areg et fraction massique de mélange), en fonction de la
distance à Saturne et de l’épaisseur optique. Les comportements observés révèlent une partie
des conditions dynamiques régnant dans cette structure, objet de notre étude.
9.1 Structure de l’anneau
L’ensemble des résultats des ajustements pour chacune des 21 zones de l’anneau en fonc-
tion des 22 longueurs d’ondes d’intérêt définis précédemment sont consultables dans l’annexe
C et résumé dans le tableau 9.1.
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9.1.1 Description et analyse des résultats
La densité et le rapport H/R de l’anneau étant des propriétés structurelles de l’anneau,
nous devrions obtenir des résultats sensiblement similaires entre les ajustements effectués à
différentes longueurs d’ondes. La figure 9.1 illustre les résultats visibles dans l’annexe C.
Figure 9.1 – Évolution du rapportH/R de la zone B31 située à 104575 km de Saturne en fonction de la longueur
d’onde à laquelle l’ajustement a été effectué. Le trait plein bleu indique la moyenne des valeurs déterminées
aux différentes longueurs d’ondes pondérées par les erreurs sur ces valeurs, les traits pointillés bleus indiquent
l’écart-type à ±1σ sur cette moyenne.
Il est clairement observable que pour certaines longueurs d’onde la valeur de H/R est net-
tement supérieure à celle trouvée en moyenne, en particulier pour les fortes épaisseurs optiques.
Plusieurs précisions néanmoins. Nous avons montré dans le chapitre 4 qu’au delà de τ = 1
la largeur à mi-hauteur du R-SHOE est contrôlée par la densité de l’anneau. On perd la mémoire
de l’épaisseur. À l’inverse, lorsque τ < 1 la largeur à mi-hauteur du R-SHOE n’est déterminée
que par le rapport H/R. Par conséquent, afin de limiter le nombre de paramètres libres lors
des ajustements, nous ne libérons que D ou H/R selon le domaine d’épaisseur optique dans
lequel nous nous trouvons. Ainsi, les valeurs de H/R présentées dans la figure 9.1 sont celles
déterminées à partir de mes mesures de densité. Par ce graphique j’illustre indirectement les
différences de mesure de densité en fonction de la longueur d’onde, qui se répercutent sur la
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Figure 9.2 – Évolution du rapport H/R de la zone P7 située à 86455 km de Saturne en fonction de la longueur
d’onde à laquelle l’ajustement a été effectué. Le trait plein bleu indique la moyenne des valeurs déterminées
aux différentes longueurs d’ondes pondérées par les erreurs sur ces valeurs, les traits pointillés bleus indiquent
l’écart-type à ±1σ sur cette moyenne.
détermination du rapport H/R. À l’inverse, les valeurs de H/R présentées sur la figure 9.2 sont
celles déterminées directement par le modèle.
Il est à noter que les points pour lesquels les valeurs de H/R sont les plus éloignées de
la valeur moyenne et présentent les plus fortes incertitudes s’observent systématiquement aux
mêmes longueurs d’onde, quelle que soit la zone étudiée (voir annexe C). L’origine d’une telle
divergence n’est pas bien définie pour le moment (problème dans les données ? mauvais signal
sur bruit ? effet physique réel ? problème lors des ajustements ?), néanmoins il est essentiel d’en
tenir compte pour le calcul de la valeur de densité et d’épaisseur caractérisant ces zones. L’effet
étant systématique aux longueurs d’onde [1.507, 1.573, 1.655, 2.034, 2.418, 2.516, 2.816] µm nous
avons décidé de ne pas les prendre en compte pour le calcul de ces valeurs moyennes pour
chaque zone. Dans une volonté de transparence, je tiens à signaler que la longueur d’onde à
2.615µm a aussi été enlevé pour les calculs des valeurs moyennes des zones B21, B3faible et B4
pour les mêmes raisons.
Une fois les valeurs correspondantes à ces longueurs d’ondes retirées de l’échantillon de
travail les moyennes pondérées par les erreurs de chaque points et écart-type pondérés par ces
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mêmes erreurs ont été calculés pour toutes les zones d’intérêt. Les valeurs de tous les paramètres
du modèle issus de nos ajustements sont synthétisées dans la tableau 9.1.
Nom Distance τmoyen D H/R areg Fraction Massique
Moyenne (en km) (µm) de mélange
(en 10−2%)
V ide1 84200 0.093± 0.005 0.0030± 0.0012 105± 63 126± 19 8.7± 2.4
P5 84830 0.42± 0.02 0.0018± 0.0009 192± 54 141± 24 10± 3
P7 86455 0.40± 0.01 0.0041± 0.0015 67± 17 155± 25 9.1± 2.4
P8 88475 0.225± 0.007 0.0016± 0.0008 154± 46 193± 30 6.5± 1.2
P10 89855 0.30± 0.01 0.0010± 0.0006 252± 44 104± 15 2.7± 0.9
P11 90500 0.32± 0.02 0.0013± 0.0005 203± 41 170± 35 3.9± 1.8
C Ramp 91600 0.14± 0.01 0.0014± 0.0006 136± 60 610± 160 1.1± 1.4
Flat Spot 94900 0.83± 0.03 0.007± 0.004 254± 46 180± 8 3.4± 1.3
B21 100200 8.3± 1.2 0.25± 0.09 113± 71 115± 26 1.8± 1.2
B2faible1 101600 1.6± 0.25 0.37± 0.14 31± 31 230± 40 2.1± 1.4
B22 101820 7.3± 1.2 0.31± 0.13 28± 14 141± 47 2.5± 1.3
B23 102937 7.1± 0.9 0.35± 0.12 28± 17 150± 40 1.7± 0.8
B2faible2 104035 1.9± 0.2 0.30± 0.13 40± 19 228± 77 1.5± 0.8
B31 104575 7.2± 1.0 0.35± 0.14 34± 14 182± 57 1.9± 0.06
B32 104850 7.7± 1.0 0.30± 0.14 48± 29 168± 26 1.7± 0.5
B33 105290 7.5± 1.1 0.35± 0.14 50± 40 170± 27 2.9± 1.7
B34 106975 7.0± 0.9 0.40± 0.16 40± 28 170± 22 1.2± 0.3
B3faible 108120 3.6± 0.5 0.29± 0.12 39± 39 144± 22 1.9± 0.5
B41 113040 3.3± 0.6 0.42± 0.20 19± 11 188± 43 2.3± 1.1
B42 114500 2.6± 0.4 0.46± 0.20 12± 9 208± 28 1.8± 0.3
Table 9.1 – Tableau récapitulatif des résultats obtenus après ajustements des données présentées dans le
chapitre 8. Les résultats indiqués sont les moyennes pondérées par les barres d’erreurs calculées selon la procédure
décrite dans la section 9.1. Les erreurs correspondent à l’écart type pondérées par les erreurs de chaque points
des ajustements à différentes longueurs d’onde.
Pour commenter ces résultats je divise la discussion en deux : Paramètres structurels de
l’anneau / Paramètres du régolithe.
Les figures 9.3 et 9.4 présentent l’évolution des paramètres de densité et de rapport H/R
en fonction de la distance à Saturne.
Ce qu’il ressort de ces deux graphiques est une nette variation des ces propriétés struc-
turelles lorsqu’on passe de l’anneau C à l’anneau B, aussi bien pour la densité (facteur 100 à
200 entre l’anneau C et l’anneau B) que pour le rapport H/R de l’anneau (H/R ≈ 150 − 200
dans l’anneau C ; ≈ 20 − 50 dans l’anneau B). La zone à la limite de l’anneau C et celle
située dans l’anneau B1 indiquent que cette transition n’est pas brutale mais commence dès
la rampe entre l’anneau C et B pour la densité tandis que l’épaisseur reste sensiblement la
même. Ces deux zones (Rampe C et Flat Spot) sont connues pour leur structure très lisse,
n’exhibant aucune structure à petite échelle (quelques kilomètres) et sont peut être le siège
de mécanismes physiques différents des instabilités habituellement présentent dans les anneaux
(Porco et al. (2005)). Ces valeurs intermédiaires de densité sont peut être une trace de ces
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C B1 B2 B3 B4 B5
8.0× 104 9.0× 104 1.0× 105 1.1× 105 1.2× 105






Figure 9.3 – Densité de l’anneau en fonction de la distance à Saturne. Chaque point correspond à la moyenne
des densités issues des ajustements de chaque longueur d’ondes (Voir annexes C) pondérées par les incertitudes
associées. Les zones indiquées en pointillés verts correspondent aux différents sous-anneaux de l’anneau B vus
en introduction.
mécanismes inconnus.
Néanmoins ces différences entre l’anneau C et B sont également fortement connectées aux
épaisseurs optiques de ces anneaux. C’est pour cette raison que nous avons tracé les mêmes
graphiques en fonction de l’épaisseur optique cette fois-ci (figure 9.5 et 9.6).
À la lumière de ces graphiques, il parait clair que l’augmentation d’épaisseur optique de
ces structures est due à une augmentation de la densité des anneaux couplée à la diminution du
nombre de couche de particules de ces derniers (rapport H/R). Les causes de l’augmentation de
l’épaisseur optique au sein des anneaux étaient jusqu’à présents inconnues, ce résultat constitue
donc une première.
9.1.2 Comparaison aux résultats différents
Les densités atteintes dans l’anneau B sont comprises entre 0.2 et 0.5 pour des rapports
H/R proches de 20-60. Ces valeurs sont compatibles avec les simulations numériques effec-
tuées par Salo (1995) (H/R ≈ 15 − 70), Salo and Karjalainen (2003) ( 0.1 < D < 0.3), Salo
and Schmidt (2010). L’étude des variations saisonnières et journalières des températures des
anneaux sur leurs faces éclairée et ombragée a permis, à l’aide d’un modèle thermique, de
contraindre la densité D, l’épaisseur H et la taille des particules des anneaux R pour une zone
située à 105000km de Saturne (Ferrari and Reffet (2013)). La résolution de l’instrument CIRS
n’étant que de 2000km, ces valeurs sont considérées comme les moyennes des différentes zones
comprises entre 104000 et 106000km. Ferrari and Reffet (2013) trouvent pour cette zone une
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C B1 B2 B3 B4 B5
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Figure 9.4 – Rapport entre l’épaisseur de l’anneau et le rayon moyen des particules le composant en fonction
de la distance à Saturne. La même méthode de calcul que la figure précédente a été appliquée.







Figure 9.5 – Densité de l’anneau en fonction d’épaisseur optique. Chaque point correspond à la moyenne




Figure 9.6 – Rapport H/R en fonction d’épaisseur optique. Chaque point correspond à la moyenne pondérée
par les erreurs de chaque point des rapports H/R issus des ajustements de chaque longueur d’ondes (Voir
annexes C). La courbe bleue correspond au modèle de particules "Frosty" tandis que la courbe verte correspond
au modèle de particules "Smooth" (Schmidt et al. (2009)). Dans les deux modèles l’anneau a une densité élevée
(des densité d’anneaux plus faibles donnant des H/R plus faibles). Le carré noir correspond à la valeur tirée de
l’étude thermique des anneaux faite par Ferrari and Reffet (2013), la taille du carré noir reflète les incertitudes
associées à cette étude.
densité inférieure à 0.25 pour un rapport H/R compris entre 33 et 55 et une taille de particules
d’environ 7− 8cm (ce modèle thermique permettant de lever la dégénérescence sur H/R). Ces
valeurs sont totalement compatibles avec les nôtres. Nous avons déterminé une moyenne des
densités des zones comprises entre 104000km et 106000km de 0.33±0.03 et un rapport H/R de
43±7. Les auteurs de cette étude nous ont indiqué que selon le modèle de conduction thermique
utilisé les densités émergeant de leur ajustements peuvent varier entre 0.22 et 0.34.
Esposito et al. (1983a) du fait des faibles valeurs d’épaisseur optique de l’anneau B déter-
minait des valeurs de densité proches de 0.01 ce qui était en contradiction avec les simulations
numériques citées précédemment. Les valeurs déterminées par notre étude réconcilient les si-
mulations numériques aux observations. De plus, de telles densités impliquent un R-SHOE
important ce qui nécessite la prise en compte de cet effet en plus des effets d’opposition issus
du régolithe, lors de toute étude photométrique des anneaux à faibles angles de phase.
Nous avons ajouté sur la figure 9.6 deux "modèles dynamiques d’anneaux". Ces modèles
dit "smooth" et "frosty" (Salo and Karjalainen (2003), Schmidt et al. (2009)) correspondent
à l’évolution du coefficient de restitution des particules d’anneau soumises à un choc. Des
particules gelées suivent le comportement "frosty" tandis que des particules de glaces (20cm)
recouvertes d’une fine couche de gel suivent le comportement "smooth", c’est à dire un compor-
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tement plus élastique au sens collisionel du terme. Un anneau composé de particules "smooth"
a tendance à être plus étalé en H/R qu’un anneau constitué de particules "frosty". Colwell
and Taylor (1999) ont simulé l’impact de particules sur des sphères recouvertes de régolithe.
Ils ont montré que de tels objets ont tendance à suivre un comportement "smooth" plutôt que
"froosty". Ainsi aux vues de nos résultat, le modèle "smooth" semble celui qui se rapproche le
plus de nos observations, ce qui laisse supposer que les particules d’anneaux sont effectivement
bien recouvertes de régolithe. Cette comparaison entre les "modèles dynamiques d’anneaux" et
les rapports épaisseur sur rayon moyen des particules en fonction de l’épaisseur optique dans
les anneaux de Saturne est une première, la carte du rapport H/R en fonction de τ dans les
anneaux n’existant pas avant notre étude.
Ainsi, au terme de mon étude, l’image des anneaux que nous obtenons est celle d’anneaux
C dont les plateaux sont relativement épais et peu denses suivis d’une zone de transition où la
densité augmente graduellement avant d’atteindre les anneaux B, très denses et relativement
peu étalés, composés de particules d’anneaux recouvertes de régolithe caractérisées par un
coefficient de restitution collisionnel proche de celui de particules "smooth".
Le lien avec la masse des anneaux n’est pas immédiat, la taille des particules et leur po-
rosité n’étant pas directement accessibles par notre modèle. Néanmoins, en prenant les valeurs
issues de l’étude thermique de Ferrari and Reffet (2013), R = 7 − 8cm, on obtient la densité
surfacique suivante pour l’anneau B :
σ0 = D ×H × ρglace = 0.33× 43× 7.10−2 × 930 = 92± 22g.cm−2 (9.1)
Cette valeur est légèrement supérieure à celles usuellement déterminées à l’aide de l’étude de
l’amortissement des ondes de gravité dans les anneaux bien qu’en grande partie compatible
aux vues des incertitudes liées à chaque étude (54 ± 10 g.cm−2 Holberg et al. (1982) 70 ± 10
g.cm−2 Esposito et al. (1983b) dans l’anneau B5, Ferrari and Reffet (2013) 64±11 g.cm−2 à 105
000km). Pour notre calcul, nous avons fait l’hypothèse que la porosité des particules d’anneaux
est nulle, ce qui peut expliquer ces différences. De même, notre estimation ne comptant que
pour la zone à 105000km dans l’anneau B3 contrairement aux études précédentes, la valeur
calculée est peut être sur-estimée du fait d’un anneau B3 plus massif que l’anneau B5.
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9.2 Propriétés du régolithe
Dans le chapitre 8 nous avons vu que, du fait de la faible sensibilité du modèle aux
paramètres du régolithe (areg, φreg, B0SHOE et B0CBOE), il n’était pas possible de déterminer
avec certitudes ces paramètres pour les différentes zones étudiées. En revanche, l’albédo simple
diffusion du régolithe ω0 et le paramètre d’asymétrie de diffusion g sont très bien contraints. Par
conséquent la démarche que nous avons adoptée est d’ajuster, pour chaque zone, les spectres
du régolithe issus de nos ajustements par les modèles utilisés dans le chapitre précédent pour
montrer l’effet de la composition et de la taille des grains sur les spectres. Ainsi, ces ajustements
nous permettent d’avoir accès à la taille des grains et leur composition dans l’hypothèse d’un
mélange moléculaire et d’une distribution mono-taille de grains.
Les résultats des ajustements pour chaque zones d’intérêt sont tracés dans figure 9.7 et
sont résumés dans le tableau 9.2
Nom Distance τmoyen D H/R areg Fraction massique
Moyenne (en km) (µm) de mélange
(en 10−2%)
V ide1 84200 0.093± 0.005 0.0030± 0.0012 105± 63 126± 19 8.7± 2.4
P5 84830 0.42± 0.02 0.0018± 0.0009 192± 54 141± 24 10± 3
P7 86455 0.40± 0.01 0.0041± 0.0015 67± 17 155± 25 9.1± 2.4
P8 88475 0.225± 0.007 0.0016± 0.0008 154± 46 193± 30 6.5± 1.2
P10 89855 0.30± 0.01 0.0010± 0.0006 252± 44 104± 15 2.7± 0.9
P11 90500 0.32± 0.02 0.0013± 0.0005 203± 41 170± 35 3.9± 1.8
C Ramp 91600 0.14± 0.01 0.0014± 0.0006 136± 60 610± 160 1.1± 1.4
Flat Spot 94900 0.83± 0.03 0.007± 0.004 254± 46 180± 8 3.4± 1.3
B21 100200 8.3± 1.2 0.25± 0.09 113± 71 115± 26 1.8± 1.2
B2faible1 101600 1.6± 0.25 0.37± 0.14 31± 31 230± 40 2.1± 1.4
B22 101820 7.3± 1.2 0.31± 0.13 28± 14 141± 47 2.5± 1.3
B23 102937 7.1± 0.9 0.35± 0.12 28± 17 150± 40 1.7± 0.8
B2faible2 104035 1.9± 0.2 0.30± 0.13 40± 19 228± 77 1.5± 0.8
B31 104575 7.2± 1.0 0.35± 0.14 34± 14 182± 57 1.9± 0.06
B32 104850 7.7± 1.0 0.30± 0.14 48± 29 168± 26 1.7± 0.5
B33 105290 7.5± 1.1 0.35± 0.14 50± 40 170± 27 2.9± 1.7
B34 106975 7.0± 0.9 0.40± 0.16 40± 28 170± 22 1.2± 0.3
B3faible 108120 3.6± 0.5 0.29± 0.12 39± 39 144± 22 1.9± 0.5
B41 113040 3.3± 0.6 0.42± 0.20 19± 11 188± 43 2.3± 1.1
B42 114500 2.6± 0.4 0.46± 0.20 12± 9 208± 28 1.8± 0.3
Table 9.2 – Tableau récapitulatif des résultats obtenus après ajustements des données présentées dans le
chapitre 8. Les résultats indiqués sont les moyennes pondérées par les barres d’erreurs calculées selon la procédure
décrite dans la section 9.1. Les erreurs correspondent à l’écart type pondérées par les erreurs de chaque point
des ajustements à différentes longueurs d’onde.
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Vide 1, 84200km τ = 0.093 P5, 84830km τ = 0.42 P7, 86455km τ = 0.40
P8, 88475km τ = 0.225 P10, 89855km τ = 0.30 P11, 90500km τ = 0.32
C Rampe, 91600km τ = 0.14 Flat Spot, 94900km τ = 0.83 B21, 100200km τ = 8.3
B2faible, 101600km τ = 1.6 B22, 101820km τ = 7.3 B23, 102937km τ = 7.1
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B2faible2 , 104035km τ = 1.9 B31, 104575km τ = 7.2 B32, 104850km τ = 7.20
B33, 105290km τ = 7.5 B34, 106975km τ = 7.0 B3faible, 108120km τ = 3.6
B4, 113040km τ = 3.3 B42, 114500km τ = 2.6
Figure 9.7 – Ajustements des albédos simple diffusion du régolithe pour les 21 zones du tableau 8.2. Sur chaque
graphique sont donnés la taille moyenne des grains et le mélange de glace d’eau/carbone amorphe qui ajuste le
mieux les résultats (traits pleins). Les traits en pointillés reproduisent le spectre correspondant aux incertitudes
sur ces deux paramètres.
Tous ces spectres ont été calculés par la même méthode que celle décrite dans le cha-
pitre 8 en faisant l’hypothèse de mélange moléculaire de glace d’eau cristalline et de carbone
amorphe, d’après la méthode de Bohren and Huffman (1983) et de Lucey (1998). Ces spectres
se séparent en deux catégories correspondant aux plateaux de l’anneau C d’une part et aux
zones de l’anneau B d’autre part. Les spectres des plateaux de l’anneau C exhibent des albédos
trop faibles pour n’être que de la glace d’eau pure (albédos de 0.6 maximum), en particulier
pour les albédos à 1.1, 1.2 et 1.3 µm. Les spectres des zones de l’anneaux B quant à eux sont
caractérisés par des albédos plus élevés (albédos maximum de 0.8-0.9), preuve d’une glace d’eau
plus pure comme l’indiquent les fractions massiques de mélange entre la glace d’eau cristalline
et le carbone amorphe à 70K et 90K respectivement. Sur tous ces spectres, il est à noter que
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nous n’observons pas, dans nos données, le pic de Fresnel situé à 3.1µ m (Filacchione et al.
(2007)) et qu’au contraire nous observons un pic légèrement décalé à 3.6µm. Traditionnellement
la disparition du pic de Fresnel est symptomatique du fait que la glace d’eau est sous forme
amorphe et non cristalline. Le pic observé à 3.6µm dépend de la taille des grains. Par conséquent
il est possible que les ajustements que nous avons fait soient légèrement biaisés et donnent des
tailles de grains trop importantes afin de limiter l’effet de la disparition du pic de Fresnel sur
la valeur du χ2. Des tests sur la prise en compte de l’aspect amorphe de la glace d’eau seront
nécessaires afin de valider cette interprétation. Une autre cause possible à l’absence du pic de
Fresnel dans nos observations est le manque de valeur d’albédo de simple diffusion dans nos
données à 3.1µm préciemment, la longueur d’onde d’observation la plus proche de notre étude
étant à 3.141µm.
Afin de discuter des variations de la taille et de la composition des grains en fonction de
leurs positions dans les anneaux nous avons tracé les figures 9.8 et 9.9
C B1 B2 B3 B4 B5
8.0× 104 9.0× 104 1.0× 105 1.1× 105 1.2× 105













Figure 9.8 – Diamètre moyen du régolithe en fonction de la distance à Saturne. Ces valeurs sont issues des
ajustements présentés par la figure 9.7. Les valeurs et erreurs indiquées sur ce graphique sont calculées de la
même manière que pour D et H/R.
Concernant la taille des grains de régolithe, il est difficile d’observer une tendance claire
qui différencie les anneaux C et B. La moyenne de ces tailles de grains pour l’anneau C (en
excluant le point de la rampe C) est de 148 ± 31µm contre 175 ± 34µm pour l’anneau B.
Hedman et al. (2013) trouve des tailles de grains plus petites autour de 30µm et voit une légère
augmentation de la taille de grains dans l’anneau B par rapport à l’anneau C. Il est difficile aux
vues de nos incertitudes d’observer la même tendance. La taille plus faible des grains trouvés
par Hedman et al. (2013) est cohérente avec la probable sur-estimation des tailles de grains par
notre algorithme. Néanmoins, ces valeurs sont cohérentes avec l’étude de Poulet et al. (2003).
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Cet article donne pour l’anneau B une taille moyenne de grains de 187µm contre 1760µm
pour l’anneau C (moyenne des tailles de grains pondérées par les ratios de mélanges). Du fait
de la faible proportion de carbone amorphe introduit dans leur modèle, il est probable que
la valeur pour l’anneau C soit sur-estimée. De plus, les observations de Poulet et al. (2003)
étant effectuées depuis la Terre, la faible résolution utilisée ne permettait pas de distinguer
les plateaux de l’anneau C. Par conséquent, la valeur affichée pour l’anneau C est la moyenne
de la taille de grains situés dans les plateaux et les parties beaucoup plus fines optiquement.
Cela a pour effet de diminuer amplement le facteur de radiance global de l’anneau et par
conséquent les albédos de ce milieu. L’albédo diminuant lorsque la taille des grains augmente,
c’est probablement pour cette raison qu’ils trouvent des tailles de grains si importantes. En
revanche, notre valeur obtenue pour l’anneau B est extrêmement proche de celle issue de leur
étude. Ceci conforte l’interprétation précédente, car sur l’anneau B l’effet de résolution ne fera
que moyenner des zones de même épaisseur optique ce qui n’a pas de conséquences sur les
inversions photométriques.
Enfin, Nicholson et al. (2008) estime que les tailles de grains de régolithe recouvrant les
particules composants les anneaux majeurs de Saturne sont comprises entre 10 et 40µm. Bien
que très inférieures à nos valeurs moyennes, ces tailles de grains sont néanmoins du même
ordre de grandeur. L’ajout de modèles spectraux plus complexes (mélange de tailles de grains,
glace amorphe, contaminant de fer en nano-phase (Clark et al. (2012))) lors de notre inversion
permettra probablement de mieux contraindre nos inversions. Il faut noter que Morishima
et al. (2012) par une étude thermique des anneaux donne une distribution de taille de grains
de régolithe comprise entre 1µm et 1 à 10cm, amplement compatible avec nos valeurs.
C B1 B2 B3 B4 B5
8.0× 104 9.0× 104 1.0× 105 1.1× 105 1.2× 105

















Figure 9.9 – Fraction massique de mélange entre le carbone amorphe et la glace d’eau cristalline en fonction de
la distance à Saturne. Ces valeurs sont issues des ajustements présentés par la figure 9.7. Les valeurs et erreurs
indiquées sur ce graphique sont calculées de la même manière que pour D et H/R.
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Concernant la fraction massique de mélange obtenue par notre étude, du fait des faibles
albédos autour de 1µm, explicables seulement par la présence d’un très fort absorbant, nous
n’avons effectués des ajustements qu’en mélangeant de la glace d’eau cristalline et du carbone
amorphe. Ce qu’il ressort de ce graphique est le très faible taux de contaminant nécessaire pour
expliquer les spectres observés, de l’ordre de 10−2% pour les anneaux B et C. La composition des
anneaux est donc très proche de la glace d’eau pure, plutôt sous forme amorphe comme l’indique
l’absence du pic de Fresnel dans nos observations. Ce résultat est cohérent avec les études citées
précédemment notamment Nicholson et al. (2008) qui ne distingue pas de contaminants dans
l’anneau B, révélant ainsi l’apparente extrême jeunesse de cette structure. Tout comme nous,
Hedman et al. (2013) observent une diminution de la fraction de mélange entre l’anneau C et B.
Ils ne font aucune hypothèse sur la nature du contaminant décrivant uniquement les tendances
de rapport de bandes observées le long des anneaux par conséquent il n’est pas possible de
comparer nos valeurs aux leurs. Enfin , Poulet et al. (2003) mesure une fraction massique de
carbone amorphe de 0.07% couplée avec 0.41% de tholins pour l’anneau C (le reste étant de la
glace d’eau cristalline) ce qui est tout à fait compatible avec nos valeurs moyennes pour l’anneau
C (0.07± 0.03%) malgré la non-necessité de tholins dans notre modélisation. En revanche pour
l’anneau B, Poulet et al. (2003) montre que 2.3% de carbone amorphe et 0.74% de tholins
sont nécessaires pour expliquer leurs observations. La tendance est inverse à la notre et celles
issues des autres études. Néanmoins, leur modèle étant plus complet que le nôtre (mélange
de différentes tailles de grains de glace d’eau, inclusions de tholins et carbone amorphe de
tailles différentes), il est difficile de donner une interprétation rigoureuse de ces différences. Les
observations datant de l’ère pré-Cassini il est raisonnable de penser que les données souffraient
peut être de plus de biais observationnels que les études plus récentes.
Enfin, la taille de grains extraite des ajustements pour la zone "Rampe C" est nettement
supérieure aux autres tailles de grains. Rien ne laisse penser que cette valeur souffre d’un biais
dans les données ou dans le processus d’inversion aux vues des ajustements, que ce soit de l’effet
d’opposition ou de l’inversion des albédos. Par conséquent, cette valeur est peut être le signe
de phénomènes physiques inconnus (postulés par Porco et al. (2005)) qui créent des grains plus
gros que pour le reste de l’anneau, au sein de la Rampe C.
Au terme de ces discussions, l’image qui émerge du régolithe des anneaux est la suivante.
Le régolithe est principalement composé de glace d’eau pure, probablement sous forme amorphe
ce qui peut s’expliquer par le bombardement météoritique des anneaux qui vient casser les
structures cristallines des grains de glace et contaminer le régolithe. Les plateaux de l’anneau
C sont plus contaminés que l’anneau B. L’explication la plus communément admise jusqu’à
présent est que la masse de l’anneau C étant bien plus faible que celle de l’anneau B (Esposito
et al. (1983b)), la pollution de contaminant par bombardement météoritique est bien plus
diluée dans les anneaux massifs que dans les anneaux fins. Nos observations sont parfaitement
compatibles avec cette explication.
9.3 Contraintes sur les modèles photométriques
Nous avons montré dans les sections précédentes que le modèle photométrique multi-
échelle utilisé dans notre étude donne accès directement aux propriétés structurelles de l’anneau
et indirectement aux caractéristiques physiques du régolithe recouvrant les particules d’anneaux
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grâce au comportement de l’albédo simple diffusion en fonction de la longueur d’onde. L’autre
caractéristique bien contrainte par nos ajustements est le paramètre d’asymétrie de diffusion du
régolithe g. La figure 9.10 trace l’évolution de ce paramètre en fonction de l’épaisseur optique
de l’anneau observé pour différentes longueurs d’onde.
Figure 9.10 – Valeur du paramètre d’asymétrie de diffusion du régolithe en fonction de l’épaisseur optique de
l’anneau observé pour les longueurs d’onde d’intérêt du tableau 8.3. Les barres d’erreurs associées sont issues
de la statistique sur les ajustements génétiques effectués (voir discussion chapitre 8).
Il est possible d’observer une tendance générale sur ce graphique. La plus évidente est
l’augmentation de la valeur de g lorsque l’épaisseur optique augmente, passant de −0.4 à −0.3
en moyenne lorsque τ passe de 0.1 − 0.5 à 7 − 8. Même si cet effet est léger, il est possible
qu’il soit lié au fait que plus les albédos simple diffusion sont élevés (comme c’est le cas dans
les zones de forte épaisseurs optiques), plus le terme de diffusion multiple isotrope implémenté
dans le modèle d’Hapke tend à noyer le terme de diffusion simple et par conséquent rend le
paramètre d’asymétrie plus proche d’un comportement isotrope (diminution de g).
La tendance plus subtile que l’on peut discerner dans ce graphique est la tendance qu’a
g d’être systématiquement plus faible à basses longueurs d’onde qu’aux longueurs d’onde les
plus grandes. Là encore, cela est probablement dû à l’effet de l’albédo simple diffusion qui
est généralement plus faible au delà de 3µm qu’en deçà. La figure 9.11 semble confirmer cette
hypothèse. Même si une tendance nette n’est pas aisément discernable, les points dont les
albédos de simple diffusion ω0 sont proche de 0.9 et au delà semblent exhiber des paramètres
d’asymétrie de diffusion globalement plus faibles.
L’une des questions majeure de la photométrie, notamment de la modélisation de l’effet
d’opposition, est la contribution respective du SHOE et du CBOE. De nombreuses études le
plus souvent contradictoires (Belskaya and Shevchenko (2000), Hapke et al. (2012), Kaydash
et al. (2013)) tentent de répondre à cette question.
Nous avons nous-mêmes modélisé et comparé les contributions du SHOE et CBOE au sein
des anneaux 9.12. Bien que notre modèle soit peu sensible à ces paramètres, il est néanmoins
intéressant de voir si un comportement moyen quelconque se dessine.
Aux vues des barres d’erreur sur le rapport entre ces amplitudes, il est délicat d’émettre
une conclusion définitive sur la contribution de ces termes à l’effet d’opposition. Il ressort des
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Figure 9.11 – Valeur du paramètre d’asymétrie de diffusion du régolithe en fonction de l’albédo de simple
diffusion du régolithe de l’anneau observé pour les longueurs d’onde d’intérêt du tableau 8.3. Les barres d’erreurs
associées sont issues de la statistique sur les ajustements génétiques effectués (voir discussion chapitre 8).
9.0× 104 1.0× 105 1.1× 105











Figure 9.12 – Évolution des amplitudes des effets d’opposition B0SHOE en rouge et B0CBOE en bleu en fonction
de la distance à Saturne. La courbe verte indique le rapport B0CBOE/B0SHOE sur cette même zone.
ajustements que le SHOE est privilégié par rapport au CBOE par le simple fait que son effet
est visible à plus fort angle de phase que le CBOE. Les angles de phases sondés par nos données
ne nous donnent probablement pas accès au CBOE, bien que nous allions jusqu’à des angles
de phases proches de 10−3 ◦ potentiellement suffisants pour lever la dégénerescence intrinsèque
entre ces deux effets (Belskaya and Shevchenko (2000)). Cependant, dans notre cas, l’effet
du R-SHOE rend encore plus difficile la distinction des contributions à l’effet d’opposition.
Seule de telles observations avec un détecteur de polarisation de la lumière permettrait de
trancher définitivement le débat sur ce sujet, les SHOE (anneau et régolithe) n’impactant pas









L’étude que nous avons effectuée au cours de cette thèse s’inscrit dans la problématique
générale de la formation du système de Saturne. Afin de tester la validité du modèle classique
de formation de Saturne et de son environnement, une meilleur connaissance du système d’an-
neaux et des satellites de glace composant ce système est nécessaire. En particulier, les faibles
contraintes sur la masse des anneaux et le manque de données sur les propriétés rhéologiques
des lunes de glace ne permettent pas de conclure sur le mode et sur les échelles de temps
nécessaires à la formation de ce système.
Or, la connaissance de l’âge des anneaux est en partie déterminée par la mesure de leurs
masse, intimement liée à leurs structures (en particulier, leurs densités et l’épaisseurs) ainsi que
la taille des particules les composant, inconnue au début de mon travail de thèse. Les propriétés
rhéologiques du sol et proche sous-sol des satellites, quant à eux, donnent une information sur
la composition des corps très tôt dans leur histoire (proche de l’époque où ils se sont formés)
et ainsi sur leur mode de formation des lunes. Bien que connues pour un grand nombre des
satellites de Saturne, les valeurs des paramètres rhéologiques d’Encelade, lune si particulière
du système de Saturne par son intense activité géologique actuelle, restent méconnues. Un
des moyens pour acquérir cette connaissance est d’étudier la distribution de la profondeur des
cratères en fonction de la taille de ces derniers. En effet, l’impact d’un astéroïde ou d’une comète
sur un corps, sonde les propriétés mécaniques du sol du corps impacté (déformation, élasticité,
plasticité). Or, le manque de données altimétriques pour Encelade ne permet pas de connaitre
la profondeur des cratères sur ce corps.
C’est pourquoi les deux objectifs de cette thèse sont:
– Déterminer la structure des anneaux de Saturne et sa variations au sein des anneaux.
– Déterminer les profondeurs des cratères d’Encelade et leur distribution en fonction de
leur diamètre.
Pour ce faire, nous disposons des données des imageurs de la sonde Cassini, en particulier
des instruments ISS et VIMS, apportants la résolution angulaire et spectrale nécessaire pour
répondre à ses objectifs. L’observable auxquels donnent accès ces instruments est le facteur de
radiance I/F , rapport entre le flux diffusé par la surface observée et le flux incident sur cette
surface. Or, les propriétés de diffusions des anneaux ou de la surface d’Encelade est contrôlée
par la combinaison des propriétés de diffusion du régolithe recouvrant ces corps mais aussi par
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les propriétés de diffusion dues aux échelles macroscopique de ces corps, structure des anneaux
dans le premier cas, forme du cratère pour le second cas.
C’est pourquoi mon travail de thèse a constitué à créer ou adapter des modèles photomé-
triques prenant en compte l’aspect multi-échelles de ces corps.
Nous avons montré que l’utilisation de ces modèles pour l’étude de ces objets a permis de
discerner les contributions du régolithe de celles de la structure macroscopique de ces corps.
La construction du modèle multi-échelles de rugosité due au cratère, mêlant la forme para-
loboïdale des cratères et la photométrie du régolithe le recouvrant, permet de mesurer le rapport
d’aspect des cratères (rapport profondeur/diamètre) observés sous de multiples configurations
géométriques. Ainsi, la profondeur des cratères d’une part et les propriétés du régolithe recou-
vrant ces derniers d’autre part ont été déterminées pour un échantillon de 76 cratères répartis
sur les régions fortement cratérisées de la surface d’Encelade après ajustement entre ce modèle
et les observations ISS/NAC de la sonde Cassini. Aucune régionalité évidente concernant l’al-
bédo de simple diffusion et du paramètre d’asymétrie de diffusion du régolithe n’a été détectée
à la surface d’Encelade. Il en est de même pour le rapport d’aspect des cratères dont les varia-
tions sont principalement corrélées à la taille des cratères et non à leur localisation géographique.
Une fois ces mesures de profondeurs de cratères effectuées, la profondeur et le diamètre
de transition entre les cratères simples et complexes d’Encelade ont été déterminées après ajus-
tement des régimes simples et complexes sur les cratères les moins relaxés par les processus
post-impacts. Les valeurs ainsi obtenues indiquent, que le diamètre de transition d’Encelade
vaut 18.4+7.9−4.6km pour une profondeur de transition de 1.8+0.7−0.5km. Notre mesure du diamètre de
transition est tout à fait en accord avec celle d’études antérieures qui, par inspection visuelle
ont déterminé une valeur de 15 ± 5km (Chapman and McKinnon (1986), Schenk (1989)). La
profondeur de transition déterminée par notre étude est une première et ne peut par consé-
quent pas être comparée aux travaux antérieurs. Grâce à la détermination de ces propriétés
d’Encelade, le calcul des propriétés rhéologiques du sol et proche sous-sol de cette lune a, pour
la première fois, été effectuée, indiquant une viscosité effective ηeff = 1.2+0.9−0.4 × 107Pa.s et une
cohésion effective c = 37+14−10kPa (paramètre du modèle rhéologique de Bingham).
Ces valeurs, comparées aux propriétés rhéologiques des autres lunes de glace du système
de Saturne, indiquent que la proche surface des régions cratérisées d’Encelade à l’époque de
cratérisation, se comportait comme celle des autres lunes de glace dont nous connaissons les
propriétés. Ainsi, bien qu’Encelade soit, à ce jour, la seule lune de glace du système solaire à
exhiber une activité géologique aussi intense, les propriétés de son sol et proche sous-sol sont
équivalentes aux autres lunes du système de Saturne, montrant que l’ensemble de ces lunes
devaient posséder une enveloppe de glace au moment de leur cratérisation (très certainement
très tôt après leur formation).
Nous avons montré que l’étude de l’effet d’opposition dans les anneaux permet de son-
der les propriétés structurelles des anneaux principaux de Saturne. Pour ce faire, nous avons
construit un modèle multi-échelles couplant les propriétés de diffusions du régolithe (échelle
microscopique), intégrées sur les particules d’anneaux (échelle mésoscopique), avec l’effet col-
lectif des particules d’anneaux d’épaisseur finie (échelle macroscopique). L’étude de sensibilité
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de l’effet d’opposition aux paramètres du modèle (densité, épaisseur et taille des particules
constituantes de l’anneau, albédo de simple diffusion, paramètre d’asymétrie de diffusion, rayon
moyen et densité des grains de régolithe, amplitude de l’effet d’opposition par ombrage mu-
tuel des grains de régolithe et amplitude de l’effet d’opposition par rétro-diffusion cohérente)
montre qu’il existe une dégénérescence entre l’épaisseur et le rayon moyen des particules d’an-
neau. L’effet d’opposition est particulièrement sensible à l’albédo de simple diffusion et au
paramètre d’asymétrie de diffusion du régolithe ainsi qu’à la densité et au rapport épaisseur de
l’anneau/rayon des particules (rapport H/R), propriétés structurelles de l’anneau.
De plus, il a été montré que l’observation de l’effet d’opposition sous différentes confi-
gurations géométriques d’observations et d’illumination, permet de distinguer les différentes
échelles, c’est à dire les effets comptant pour le régolithe de ceux de la structure de l’anneaux.
La comparaison du modèle multi-échelles d’effet d’opposition aux observations ISS et
VIMS, a permis de contraindre la structure des anneaux sur une vingtaine de zones couvrant
les plateaux de l’anneau C et les anneaux B1, B2, B3 et B4 de l’anneau B. Ces ajustements,
effectués pour plus de vingt longueurs d’onde du proche infrarouge pour chaque zone, montrent
une robustesse dans notre détermination des paramètres structurels de l’anneau (valeurs proches
de densité et de rapport H/R pour des ajustements effectués indépendamment à différentes
longueurs d’onde pour une même zone d’anneau). Ainsi, l’évolution de la densité et du rapport
H/R en fonction de la distance à Saturne a pour la première fois été cartographiée.
Ces cartes radiales de D et H/R montrent que les plateaux de l’anneau C sont beaucoup
moins denses que l’anneau B, passant en moyenne de D = 2×10−3±1×10−3 à D = 0.35±0.06
avec une transition dans la rampe C et la "Flat spot" de l’anneau B1 (densité proches de
10−2). De plus, les plateaux de l’anneau C, ainsi que ces deux zones de transitions, semblent
plus étalés verticalement que l’anneau B (H/R proche de 170 ± 70 pour l’anneau C et zones
de transition C/B, comparé à H/R = 40 ± 25 pour l’anneau B). Ainsi, l’augmentation de
l’épaisseur optique de l’anneau C vers l’anneau B se fait par la densification du milieu couplé
à une diminution de leur épaisseur. Les valeurs élevées de densité mesurées dans l’anneau B
réconcilient les observations et les simulations numériques qui prédisent des densités comprises
entre 0.1 et 0.3 selon les auteurs (Salo (1995), Salo and Karjalainen (2003)). De plus ces valeurs
sont totalement en accord avec l’étude thermique des anneaux effectuée par Ferrari and Reffet
(2013), qui mesurent une densité des anneaux à une distance de 105 000km de densité entre
0.22 et 0.34 pour un rapport H/R compris entre 33 et 55 (respectivement 0.33± 0.03 et 43± 7
pour notre étude à la même distance de Saturne). De même, bien que nous n’ayons pas accès
à la taille des particules d’anneaux, il est possible, à l’aide des valeurs de taille de particule
de Ferrari and Reffet (2013), d’estimer la densité surfacique des anneaux à 105 000km, soit
920± 220kg.m−2, compatible avec les valeurs estimées par Ferrari and Reffet (2013), Esposito
et al. (1983a) respectivement 640± 110kg.m−2 et 700± 100kg.m−2.
L’évolution du rapport H/R en fonction de l’épaisseur optique des anneaux indique que
ces derniers sont plus vraisemblablement constitués de particules dites "smooth" (Schmidt et al.
(2009)) c’est à dire de particules glacées recouvertes d’une fine couche de régolithe impliquant
un comportement collisionnel plus élastique que des particules totalement glacées résultant en
l’étalement des anneaux à faible épaisseur optique.
Les ajustements du modèle multi-échelles permettent de contraindre les albédos de simple
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diffusion du régolithe recouvrant les particules d’anneaux de la zone observée, pour les longueurs
d’ondes d’observations choisies, construisant ainsi les spectres de ce régolithe (limité à une
vingtaine de longueurs d’onde). Après ajustement de ces spectres par un modèle simple de
mélange moléculaire de glace d’eau cristalline à 70K et de carbone amorphe à 90K, la taille et
la fraction massique de mélange des grains de régolithe a été mesurée en fonction de la distance
à Saturne.
Il ressort de cette étude que l’anneau C est composé de grains de régolithe dont la part de
carbonne amorphe est plus élevée que celle des grains de régolithe de l’anneau B (7±3×10−2%
contre 1.9± 0.5× 10−2%), indiquant probablement une contamination plus forte de l’anneau C
par le bombardement météoritique. Notre étude indique une taille de grains de régolithe relati-
vement constante dans les anneaux de Saturne (148±31µm pour l’anneau C contre 175±34µm
pour l’anneau B). Toutes nos valeurs sont compatibles avec les études précédentes effectuées
par des observations depuis la Terre ou par les données Cassini (Poulet et al. (2003), Nicholson
et al. (2008), Hedman et al. (2013)), bien que nous trouvions des tailles de grains légèrement
plus grands que dans ces études, probablement du fait de l’utilisation d’une modélisation rela-
tivement simple.
Par conséquent, au vue des ces résultats, la masse de l’anneau B semblant légèrement plus
élevée que ce qui est indiqué par les autres études et la composition des anneaux paraissant très
pure en glace d’eau, nous tendons nous aussi vers un anneau dont les caractéristiques indiquent
une formation récente dans l’histoire du système solaire, ou sujet à un recyclage efficace du
régolithe. De son coté, la grande similarité des propriétés rhéologiques des satellites de glace du
système de Saturne, dont Encelade, indique que tous ces corps étaient déjà recouverts d’une
enveloppe de glace de plusieurs dizaines de kilomètres lors de leur cratérisation. Si cette craté-
risation est due à l’intense période de bombardement tardif du système solaire (LHB Wetherill
(1975)) situé environ 800 millions d’années après l’inclusion des CAI, alors cela contraint forte-
ment les échelles temporelles suivies par les modèles de formation de ces lunes de glace. Ainsi
notre étude favorise plutôt les modèles non-classiques permettant de créer rapidement cette
enveloppe de glace sur toutes les lunes rapidement après leur formation (modèle de Charnoz
et al. (2009) par exemple).
Par conséquent, bien que ces mesures amènent de nouvelles connaissances sur le système de
Saturne, le paradoxe de l’âge des anneaux et ainsi du mode de formation de ce système semble
demeurer. Il se dessine le modèle suivant: Formation d’un anneau autour de Saturne par la
destruction par effets de marée d’un corps pré-différencié, tôt dans l’histoire de la formation
du système. Création des lunes de glaces principales déjà différenciées à partir de l’anneau puis
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11.1 Encelade, modèle de cratère
11.1.1 Étude multi-longueur d’onde du régolithe
L’étude que nous avons réalisée sur les cratères d’Encelade a été effectuée en inversant
des données issues de la caméra ISS-NAC dans le filtre CLR-GRN centré à 568 nm. Notre
modélisation multi-échelles décorrèle l’effet du régolithe de l’effet de la morphologie du cratère.
Par conséquent, une étude identique utilisant des données à d’autres longueurs d’onde est
tout à fait pertinente. Deux apports principaux : d’une part l’obtention de l’albédo de simple
diffusion et du paramètre d’asymétrie de diffusion du régolithe à d’autres longueurs d’onde
donne la possibilité d’estimer la composition et la structure du régolithe ; d’autre part, le rapport
d’aspect des cratères n’étant par définition pas sensible à la longueur d’onde d’observation, cela
nous permettrait de valider la robustesse de nos estimations de profondeurs. Au delà de la
comparaison à la photogrammetrie développée dans l’article, cette comparaison multi-longueur
d’onde validerait totalement le modèle et l’approche multi-échelle. D’éventuelles différences
dans les barres d’erreurs permettraient de réduire l’erreur totale sur la détermination de la
profondeur de chaque cratère et ainsi d’augmenter la précision sur les paramètres rhéologiques
d’Encelade. Le filtre pour lequel le nombre d’observations est suffisant pour utiliser notre modèle
est le filtre CLR-UV3 centré autour de 343 nm pour une largeur à mi-hauteur de 20 nm. Une
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meilleure procédure de navigation et de re-navigation des images permettrait aussi d’utiliser
les images hautes résolutions d’Encelade pour lesquelles le limbe n’est pas visible et d’ainsi
augmenter sensiblement l’échantillon d’images utilisable, d’augmenter le nombre de cratères et
le nombre de filtres d’observation. Tous les outils numériques d’extractions et d’analyses sont
près et adaptables facilement.
11.1.2 Modèle de forme avec pic central
La lacune principale de notre étude se situe dans la prise en compte simplifiée de la forme
de nos cratères. La présence d’un pic central ou d’un rebond au centre du cratère change effecti-
vement le comportement photométrique de ce dernier et par conséquent l’inversion subséquente.
La confrontation à la photogrammetrie indique malgré tout que pour des cratères complexes
peu déformés tels Julnar ou même Zumurrud (voir article), notre modèle estime correctement
leur rapport d’aspect. Néanmoins, une des informations utiles dans l’analyse du processus de
cratérisation est d’estimer la hauteur et la largeur du pic central par rapport aux bords du
cratère (Melosh (1989)). Implémenter une forme plus complexe de cratère permettrait l’accès à
ces paramètres. La vectorisation complète du modèle de forme que nous avons implémenté dans
le chapitre 5 permet de changer aisément la forme du cratère, bien plus que ne le permettent les
équations analytiques du modèle de Hameen-Anttila et al. (1965). Dans le cadre d’un stage de
Master 2 que j’ai co-encadré, nous avons commencé à étudier la forme qui reproduit le mieux
la forme paraboloïdale couplée avec un pic central.
Figure 11.1 – Modèle de forme de cra-
tères complexes décrit par l’équation
11.1. Le cratère est numérisé par une
grille de coordonnées 50× 50. Pour cet
exemple, le rapport d’aspect a été fixé
à 0.4, la largeur à mi-hauteur divisée
par le diamètre du cratère à été fixée à
0.2 et l’amplitude du pic divisée par le
diamètre du cratère à 0.5.
La solution envisagée est de conserver l’équation
du paraboloïde de révolution auquel on ajoute une
surface gaussienne paramétrisée par la largeur à mi-
hauteur du pic et son amplitude maximale (voir figure
11.1).











Ainsi, le modèle de forme n’est plus uniquement décrit
par le rapport d’aspect q mais aussi par la largeur à mi-
hauteur du pic σpic et l’amplitude du pic Apic. Le total des
paramètres libres de notre modèle passe par conséquent à 5.
Pour une vitesse de calcul proche de 5 secondes par jeu de
donné pour chaque géométrie d’observation, un ajustement
exhaustif comme celui employé jusqu’alors n’est pas conce-
vable. L’utilisation d’algorithmes plus sophistiqués comme
les algorithmes génétiques par exemple, devient indispen-
sable (voir chapitre 8 pour plus de précision sur cet algorithme). Cependant, étudier l’effet




11.1.3 Applications aux autres lunes de glace
Enfin, la généralisation de notre travail aux autres lunes et corps (sans atmosphère) du
système solaire apparait comme une suite logique à notre travail. En particulier, l’étude de
Mimas, seule lune montrant une tendance à s’écarter de la loi empirique pour les corps glacés
(voir 7.13) semble une cible de choix. De plus, l’une des forces de notre modèle est l’utilisation
de données même à faible résolution. Ainsi, les données des sondes Voyager ayant imagées la
surface des satellites d’Uranus et de Neptune sont potentiellement re-exploitables et permet-
tront d’explorer une nouvelle gamme de gravité de surface avec potentiellement de nouvelles
indications sur les modèles de formations de ces corps. Enfin, la sonde JUICE (JUpiter ICy
moons Explorer Grasset et al. (2013)) dédiée notamment à l’étude des satellites de Jupiter
atteindra ce système en 2030. L’un des thèmes de recherche de cette mission "Gaseous giants
and their moons: Study Jupiter in situ, its atmosphere and internal structure. Giant planets
with their rings, diverse satellites and complex environments constitute systems that play a key
role in the evolution of planetary systems" est dans la suite logique de l’étude des satellites
faites par la sonde Cassini. Des modèles perfectionnés de photométrie et de formes de terrains
seront tout à fait pertinent à utiliser pour extraire les informations nécessaires à la meilleure
compréhension des interaction satellites-planètes géantes et de leur environnement, ainsi que
d’une meilleure compréhension de la façon dont elles se sont formées.
11.2 Anneaux de Saturne, modèle de R-SHOE
11.2.1 Modèles d’albédos
La taille de grains que nous obtenons pour le régolithe recouvrant les particules d’anneaux
par nos ajustements d’albédos semblent supérieure à ce que l’on trouve dans la littérature.
Ces différences viennent probablement du modèle d’inversion des albédos qui est très simple
(deux espèces chimiques, une taille de grains, une fraction de mélange). Le bombardement
météoritique des anneaux a pour effet de contaminer ces derniers par des nano-grains de fer
(Clark et al. (2012)) dont l’absorption est importante en particulier dans l’UV mais aussi autour
de 4.3µm. Bien que nous n’ayons pas la résolution spectrale suffisante pour discerner une telle
absorption pour l’instant, il est possible qu’il y ait un effet moyen dans cette région spectrale
ce qui expliquerait peut être nos faible valeurs d’albédos à 4.4µm. Ces grains étant bien plus
petits que la longueur d’onde d’observation, leurs comportement diffusif suit la loi de diffusion
Rayleigh (voir 2.4). Les efficacités d’extinction varient avec la longueur d’onde selon une loi
en 1/λ4 ce qui change profondément notre modélisation du régolithe. En toute rigueur nous
devrions intégrer dès le début de la modélisation du régolithe la possibilité de mélanges de
composition chimique et de taille de grains, dans des régimes de diffusion différents. Cette
nouvelle modélisation introduit de nouveaux paramètres libres ce qui nécessite des processus
d’ajustements plus sophistiqués encore, telles les chaines de Markov. Un important travail de
parallélisation et de codage d’algorithme dans des langages plus sophistiqués qu’IDL sont les
prochaines étapes pour augmenter la rapidité de l’inversion et par conséquent la possibilité de
complexifier les modèles d’effet d’opposition et de spectres.
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11.2.2 Lien avec l’infrarouge thermique
L’une des difficultés de notre méthode d’inversion est l’impossibilité d’utiliser toutes les
longueurs d’onde en même temps. En effet, nous avons effectué autant d’ajustements que de
longueurs d’onde sélectionnées pour chaque zone. Il est dommage de ne pas utiliser l’intégralité
des données pour mieux contraindre nos modèles. La densité et le rapport H/R des anneaux
étant indépendants de la longueur d’onde, la prise en compte de toutes les longueurs d’ondes
lors des inversion n’est pas difficile. C’est l’effet du régolithe, dont le comportement photo-
métrique varie spectralement qui rend délicat une telle méthode, ajoutant 4 paramètres libres
supplémentaires par longueur d’onde.
De manière plus générale, une convergence avec le modèle thermique de Ferrari and Reffet
(2013) semble dans la lignée de l’approche multi-longueur adoptée par notre étude. Une ap-
proche similaire dans la modélisation de l’effet d’opposition appliquée à l’infrarouge thermique
parait prometteuse notamment pour lever la dernière dégénerescence structurelle qui caracté-
rise notre étude (portant sur les paramètres H et R). L’observation d’un effet d’opposition à ces
longueurs d’ondes étant d’ores et déjà possible (Altobelli et al. (2009)), il ne reste "qu’à " trou-
ver le formalisme commun à toute la gamme spectrale visible, infrarouge proche et infrarouge
thermique, accessible par Cassini.
11.2.3 Échantillonage en distance à Saturne
Les structures plus complexes dynamiquement telles les résonances ou les wakes nous
imposent jusqu’à maintenant d’éviter les zones hôtes de ces structures, notamment l’anneau A
et la division de Cassini. De plus les orbites excentriques de ces anneaux rendant l’extraction
des courbes de phases délicates du fait des problèmes de navigation décrits dans le chapitre 8, il
n’était pas possible d’appliquer notre modèle sur ces zones. Un effort dans la navigation de ces
structures est nécessaire pour contraindre les propriétés de ces anneaux afin de renseigner sur
l’ensemble des anneaux majeurs et ainsi de mieux appréhender leur origine et leur évolution.
11.2.4 Modèle de R-SHOE
Lors de la présentation du modèle de SHOE dans le régolithe (2.5), nous avons justifié la
nécessité de rajouter le terme d’amplitude B0SHOE pour prendre en compte l’effet de diffusion
à travers le grain de régolithe ce qui décorrelle les directions d’incidence et d’émergence sur
le grain, réduisant l’effet d’ombrage mutuel de grains, d’où l’existence de ce terme. Pourtant,
l’effet du régolithe sur les particules d’anneau change la direction d’émergence du rayon incident
du fait de l’anisotropie de diffusion ou bien de la diffusion multiple. Cette décorrellation des
directions dépend donc des propriétés de diffusion du régolithe, qui changent avec la longueur
d’onde. Ainsi, il est possible qu’il existe encore un faible lien entre le régolithe et le R-SHOE
malgré nos effort pour décorreller la contributions de ces différentes échelles. Pour que les
échelles soient correctement séparées il est possible qu’il faille prendre en compte cet effet sur le
R-SHOE en modulant son amplitude par un terme B0R−SHOE . Étant donné que nous ne voyons
pas d’effets spectraux sur les paramètres structurels des anneaux, cet effet doit probablement
être minime. Néanmoins, afin de tester cette hypothèse, seule les simulations numériques de
tracés de rayons permettront de se faire une idée claire sur l’impact du régolithe sur le R-SHOE.
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Enfin, la prise en compte de la distribution de tailles de particules dans les anneaux reste à
explorer. Une stratégie en deux temps semble pertinente : intégrer dans le modèle la distribution
couramment dérivée par la communauté (Schmidt et al. (2009)), puis laisser comme paramètre
libre la pente de la distribution ainsi que les taille minimale et maximale de particules. La
modélisation de l’effet de distribution de taille sur l’ombrage mutuel de particules n’a encore
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Détail des équations de la théorie de
Mie
Dans le cadre de la théorie de Mie, les sections efficaces d’extinction et de diffusion , dans






















où ψn(x) = xjn(x), ξn(X) = xhn(x) avec jn(x) fonction de Bessel sphérique de première espèce
et hn(x) fonction sphérique de Hankel de deuxième espèce.
De même, l’indicatrice de diffusion P (α) a pour expression:
P (α) = λ
2
8pi2σS
× (|S1(α)|2 + |S2(α)|2) (A.3)











n(n+ 1)[anτn(cos (α)) + bnpin(cos (α))] (A.4b)
avec
253
Annexe A. Détail des équations de la théorie de Mie
pin(cos (α)) =
P 1n(cos (α))
sin (α) (A.5a) τn(cos (α)) =
d
dα
P 1n(cos (α)) (A.5b)
où
P 1n(cos (α)) correspond au polynôme de Legendre de degré n et d’ordre 1.
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Annexe B
Formulation analytique du modèle de
rugosité due à un cratère
Pour toute facette de coordonnées (x, y, z) caractérisée par des angles i′, e′ et α′, les for-
mules pour calculer ces angles, connaissant i, e et α sont:
µ′0 = cos (i′) =
cos (i)− 2 sin (i)× (X cos (Az) + Y sin (Az))
C
(B.1a)






1 + 4(X2 + Y 2) (B.1c) X = h
R2
x (B.1d) Y = h
R2
y (B.1e)
cos (Az) = cosα− cos (i) cos (e)sin (e) sin (i) (B.1f)
























+ y2 ≥ R2 (B.2b)
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C.1 Zone Vide1, 84200km
Figure C.1 – Meilleur ajustement à 1.573µm
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C.2 Zone P5, 84830km
Figure C.2 – Meilleur ajustement à 1.573µm
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C.3 Zone P7, 86455km
Figure C.3 – Meilleur ajustement à 1.573µm
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C.4 Zone P8, 88475km
Figure C.4 – Meilleur ajustement à 1.573µm
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C.5 Zone P10, 89855km
Figure C.5 – Meilleur ajustement à 1.573µm
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C.6 Zone P11, 90500km
Figure C.6 – Meilleur ajustement à 1.573µm
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C.7 Zone C Ramp, 91600km
Figure C.7 – Meilleur ajustement à 1.310µm
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C.8 Zone Flat Spot, 94900km
Figure C.8 – Meilleur ajustement à 1.310µm
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C.9 Zone B21,100200km
Figure C.9 – Meilleur ajustement à 1.310µm
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C.10 Zone B2faible, 101600km
Figure C.10 – Meilleur ajustement à 1.310µm
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C.11 Zone B22, 101820km
Figure C.11 – Meilleur ajustement à 1.310µm
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C.12 Zone B23, 102937km
Figure C.12 – Meilleur ajustement à 1.310µm
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C.13 Zone B2faible2, 104035km
Figure C.13 – Meilleur ajustement à 1.310µm
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C.14 Zone B31, 104575km
Figure C.14 – Meilleur ajustement à 1.310µm
271
Annexe C. Ajustements des zones d’intérêt des anneaux
C.15 Zone B32, 104850km
Figure C.15 – Meilleur ajustement à 1.310µm
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C.16 Zone B33, 105290km
Figure C.16 – Meilleur ajustement à 3.464µm
273
Annexe C. Ajustements des zones d’intérêt des anneaux
C.17 Zone B34, 106975km
Figure C.17 – Meilleur ajustement à 1.310µm
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C.18 Zone B3faible, 108120km
Figure C.18 – Meilleur ajustement à 1.310µm
275
Annexe C. Ajustements des zones d’intérêt des anneaux
C.19 Zone B41, 113040km
Figure C.19 – Meilleur ajustement à 1.310µm
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C.20 Zone B42, 114500km
Figure C.20 – Meilleur ajustement à 1.310µm
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Annexe D
Présentation du logiciel de
visualisation des données Cassini
Du fait de la grande quantité de données fournie par la sonde Cassini, en particulier par
les instruments ISS et VIMS, et de l’aspect multi-variables de l’effet d’opposition (géométrie,
longueur d’onde, épaisseur optique de la zone observée), il était difficile d’appréhender facile-
ment le comportement de l’effet d’opposition. C’est pourquoi, au cours de ma thèse, j’ai créé
une interface graphique permettant d’afficher simultanément les images ISS ou VIMS et la
courbe de phase résultante. Ce logiciel, développé en langage IDL, est devenu la clé de voute
de mon étude sur les anneaux de Saturne, permettant de choisir, d’extraire, de superposer les
données mais aussi de créer des courbes synthétiques et de lancer les ajustements entre modèle
et données en utilisant différents modèles et processus d’ajustements.
Dans cette annexe je me propose d’illustrer les différentes fonctionnalités de ce logiciel
que j’ai choisi de nommer LOVAMUSE pour Logiciel de Visualisation et d’Ajustement MUlti-
Spectral d’Effet d’opposition.
Figure D.1 – Interface générale LOVAMUSE
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L’interface générale de LOVAMUSE (voir figure D.1) se compose de deux fenêtres gra-
phiques et de différents icônes dont je vais expliquer les fonctionnalités. Les deux fenêtres
graphiques permettent d’afficher, à gauche l’image ISS ou VIMS (sur cet exemple c’est une
image ISS WAC) et, à droite, les différents graphiques tels que les courbes de phase extraites
des images ou encore les spectres extraits des cubes VIMS.
Sur cet exemple, on peut voir que seuls deux icônes sont "activés" (mis à part les boutons
"annuler" et "Effacer le graphique?"). Le premier icône auquel je m’intéresse est celui nommé
"zones" (en bas à gauche).
Lorsque l’on clique dessus (voir figure D.2), un menu déroulant permet de sélectionner
l’une des 21 zones définies dans le chapitre 8. Sont indiquées le nom, la distance et l’épaisseur
optique associés à ces zones. Lors du choix d’une de ces zones, le logiciel répertorie dans la
base de donnée toutes les images naviguées au préalable, au sein desquelles la zone choisie est
présente.
Figure D.2 – Choix de l’annelet
Ainsi, une nouvelle fenêtre s’ouvre permettant de choisir si l’on veut trier les données par
images ou par longueurs d’onde (icône "lambda") comme illustré par la figure D.3.
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Figure D.3 – Choix par longueur d’onde
D.1 Choix par longueur d’onde
Si l’on choisi l’icône "lambda", le programme indique chaque longueur d’onde (en µm)
pour laquelle la zone voulue est présente. 0.635 correspond aux images ISS/WAC tandis que les
autres correspondent aux images VIMS. Cette interface permet de choisir la longueur d’onde
à laquelle on veut construire la courbe de phase. Si l’on choisi la longueur d’onde 0.949 par
exemple, une nouvelle fenêtre s’affiche (figure D.5), contenant toutes les images (VIMS dans
ce cas) où la zone est présente à cette longueur d’onde. Pour chaque image, il est indiqué les
valeurs extrêmes d”angle d’incidence, d’angle d’émergence ainsi que de l’angle de phase. Le
nom de l’image et la longueur d’onde sont indiqués par défauts. Le premier chiffre correspond
à la moyenne de l’épaisseur optique sur les pixels sélectionnés.
Figure D.4 – Liste des longueurs d’onde
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Figure D.5 – Liste des images pour une longueur d’onde
Ainsi, il est très facile de choisir les images que l’on désire utiliser pour construire les
courbes de phase nécessaires aux inversions du modèle. La sélection d’une de ces images créée
instantanément la courbe de phase associée, tracée dans la fenêtre graphique de droite tout
en affichant l’image correspondante dans la fenêtre graphique de gauche (figure D.6). Chaque
point de la courbe de phase correspond à la valeur du facteur de radiance I/F en fonction de
l’angle de phase associé à chaque pixel appartenant à l’anneau sélectionné.
Figure D.6 – Construction de la courbe de phase, étape 1
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Figure D.7 – Construction de la courbe de phase, étape 2
Par la suite, chaque sélection d’image ajoute à la courbe de phase la contribution des pixels
appartenant au même anneau, que l’on trace avec une couleur différente comme l’indiquent les
figures D.7 à D.11, résultant en la création de la courbe de phase finale visible figure D.12.
Il est possible d’effacer le graphique et de faire une nouvelle sélection d’images sans avoir à
recommencer tout le processus ce qui permet une grande modularité pour la construction de
ces courbes de phases.
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Figure D.8 – Construction de la courbe de phase, étape 3
Figure D.9 – Construction de la courbe de phase, étape 4
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Figure D.10 – Construction de la courbe de phase, étape 5
Figure D.11 – Construction de la courbe de phase, étape 6
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Figure D.12 – Courbe de phase finale
Une fois la courbe de phase satisfaisante, on crée un fichier sauvegardant les données
associées à tous les pixels sélectionnés (I/F, i, e, α, φ, φ0) en cliquant sur le bouton "creer
le fichier.dat?". Ce fichier est créé dans un dossier dont le nom dépend de la zone d’anneau
sélectionnée, de la date de création de ce fichier et de la longueur d’onde (Voir la fenêtre de
texte de la figure D.13). Le nom du fichier est construit de telle sorte qu’il n’est pas possible
d’écraser un fichier lors de cette sauvegarde automatique même si l’on crée une courbe de phase
le même jour, pour la même zone d’anneau, à la même longueur d’onde.
Une fois l’icône "creer le fichier.dat?" seléctionné, trois icônes s’activent (figure D.13),
respectivement "creer le fichier modele?", "Elargir aux autres lambda?" et "Lancer l’ajustement".
Je reviendrai sur le premier icône par la suite.
Le deuxième icône permet de créer automatiquement les courbes de phase analogues à
celle visible sur le graphique mais pour toutes les longueurs d’onde que nous avons défini dans
le chapitre 8. Cette fonctionnalité est extrêmement pratique pour l’approche multi-longueurs
d’onde de notre étude.
Le troisième icône permet, quant à lui, de lancer les ajustements entre la courbe de phase
créée et le modèle défini dans le chapitre 4. Le fait de sélectionner cet icône, active de nouveaux
icônes (voir figure D.14) qui permettent de choisir la méthode et ou le type de modèle que l’on
veut utiliser pour effectuer les ajustements. À l’heure actuelle seule l’icône "Methode genetique"
est totalement fonctionnel et correspond à la méthode d’ajustement décrite dans le chapitre
8 pour le modèle décrit dans le chapitre 4. C’est de cette manière qu’ont été déterminées les
caractéristiques des anneaux, énoncées dans le chapitre 9.
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Figure D.13 – Activation des icônes après finalisation de la courbe de phase
Figure D.14 – Activation des icônes pour le choix du type d’ajustement
Par la suite nous allons explorer l’autre fonctionnalité initiale que nous n’avons pas traité.
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D.2 Choix par image
Dans le cas où l’on veut trier les données par images et non par longueurs d’onde, il faut
sélectionner l’icône "Images", comme indiqué sur la figure D.15. Une nouvelle fenêtre s’affiche,
indiquant tout les noms des images au sein desquelles la zone sélectionnée apparait (figure
D.16).
Figure D.15 – Sélection choix par image
Figure D.16 – Choix de l’image
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Grâce à cette fonction, il est possible, si l’on choisi une image VIMS (dont les noms
commencent par CM), d’afficher sur un même graphique, la courbe de phase extraite de la zone
d’anneau voulue, pour différentes longueurs d’onde. Cette fonctionnalité est inutile pour le cas
d’images ISS, n’ayant qu’une seule longueur d’onde d’observation dans nos données.
Après le choix d’une image VIMS, une nouvelle fenêtre s’ouvre, affichant les caractéris-
tiques de l’image. Dans ce cas, seule la longueur d’onde varie comme indiqué sur la figure
D.17.
Figure D.17 – Choix des longueurs d’onde
De la même manière que pour le choix des images composant la courbe de phase, lorsque
l’on choisi une longueur d’onde, l’image correspondante ainsi que la courbe de phase associée
aux pixels de l’anneau s’affichent dans les fenêtres graphiques. De même, il est possible de
superposer plusieurs longueurs d’ondes (voir figures D.18 à D.22).
Figure D.18 – Construction courbe de comparaison en longueur d’onde, étape 1
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Figure D.19 – Construction courbe de comparaison en longueur d’onde, étape 2
Figure D.20 – Construction courbe de comparaison en longueur d’onde, étape 3
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Figure D.21 – Construction courbe de comparaison en longueur d’onde, étape 4
Figure D.22 – Courbe finale de comparaison en longueur d’onde
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Cette utilisation de ce logiciel est principalement utile pour visualiser une première fois de
nouvelles observations et ainsi de déterminer quelles images et/ou longueurs d’onde sont les plus
pertinentes à utiliser. Il n’est pas possible de lancer un ajustement sur ces données, le modèle
n’étant adapté que pour une seule et unique longueur d’onde. Néanmoins, il n’est pas exclus par
la suite de pouvoir utiliser cette interface pour lancer des ajustements en utilisant l’intégralité
des données multi-longueurs d’ondes et multi-géométriques en même temps. Je n’ai pas, pour
l’instant, trouvé de quelle manière coder un tel algorithme, la dépendance des paramètres du
modèle avec la longueur d’onde n’étant pas connue.
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D.3 Cas des images ISS
Les images ISS/WAC ayant une résolution spatiale bien plus forte que celle de VIMS, le
nombre de pixel appartenant à la zone sélectionnée est bien plus important (voir figure D.23).
Pour que le temps de calculs ne diverge lors des ajustements, il est nécessaire d’échantillonner
ces points. Pour ce faire, afin de ne pas privilégier une zone de la courbe de phase par rapport
à une autre, nous avons décidé d’échantillonner la courbe de phase de sorte à ce que chaque
décade d’angle de phase soit échantillonnée par le même nombre de point (échantillonnage
logarithmique). En effet, l’effet d’opposition étant particulièrement visible à très faible angle
de phase, il est nécessaire de garder un nombre de point significatif en dessous d’un degré. Ce
ne serait pas le cas si l’on effectuait un échantillonnage en regroupant tous les 10 ou 20 pixels
par exemple.
Figure D.23 – Cas des images ISS
La figure D.25 illustre l’effet de cet échantillonnage sur la courbe de phase sélectionnée,
visible figure D.24. Pour chaque décade d’angle de phase il y a autant de points que dans la
plus petite décade.
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Figure D.24 – Courbe de phase composite d’images ISS
Figure D.25 – Exemple d’échantillonnage d’images ISS
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Par la suite, les mêmes fonctionnalités que dans la section précédente sont accessibles. En
particulier, il est possible d’utiliser l’icône "creer le fichier modele?" que nous n’avons pas décrit
précédemment. Cette fonctionnalité permet de créer, à partir des géométries des données, une
courbe de phase synthétisée à partir de notre modèle décrit dans le chapitre 4. Pour l’instant
le choix des valeurs de paramètres du modèle est codé en dur dans les programmes mais la
possibilité de demander directement à l’utilisateur les valeurs est tout à fait envisageable.
Figure D.26 – Exemple de courbe synthétique avec bruitage gaussien
Afin de tester l’algorithme de minimisation du χ2, nous bruitons artificiellement la courbe
de phase résultante du modèle en appliquant un bruit gaussien à chaque point dans un intervalle
de ±2% afin de reproduire le bruit existant dans les données réelles. Le graphique nommé
bruitage gaussien sur la figure D.26 représente, en noir, le calcul du modèle et en vert le
résultat après bruitage.
C’est en utilisant cette fonctionnalité que nous avons pu tester les différents algorithmes
d’ajustement et la sensibilité aux paramètres (voir chapitre 8).
D.4 Création de spectres
En plus de la possibilité de créer les courbes de phase pour l’étude de l’effet d’opposition,
il est aussi possible d’extraire les spectres d’images VIMS. Le principe est simple, après avoir
sélectionné une image VIMS il suffit de cliquer sur l’icône "Creer un spectre" puis de cliquer
sur un pixel quelconque de l’image (voir figure D.27). Le spectre associé (I/F en fonction de
la longueur d’onde) s’affiche alors sur la fenêtre graphique de droite (figure D.28). Une fois un
premier spectre tracé, il est possible, soit de le sauvegarder en cliquant sur l’icône "Sauvegarder
le spectre", soit de superposer un nouveau spectre issu d’un autre pixel de la même image en
cliquant sur l’icône "Superposer les spectres". Les figures D.29 à D.30 illustrent cette possibilité.
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Figure D.27 – Extraction de spectre d’une image VIMS
Figure D.28 – Exemple de spectre
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Figure D.29 – Superposition de spectre
Figure D.30 – Superposition de spectre, image finale
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D.5 Chargement de courbes de phase
Enfin, la dernière fonctionnalité de ce logiciel est avant tout pratique, puisqu’elle permet
de charger des spectres ou courbes de phase construites au préalable. Le but est de découpler
le travail d’extraction des données de celui des ajustements ou des tests sur les algorithmes.
Pour charger une courbe de phase, il suffit d’appuyer sur l’icône "charger un fichier" (activé
dès l’ouverture du logiciel), puis de sélectionner la zone, la date puis la longueur d’onde (figure
D.31, D.32 et D.33) puis de sélectionner les 4 fichiers qui sur la figure D.34 se nomment test,
test_bin, test_image et test_incert_bin et correspondent respectivement aux données de la
courbe de phase (I/F et angles), à ces mêmes données échantillonnées, à la liste des images et
aux incertitudes associées à l’échantillonnage des données. Avec ces informations, le processus
d’ajustement est utilisable.
Figure D.31 – Chargement de courbe de phase
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Figure D.32 – Choix du dossier par date
Figure D.33 – Choix du dossier par longueur d’onde
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Figure D.34 – Chargement des fichiers
À terme, ce logiciel est voué à acquérir de nouvelles fonctionnalités telles que l’étallonage
et la navigation des images ainsi que la construction de la base de données correspondant à
chaque zone d’anneau. Il sera aussi nécessaire de normaliser les différents modèles et algorithmes
utilisés pour l’étude de l’effet d’opposition afin de comparer plus aisément les contributions de
chaque effet. Enfin, l’idéal serait de traduire les codes de modélisations et d’ajustements dans
des langages plus efficaces tels que le C++, le Fortran ou encore en MPI ou OpenMP afin
de gagner du temps lors des ajustements, problème principal de cette étude multi-variables et
multi paramétres.
300
