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LOCAL RAMSEY SPACES IN MATET FORCING EXTENSIONS
AND FINITELY MANY NEAR-COHERENCE CLASSES
HEIKE MILDENBERGER
Abstract. We introduce Gowers–Matet forcing with a finite sequence of pair-
wise non-isomorphic Ramsey ultrafilters over ω, and with this forcing we settle
the long-standing problem of the spectrum of numbers near-coherence classes.
We prove that for any finite n ≥ 1, there is a forcing extension with exactly n
near-coherence classes of ultrafilters.
For evaluating the new forcing, we prove a strengthening of Gowers’s theo-
rem on colourings of Fink. With the new forcing, we also confirm one of Blass’
conjectures from 1987.
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1. Introduction
We connect two lines of research: The topic whether special kinds of ultrafilters
from the ground model have extensions of the same kind in a forcing extension by
a Ramsey-theoretic forcing and the investigation of the possible numbers of near-
coherence classes. We answer Banakh’s and Blass’ question [1, Question 31] on the
finite part of near-coherence spectrum.
On the existence of special ultrafilters: For ωω-bounding forcings and P -points
or even Ramsey ultrafilters the following is known: Kunen [24] proved that no
Ramsey ultrafilter can be extended to a P -point after addition of any number of
random reals at once, Shelah [35] constructed a model with no P -points, recently
Chodounsky and Guzma´n [14] proved that there are no P -points in the Silver model
and that no P -point from the ground model can be extended in a Silver extension.
Date: May 6, 2018.
2010 Mathematics Subject Classification. 03E05, 03E35, 05C55, 46B25.
Key words and phrases. Iterated proper forcing, combinatorics with block-sequences, P -point,
Milliken–Taylor ultrafilters, near coherence of ultrafilters, selective coideals, preservation theorems,
Gowers’s theorem on the Tetris operation.
1
2 HEIKE MILDENBERGER
On the other hand [39] and [17] proved that there are Milliken–Taylor ultrafilters
in the Sacks model, indeed, any Milliken–Taylor ultrafilter from the ground model
is preserved. Blass [9] proved that the minimum and the maximum projection of
an Milliken–Taylor ultrafilter are Ramsey ultrafilters.
In the case of forcings adding an unbounded real, Ketonen proved that d = c im-
plies the existence of a P -point, Canjar [13] proved the generic existence of Ramsey
ultrafilters under cov(M) = c and Eisworth [15] proved the generic existence of an
Milliken–Taylor ultrafilter with the Galvin–Glazer technique (see, e.g. [23]) under
the same condition. We refer the reader to [10] for the definitions of the cardinal
characteristics cov(M), u, d, etc. We write c for 2ℵ0 .
Here we work with variants of Matet forcing [27] that come from various con-
straints on the reservoir of the pure components of the conditions. The full Matet
forcing preserves any P -point from the ground model [15, Theorem 4] and destroys
any Ramsey ultrafilter, since it adds an unbounded real. The (non-complete) sub-
forcings with pure parts from a Milliken–Taylor ultrafilter have specific preservation
properties; they destroy some P -points and preserve others, see [15, Theorem 2.5].
We show that the reservoir Milliken–Taylor ultrafilter U can be extended to a new
Milliken–Taylor ultrafilter after forcing. A new technical ingredient is the work
with names for diagonal constructions.
We prove a preservation theorem for countable support iterations and show that
there is a model of ℵ1 = u < d = c = ℵ2 with at least three names of different near
coherence classes of ultrafilters and a Milliken–Taylor ultrafilter of character c.
We introduce Gowers–Milliken–Taylor ultrafilters that are related to Gowers’s
theorem for colourings of Fink as Milliken–Taylor ultrafilters are related to Hind-
man’s theorem, and investigate Gowers–Matet forcing with Gowers–Milliken–Taylor-
ultrafilters. We show that this generalisation gives models with at least 2k+1 names
of different near coherence classes of ultrafilters and an Gowers–Milliken–Taylor ul-
trafilter of character 2ω.
Finally, we introduce a variant of Gowers–Matet forcing in which particular
projections of pure conditions are taken from prescribed Ramsey ultrafilters or just
happy families over ω. For evaluating the new forcings we combine work of Blass
[7] with Gowers’ theorem [19] and prove a new monochromaticity Theorem 6.8 for
subspaces of P(Fink) that enjoy by themselves some Ramsey-theoretic properties.
Now we turn to the second line of research: the number of near-coherence classes
of (non-principal) ultrafilters over ω, see Def. 1.1. In [11] a model with one near-
coherence class is given. Blass [5] showed that under d ≤ u there are 2u near-
coherence classes. Banakh and Blass [1] showed: If the number of near-coherence
classes is infinite then it is 2(2
ω).
One of our main results about one iterand is:
Theorem 3.3. Let E be a P -point and U be a Milliken–Taylor ultrafilter with
Φ(U) 6≤RB E. Assume CH. Then in the forcing extension by M(U) the Milliken–
Taylor ultrafilter U is destroyed and can be completed to an Milliken–Taylor ultra-
filter Uext ⊇ U with Φ(Uext) 6≤RB E.
The notion of a P -point will be explained in this section, the core Φ(U) is defined
in Def. 2.10, the Rudin–Blass order ≤RB is defined in Def. 2.11. Milliken–Taylor
ultrafilters are defined in Def. 2.5(5), the forcing M(U) is defined in Def. 2.13. By
[15, Theorem 2.5], E generates a P -point in the extension.
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Theorem 3.3 serves as a successor step in the forcing that is used in the following
theorem:
Theorem 4.9. Let E be a P -point and assume CH. Then there is a countable
support iteration of proper iterands P = 〈Pα,M(Uβ) : β < ω2, α ≤ ω2〉 such that in
the extension there at least three near-coherence classes of ultrafilters and there is
a Milliken–Taylor ultrafilter of character c.
We generalise from the set of blocks to Fink for some k ≥ 1 as follows:
Theorem 5.19. Let E be a P -point and assume CH and let k ≥ 1. Then there is
a countable support iteration iteration of proper iterands P = 〈Pα,Mk(Uβ) : β <
ω2, α ≤ ω2〉 that in the extension there at least 2k + 1 near-coherence classes of
ultrafilters and there is a Gowers–Milliken–Taylor ultrafilter over Fink of character
c.
We introduce subspaces of P(Fink) and a new type of forcing Mk(R¯) for PP -
sequences R¯ of non-isomorphic Ramsey ultrafilters and prove our main result:
Theorem 6.37. Let E be a P -point and assume CH and let k ≥ 1 and let PP
be as in Def. 6.1. Then there is a countable support iteration iteration of proper
iterands P = 〈Pα,Mk(R¯β) : β < ω2, α ≤ ω2〉 that in the extension there exactly
|PP |+ 1 near-coherence classes of ultrafilters. Namely, one class is represented by
a P -point of character ω1 and |PP | classes represented by Ramsey ultrafilters Ri,x,
(i, x) ∈ PP .
Since there are sets PP of any finite size, we thus get the full finite near coherence
spectrum.
Corollary 6.38. For any n ∈ ω, the statement “there are exactly n + 1 near-
coherence classes of ultrafilters” is consistent relative to ZFC.
By work of Mioduszewski our result has applications to analysis, namely the
number of composants of β(R+) − R+ corresponds by [31, 32] to the number of
near-coherence classes of ultrafilters. Blass [5] gives applications to cofinality classes
of short non standard models of arithmetic, and to the decomposition of the ideal
of compact linear operators on a Hilbert space into proper subideals. His results on
equivalent characterisations of indecomposability can be translated to: There is a
decomposition of the ideal of compact operators into k proper subideals the union
of any two different of them is the whole ideal if and only if there are exactly k
near-coherence classes. The correspondence is defined in [12].
In the remainder of the introduction we recall some definitions from the realm
of near coherence and special ultrafilters over ω. For the cardinal invariants d and
cov(M) we refer the reader to [10].
Let S be a countable set. By a filter over S we mean a non-empty subset of
P(S) that is closed under supersets and under finite intersections and that does
not contain the empty set. We call a filter over S non-principal if it contains all
cofinite subsets of S. A ⊆-maximal filter is an ultrafilter.
For B ⊆ ω and f : ω → ω, we let f [B] = {f(b) : b ∈ B} and f−1[B] = {n :
f(n) ∈ B}. The set of all infinite subsets of ω is denoted by [ω]ω. For B ⊆ P(ω) we
let f(B) = {X ⊆ ω : f−1[X ] ∈ B}. 1 This double lifting is an important function
1If f is surjective, then f(B) can be written as {f [X] : X ∈ B}. In any case, f(B) is contained
in the set of supersets of members of the latter set.
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from PP(ω) into itself. In analysis the special case of f being finite-on-one (that
means that the preimage of each natural number is finite) is particularly useful, see
e.g., [6].
From now on all filters over ω will be non-principal filters over ω, though we write
only filter over ω. If f : ω → ω is finite-to-one, then also f(F) is a non-principal
filter. It is the filter generated by {f [X ] : X ∈ F}.
Definition 1.1. (1) A non-empty family G ⊆ [ω]ω is called a filter subbase (over
ω) if any intersection of finitely elements of G is infinite. We write
fil(G) = {X ∈ [ω]ω : (∃n ∈ ω)(∃G0 . . .∃Gn ∈ G)(X ⊇ G0 ∩ · · · ∩Gn)}
for the filter generated by G. The character of a filter F is the smallest size
of a generating subbase.
(2) Two filters F ,G ⊆ [ω]ω are nearly coherent, if there is some finite-to-one
f : ω → ω such that f(F) ∪ f(G) generates a filter.
(3) On the set of non-principal ultrafilters near-coherence is an equivalence re-
lation (for a proof see [5], e.g.) whose equivalence classes are called near-
coherence classes.
(4) Two subsets H1, H2 of [ω]ω are called nnc, if for any Xi ∈ Hi, i = 1, 2 and any
finite-to-one h there is Yi ⊆ Xi, Yi ∈ Hi, i = 1, 2 such that h[Y1] ∩ h[Y2] = ∅.
For filters, nnc is the negation of near coherence. Near coherence is witnessed
by a weakly increasing surjective finite-to-one function. f is weakly increasing if
x < y → f(x) ≤ f(y).
We say “A is almost a subset of B” and write A ⊆∗ B if ArB is finite. Similarly,
the symbol =∗ denotes equality up to finitely many exceptions between elements
of [S]ω for a set S.
Let κ be a regular uncountable cardinal. An ultrafilter W is called a Pκ-point
if for every γ < κ, for every Ai ∈ U , i < γ, there is some A ∈ W such that for
any i < γ, A ⊆∗ Ai; such an A is called a pseudo-intersection of {Ai : i < γ}. A
Pℵ1 -point is called a P -point.
Let P be a notion of forcing. We say that P preserves an ultrafilter W over I if
P “(∀X ⊆ I)(∃Y ∈ W)(Y ⊆ X ∨ Y ⊆ I rX)”
and in the contrary case we say “P destroysW”. In the first case {X ∈ [ω]ω∩V[G] :
(∃Y ∈ W)X ⊇ Y } is an ultrafilter in V[G] and W generates an ultrafilter in V[G].
We just say: W is an ultrafilter in V[G]. If P is proper and preserves W and W
is a P -point in the ground model, then W stays a P -point in the forcing extension
by [11, Lemma 3.2].
An ultrafilterW over ω is called aQ-point if for every strictly increasing sequence
〈ni : i ∈ ω〉 of natural numbers there is X ∈ W such that for every i, |X ∩
[ni, ni+1)| ≤ 1. Any Q-point from the ground model ceases to be a Q-point after
adding an unbounded real.
An ultrafilter R is called selective (or Ramsey ultrafilter) if it is a P -point and a
Q-point. We use the von Neumann natural numbers n = {0, . . . , n− 1}. We often
use the following, equivalent, characterisation of selectivity:
(∗) For any ⊆-descending sequence 〈An : n ∈ ω〉 of sets An ∈ R there is A ∈ R
such that A ⊆ A0 and (∀n ∈ A)(A r (n+ 1) ⊆ An).
FINITELY MANY NEAR-COHERENCE CLASSES 5
We remark that the weaker property of semiselectivity (see [38, Def. 7.9]) would
be sufficient for many of our colouring theorems. Since we are localising to ultrafil-
ters and since semiselectivity there coincides with selectivity we dispense with this
generality.
Kunen [24] contains more information on Ramsey ultrafilters. Two Ramsey
ultrafilters are nnc iff they are not isomorphic [4].
In forcing, we follow the Kunen style that the stronger condition is the smaller
one. This corresponds to the close relationship between the ≤-relation in Matet
forcing and the condensation relation ⊑ on the second components, the so-called
pure parts, of a condition in Matet forcing.
Readers who want to focus on our extension of Gowers’ theorem in Theorem 6.8,
that does not contain any forcing, can just read the notational part 5.1 to 5.6 and
then the new Ramsey-theoretic work from 6.1 through 6.22.
2. Matet forcing with Milliken–Taylor ultrafilters
In this section we review results of Blass, Eisworth, and Hindman and carry it a
bit further. Our nomenclature follows Blass [7], Eisworth [15] and Todorcˇevic´ [38].
Definition 2.1. (1) We let Fin denote the set of finite non-empty subsets of ω.
(2) An element a ∈ Fin is called a block.
(3) For a, b ∈ Fin we write a < b if (∀n ∈ a)(∀m ∈ b)(n < m).
(4) We define a well-order (of type ω) ≤lex,Fin on the set Fin via a <lex,Fin b if
max(a) < max(b) or (max(a) = max(b) and min(a△b) ∈ a).2
(5) A sequence a¯ = 〈an : n ∈ ω〉 of members of Fin is called unmeshed if for all
n, an < an+1.
(6) By (Fin)ω we denote the set of unmeshed sequences of members in Fin.
(7) Let a, b be blocks. We let a∪ b be undefined unless a < b. Otherwise, a∪ b is
defined as the union.
(8) (Fin,∪) is a partial semigroup. The associative partial binary operation ∪ lifts
to β(Fin), the space of min-unbounded ultrafilters over Fin, as follows (and
we write ∪˙ for the lifted operation):
U1∪˙ U2 = {X ⊆ Fin : {s : {t : s+ t ∈ X} ∈ U2} ∈ U1}.
For details and history see [23, Section 4.1].
(9) IfX is a subset of Fin, we write FU(X) for the set of all unions of finitely many
non-meshed members of X . We write FU(a¯) instead of FU({an : n ∈ ω}).
We call X an FU-set if X = FU(X).
(10) A set X ⊆ Fin is called min-unbounded if for any n ∈ ω there is some x ∈ X
with min(x) ≥ n.
(11) For ∅ 6= X ⊆ Fin we let minFin(X) be the ≤lex,Fin-element of X . For a¯ ∈
(Fin)ω we let minFin(a¯) = minFin{an : n < ω}, which is a0.
2Note that this is not the usual lexicographic well-order; e.g., {0, 1} <lex,Fin {1}. The aim of
this well-order is to define the ⊑-largest common lower bound of two ⊑-compatible elements of
(Fin)ω by induction on the blocks. The relation ⊑ is defined in Def. 2.2.
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(12) A filter over Fin is a non-empty subset of P(Fin) that is closed under inter-
sections and supersets and does not contain the empty set.
(13) For X ⊆ Fin, the set (FU(X))ω denotes the collection of all infinite unmeshed
sequences in FU(X). For a¯ ∈ (Fin)ω, the set (FU(a¯))ω denotes the collection
of all infinite unmeshed sequences in FU(a¯) (recall item (9)).
(14) For Y ⊆ Fin and s ∈ Fin we write (Y ; past s) for {u ∈ Y : max(s) < min(u)}.
For a¯ ∈ (Fin)ω and s ∈ Fin we write (a¯ ; past s) for 〈an : n ≥ n0〉, where
n0 = min{n : max(s) < min(an)}.
Now the set of min-unbounded elements P(Fin) is equipped with a partial order
⊑ that makes it to a topological Ramsey space in the sense of [38]. We will work
with the (closed) subspace of sets of the form FU(X) for some unmeshed X . 3
Definition 2.2. Given X and Y ⊆ Fin, we say that Y is a condensation of X and
we write Y ⊑ X if Y ⊆ FU(X). We say Y is almost a condensation of X and we
write Y ⊑∗ X if there is an n ∈ ω such that (Y ; past n) is a condensation of X .
The “blurred” order ⊑∗ is an < ω1-complete preorder.
We use the relation ⊑ mainly for Y = range(b¯) with b¯ ∈ (Fin)ω, X = range(a¯)
for a¯ ∈ (Fin)ω , and then we write b¯ ⊑ a¯ for range(b¯) ⊑ range(a¯), and analogously
for ⊑∗.
Definition 2.3. Let a¯, b¯ ∈ (Fin)ω . We say a¯ and b¯ are compatible, if there is a
c¯ ⊑ a¯, b¯. In the contrary case we write a¯ ⊥ b¯.
Compatibility can be checked as follows: If a¯ and b¯ are compatible, then FU(a¯)∩
FU(b¯) is min-unbounded, and hence contains an unmeshed sequence. There is even
a weakest c¯ ∈ (Fin)ω such that c¯ ⊑ b¯, a¯. By induction on i we define ci as follows
c0 = minFin(FU(a¯) ∩ FU(b¯)), ci+1 = minFin{s ∈ FU(a¯) ∩ FU(b¯) : ci < s}. For a
detailed proof that c¯ is indeed the ⊑-largest witness of compatibility, see Lemma 5.2
that proves the analogous statement for ((Fink)
ω ,⊑k). We write c¯ = a¯ ∧ b¯.
Definition 2.4. A set non-empty subset C ⊆ (Fin)ω is called centred/a filter sub-
base (over Fin), if for any finite C ⊆ C there is a¯ ∈ C/ a¯ ∈ (Fin)ω that is a
condensation of any c¯ ∈ C and if C is closed under finite alterations i.e., if d¯ ∈ C
and there are n,m ∈ ω such that 〈dm : m ≥ m0〉 = 〈en : n ≥ n0〉 then e¯ ∈ C.
We specialise C further.
Definition 2.5. (1) Let F be a filter. A basis B of F is a subset of F such that
(∀F ∈ F)(∃B ∈ B)(B ⊆ F ).
(2) Let C be a filter subbase over Fin. The filter generated by C is the following
set
fil(C) ={X ⊆ Fin : (∃n ∈ ω)(∃c¯0, . . . , c¯n ∈ C)
(d = c¯0 ∧ · · · ∧ c¯n){di : i < ω} ⊆ X}.
(3) A non-principal filter F over Fin is said to be a union filter if it has a basis of
sets of the form FU(X) for X ⊆ Fin.
3Differences in behaviour of union ultrafilters that contain only min-unbounded sets, and
ordered-union ultrafilters that have a bases of unmeshed sets, are not yet known. Any known
proof of Hindman’s theorem results in an unmeshed sequence.
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(4) A non-principal filter F over Fin is said to be an min-unbounded filter if
(∀n ∈ ω)(∃X ∈ F)(∀s ∈ X)(min(s) > n).
(5) A non-principal filter F over Fin is said to be an ordered-union filter if it has
a basis of sets of the form FU(d¯) for d¯ ∈ (Fin)ω .
(6) Let µ be an uncountable cardinal. A union filter is said to be (< µ)-stable
if, whenever it contains FU(Xα) for Xα ⊆ Fin, α < κ, for some κ < µ, then
it also contains some FU(Y ) for some Y such that for each α < κ there is
nα ∈ ω with (Y ; past nα) ⊆ FU(Xα). Such an Y is called a lower bound of
{Xα : α < κ}. For “< ω1-stable” we say “stable”.
(7) A stable ordered-union ultrafilter is also called a Milliken–Taylor ultrafilter.
(8) An ultrafilter is called idempotent if U∪˙U = U .
Ordered-union ultrafilters need not exist, as their existence implies the existence
of Q-points [7] and there are models without Q-points [29]. Even union ultrafilters
need not exist: Blass [9, Theorem 38] showed that the existence of a union ultrafilter
implies the existence of at least two near-coherence classes of ultrafilters. In [11]
Blass and Shelah show that it is consistent relative to ZFC to have exactly one
near-coherence class of non-principal ultrafilters. Union ultrafilters are idempotent.
Idempotent ultrafilters exist by the Ellis–Namakura Lemma [16, 33]. With the help
of Hindman’s theorem one shows that CH or Martin’s Axiom for σ-centred posets
and < 2ω dense sets implies that (even < 2ω-) stable Milliken–Taylor ultrafilters
exist [7]. We recall Hindman’s theorem:
Theorem 2.6. (Hindman, [21, Corollary 3.3]) If the set Fin is partitioned into
finitely many pieces then there is a set d¯ ∈ (Fin)ω such that FU(d¯) is included in
one piece.
The theorem also holds if instead of Fin we partition some FU(c¯) for a c¯ ∈ (Fin)ω
and search for a homogeneous sequence d¯ ⊑ c¯, see [7, p. 92].
Corollary 2.7. (See [7, p. 93].) Under CH or MA<2ω (σ-centred), for every a¯ ∈
(Fin)ω there is a Milliken–Taylor ultrafilter U such that FU(a¯) ∈ U .
We let for X ⊆ Fin, [X ]n< be the set of increasing unmeshed n-sequences of
members of X . For the evaluation of our forcings, Taylor’s theorem [37] is utilised:
Theorem 2.8. (Taylor [37].) Let U be an Milliken–Taylor ultrafilter, n ∈ ω.
Let [Fin]n< be partitioned into finitely many sets. Then there is A ∈ U such that
[FU(A)]n< is monochromatic.
Corollary 2.9. ([15, Cor. 1.3]) Existence of diagonal lower bounds in
((Fin)ω ,⊑). Let U be an Milliken–Taylor ultrafilter, and let 〈An : n ∈ ω〉 be a
⊑-descending sequence of members of U . Then there is a B ∈ U such B ⊑ A0 and
(2.1) (∀s ∈ B)((B ; past s) is a condensation of Amax(s)+1).
Such a B is called a diagonal lower bound of 〈An : n ∈ ω〉.
In Equation (2.1) we can equivalently let s range over FU(B). If B is a diagonal
lower bound and B′ ⊑ B then B′ is a diagonal lower bound as well.
Definition 2.10. Let C be a subset of P(Fin).
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(1) The core of C is the set Φ(C) ⊆ [ω]ω such that
X ∈ Φ(C) iff (∃Y ∈ C)(
⋃
Y ⊆ X).
(2) The minimum projection of C is the set
mˆin(C) = {min[Y ] : Y ∈ C},
where
min[Y ] = {min(y) : y ∈ Y },
and analogously we define the maximum projection mˆax(C).
(3) For Y = {an : n ∈ ω} with a¯ ∈ (Fin)
ω we write min[a¯] for min[Y ]. For C ⊆
(Fin)ω we let Φ(C) = Φ({range(a¯) : a¯ ∈ C}) and mˆin(C) = {min[a¯] : a¯ ∈ C}.
If C ⊆ (Fin)ω is centred, then the core of C is a filter over ω. For centred C,
the definitions yield fil(mˆin(C)), fil(mˆax(C)) ⊇ Φ(C). Blass ([7, 3.6–3.9] together
with [9, Theorem 38]) showed that for a Milliken–Taylor ultrafilter U , mˆin(U) and
mˆax(U) are nnc Ramsey ultrafilters.
The cores of centred systems are just filters over ω. Even if U is an ultrafilter
over Fin, for any finite-to-one f , f(Φ(U)) need not be an ultrafilter over ω. Blass [9,
Theorem 38]) showed that for union-ultrafilters U , for any finite-to-one f , f(Φ(U))
is not an ultrafilter because among its supersets there two nnc ultrafilters.
If U is an Milliken–Taylor ultrafilter, then Φ(U) does not have a pseudointersec-
tion (see [15, Prop. 2.3]) and also any finite-to-one image of Φ(U) does not have a
pseudointersection by the same proof. Hence, by Talagrand [36] Φ(U) is not mea-
gre. Thus the filter dichotomy principle (see, e.g., [10]) precludes the existence of
a Milliken–Taylor ultrafilter.
Definition 2.11. The Rudin–Blass ordering for filters over ω is defined as follows:
Let F ≤RB G if there is a finite-to-one f such that f(F) ⊆ f(G).
4
For filters F , Ct, the relation F ≤RB G implies that F is nearly coherent to G.
If G is an ultrafilter, also the converse holds.
Now we turn to forcing:
Definition 2.12. Conditions in Matet forcing, M, are pairs (s, c¯) such that s ∈ Fin
and c¯ ∈ (Fin)ω and s < c0. The forcing order is (t, d¯) ≤ (s, c¯) (recall the stronger
condition is the smaller one) if s ⊆ t and t is the union of s and finitely many of
the cn and d¯ is a condensation of c¯.
Definition 2.13. For a family H ⊆ (Fin)ω, the notion of forcing M(H) consists
of all pairs (s, a¯) such that a¯ ∈ H. The forcing order is the same as in the Matet
forcing.
We write set(a¯) =
⋃
{an : n ∈ ω}. For a centred system C, the forcing M(C)
diagonalises (“shoots a real through”) Φ(C) = fil({set(a¯) : a¯ ∈ C}). Let G be a
M(C)-generic filter over V. Then the generic real
µ :=
⋃
{s : ∃c¯ : (s, c¯) ∈ G}
is a pseudointersection of Φ(C).
4Also the definition f(F) ⊆ G is used in the literature. If G is a P -point both definitions are
closely related.
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The following property of Milliken–Taylor ultrafilters U will be important for
our proof:
Theorem 2.14. (Eisworth [15, “→” Theorem 4, “←” Cor. 2.5, this direction works
also with non-P ultrafilters]) Let U be a Milliken–Taylor ultrafilter over Fin and
let W be a P -point. Then W 6≥RB Φ(U) if and only if W continues to generate an
ultrafilter after we force with M(U).
We remark:
Proposition 2.15. Suppose that U is an Milliken–Taylor ultrafilter and F is a filter
over ω and Φ(U) ≤RB F . ThenM(U) forces that for any finite-to-one function from
the ground model, f(F) is not an ultrafilter.
Proof. Let f ∈ V be finite-to-one such that f(Φ(U)) ⊆ f(F). Let G be M(U)-
generic over V, and let µ
˜
be a name for the generic real µ. We show:
(∀(s, a¯) ∈ M(U))(∀Y ∈ F)(∃(t, b¯) ≤M(U) (s, a¯))(t, b¯) M(U) f [Y ] ∩ f [µ
˜
] 6= ∅
(∀(s, a¯) ∈ M(U))(∀Y ∈ F)(∃(t, b¯) ≤M(U) (s, a¯))f [Y ] ∩ (ω r f [µ
˜
]) 6= ∅.
Let (s, a¯) and Y be given. Since f [set(a¯)] ∈ f(Φ(U)) ⊆ f(F), we have f [set(a¯)]∩
f [Y ] is infinite. So there it t ∈ FU(a¯) such that f [t] ∩ f [Y ] 6= ∅. It follows that
(s ∪ t, a¯ ; past t) M(U) f [Y ] ∩ f [µ
˜
] 6= ∅.
Now for the second property:
Next we define a colouring h of [FU(a¯ ; past s)]2< by
h(u < v) =


1 if f [u] < f [v]∧(
max(f [u]),min(f [v])
)
∩ f [Y ] 6= ∅,
0 else.
Since U is a Milliken–Taylor ultrafilter by Theorem [37] there is a monochromatic
b¯ ⊑ (a¯ ; past s), b¯ ∈ U . Since f is finite-to-one, the colour is 1. So we have
(s, b¯) M(U) f [Y ] ∩ (ω r f [µ
˜
]) 6= ∅. 
Now let f
˜
be a name for the function n 7→ |µ ∩ n|. Then
M(U)  f
˜
is finite-to-one and f
˜
[µ] =∗ ω
and the above proof breaks down. Information on g
˜
(F) for particular filters F
with Φ(U) ≤RB F and any name g
˜
for a finite-to-one function is contained in
Theorem 3.25.
Definition 2.16. Let F be a filter. F+ = {X ∈ [ω]ω : ∀Y ∈ FY ∩X 6= ∅}.
For a non-principal F , F+ coincides with {X ∈ [ω]ω : (∀Y ∈ F)(Y ∩X ∈ [ω]ω)}.
The rest of this section is not used in the proofs of the theorems named in the
introduction.
Lemma 2.17. Let f be finite-to-one, increasing and surjective. Let F be a filter.
Then f(F+) = (f(F))+.
Proof. “⊆”: Let X ∈ f(F+) = {f [Y ] : Y ∈ F+}. Then there is Y ∈ F+,
X = f [Y ]. Let Z ∈ f(F) be any element, say Z = f [U ], U ∈ F . We have
X∩Z = f [Y ]∩f [U ] ⊇ f [Y ∩U ] is infinite, since f is finite-to-one and Y ∩U ∈ [ω]ω.
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“⊇”: Let X ∈ (f(F))+. Then for any Z ∈ f(F), X∩Z ∈ [ω]ω. Let U = f−1[X ].
We have X = f [U ]. For any Y ∈ F , Y = f−1[f [Y ]] and U ∩ Y = f−1[X ] ∩
f−1[f [Y ]] = f−1[X ∩ f [Y ]] is infinite, since X ∩ f [Y ] is infinite and f is surjective.
Hence U ∈ F+ and X ∈ f(F+). 
Corollary 2.18. Let f be finite-to-one, increasing and surjective. Let F be a filter.
Then f(F+) is ultra iff f(F) is ultra.
Proof. By definition, W+ =W iff is W is ultra. Assume that f(F) is ultra. Then
f(F+) = (f(F))+ = f(F) and hence f(F+) is ultra. Now assume that f(F+) is
ultra. Then f(F+) = (f(F))+ is ultra. Hence (f(F))+ = f(f(F))++ = f(F) is
ultra. 
3. Ramsey-theoretic computations in M(U)-extensions
Now we consider the Ramsey space ((Fin)ω,⊑) in anM(U)-extension. We use the
notation VP for any V[G], with a P-generic filter G over V. All computations are
about names and we use the forcing theorem freely and identify names often with
their evaluations. The first aim is to examine U in the forcing extension VM(U). Is
there an extension of the destroyed Milliken–Taylor ultrafilter U to a new Milliken–
Taylor ultrafilter? We show that under CH there are even 2ω1 possibilities with
pairwise nnc cores. This will be the successor step of an iteration of iterands of type
M(Uα). We introduce Ramsey-theoretic computations with names for elements of
(Fin)ω in order to establish the existence of names for Milliken–Taylor ultrafilters.
Although in the end, like in Cor. 2.9, min-unbounded FU-subsets of Fin are the
elements of Milliken–Taylor ultrafilters, intermediate work is better carried out with
sequences a¯ ∈ (Fin)ω. We use letters a¯, b¯, a¯ . . . , A,B, . . . for elements of (Fin)ω,
where capital letters are in particular used in work with sequences of sequences.
Capital letters are also used for subsets of Fin.
Definition 3.1. (1) Let a¯ ∈ (Fin)ω and X ∈ [ω]ω. We let a¯ ↾ X = 〈an : n ∈
ω, an ⊆ X〉. Note, we do not take those an with an ∩ X 6= ∅ that are not
subsets of X .
(2) Let U ⊆ (Fin)ω and X ∈ [ω]ω. We use the restriction symbol also for subsets
of (Fin)ω and let U ↾ X = fil({a¯ ↾ X : a¯ ∈ U}). For the definition of fil, see
Def. 2.5(2).
Lemma 3.2. Now let µ be a name for the Matet generic real
⋃
{s : ∃a¯(s, a¯) ∈
G}.
(1) M(U)  ∀a¯ ∈ U a¯ ↾ µ ∈ (Fin)ω.
(2) M(U)  U ↾ µ is an ordered-union filter.
Proof. (1) is an easy density argument. For (2), we use
M(U)  (a¯ ∧ b¯) ↾ µ = (a¯ ↾ µ) ∧ (b¯ ↾ µ) ∧ FU(a¯ ↾ µ) = FU(a¯) ↾ µ.

Now we restate and prove
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Theorem 3.3. Let E be a P-point and let U be a Milliken–Taylor ultrafilter such
that Φ(U) 6≤RK E. Assume CH. In VM(U) there is an Milliken–Taylor ultrafilter
Uext ⊇ U ↾ µ such that Φ(Uext) 6≤RK E.
In the remainder of this section we prove this theorem.
Definition 3.4. (See [15, Def. 3.1]) A set H ⊆ (Fin)ω is called a Matet-adequate
family if the following hold:
(i) H is closed ⊑∗-upwards.
(ii) H is countably closed, i.e., any ⊑-descending ω-sequence of members of H has
a ⊑∗-lower bound in H.
(iii) H has the Hindman property: If a¯ ∈ H and FU(a¯) is partitioned into two
pieces then there is some b¯ ⊑ a¯, b¯ ∈ H such that FU(b¯) is a subset of a single
piece of the partition.
Definition 3.5. Let 〈a¯n : n < ω〉 be ⊑-descending of elements a¯n ∈ (Fin)ω. A
sequence b¯ ∈ (Fin)ω is a diagonal lower bound of 〈a¯n : n < ω〉 if
(3.1) (∀s ∈ FU(b¯))((b¯ ; past s) ⊑ a¯max(s)+1).
It is equivalent to say (∀s ∈ b¯))((b¯ ; past s) ⊑ a¯max(s)+1) in (3.1).
The Hindman property of H together with the countable closure of H implies
the existence of diagonal lower bounds of sequences in H, see [15, Cor.1.3], which
is based on the deep theorem [7, 4.2]. We give an alternative proof in Lemma 5.6.
Extending Corollary 2.9, whose proof does not use the fact that U was a filter,
the Hindman property together with stability implies the Milliken-Taylor property.
Lemma 3.6. ([7, Theorem 4.2]) Any Matet-adequate family H has the Milliken–
Taylor property: If a¯ ∈ H, n ≥ 1 and [FU(A)]n< is partitioned into two pieces then
there is some b¯ ⊑ a¯, b¯ ∈ H such that [FU(b¯)]n< is a subset of a single piece of the
partition.
Definition 3.7. Let C ⊆ (Fin)ω be centred. C+ = {a¯ ∈ (Fin)ω : ∀c¯ ∈ C, c¯ 6⊥ a¯}
We introduce an abbreviation:
Definition 3.8. Let H ⊆ (Fin)ω and let E be a P -point. We say H avoids E if
{set(a¯) : a¯ ∈ H} is nnc to E . For nnc see Definition 1.1(4).
The technical core of the proof of Theorem 3.3 is:
Theorem 3.9. After forcing with M(U), (U ↾ µ)+ is a Matet-adequate family that
avoids E.
Once Theorem 3.9 is proved, a routine downwards construction along ω1 (see
e.g., [7, Theorem 2.4]) completes the proof of Theorem 3.3: Under CH in VM(U)
there is a Milliken–Taylor ultrafilter Uext ⊇ U that avoids E .
Showing adequacy requires some technical work to evaluate the forcing.
Definition 3.10. (t, b¯) ≤ (s, a¯) is called a pure extension of (s, a¯) if s = t.
Lemma 3.11. ([15, Lemma 2.6]) M(U) has the pure decision property, that is, for
any ϕ in the forcing language for any (s, a¯) ∈ M(U), there is b¯ ∈ U , b¯ ⊑ a¯ such that
(s, b¯) decides ϕ. 
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Eisworth introduced the notion of a neat condition for a name of a subset of ω.
We extend the notion of neatness for our purposes. 5
Definition 3.12. (1) Let A
˜
be a name for an infinite subset of Fin (that means,
the weakest condition forces this). We say (s, b¯) is neat for A
˜
if
(∀t ∈ FU(b¯))(∀r ∈ FU(b¯ ; past t))(∀u ⊆ max(r))
(∀r′ ∈ FU(b¯ ; past r))
(
(s ∪ t ∪ r′, (b¯ ; past r′))
decides u ∈ A
˜
and the decision does not depend on r′
)
.
(2) Let h
˜
be a name for a finite-to-one function such that h(i) ≤ i. We say (s, b¯)
is neat for h
˜
if
(∀t ∈ FU(b¯))(∀r ∈ FU(b¯ ; past t))(∀i ≤ max(r))
(∀r′ ∈ FU(b¯ ; past r))
(
(s ∪ t ∪ r′, (b¯ ; past r′))
decides h
˜
(i) and the decision does not depend on r′
)
.
(3) Let c
˜
be a name for a function c
˜
: Fin→ {0, 1}. We say (s, b¯) is neat for c
˜
if
(∀t ∈ FU(b¯))(∀r ∈ FU(b¯ ; past t))(∀u ⊆ max(r))
(∀r′ ∈ FU(b¯ ; past r))
(
(s ∪ t ∪ r′, (b¯ ; past r′))
decides c
˜
(u) and the decision does not depend on r′
)
.
(4) Let 〈Aj
˜
: j < ω〉 be a sequence of names for elements of (Fin)ω . We say (s, b¯)
is neat for 〈Aj
˜
: j < ω〉 if
(∀t ∈ FU(b¯))(∀r ∈ FU(b¯ ; past t))(∀j ≤ max(r))(∀u ⊆ max(r))
(∀r′ ∈ FU(b¯ ; past r))
(
(s ∪ t ∪ r′, (b¯ ; past r′))
decides u ∈ Aj
˜
and the decision does not depend on r′
)
.
Lemma 3.13. ([15, Lemma 2.7, Lemma 2.8]) (s, a¯) ∈ M(U). Let (X
˜
, h
˜
, c
˜
, 〈Aj
˜
:
j < ω〉) given such that the weakest condition forces: X
˜
is a min-unbounded subset
of Fin, h
˜
is a surjective weakly increasing finite-to-one function, c
˜
is a name for a
colouring, 〈Aj
˜
: j < ω〉 is a sequence of members of (Fin)ω. Then there is b¯ ⊑ a¯
such that (s, b¯) ∈M(U) is neat for X
˜
, h
˜
, c
˜
, 〈Aj
˜
: j < ω〉. 
Remark 3.14. Since the proof does not use the fact that U is a filter, Lemma 3.13
also holds for M(H) for any Matet-adequate family H.
Now we prove Theorem 3.9. It is obvious that the set of positive sets (U ↾ µ)+
is upwards closed in the ⊑∗-order. Now we show that any ⊑-descending ω-sequence
has a ⊑∗-lower bound. It is not harder to directly show that there is a diagonal
lower bound.
We recall that minFin was defined in Definition 2.1(7). A Q-name is a set of the
form τ = {〈σ, q〉 : 〈σ, q〉 ∈ τ} with names σ of lower rank. For x ∈ V we have the
Q-name xˇ = {〈yˇ, q〉 : y ∈ x, q ∈ Q}. We drop the xˇ-sign.
5It can be used for names of subsets of H(ω) and names for any ω-hierarchy of hereditary
finite sets whose union is a subset H(ω). We define neatness by tailoring initial segments towards
computations with diagonal lower bounds.
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The following technique is one of the cornerstones of our forcing constructions
and interesting for itself:
Lemma 3.15. (Existence of positive diagonal lower bounds) Let U be an Milliken–
Taylor ultrafilter, E be a P -point, Φ(U) 6≤RB E. Let Q = M(U) and let µ be the
name for the generic real. Let X¯
˜
= 〈Xn
˜
: n ∈ ω〉 be a sequence of Q-names for
elements of (Fin)ω such that
Q  (∀n ∈ ω)(Xn
˜
∈ (U ↾ µ)+ ∧Xn+1
˜
⊑ Xn
˜
).
Then
D
˜
=
{
〈t,(s, a¯)〉 : (s, a¯) ∈ Q ∧ (∃k ∈ ω)(∃t0 < t1 < · · · < tk−1 ∈ [Fin]
k
<)(
tk−1 < tk = t ∧ (s, a¯)  “t0 = min
Fin
(X0
˜
↾ µ)∧∧
i<k
ti+1 = min
Fin
((Xmax(ti)+1
˜
↾ µ) ; past ti)”
)}(3.2)
fulfils
(3.3) Q  D
˜
∈ (U ↾ µ)+ ∧D
˜
⊑ X0
˜
∧ (∀t ∈ D
˜
)((D
˜
; past t) ⊑ Xmax(t)+1
˜
).
Proof. Let (s, a¯) be given such that (s, a¯) is neat for D
˜
and for 〈Xi ↾ µ
˜
: i < ω〉.
We show that there is (s, b¯) ≤Q (s, a¯) that forces that D
˜
↾ µ ∈ (U ↾ µ)+.
Let k ∈ ω and u ∈ FU(a¯). We say that u is good for (s, a¯), t¯ = (t0, . . . , tk−1) ∈
[Fin]k<, X¯˜
, if
(s ∪ u, a¯ ; past u)  t0 = min
Fin
(X0
˜
↾ µ) ∧
∧
i<k−1
ti+1 = min
Fin
((Xmax(ti)+1
˜
↾ µ) ; past ti).
Note that goodness requires ti ∈ Fin and not just names for elements of Fin. We
define a colouring of [FU(a¯)]2< as follows
(3.4) F (u < v) =


1 if for any t¯ such that
u is good for (s, a¯), t¯, X¯
˜
,
there is a proper end extension t¯′ of t¯
such that u ∪ v is good for (s, a¯), t¯′, X¯
˜
;
0 else.
By Taylor’s theorem 2.8 there is (s, b¯) ≤Q (s, a¯) such that F is monochromatic on
[FU(b¯)]2<. We argue that the monochromatic colour can only be 1: It suffices to find
u < v ∈ FU(b¯) such that F (u, v) = 1. Suppose that u ∈ FU(b¯) is good for (s, a¯), t¯ =
(t0, . . . , tk−1), X¯
˜
. If k = 0, we let Xtk−1+1 = X0. Then (s ∪ u, b¯)  (Xmax(tk−1)+1
˜
↾
µ) ; past tk−1) ∈ (U ↾ µ)+. So (s ∪ u, b¯)  ∃t ∈ (Xmax(tk−1)+1
˜
↾ µ) ; past tk−1). By
the forcing theorem there is a condition q ≤ (s∪u, b¯) and there is a name t
˜
such that
q  t
˜
= minFin((Xmax(tk−1)+1
˜
↾ µ) ; past tk−1). Now we choose a generic filter G
that contains q and go into a forcing extensionV[G]. The evaluation fulfils t
˜
G ∈ Fin.
By the forcing theorem there is a condition q′ ≤ q, and there are a t′ ∈ Fin such
that q′  t
˜
= t′. However, since (s, a¯) is neat for (Xmax(tk−1)+1
˜
↾ µ), also (s, b¯) ∈ G
is neat for it. By neatness, there is v ∈ (b¯ ; past u), for example we can take v to
be the next element of b¯ that starts after max t′ such that (s ∪ u ∪ v, b¯ ; past v) 
t
˜
= t′ = minFin((Xmax tk−1+1
˜
↾ µ) ; past tk−1). So F (u, v) = 1.
14 HEIKE MILDENBERGER
Now we show
(3.5) (s, b¯)  D
˜
∈ (U ↾ µ)+ ∧D
˜
⊑ X0
˜
∧ (∀t ∈ FU(D
˜
))((D
˜
; past t) ⊑ Xmax(t)+1
˜
).
The proof comes in four parts. First we show that D
˜
is a min-unbounded subset
of Fin. Given any k ∈ ω, the procedure above for finding v, t′ is iterated k times,
starting at stage k = 0 with u = s. Thus we find vi and ti such that
(s ∪ v0, b¯ ; past v0)  t0 = min
Fin
(X0 ↾ µ),
(s ∪ v0 ∪ v1, b¯ ; past v1)  t1 = min
Fin
(Xmax(t0)+1 ↾ µ),
...
(s ∪ v0 ∪ · · · ∪ vk, b¯ ; past vk)  tk = min
Fin
(Xmax(tk−1)+1 ↾ µ), and thus
(s ∪ v1 ∪ · · · ∪ vk, b¯ ; past vk)  t0 < · · · < tk ∈ D
˜
.
Next we show (s, b¯)  D
˜
∈ (U ↾ µ)+. Suppose for a contradiction, that c¯ ∈ U and
(s′, b¯′) ≤ (s, b¯) and (s′, b¯′)  FU(c¯) ∩ FU(D
˜
) = ∅. Then we take d¯ ⊑ b¯′, (c¯ ; past s′),
such that d¯ ∈ U and see that (s′, d¯)  (D
˜
; past s′) ⊆ FU(c¯ ↾ µ). Contradiction.
Since Q  Xn+1 ⊑ Xn, by definition of D
˜
, (s, b¯)  D
˜
⊆ X0.
For the last conjunctive clause in Equation (3.5), we work with the charac-
terisation of diagonal lower bound that is given immediately after Def. 3.5. We
suppose that (s ∪ v, b¯ ; past v)  t < t′ ∈ D
˜
. Then by the definition of D
˜
(s ∪ v, b¯ ; past v)  t′ ∈ FU(X
˜
max(t)+1 ↾ µ; ; past t). 
Recall set(〈an : n < ω〉) =
⋃
{an : n < ω}.
Lemma 3.16. Let (s, a¯) M(U) c¯
˜
∈ (U ↾ µ)+∧h
˜
is finite-to-one, onto and monotone.
Then there are E ∈ E and (s, b¯) ≤ (s, a¯) and d¯j
˜
, j = 0, 1, such that
(s, b¯) 
∧
j=0,1
(d¯
˜
j ∈ (U ↾ µ)+ ∧ d¯
˜
j ⊑ c¯
˜
) ∧
h
˜
[set(d¯0
˜
)] ∩ h
˜
[set(d¯1
˜
] = ∅ ∧
∨
j=0,1
h
˜
[E] ∩ h
˜
[set(d¯j
˜
) = ∅.
(3.6)
Proof. We assume w.l.o.g. that (s, a¯) is neat for c¯ and h. Every name for a positive
set c¯ and every condition p let us define names d¯j
˜
, j = 0, 1, such that densely many
q below p force h
˜
[set(d¯0)]∩h
˜
[set(d¯1)] = ∅∧
∧
j=0,1 d¯
j ⊑ c¯. Again this is proved with
a colouring.
Let k < ω and u ∈ FU(a¯). We say that u is good for (s, a¯), d¯ = (d0, . . . , dk−1),
c¯
˜
, and h
˜
if
(s ∪ u, a¯ ; past u) d0 = min
Fin
(c¯
˜
↾ µ)∧∧
i<k−1
di+1 = min
Fin
{d ∈ FU(c¯
˜
↾ µ) : h
˜
[di] ∩ h
˜
[d] = ∅}.
Again the di are in the ground model, not names. This, though, is not important,
since we do not use them as indices. We define a colouring of [FU(a¯)]2< as follows
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(3.7) F (u < v) =


1 if for any d¯ such that
u is good for (s, a¯), t¯, c¯
˜
, h
˜
there is a proper end extension d¯′ of d¯
such that u ∪ v is good for (s, a¯), d¯′, c¯
˜
, h
˜
;
0 else.
By Taylor’s theorem 2.8 there is (s, b¯) ≤Q (s, a¯) such that F is monochromatic
on [FU(b¯)]2<. Since for any k, ((c¯˜
↾ µ) ; past k) is forced to be in (U ↾ µ)+, the
monochromatic colour can only be 1. Now by the maximal principle (see [25,
Ch. VII, Theorem 8.2] or [35, Ch. I, Lemma 3.1] “existential completeness”) there
are names di
˜
such that
(s, b¯) 〈d2k+1
˜
: k ∈ ω〉 ∈ (U ↾ µ)+∧
〈d2k
˜
: k ∈ ω〉 ∈ (U ↾ µ)+∧
〈d2
˜
: k ∈ ω〉 ⊑ c¯
˜
∧
h
˜
[
⋃
{d2k
˜
: k ∈ ω}] ∩ h
˜
[
⋃
{d2k+1
˜
: k ∈ ω}] = ∅.
(3.8)
The first two conjunctive clauses are shown as in the proof of Equation (3.5).
The last conjunctive clause follows from the new definition of goodness. We let
(s, b¯)  d¯
˜
j = 〈d2k+j
˜
: k < ω〉 for j = 0, 1. Since M(U)  h
˜
(E) is an ultrafilter, (s, b¯)
forces there is are a j = 0, 1 and an E ∈ E such that h
˜
[E] ∩ h
˜
[set(d¯
˜
j)] = ∅. 
The next lemma is the most important step in the proof of Theorem 3.9. Indeed,
it includes again a proof that positive diagonal lower bounds exist.
Lemma 3.17. In VM(U), (U ↾ µ)+ has the Hindman property.
For the proof of this lemma, we adapt a theorem of Eisworth.
Theorem 3.18. [15, Theorem 5] Let F be an ordered-union filter generated by
< cov(B) sets and let c be a partition of Fin into finite sets. Then there is an
a¯ ∈ F+ such that FU(a¯) is included in one piece of the partition.
At a crucial point Eisworth’s proof a Cohen real over an elementary submodel
provides a name in a Galvin–Glazer framework. We show that also a Matet-real and
even anM(U)-generic real can be used. We recall the Galvin–Glazer [22] technique.
Definition 3.19. We denote by γ(Fin) the set of min-unbounded (see Def. 2.5(4))
ultrafilters over Fin. This set is endowed with the topology
{{U ∈ γ(Fin) : A ∈ U} : A ⊆ Fin}.
The space γ(Fin) is a compact zero-dimensional Hausdorff space. With the
named topology and the semigroup operation ∪˙ from Def. 2.1(8), the semigroup
(γ(Fin), ∪˙) is a semitopological semigroup. Details can be found in [23].
Lemma 3.20. (Ellis, [16]) Each compact subsemigroup of (γ(Fin), ∪˙) contains an
idempotent ultrafilter.
Now we apply Ellis’ lemma to {U ∈ γ(Fin) : U ⊇ F} for a min-unbounded filter
F .
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Lemma 3.21. ([15, Prop. 4.2]) Let F be a min-unbounded filter. There is an
idempotent ultrafilter U ∈ γ(Fin) that extends F .
Now we prove Lemma 3.17. Let p force that c
˜
is a partition of b¯0
˜
∈ (U ↾ µ)+
into finitely many pieces and 〈b¯n
˜
: n < ω〉 is a ⊑-descending sequence of elements
b¯n
˜
∈ (U ↾ µ)+. By Lemma 3.21 there is an M(U)-name U i
˜
such that
M(U)  U i
˜
⊇ fil((U ↾ µ) ∪ {{bn,m
˜
: m ∈ ω} : n ∈ ω}) ∧ U i
˜
∪˙ U i
˜
= U i
˜
.
For X ⊆ Fin and t ∈ Fin we set
X ⊖ t = {s : s ∪ t ∈ X}.
Since U i
˜
is forced to be idempotent,
M(U)  (∀X ∈ U i
˜
)({t : X ⊖ t ∈ U i
˜
} ∈ U i
˜
.
Now we use again the Milliken–Taylor trick. We assume that (s, a¯) is neat for c
˜
,
〈bn
˜
: n < ω〉.
Let n ≥ 1. We call u ∈ FU(a¯) good for (s, a¯), (Xm
˜
, dm
˜
: m < n) if (s ∪
u, a¯ ; past u) forces the following statements:
(1) X0
˜
is the piece of the partition c of FU(b¯) that is in U i
˜
.
(2) We let d−1 = {−1}. For any 0 ≤ m < n dm
˜
is the ≤lex,Fin-least element of
{d ∈ Xm
˜
∩ FU({ak : k ∈ ω} ↾ µ) ∩ FU(b¯max(dm−1)+1) :
Xm
˜
⊖ d ∈ U i
˜
and min(d) > max(dm−1
˜
)}
(3.9)
(3) For any 0 ≤ m < n− 1, Xm+1
˜
= Xm
˜
∩ (Xm
˜
⊖ dm
˜
).
Here we allow names. Only the natural numbers are meant to be pinned down.
We colour [FU(a¯ ; past s)]2< as follows:
(3.10) F (u < v) =


1 if for any (Xm
˜
, dm
˜
: m < n) such that
u is good for (s, a¯), (Xm
˜
, dm
˜
: m < n),
there is a proper end extension (Xm
˜
, dm
˜
: m < n′)
such that v is good for (s, a¯), (Xm
˜
, dm
˜
: m < n′);
0 else.
Then we find a monochromatic b¯ ∈ U with (s, b¯) ≤ (s, a¯). Since U i is idempotent
and b¯ ∈ U ⊆ U i, the set in (3.9) is in U i. Hence the monochromatic colour can only
be 1. We let e¯
˜
be a name such that (s, b¯)  (∀n)〈e0
˜
, . . . , en−1
˜
〉 = 〈d0
˜
, . . . , dn−1
˜
〉.
The monochromaticity statement
M(U)  FU(e¯
˜
) ⊆ X0
is proved literally as in Eisworth [15, page 460]. By item (2) in the current definition
of “good”, the sequence e¯
˜
is a diagonal lower bound of 〈b¯n
˜
: n < ω〉. Now we show
that e¯
˜
is positive. For this we use the conditions on FU(a¯) in the goodness clause
(2). Suppose for a contradiction that e¯
˜
is not forced to be (U ↾ µ)-positive. Hence
there is q ∈M(U), c¯ ∈ U such that q is neat for e¯
˜
and µ, q ≤ (s, b¯), and
q M(U) FU(e¯)
˜
∩ FU(c¯ ↾ µ) = ∅.
Since U is a filter, we can assume q = (t, c¯). We produce an extension r of q that
forces the contrary.
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There is a minimal m such that q does not determine em. So q determines
e0 = d0, . . . , em−1 = dm−1.
Since [FU(c¯ ; past t)]2< has colour 1,
(t, c¯)  Y ={d ∈ Xm
˜
∩ FU({ck : k ∈ ω} ↾ µ) ∩ FU(b¯max(dm−1)+1) :
Xm
˜
⊖ d ∈ U i and min(d) > max(dm−1)} ∈ U
i.
Since [FU(c¯)]2< has colour 1 and since q is neat for e¯˜
and µ, there is r ≤ q of the
form (t ∪ u, c¯ ; past u) and there is d ∈ Fin
r  d ∈ FU(e¯
˜
) ∩ FU(c¯ ↾ µ),
in contradiction to the assumption on q. 3.17,3.9,3.3
Henceforth we drop the tildes underneath the names.
Now we return to filters over ω and answer some instances of the question left
open in the previous section: What happens to filters with Φ(U) ≤RB F?
Mathias introduced the following notion under the name “happy family” [28,
Def. 0.1.]. Louveau studied it in the special case of ultrafilters [26]. Todorcevic [38,
Chapter 7] uses the name “selective coideal” for a happy family.
Definition 3.22. (See [28, Def. 0.1.], [38, Def. 7.3]) A set H ⊆ [ω]ω is called a
selective coideal/ happy family if the following hold:
(i) IH := P(ω)rH is an ideal that contains all singletons.
(ii) If 〈Ai : i ∈ ω〉 is a ⊆-descending sequence of elements Ai ∈ H, then there is
B ∈ H such that B ⊆ A0 and (∀i ∈ B)B r (i+ 1) ⊆ Ai. We call such a B a
diagonal lower bound of 〈Ai : i ∈ ω〉.
We write FH = {ω r X : X ∈ IH} for the filter that is dual to IH. Then H
coincides with the FH-positive sets, i.e.,
H = F+H := {X ∈ [ω]
ω : (∀Y ∈ FH)(X ∩ Y 6= ∅)}.
Lemma 3.23. Let F be a filter over ω and let R be an ultrafilter over ω. R ⊆ F+
iff R ⊇ F .
Proof. Suppose that R ⊆ F+ and let X ∈ F . Then for any Y ∈ R, Y ∩ X is
infinite. Since R is ultra, we have X ∈ R.
Now suppose that F ⊆ R and let X ∈ R. Then for any Y ∈ F X ∩Y is infinite.
Hence X ∈ F+. 
So the forward implication, which will be invoked many times, uses that R is
ultra.
Remark 3.24. Let H ⊆ [ω]ω and let E be a filter. H and E are nnc iff for any
finite-to-one function f and X ∈ H there are a E ∈ E and a Y ⊆ X , Y ∈ H and
such that f [E] ∩ f [H ] = ∅.
The following theorem provides information on mˆin(U) and mˆax(U).
Theorem 3.25. Assume CH and that we force with M(U) for an Milliken–Taylor
ultrafilter U , R ∈ {mˆin(U), mˆax(U)} and µ is the generic real. After forcing with
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M(U), there is a Ramsey ultrafilter Rext ⊇ R∪{µ} that is nnc to E, and the set of
positive sets
(fil(R∪ {µ}))+ = {X ∈ ([ω]ω)V
M(U)
: (∀Y ∈ R)|X ∩ Y ∩ µ| = ω}
is a happy family in VM(U) that is nnc to E.
Proof. The theorem is proved like Theorem 3.3, however, it is much easier. Lemma
3.15, giving diagonal lower bounds, and Lemma 3.16, showing the nnc-part, are
adapted to names for (R∪ {µ})-positive subsets of ω. There are no new ideas. 
Remark 3.26. We remark that by an analogous proof to Mathias’ [28, Prop. 011],
under CH any happy family that is nnc to E contains a Ramsey ultrafilter as a
subset that is nnc to E . So we see that instead of heading for an Milliken–Taylor
ultrafilter Uext ⊇ U ↾ µ that yields of course mˆin(Uext) ⊇ mˆin(U) ∪ {µ} and the
same for the maximum projection, we could proceed into a different direction: By
Theorem 3.25, we can extend the minimum and maximum projections mˆin(U),
mˆax(U) to new Ramsey ultrafilters in VM(U) and not care whether these extensions
are the minimum and the maximum of an Milliken–Taylor ultrafilter extending U .
This direction will be important in Section 6.
4. A name for a Matet-adequate family at limit stages
We define by induction on α ≤ ω2 a countable support iteration Pα = 〈Pβ ,M(Uγ) :
β ≤ α, γ < α〉 such that for any γ < α,
Pγ+1 = Pγ ∗M(Uγ) and
Pγ+1  µγ =
⋃
{s : (s, a¯) ∈ GM(Uγ)}
Pγ  Uγ ⊇ (
⋃
{Uδ ↾ µδ) : δ < γ)
is a Milliken–Taylor ultrafilter that avoids E .
(4.1)
In Theorem 3.3 we proved that there are extension of Milliken–Taylor ultrafilters
in the successor steps
Pγ Pγ
(
M(Uγ) M(Uγ) µγ =
⋃
{s : (s, a¯) ∈ GM(Uγ)}
∧
(
∃Uγ+1 ⊇ Uγ)
(Uγ+1 is a Milliken–Taylor ultrafilter and Uγ+1 ⊇ Uγ ↾ µγ
))
.
This guarantees the continuation of our construction in the successor steps, via
Uγ+1 ⊇ Uγ ↾ µγ .
Now we consider limit steps α. If cf(α) > ω, we can just take Pα ⊢ Uα =
⋃
γ<α Uγ
and the inductive hypotheses will be carried on, since in proper forcing every real
appears at a step of at most countable cofinality, with the only exception that for
α = ℵ2 the CH gets lost. So we concentrate on the hard case, cf(α) = ω.
Theorem 4.1. Suppose that Pβ,Uβ are as in Equation (4.1) and Pα is the countable
support limit of 〈Pβ ,M(Uβ) : β < α〉. In VPα , the set of positive sets( ⋃
γ<α
(Uγ ↾ µγ)
)+
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forms a Matet-adequate family that avoids E.
Again CH and a routine enumeration along ω1 gives the following.
Corollary 4.2. Suppose that Pβ,Uβ are as in Equation (4.1) and Pα is the count-
able support limit of 〈Pβ ,M(Uβ) : β < α〉 and that CH holds in VPα . Then
Pα  ∃Uα
(
Uα is an Milliken–Taylor ultrafilter that avoids E, and
Uα ⊇
⋃
γ<α
(Uγ ↾ µγ)
)
.
Now we prove Theorem 4.1. It turns out that there is an increasing sequence
R¯ = 〈Rγ : γ < α〉 of relations Rγ in VPγ such that a property called
(4.2) “Pγ is Rγ-preserving”
is a notion we want to carry from γ < α to α in addition to the property (4.1) and
properness in the inductive choice of the iteration.
Now we define the relation Rα for which we want to preserve statements of the
form ∀f∃g¯fRαg¯. The relation Rα will be a Borel relation on the Baire space in
VPα that contain complex parameters from the ground model, e.g. Milliken–Taylor
ultrafilters and names for Milliken–Taylor ultrafilters.
Definition 4.3. By induction on α ≤ ω2 we define the following relations.
(1) We say that a Pα-name a¯ for an element of (Fin)
ω is α-positive if 1 Pα a¯ ∈
(
⋃
{Uγ ↾ µγ : γ < α})+.
(2) Assume that 〈Uγ : γ < α〉 is an ascending sequence of Milliken–Taylor
ultrafilters Uγ ∈ VPγ , such that Pγ  Φ(Uγ) 6≤RB E and ∀γ < δ < α,
Pδ  Uγ ↾ µγ ⊆ Uδ. We say fRαg¯ if the following holds in VPα :
(a) f = (A¯, h, c),
(b) A¯ = 〈Aℓ : ℓ ∈ ω〉 is a ⊑-descending sequence of α-positive sequences
Aℓ ∈ (Fin)6ω,
(c) h is finite-to-one,
(d) c is a partition of FU(A0).
(e) For j = 0, 1 we let g¯j := 〈g2n+j : n ∈ ω〉. Then
(i) For j = 0, 1, g¯j is an α-positive diagonal lower bound of A¯.
(ii) For j = 0, 1, FU(g¯j) is in one piece of the partition c.
(iii) h[set(g¯0)] ∩ h[set(g¯1)] = ∅.
So Rα is a Pα-name for a relation.
Definition 4.4. We say Pα is Rα-preserving if Pα is proper and
Pα  ∀f ∈ dom(Rα)∃g¯(fRαg¯).
There are two main differences to the known “Case A” of iteration theorem [35,
Ch XVIII], [18]: For our Rα, it is not the case that for countably many tasks fn,
n ∈ ω there is one answer g¯, E such that ∀nfRα,n(g¯, E) where Rα,n is Rα up to
mistakes before n. There are ⊑∗-incompatible positive elements g¯. Secondly, not
only the quests f but also the answers g¯ are now from the forcing extension. This
differs from the traditional applications in the preservation of cardinal invariants,
see e.g. [2]. We do not write tildes below the Rα’s.
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Lemma 4.5. CH. If Pα is Rα-preserving then
Pα  (
⋃
{Uβ ↾ µβ : β < α})
+ is a Matet-adequate family that avoids E.
Proof. This follows from Definition 4.4. Note that by Def. 4.3(2)(e)(iii) at most
one of the h[set(g¯j)] is an element of h(E). Since the latter is an ultrafilter, there
is E ∈ E and j such that h[E] ∩ h[set(g¯j)] = ∅. 
Now we carry the preservation property upwards by induction.
Lemma 4.6. Let Pα be the countable support limit of Pβ, β < α. If for β < α, Pβ
is Rβ-preserving and (4.1) holds then Pα is Rα-preserving.
This lemma will proved with Lemma 4.8. For definiteness, we can take and
χ = (2|Pα|)+. Under CH, for α < ω2, |Pα| ≤ ℵ1 by [34, page 96]. So χ = (2ℵ1)+ is
sufficiently large. The following lemma on the translation to countable elementary
submodels is well-known, see [35, Theorem 2.11 and Ch. XVIII].
Lemma 4.7. The following are equivalent.
(1) Pα is Rα-preserving.
(2) For all M ≺ H(χ) such that Pα, 〈Uβ : β < α〉, E ∈M for all Pα-names f ∈M
for all p ∈ Pα∩M , if p  f ∈ dom(Rα) then there is an (M,Pα)-generic q ≥ p
and there is a Pα-name g¯ ∈M such that q  fRαg¯.
The property of Lemma 4.7(2) is carried on by induction in the following slightly
stronger technical form that is suitable for induction.
Lemma 4.8. The induction lemma. Suppose CH and ξ < ζ ≤ ℵ2. Let M ≺ H(χ),
ζ ∈ M , Pζ ∈ M , p ∈ Pζ ∩M and q0 ≤ p ↾ ξ be (M,Pξ)-generic. Let f ∈ M be a
Pζ-name such that
p Pζ f = (〈An : n ∈ ω〉, c, h) ∈ dom(Rζ).
Then there is some (M,Pζ)-generic condition q ≤ p∪ q0 such that q  (∃g¯)(fRζ g¯).
Proof. Moreover we get dom(q) r ξ ⊆ ζ ∩ M . We go by induction on ζ. For
ζ = 0 there is nothing to prove, for ζ successor a proof is included in the proof of
Theorem 3.3, namely in Lemmata 3.15 , 3.16, 3.17. So let ζ be a limit. We first
consider cf(ζ) = ω. We fix a strictly increasing sequence 〈ζℓ : ℓ < ω〉 with ζ0 = ξ,
ζℓ ∈ M , and sup ζℓ = ζ. We also fix an enumeration 〈Dn : n < ω〉 of the dense
subsets of Pζ that are elements of M . We let U i be a Pζ-name in M such that
Pζ U
i is idempotent and
U i ⊇ fil(
⋃
{(Uγ ↾ µγ) : γ < ζ} ∪ {An : n ∈ ω}).
(4.3)
By 3.21 such a name U i exists. We choose by induction on n, qn ∈ Pζn , a Pζn -name
for a Pζn,ζ-name dn for an element of Fin, a Pζn -name for a Pζn,ζ-name Xn for an
element of U i, and a Pζn -name of a pn ∈ Pζn,ζ with the following properties:
(a) qn ∈ Pζn , dom(qn)r ξ ⊆M ∩ ζn, qn+1 ↾ ζn = qn,
(b) qn is (M,Pζn)-generic,
(c) qn+1 Pζn pn+1 ∈ Dn ∩M ∩G,
(d) p0 ↾ ζ0 ≥ q0 in Pζ0 ,
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(e) qn+1 Pζn+1 pn+1 ↾ [ζn, ζn+1) ≤ pn ↾ [ζn, ζn+1) (in Pζn,ζn+1),
(f) q1, p1, X0, d0, X1 is such that
q1 Pζ1
(
p1 Pζ1,ζ
(
X0 is the piece of the partition c ↾ FU(A0) that lies in U i
∧ d0 = min
lex,Fin
{d ∈ X0 ∩ FU(A0) : X0 ⊖ d ∈ U
i}
∧ X1 = X0 ∩ (X0 ⊖ d0)
))
Moreover q1  p1  d0 ∈M , q1  p1 ∈M ∩G ∩D0.
(g) qn+1, pn+1, dn, Xn+1 is such that
qn+1 Pζn+1
(
pn+1 ∈M ∩G ∩Dn∧
pn+1 Pζn+1,ζ
(
dn = min
lex,Fin
{d ∈ Xn ∩ FU(An) : Xn ⊖ d ∈ U
i and
min(d) > max(dn−1) ∧ h[dn−1] ∩ h[d] = ∅}
∧ Xn+1 = Xn ∩ (Xn ⊖ dn)
))
.
Since the name dn+1 is defined from elements inM , qn+1 Pζn+1 pn+1 Pζn+1,ζ
dn+1 ∈M .
Since M ≺ H(χ), such a sequence exists by the induction hypothesis and the
maximal principle.
In the end we let g¯ such that
qn Pζn pn Pζn,ζ g¯ ↾ n = 〈di : i < n〉
and q =
⋃
n<ω qn and we let g¯
j be a name such that q  g¯j = 〈g2n+j : n < ω〉.
Now it is easy to see that q, g¯j are as desired, i.e., q ≤ p is (M,Pζ) generic and
(4.4) q  fRαg¯.
Let G be Pα-generic over V with q ∈ G. Since M [G] ≺ H(χ)[G] (again, see [35,
Theorem 2.11]) there are also names g¯ ∈M as in Equation (4.4). 4.8,4.1
Putting Theorem 3.3 and Theorem 4.1 together yields the following.
Theorem 4.9. Let E be a P -point and assume CH. Then there is a countable
support iteration iteration of proper iterands P = 〈Pα,M(Uβ) : β < ω2, α ≤ ω2〉
that in the extension E is a P -point, there at least three near-coherence classes of
ultrafilters and there is a Milliken–Taylor ultrafilter of character c = ℵ2 = d.
5. Generalisation to Fink
In this section we generalise the results of Sections 2, 3, and 4 from Fin to Fink
for k ≥ 1. We introduce Gowers–Milliken–Taylor ultrafilters and Gowers–Matet
forcing.
Definition 5.1. Let k ∈ ω r {0} unless stated otherwise.
(1) For p : ω → k + 1 we let supp(p) = {n ∈ ω : p(n) 6= 0}.
Fink = {p : ω → k + 1 : supp(p) is finite ∧ k ∈ range(p)}.
(2) Fin[1,k] =
⋃k
j=1 Finj .
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(3) For a, b ∈ Fink, we let a < b denote supp(a) < supp(b), i.e., (∀m ∈ supp(a))(∀n ∈
supp(b))(m < n), by Def. 2.1(3). A finite or infinite sequence 〈ai : i < m ≤ ω〉
of elements of Fink is in block-position if for any i < j < m, ai < aj . The set
(Fink)
ω is the set of ω-sequences in block-position, also called block sequences.
For n ≥ 1, the set [Fink]
n
< is the set of n-sequences in block-position over Fink.
(4) We define a well-order (of type ω) ≤lex,Fink on the set Fink via a <lex,Fink b if
max(supp(a)) < max(supp(b)) or (max(supp(a)) = max(supp(b)) and there
is an m such that a ↾ m = b ↾ m and a(m) > b(m). For a non-empty set
X ⊆ Fink we let minFink(X) be the ≤lex,Fink -least element of X , in parallel
to Definition 2.1(7).
(5) For k ≥ 1, a, b ∈ Fin[1,k], we define the partial semigroup operation + as
follows: If supp(a) < supp(b), then a+b ∈ Fink is defined. We let (a+b)(n) =
a(n) + b(n). Otherwise a + b is undefined. Thus a + b = a ↾ supp(a) ∪ b ↾
supp(b) ∪ 0 ↾ (ω r (supp(a) ∪ supp(b))).
(6) For any j ≥ 2 we define on Finj the Tetris operation: Tj : Finj → Finj−1 by
Tj(p)(n) = max{p(n)− 1, 0} and let T =
⋃
{Tj : 2 ≤ j ≤ k}.
(7) Let B be a min-unbounded subset of Fink, i.e., for any n, B ∩ {s ∈ Fink :
{n} < s} 6= ∅. We let
TFUk(B) ={T
(j0)(bn0) + · · ·+ T
(jℓ)(bnℓ) :
ℓ ∈ ω, nni ∈ B,
bn0 < · · · < bnℓ , ji ∈ k, ∃i ≤ ℓji = 0}
be the partial subsemigroup of Fink generated by B. Here T
(0) is the identity,
T (1) = T , T (j+1) = T ◦ T (j). We call B a TFUk-set if B = TFUk(B).
(8) The set γ(Fink) is the set of ultrafilters over Fink that contain all sets of the
form {p ∈ Fink : {n} < p}, n ∈ ω.
(9) We lift + to γ(Fink) via
U+˙V =
{
X ⊆ Fink :
{
s : {t : s+ t ∈ X} ∈ V
}
∈ U
}
.
(10) For k ≥ 2, we define T˙ : γ(Fink)→ γ(Fink−1) via
T˙U =
{
X ⊆ Fink−1 : {s : Ts ∈ X} ∈ U
}
.
(11) For A ⊆ Fink, s ∈ Fink and n ∈ ω we let (A ; past s) = {a ∈ A :
max(supp(s)) < min(supp(a))} and (A ; past n) = {a ∈ A : n < min(supp(a))}.
For a¯ ∈ (Fink)ω, s ∈ Fink and n ∈ ω we let (a¯ ; past s) = 〈am : m ≥ m0〉,
where m0 is the minimal m such that max(supp(s)) < min(supp(am)) and
(a¯ ; past n) = 〈am : m ≥ m0〉 where m0 is the minimal m such that
n < min(supp(am)).
(12) For min-unbounded sets A,B ⊆ Fink we let B ⊑k A if B ⊆ TFUk(A). Note
that here k is not allowed to drop. We say B is a k-condensation of A. We
let B ⊑∗k A if there is an n ∈ ω such that (B ; past n) ⊆ TFUk(A). For
a¯, b¯ ∈ (Fink)ω we let b¯ ⊑k a¯ if b¯ = 〈bn : n < ω〉 and {bn : n < ω} ⊆
TFUk({an : n < ω}), and b¯ ⊑
∗ a¯
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So (Fin1,+) ∼= (Fin,∪) via p 7→ supp(p), and ((Fin1)ω,⊑1) ∼= ((Fin)ω,⊑) via
〈an : m ∈ ω〉 7→ 〈supp(an) : n < ω〉. For checking whether there is a min-
unbounded C ⊑k A,B, a piecewise construction recursively along ω with the aid
of <lex,Fink as in the proof of Lemma 3.15 yields ⊑-weakest (i.e., largest) common
lower bounds. Since this is not entirely obvious in the Fink-setting, we state it
explicitly.
Lemma 5.2. Assume that a¯, b¯ ∈ (Fink)ω and that there is a c¯ ∈ (Fink)ω such that
c¯ ⊑k a¯, b¯. Then there is a ⊑k-largest witness c¯ to this, that can be gotten in the
following recursive way:
c0 = min
Fink
(TFUk(a¯) ∩ TFUk(b¯)),
cn+1 = min
Fink
(TFUk(a¯ ; past cn) ∩ TFUk(b¯ ; past cn)).
The proof follows directly from the definitions of the relation ⊑k and of the
≤lex,Fin-order. We write c¯ = a¯ ∧ b¯.
Hindman’s theorem is generalised to (Fink)
ω :
Theorem 5.3. (Gowers, see e.g. [19], [38, Theorem 2.22]) Let k ≥ 1 and a¯ ∈
(Fink)
ω. For every finite colouring of TFUk(a¯) there is a infinite block sequence
b¯ ⊑k a¯ such that the elements of TFUk(b¯) are monochromatic.
Definition 5.4. A set H ⊆ (Fink)
ω is called a Gowers-adequate family if the
following hold:
(i) H is closed ⊑∗k-upwards.
(ii) H is stable, i.e., any ⊑k-descending ω-sequence of members of H has a ⊑∗
lower bound in H.
(iii) H has the Gowers property: If a¯ ∈ H and TFUk(a¯) is partitioned into finitely
many pieces then there is some b¯ ⊑k a¯, b¯ ∈ H such that TFUk(b¯) is a subset
of a single piece of the partition.
Definition 5.5. (1) For a¯, b¯ ∈ (Fink)ω we write a¯ 6⊥ b¯ and say that a¯, b¯ are
compatible, if there is c¯ ⊑k a¯, b¯.
(2) A set C ⊆ (Fink)ω is called centred, if for any finite C ⊆ C there is a¯ ∈ C
that is a generalised condensation of any c¯ ∈ C and if C is closed under finite
alterations i.e., if d¯ ∈ C and d¯ =∗ e¯ then e¯ ∈ C.
(3) Let C be a subset of (Fink)ω such that any finitely many elements of C are
⊑k-compatible in (Fink)ω. We call such a C a filter subbase. We let
filk(C) ={X ⊆ Fin : (∃n ∈ ω)(∃c¯0 . . . ∃c¯n ∈ C)
(∃d¯)(d¯ = c¯0 ∧ · · · ∧ c¯n ∧ {dn : n < ω} ⊆ X)}.
(4) A non-principal filter F over Fink is said to be a Tetris-union filter if it has a
basis of sets of the form TFUk(X) for X ⊆ Fink.
(5) A non-principal filter F on Fink is said to be an Tetris-ordered-union filter if
it has a basis of sets of the form TFUk(d¯) for d¯ ∈ (Fink)ω.
(6) For a ⊑k-descending ω-sequences of members of (Fink)ω 〈a¯n : n ∈ ω〉 and
b¯ ∈ (Fink)ω we say: b¯ is a diagonal lower bound if b¯ ⊑ a¯0 and
(∀s ∈ TFUk(b¯))(b¯ ; past s) ⊑k a¯max(supp(s))+1.
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(7) Let µ be an uncountable cardinal. A Tetris-union filter is said to be (< µ)-
stable if, whenever it contains TFUk(Xα) for Xα ⊆ Fin, α < κ, for some
κ < µ, then it also contains some TFUk(Y ) for some Y such that for each α
there is nα with (Y ; past nα) ⊆ TFUk(Xα) for α < κ. Such an Y is called a
lower bound of {Xα : α < κ}. For “< ω1-stable” we say “stable”.
(8) A stable Tetris-ordered-union ultrafilter is called a Gowers–Milliken–Taylor
ultrafilter.
(10) An ultrafilter is called idempotent if U+˙U = U .
In particular, any Gowers–Milliken–Taylor ultrafilter is Gowers-adequate. Gowers-
adequate families have better properties than stated in the definition; this is similar
to [7, Theorem 4.2].
Lemma 5.6. Let H be a Gowers-adequate family.
(a) Let n ≥ 1. If A ∈ H and [TFUk(a¯)]n< is partitioned into two pieces then there
is some b¯ ⊑k a¯, b¯ ∈ H such that [TFUk(b¯)]n< is a subset of a single piece of
the partition.
(b) H contains for each descending sequence a diagonal lower bound.
Proof. (a) is proved in [7, Theorem 4.2]. We write an alternative proof that also
serves to show that ultraness is not used. For simplicity we write the step from 1
to 2. We let c : [TFUk(a¯)]
2
< → r for some finite r ≥ 1. We enumerate TFUk(a¯) as
〈sℓ : ℓ ∈ ω〉 such that for any ℓ, all the si with max(supp(si)) < max(supp(sℓ))
have i < ℓ. Let c¯−1 = a¯. For each sℓ ∈ TFUk(a¯) by induction hypothesis we may
take a c¯ℓ ⊑k (c¯ℓ−1 ; past sℓ) such that
fℓ : TFUk(c¯ℓ−1 ; past sℓ)→ m
t 7→ c(sℓ, t)
is monochromatic on TFUk(c¯ℓ). Let b¯ ⊑∗k c¯ℓ for any ℓ < ω. Now we take g : ω → ω
with g(0) = 0 and g(ℓ+ 1) > g(ℓ) so large that
(5.1) (∀r ≤ g(ℓ))
(
(b¯ ; past g(ℓ+ 1)) ⊑k c¯r
)
.
Next we let for s ∈ TFUk(b¯), say s = sℓ, f(s) = c(s, t) for any t ∈ TFUk(c¯ℓ) ∩
TFU(b¯). By the induction hypothesis there is c¯ ⊑k b¯, c¯ ∈ H, such that TFUk(c¯) is
monochromatic under the colouring f . Then we colour s ∈ TFUk(c¯) with colour j ∈
2 if max(supp(s)) is in
⋃
{[g(2r+j), g(2r+j+1)) : r ∈ ω}, and take d¯ ⊑k c¯ such that
TFUk(d¯) is monochromatic for the latter colouring. Finally we take e¯ ⊑k d¯ such
that for each r there is at most one ℓ such that supp(eℓ)∩[g(2r+j), g(2r+j+1)) 6= ∅.
The existence of such an e¯ ∈ H follows by [7, Theorem 3.9]. Then [TFUk(e¯)]2< is
c-monochromatic.
(b) Let 〈a¯n : n ∈ ω〉 be a ⊑k-descending sequence of element of H and let c¯ ∈ H
be a ⊑∗k-lower bound such that c¯ ⊑k a¯0. We colour TFUk(c¯)]
2
< via
c(u, v) =
{
1 if v ∈ TFUk(a¯max(supp(u))+1);
0 else.
Since c¯ is a ⊑∗k-lower bound of 〈a¯n : n < ω〉, any d¯ ⊑k c¯ such that [TFUk(d¯)]
2
< is
c-monochromatic has colour 1 and hence is a diagonal lower bound. 
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Definition 5.7. Let k ≥ 1. Conditions Gowers–Matet forcing, Mk, are pairs (s, c¯)
such that s ∈ Fink and c¯ ∈ (Fink)ω and supp(s) < supp(c0). The forcing order
is (t, d¯) ≤k (s, c¯) (recall the stronger condition is the smaller one) if the following
holds:
(a) s = t or there are n, i0 < · · · < in ∈ ω, and jr ∈ {0, . . . , k − 1} for r ≤ n with
at least one jr = 0 such that t is a sum in the sense of Def. 5.1(5) of the form
t = s+ T (j0)(ci0 ) + · · ·+ T
(jn)(cin).
(b) d¯ ⊑k c¯ (see Def. 5.1(10)).
In the case of s = t we call (t, b¯) a pure extension of (s, a¯) = p. s is called the stem
of p and a¯ is called the pure part of p.
Since the stem and the pure part are in block position and since the pure parts are
block-sequences, s ↾ supp(s) = t ↾ supp(s) is equivalent to s ↾ (max(supp(s))+1) =
t ↾ (max(supp(s)) + 1).
Definition 5.8. Given a Gowers–Matet-adequate family H ⊆ (Fink)ω, the notion
of forcing Mk(H) consists of all pairs (s, a¯) such that a¯ ∈ H. The forcing order is
the same as in the Gowers–Matet forcing.
Definition 5.9. Let H be a subset of (Fink)
ω.
(1) The core of H is the set Φ(H) ⊆ [ω]ω such that
X ∈ Φ(H) iff (∃a¯ ∈ H)(
⋃
{supp(an) : n ∈ ω} ⊆ X).
(2) For j = 1, . . . , k, the core of H at colour j is the set Φj(H) ⊆ [ω]ω such that
X ∈ Φj(H) iff (∃a¯ ∈ H)(
⋃
{a−1n [{j}] : n ∈ ω} ⊆ X).
(3) The minimum projection of H at colour j is the set
mˆinj(C) =
{
{min{y−1[{j}] : y ∈ Y } : Y ∈ H
}
,
and analogously we define mˆaxj(H), the maximum projection at colour j.
(4) Let E be an ultrafilter over ω. We say H avoids E if Φ(H) is nnc to E .
(5) The Mk(H)-generic function from ω to k + 1 is
µ =
⋃
{s ↾ (max(supp(s)) + 1) : (∃a¯)((s, a¯) ∈ G)}.
A name for µ is
µ
˜
=
⋃
{〈(s ↾ (max(supp(s)) + 1), (s, a¯)〉 : (s, a¯) ∈Mk(C)}.
Usually we do not write the tildes.
(6) In addition we define the generic i-fibres for i = 1, . . . , k by letting
µi := µ
−1[{i}].
Any Gowers–Milliken–Taylor ultrafilter U avoids E iff Φ(U) 6≤RB E .
Remark 5.10. Now a density argument shows for any j = 1, . . . , k,
Mk(C)  µj ∈ [ω]
ω ∧ (∀X ∈ Φj(C))(µj ⊆
∗ X).
The proof of the following theorem is carried out as in the original. It makes
frequent use of the good properties from Lemma 5.6.
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Theorem 5.11. (Generalisation of [15, “→” Theorem 4, “←” Cor. 2.5, this di-
rection works also with non-P ultrafilters]) Let U be a Gowers–Milliken–Taylor
ultrafilter over Fink and let W be a P -point. W 6≥RB Φ(U) iff W continues to
generate an ultrafilter after we force with Mk(U).
Now we are concerned with the number of near-coherence classes among the
ultrafilters that contain Φ(U) as a subset.
Theorem 5.12. Let U be a Gowers–Milliken–Taylor ultrafilter over Fink. Then
for any A ∈ U , there is B ⊑k A, B ∈ U such that B = TFUk(B) and for any
s ∈ B,
(5.2) min(s−1[{1}]) < min(s−1[{2}]) < · · · < min(s−1[{k}]) <
max(s−1[{k}]) < max(s−1[{k − 1}]) < · · · < max(s−1[{1}]).
Proof. Since U has a basis of TFUk-sets we may assume that A = TFUk(A). For
s ∈ TFUk(A) we let c(s) = 1 if s fulfils (5.2) and c(s) = 0 otherwise. There is
B ⊑k A, B ∈ U , B = TFUk(B) that is monochromatic for c. We show that the
colour can only be 1. We take si ∈ B, s1 < s2 < · · · < s2k−1. Then
s =T (k−1)(s1) + T
(k−2)(s2) + · · ·+ T (sk−1) + sk
+ T (sk+1) + · · ·+ T
(k−1)(s2k−1) ∈ B = TFUk(B)
(5.3)
fulfils c(s) = 1. 
The following generalises [9, Theorem 38].
Theorem 5.13. For any Tetris-union-ultrafilter U , the projections
mˆin1(U), . . . , mˆink(U), mˆax1(U), . . . , mˆaxk(U)
are pairwise non-nearly coherent Ramsey ultrafilters over ω.
Proof. In [7, Proposition 3.9] it is shown that all minima and all maxima are Ramsey
ultrafilters. It remains to show that they are pairwise non-nearly coherent.
In the first step we consider the case of mˆinj(U), mˆaxj(U). Almost verbatim as
in [9, Section 6] it is shown that for any j ∈ {1, . . . , k}, the two Ramsey ultrafilters
mˆinj(U) and mˆaxj(U) are not nearly coherent. The reasoning uses only the closure
of TFUk(B) under + from Def. 5.1(5) and does not refer to the Tetris function.
Second step: We show that for any 1 ≤ i < j ≤ k, mˆini(U) and mˆinj(U)
are not nearly coherent. For a contradiction, we assume that f is finite-to-one
and f(mˆini(U)) = f(mˆinj(U)). W.l.o.g. we assume that f is non-decreasing and
surjective. We let In = f
−1[{n}]. We colour Fink as follows. Let c(s) = 0 if the k
such that min(s−1[{i}]) meets Ik is equal to the k′ such that min(s−1[{j}]) meets
Ik′ ; and 1 otherwise . We choose a c-monochromatic TFUk-set A ∈ U . We show
that the colour is 1. For any r < t, r, t ∈ A whose supports do not meet the same
I-interval we have that j 6∈ range(T (k−i)(r)) but i ∈ range(T (k−i)(r)) and hence
c(T (k−i)(r) + t) = 1.
However by the assumed near coherence there are infinitely many n such that
In ∩ {min(a
−1
m [{i}]) : m ∈ ω} ∩ {min(a
−1
ℓ [{j}]) : ℓ ∈ ω} 6= ∅.
FINITELY MANY NEAR-COHERENCE CLASSES 27
We take n, m, ℓ such that
min(a−1m [{i}]),min(a
−1
ℓ [{j}]) ∈ In.
Then c(am + aℓ) = 0. Contradiction.
Similarly it is shown that any two different maximum projections are not nearly
coherent.
Third step: We show that any minimum ultrafilter is not nearly coherent to any
maximum ultrafilter for the mixed pairs. We assume that f is finite-to-one and
f(mˆaxi(U)) = f(mˆinj(U)) for some pair i 6= j ∈ {1, . . . , k}. W.l.o.g. we assume
that f is non-decreasing and surjective. We let In = f
−1[{n}]. We let E be
E = {s ∈ Fink : |{r ∈ ω : Ir ∩ s
−1[{i, j}] 6= ∅}| is even.}
Since U is an ultrafilter over Fink, we have E ∈ U or Fink r E ∈ U . Since
U is a Tetris union ultrafilter, we have E ∈ U . Hence there is A ⊆ Fink such
that TFUk(A) = A ⊆ E. According to Theorem 5.12, we may take B ⊑ A,
B = TFUk(B) ∈ U , so that any s ∈ B fulfils Equation 5.2. We fix such a B. Since
we assumed near coherence we have
f [{max(s−1[{i}] : s ∈ B}] ∩ f [{min(s−1[{j}] : s ∈ B}] 6= ∅.
So there is an interval Ir that meets {max(s−1[{i}]) : s ∈ B} and
{min(s−1[{j}]) : s ∈ B}, say max(s−1[{i}]),min(t−1[{j}]) ∈ Ir and s = t or s < t.
There is no case distinction as to whether s = t or s < t.
We assume that i < j. Then all of s−1[{i, j}] lies by Equation (5.2) before
max(s−1([{i}]) and hence in intervals Ir′ with r′ ≤ r. All of t−1[{i, j}] lies by
Equation (5.2) after min(t−1([{i}]) and hence in intervals Ir′ with r
′ ≥ r.
Now we assume that j < i. Then all of s−1[{i, j}] lies by Equation (5.2) before
max(s−1([{j}]) ∈ Ir and hence in intervals Ir′ with r′ ≥ r. All of t−1[{i, j}] lies by
Equation (5.2) after min(t−1([{j}]) ∈ Ir and hence in intervals Ir′ with r′ ≤ r.
In any of the two cases we have {r′ : Ir′ ∩ (s ∪ t)−1[{i, j}] 6= ∅} is the union of
{r′ ≤ r : Ir′ ∩s−1[{i, j}] 6= ∅} and {r′ ≥ r : Ir′ ∩t−1[{i, j}] 6= ∅} and the latter two
intersect just in {r}. Hence |{r : Ir ∩ (s∪ t)−1 [{i, j}] 6= ∅}| is odd and contradicts
the fact that s ∪ t ∈ TFUk(B) ⊆ E. 
Now here is the Fink-analogon to Theorem 3.3.
Theorem 5.14. Let E be a P -point and let U be a Gowers–Milliken–Taylor ultrafil-
ter over Fink such that Φ(U) 6≤RK E. In VMk(U) there is a Gowers–Milliken–Taylor
ultrafilter Uext ⊇ U ↾ µ with Φ(Uext) 6≤RK E.
We introduce some notions that allow us to adapt the proof of Theorem 3.3 to
a proof of Theorem 5.14.
Definition 5.15. Let C ⊆ (Fink)
ω be centred. C+ = {a¯ ∈ (Fink)
ω : ∀c¯ ∈ C, c¯ 6⊥ a¯}
Definition 5.16. Let f : ω → (k+1) and let a¯ ∈ (Fink)ω and let U ⊆ (Fink)ω .
(1) We let a¯ ↾ f = 〈an : an = f ↾ supp(an), n ∈ ω〉.
(2) We let U ↾ f = {a¯ ↾ f : a¯ ∈ U}.
Density arguments show:
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Lemma 5.17. Let U be a Gowers–Milliken–Taylor ultrafilter over Fink and let µ
be the generic function, see Def. 5.9(5). Then
1 Mk(U) µ : ω → (k + 1).
1 Mk(U) (∀a¯ ∈ U)a¯ ↾ µ ∈ (Fink)
ω .
Also Theorem 3.9 is generalised, and the following now is proved literally as
there.
Theorem 5.18. After forcing with Mk(U), (U ↾ µ)+ is a Gowers–Matet-adequate
family that avoids E.
Thus Theorem 5.14 is proved. There is no problem in generalising the iteration
theory from Section 4 and hence we arrive at the following result:
Theorem 5.19. Let E be a P -point and assume CH and let k ≥ 1. Then there is a
countable support iteration of proper iterands P = 〈Pα,Mk(Uβ) : β < ω2, α ≤ ω2〉
that in the extension E is a P -point, there are at least 2k+1 near-coherence classes of
ultrafilters, and there is a Gowers–Milliken–Taylor ultrafilter over Fink of character
c = ℵ2 = d.
We close this section with an observation on the cores that is not used in the
proofs of our main theorems.
Theorem 5.20. Let U be a Gowers–Milliken–Taylor ultrafilter over Fink. The
cores Φj(U) are all nearly coherent.
Proof. Let A = TFUk(A) ∈ U be such that for any s ∈ A Equation (5.2) holds. We
define I0 = [0,max(supp(a0))), In+1 = [max(supp(an)),max(supp(an+1))). Then
we take a finite-to-one function ha¯ that is constant on In for n ∈ ω. Then for any
1 ≤ i, j ≤ k,
(∀n ∈ ω)(ha¯[a
−1
n [{i}]] ∩ ha¯[a
−1
n [{j}]] 6= ∅).
Since U is centred, for any b¯ ∈ U
ha¯[
⋃
{b−1n [{i}] : n ∈ ω}] ∩ ha¯[
⋃
{b−1n [{j}] : n ∈ ω}] is infinite.

Remark 5.21. Theorem 5.20 can also be proved with the help of Theorem 5.11 and
the following folklore result.
Proposition 5.22. Any forcing that diagonalises two ncc filters adds a dominating
real.
Proof sketch: Let F and F ′ ∈ V be nnc filters and let x, y ∈ V[G] be such that
∀F ∈ Fx ⊆∗ F , ∀F ′ ∈ F ′y ⊆∗ F ′. An interval partition I¯ dominates an interval
partition J¯ if ∀∞n∃kJk ⊆ In. Let I¯ be an interval partition in V[G] such that
∀n(In ∩ x 6= ∅ ∧ In ∩ y 6= ∅). Suppose for a contradiction, that there is an interval
partition J¯ in V that is not dominated by I¯. We let for j = 0, 1, ℓ ∈ ω, hj(ℓ) = n
if ℓ ∈ J2n+j ∪ J2n+1+j . Since J¯ is not dominated by I¯, there is at least one j
such that hj(F) ∪ hj(F ′) is a filter subbase, and this contradicts the assumption
on F and F ′. Hence I¯ is a dominating interval partition. According to Blass’ [10,
Proposition 2.10], I¯ can be transformed into ≤∗-dominating real. 
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Now we finish the alternative proof of Theorem 5.20: Mk(U) preserves E accord-
ing to Theorem 5.11 and hence does not add a dominating real. However Mk(U)
diagonalises Φj(U) for j = 1, . . . , k by Remark 5.10. By Proposition 5.22 all the
Φj(U), j = 1, . . . , k, are nearly coherent.
6. Gowers–Matet forcing with Ramsey ultrafilters over ω
Now we define a variant of Gowers–Matet forcing with a non-centred reservoir
that is given by restraints on min[a¯] or on max[a¯] or on both and not by restraints of
a¯ itself. The resulting forcings are in contrast to the Mk(U) with Gowers–Milliken–
Taylor ultrafilters U not σ-centred. Nevertheless they still fulfil Axiom A and hence
are proper.
Definition 6.1. We fix parameters as follows. Let k ≥ 1. Fix Pmin, Pmax ⊆
{1, . . . , k}. Let PP = {(i, x) : x ∈ {min,max}, i ∈ Px} and let
R¯ = {(ι,Rι) : ι ∈ PP}
be a PP -sequence of pairwise nnc Ramsey ultrafilters (pairwise nnc selective coide-
als, i.e. happy families, would suffice for the pure decision property and properness).
We also name the end segments for 1 ≤ j ≤ k:
R¯ ↾ {j, . . . , k} = {(ι,Rι) : ι = (i, x) ∈ PP ∧ i ≥ j}.
We let (Fink)
ω(R¯) denote the set of Fink-blocksequences with the following prop-
erties:
(∀i ∈ Pmin){min(a
−1
n [{i}]) : n ∈ ω} ∈ Ri,min ∧
(∀i ∈ Pmax){max(a
−1
n [{i}]) : n ∈ ω} ∈ Ri,max ∧
(∀s ∈ TFUk(a¯))
(
min(s−1[{1}]) < min(s−1[{2}]) < · · · < min(s−1[{k}]) <
max(s−1[{k}]) < max(s−1[{k − 1}]) < · · · < max(s−1[{1}])
)
.
(6.1)
If (i, x) ∈ {1, . . . , k} × {min,max} r PP , we leave the term x(s−1[{i}]) out of
Equation (6.1). The set PP is allowed to be empty.
We remark that there is some discretion in this definition. We decided to include
the clause (5.2) about the fixed order into Equation (6.1). By Theorem 5.12 and
Theorem 6.8 this amounts to working with a dense subset of the larger partial order
that we would get if we required only the first two lines of Equation (6.1).
Lemma 6.2. There are ⊑∗k-incompatible elements in (Fink)
ω(R¯). Indeed, there are
a¯, b¯ ∈ (Fink)ω(R¯) such that for any j = 0, . . . , k−1 the two Fink−j-block-sequences
T (j)[a¯] and T (j)[b¯] are ⊑∗k−j-incompatible.
Proof. For rendering the combinatorics in a smoother style, we introduce:
Definition 6.3. Let (i, x) 6= (j, y) ∈ PP . We say
(i, x) <PP (j, y) :⇔(x = y = min∧i < j)∨
(x = y = max∧j < i)∨
(x = min, y = max).
The relation <PP is a linear order of PP that corresponds to Equation (5.2).
Definition 6.4. We fix ℓ such that (PP,<PP ) is isomorphic to ({1, . . . , ℓ}, <) via
f and we let Rˆf(ι) = Rι for ι ∈ PP .
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So 0 ≤ ℓ ≤ 2k. We assume ℓ ≥ 1. The case ℓ = 0 corresponds to the full
(Gowers–)Matet forcing and is known.
Now we prove Lemma 6.2. We pick for i = 1, . . . ℓ a set X1,i ∈ Rˆi. We chose an
interval partition 〈In : n < ω〉 such that each interval contains at least ℓ natural
numbers. Now for w = 0, . . . , 4ℓ − 1 we choose the finite-to-one function hw such
that for m ∈ ω
hw(n) = m if n ∈ Im·4ℓ+w ∪ · · · ∪ Im·4ℓ+4ℓ−1+w
and on the beginning finitely many natural numbers we let hw be defined anyhow.
Since the Ri are pairwise nnc Q-points, there is X2,i, i = 1, . . . ℓ such that
(1) X2,i ∈ Rˆi, X2,i ⊆ X1,i and
(2) for any w = 0, . . . , 4ℓ− 1, for any 1 ≤ i 6= j ≤ ℓ, hw[X2,i] ∩ hw[X2,j ] = ∅ and
(3) for each i = 1, . . . , ℓ, w = 0, . . . , 4ℓ − 1, m ∈ ω the interval Im·2ℓ+w ∪ · · · ∪
Im·2ℓ+2ℓ−1+w contains at most one point of X2,i.
Let 〈xn : n < ω〉 be the increasing enumeration of U =
⋃
{X2,i : i = 1, . . . , ℓ}.
For each two consecutive elements of U there are at least 4ℓ − 1 I-intervals in
between that do not contain any element of U . Now for each n ≥ 1 we choose a
block an ∈ Fink such that
(a) the an are in block position, and
(b) for the (i′, x) ∈ PP such that i = f(i′, x), x = min or x = max, and n ∈ X2,i
we have
xn = x(a
−1
n [{i
′}]).
(c) an fulfils Equation (5.2).
Since between any xn and xn+1 and before x0 there are at least 4ℓ − 1 natural
numbers and we can freely choose at most ℓ − 1 numbers after xn that are the
determining points of the part of an after xn (namely the points we an changes
its values) and at most ℓ − 1 numbers before xn+1 that determine the part of
an+1 before xn+1, this is possible. By clause (b) and since X2,i ∈ Rˆi we have
〈an : 1 ≤ n < ω〉 ∈ (Fink)ω(R). Since we took 4ℓ instead of 2ℓ, we have the free-
dom to choose bn with properties (a), (b), (c) such that for no j ≤ k−1, the equation
T (j)(bn) = T
(j)(an) 6= 0 holds. Then 〈an : 1 ≤ n < ω〉 and 〈bn : 1 ≤ n < ω〉 are
⊑∗k-incompatible elements of (Fink)
ω(R¯) and for any j = 1, . . . k − 1, also T (j)[a¯]
and T (j)[b¯] are ⊑∗k−j -incompatible elements of (Fink−j)
ω(R¯). 
Now we let H = (Fink)
ω(R¯) and consider Mk(H). Of course, we need to know
whether H is Gowers–Matet-adequate.
Definition 6.5. We let k, PP , R¯ be as in Def. 6.1. In the Gowers–Matet forc-
ing with R¯, Mk(R¯), the conditions are pairs (s, c¯) such that s ∈ Fink and c¯ ∈
(Fink)
ω(R¯) and supp(s) < supp(c0).
The forcing order is as in Mk, see Def. 5.7.
Definition 6.6. For (s, a¯), (t, b¯) ∈ Mk(R¯) and n ∈ ω we let (s, a¯) ≤n (t, b¯) if s = t
and ai = bi for i < n.
Lemma 6.7. Mk(R¯) has the pure decision property, i.e., for any ϕ ∈ L(∈), (s, a¯) ∈
Mk(R¯) ∃(s, b¯) ≤0 (s, a¯) ((s, b¯)  ϕ ∨ (s, b¯)  ¬ϕ).
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The pure decision property is equivalent to a common strengthening of a theo-
rem of Blass and of Gowers, and will be proved in Theorem 6.8. So the proof of
Lemma 6.7 will end with the proof of Theorem 6.8. The latter theorem will also be
the crucial part in the proof that the family (Fink)
ω(R¯) is Gowers–Matet-adequate.
In the following Theorem 6.8, the case of k = 1 and PP = {(1,min), (1,max)}
is due to Blass’ [7, Theorem 2.2], and the the case of k ≥ 1 and PP = ∅ is proved
in Gowers’ theorem [38, 2.22]. In a sense the result can be seen as an instance of
the programme outlined by Todorcevic in [38, Remark 7.27].
Theorem 6.8. Let k, PP , R¯ be as in Definition 6.1. Let a¯ ∈ (Fink)ω(R¯) and let
c be a colouring of TFUk(a¯) into finitely many colours. Then there is a b¯ ⊑k a¯,
b¯ ∈ (Fink)ω(R¯) such that TFUk(b¯) is c-monochromatic.
Proof. We rework and extend the proof of Gowers’ original theorem as given by
Todorcevic [38, pp. 35–36]. To get into a Galvin–Glazer setting, we need ultrafilters.
Recall γ(Fink) is defined in Def. 5.1(8).
Definition 6.9. Given k, Pmin, Pmax and R¯ as in Def. 6.1, we let
γ(Fink(R¯)) = {U ∈ γ(Fink) : (∀i ∈ Pmin)(mˆini(U) = Ri,min)∧
(∀i ∈ Pmax)(mˆini(U) = Ri,max)},
and endow it with the topology given by the basic open sets{
{U ∈ γ(Fink(R¯)) :A ∈ U} : A ⊂ Fink is such that
(∀(i, x) ∈ PP )({x(s−1[{i}]) : s ∈ A} ∈ Ri,x)
}
.
The space γ(Fink(R¯)) a compact Hausdorff space.
For work with semigroups of ultrafilters we temporarily work with PP in a
narrower sense. The reason is, that in the claim part of Def. and Lemma 6.11 below,
we do not know how to handle i ∈ {1, . . . , k} with (i,min) 6∈ PP or (i,max) 6∈ PP .
Definition 6.10. For any k ≥ 1, a reservoir of indices PP of the strict form is
one of the following three types: PP = {(i,min), (i,max) : 1 ≤ i ≤ k}, PP =
{(i,min) : 1 ≤ i ≤ k}, PP = {(i,min) : 1 ≤ i ≤ k}.
Definition and Lemma 6.11. Let k, Pmin, Pmax be as in Def. 6.10 and let R¯ be
as in Def. 6.1. We define +˙ on (
⋃k
j=1 γ(Finj(R¯ ↾ {k− j + 1, . . . , k})))
2 as follows.
+˙ : γ(Fini(R¯ ↾ {k − i+ 1, . . . , k}))× γ(Finj(R¯ ↾ {k − j + 1, . . . , k}))
→ γ(Finmax{i,j}(R¯ ↾ {k −max(i, j) + 1, . . . , k}))
is defined as
U+˙V =
{
X ⊆ Finmax{i,j}(R¯ ↾ {k −max(i, j) + 1, . . . , k})
:
{
s : {t : s+ t ∈ X} ∈ V
}
∈ U
}
.
Proof. Note with which ultrafilters the restrictions work. ForW ∈ γ(Finmax{i,j}(R¯ ↾
{k −max{i, j}+ 1, . . . , k})) and X ∈ W , v = 1, . . . ,max{i, j}, by definition
(6.2) {x(s−1[{v}]) : s ∈ X} ∈ Rv+(k−max{i,j}),x,
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and vice versa, any W ∈ γ(Finmax{i,j}) such that each X ∈ W fulfils for any v
Equation (6.2) is indeed in γ(Finmax{i,j}(R¯ ↾ {k −max{i, j}+ 1, . . . , k})).
We prove that the range of +˙ is really Finmax{i,j}(R¯ ↾ {k−max(i, j)+1, . . . , k}).
For i = j this was proved by Blass: By the first part of the proof [7, Theorem
2.1], the space γ(Finj(R¯ ↾ {k − j + 1, . . . , k})) is closed under +˙.
Now we consider the case U ∈ γ(Fini(R¯ ↾ {k−i+1, . . . , k})) and V ∈ γ(Finj(R¯ ↾
{k − j + 1, . . . , k})) and i < j and x = min,max.
For any s ∈ Fini, t ∈ Finj , v = 1, . . . ,max{i, j}, x = min,max, x(s + t−1[{v}])
is either x(s−1[{v}]) or x(t−1[{v}]). Either the set of (s, t) on which it is the first
is in
U × V = {Z ⊆ Finj × Fini : {s : {t : (s, t) ∈ Z} ∈ V} ∈ U},
or its complement is in U × V .
We start with the high values of v: For the values v = i+ 1, . . . , j, we have for
any s ∈ Fini, t ∈ Finj , (s + t)
−1[{v}] = t−1[{v}] and hence its minimum and/or
maximum (if (v,min) ∈ PP and/or (v,max) ∈ PP ) is from t. Thus for X ∈ U+˙V ,
x = min,max we have
{x((s+ t)−1[{v}]) : s+ t ∈ X} ∈ Rv+k−j,x,
as requested in Equation (6.2).
Now we proceed by downwards induction on v.
The first not yet settled value is v = i and x = min or x = max. For s ∈ Fini,
t ∈ Finj , x((s + t)−1[{v}]) = x(s−1[{v}]) or x((s + t)−1[{v}]) = x(t−1[{v}]) and
there is a set Z ∈ U × V such that for any (s, t) ∈ Z the decision is the same. We
claim that this decision can only be for the t-parts and hence {x((s + t)−1[{v}]) :
s+ t ∈ X} ∈ Rv+k−j,x. This is seen as follows: For any X ⊆ Finj we have
(6.3) {x((s+ t)−1[{v+(j− i)}]) : s+ t ∈ X}∩{x((s+ t)−1[{v}]) : s+ t ∈ X} = ∅.
For X ∈ U+˙V , U ∈ γ(Fini(R¯ ↾ {k − i + 1, . . . , k})), V ∈ γ(Finj(R¯ ↾ {k − j +
1, . . . , k})), the left-hand set on the left-hand side of Equation (6.3), i.e., the set
{x((s+ t)−1[{v+(j− i)}]) : s+ t ∈ X}, is already in the ultrafilter Rv+(j−i)+k−j,x,
so in Rv+k−i,x, by induction hypothesis. Hence by Equation (6.3),
{x((s+ t)−1[{v}]) : s+ t ∈ X} 6∈ Rv+k−i,x
and so Z did not decide for the s-part. Since there must be a decision on Z, we
have
{x((s+ t)−1[{v}]) : s+ t ∈ X} ∈ Rv+k−j,x,
as desired.
In the next step we verify Equation (6.2) for v = k − i− 1 with the same tech-
nique, shifted by −1 in the v-component, and proceed by downwards induction
down to v = 1. The case U ∈ γ(Fini(R¯ ↾ {k − i+ 1, . . . , k})) and V ∈ γ(Finj(R¯ ↾
{k − j + 1, . . . , k})) and i > j is checked in a similar way. 
Definition and Lemma 6.12. Again we work with PP from Def. 6.10 and R¯
from Def. 6.1. For 2 ≤ j ≤ k, we write T [X ] = {T (a) : a ∈ X} for X ⊆ Finj(R¯ ↾
{k − j + 1, k}) and T [a¯] = 〈T (an) : n ∈ ω〉 for a¯ ∈ (Finj)ω(R¯ ↾ {k − j + 1, k}).
The lift of the Tetris operation T˙ : γ(Finj(R¯ ↾ {k− j + 1, . . . , k}))→ γ(Finj−1(R¯ ↾
{k − j + 2, . . . , k})) is defined via T˙ (U) = {T [X ] : X ∈ U}.
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We prove that the range is as claimed in the definition: Since for j = {1, . . . , k−
1}, (T (a))−1[{j}] = a−1[{j + 1}] we get a¯ ∈ (Fini+1)ω(R¯ ↾ {k − i, . . . , k}) implies
T [a] ∈ (Fini)ω(R¯ ↾ {k − i+ 1, . . . , k}). 
Definition 6.13. Let PP be as in Def. 6.10 and R¯ be as in Def. 6.1. For
U ,V ∈
⋃k
j=1 γ(Finj(R¯ ↾ {k − j + 1, . . . , k})), we let U ≤ V if U+˙V = U . So U is
stronger and richer than V .
Lemma 6.14. (See [38, Lemma 2.23]) Let PP from Definitions 6.1 and 6.10. Let
2 ≤ j ≤ k. Then T˙ : γ(Finj(R¯ ↾ {k − j + 1, . . . k})) → γ(Finj−1(R¯ ↾ {k − j +
2, . . . , k})) is a continuous onto +˙-homomorphism.
To make the Galvin–Glazer setting fruitful, we need diagonal lower bounds of a
special form. The next lemma, about special diagonal lower bounds, uses diagonal
lower bounds in Rι and pairwise nnc. Ultraness of the Rι is not used, coideals
would suffice. So we could work with pairwise nnc happy families instead of the
Rι. The lemma is inspired by similar work by Blass in his proof of [7, Theorem
2.1].
Lemma 6.15. let k, PP , R¯ be as in Def. 6.1. Here the strict form of PP is not
needed. Any ⊑k-descending sequence 〈c¯n : n ∈ ω〉 in (Fink)ω(R¯) has a diagonal
lower bound b¯ ∈ (Fink)ω(R¯) such that b0 is an element of {cℓ0,m : m ∈ ω} for
some ℓ0 and each bn+1 is an element of {cℓn+1,m : m ∈ ω} for some ℓn+1 >
max(supp(bn)).
Proof. Let 〈c¯n : n < ω〉 be a ⊑k-descending sequence in (Fink)ω(R¯) we let c¯n =
〈cn,m : m ∈ ω〉. By induction on n we choose mn such that a¯n = 〈cn,m : m ≥
mn〉 = 〈an,m : m ∈ ω〉 fulfils
(6.4) (∀z < n)
(
a¯n ⊑k a¯z and a¯n = (a¯n ; past n+ 1)
)
.
The operation (a¯, n) 7→ (a¯ ; past n) has been defined in Def. 5.1(10). Note that
each an,m fulfils Equation (5.2). For each (i, x) ∈ PP we let Di,x ∈ R(i,x) be a
diagonal lower bound of the ⊆-descending sequence〈⋂{
{x(a−1n′,m[{i}]) : m ∈ ω} : n
′ ≤ n
}
: n ∈ ω
〉
of members of R(i,x), x can be min or max. Hence we have for any r ∈ ω, ι =
(x, i) ∈ PP ,
(6.5) (∀n ∈ Dι)(Dι r (n+ 1) ⊆ {x(a
−1
n,m[{i}]) : m ∈ ω}).
Now we choose by induction on r an increasing function f : ω ∪ {−1} → ω via
f(−1) = f(0) = 0 and f(r + 1) > f(r) such that for any ι ∈ PP ,
(∀d ∈ [f(r), f(r + 1)) ∩Dι)(∀n,m)(
d = x(a−1n,m[{i}])→ supp(an,m) ⊆ [f(r − 1), f(r + 2))
)
.
(6.6)
Note that by Equation (6.4), Equation (6.6) is equivalent to its variation in which
(∀n,m) is replaced by (∀n,m < f(r+1)), so the upper bound on supp(an,m) exists.
For any d ∈ Dι, we denote by n(ι, d) the maximal n such that there is some m with
d = min(a−1n,m[{i}]). Since for any n, a¯n = (a¯n ; past (n + 1)) such a maximal n
exists. Then also the second index m is determined by d and n(ι, d), and m is
denoted by m(ι, d).
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For each ι ∈ PP , the function d 7→ n(ι, d) is on Dι a finite-to-one function by
(6.5) and the definition of n(ι, d). Next by induction on ℓ ∈ ω we choose rℓ such
that r0 = 0, and rℓ+1 > rℓ and
(∀ι ∈ PP )(∀d ∈ Dι)
(
n(ι, d) < f(rℓ)→
(d < f(rℓ+1) ∧max(supp(an(ι,d),m(ι,d))) < f(rℓ+1))
)
.
(6.7)
Then we define g by g(−1) = 0 and g(ℓ) = f(rℓ) for ℓ ∈ ω. Equation (6.6) holds also
for g in lieu of f . We let for j = 0, 1, 2, 3, hj(ℓ) = r for ℓ ∈ [g(4r+ j), g(4r+4+ j)).
Since the Rι are pairwise non-nearly coherent Q-points there are Eι ⊆ Dι, Eι ∈ Rι,
ι ∈ PP , such that
(∀ι 6= ι′ ∈ PP )(∀j ∈ {0, 1, 2, 3})hj[Eι] ∩ hj [Eι′ ] = ∅∧
(∀ι ∈ PP )(∀r ∈ ω)(∀j = {0, 1, 2, 3})|Eι ∩ g[(4r + j), g(4r + 4 + j))| ≤ 1.
(6.8)
Now we enumerate
⋃
{Eι : ι ∈ PP} as e(ℓ), ℓ ∈ ω. Each e(ℓ) is in Eι for a unique
ι = ι(ℓ) and e(ℓ) has the form
e(ℓ) = x(a−1
n(ι(ℓ),e(ℓ)),m(ι(ℓ),e(ℓ))[{i}]) with ι(ℓ) = (i, x)
for a unique ι(ℓ). We let for ℓ ∈ ω,
bℓ = an(ι(ℓ),e(ℓ)),m(ι(ℓ),e(ℓ)).
Since for each ι, Eι ⊆ {x(b
−1
ℓ [{i}]) : ℓ ∈ ω} we have b¯ = 〈bℓ : ℓ ∈ ω〉 ∈ Mk(R¯) if b¯
is in block position.
Next we show the latter. We fix ℓ, e(ℓ) = x(a−1
n(ι(ℓ),e(ℓ)),m(ι(ℓ),e(ℓ))[{i}]). There is
a unique r ∈ ω such that g(r) ≤ e(ℓ) < g(r + 1). For any ℓ′ > ℓ we have
g(r − 1) ≤ min(supp(an(ι(ℓ),e(ℓ)),m(ι(ℓ),e(ℓ))), g(r)
≤ e(ℓ) ≤ g(r + 1),max(supp(an(ι(ℓ),e(ℓ)),m(ι(ℓ),e(ℓ)))) < g(r + 2) ≤
g(r + 3) ≤ min(supp(an(ι(ℓ′),e(ℓ′)),m(ι(ℓ′),e(ℓ′))))),
(6.9)
and between g(r) and min(supp(an(ι(ℓ),e(ℓ)),m(ι(ℓ),e(ℓ))) and also between g(r + 1)
and max(supp(an(ι(ℓ),e(ℓ)),m(ι(ℓ),e(ℓ))) either order is possible. To see (6.9), we invoke
for ι(ℓ) 6= ι(ℓ′) Equation (6.6) together with the first line of Equation (6.8), i.e.,
the nnc. For ι(ℓ) = ι(ℓ′), we invoke the Equation (6.5) and the second line of
Equation (6.8). By Equation (6.9) the sequence b¯ is in block position.
Now we show that b¯ is a diagonal lower bound. For this, it suffices to show that
for each ℓ, (b¯ ; past bℓ) ⊑k a¯max(supp(bℓ))+1. Again we let ℓ
′ > ℓ. Equation (6.9)
gives
min(supp(an(i(ℓ′),e(ℓ′)),m(i(ℓ′),e(ℓ′)))) ≥ g(r + 3).
The latter implies by Equation (6.7)
(6.10) n(i(ℓ′), e(ℓ′)) ≥ g(r + 2).
We combine (6.10) with (6.9) and get
n(i(ℓ′), e(ℓ′)) ≥ g(r + 2) > max(supp(bℓ)).
Hence
bℓ′ = an(ι(ℓ′),e(ℓ′)) ∈ TFUk({ag(r+2),m : m ∈ ω}) ⊆ TFUk(a¯max(supp(bℓ)+1)),
and the sequence b¯ is a diagonal lower bound of the required special form. 
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Now we return to the proof of Theorem 6.8: In case a¯ ∈ (Fink)ω(R¯), such that
the domain PP of R¯ does not fulfil Def. 6.10, we assume CH and add nnc Ramsey
ultrafilters to the sequence R¯ to get a filled-up sequence R¯′ so that a¯ ∈ (Fink)ω(R¯′)
and the domain PP ′ of R¯′ fulfils 6.10. Then with Theorem 6.8 for PP ′ of the
strict form, we get b¯ ⊑k a¯, b¯ ∈ Fin
ω
k (R¯
′) that is monochromatic, and a fortiori,
b¯ ∈ (Fink)ω(R¯). Since the statement of Theorem 6.8 is absolute, the assumption
of CH that is used to fill up the sequence R¯ does not harm. The assumption from
now on until the end of the proof of 6.8 is that PP is as in Definition 6.10. As we
have seen, this assumption does not restrict the generality.
Lemma 6.16. (See [38, Lemma 2.24]) Let k, PP , R¯ be as in Definitions 6.1
and 6.10. For any k ≥ j ≥ 1, and a¯ ∈ (Fink)ω(R¯) there is an idempotent Uj ∈
γ(Finj(R¯ ↾ {k + j − 1, . . . , k})) such that for 1 ≤ i ≤ j ≤ k
(1) Uj ≤ Ui,
(2) T˙ (j−i)(Uj) = Ui.
(3) T (i−1)(a¯) ∈ Uk−i+1.
Proof. The proof is by induction on j ∈ {1, . . . , k}. As in the proof given in [38,
2.24], the set
Sj = {X ∈ γ(Finj)(R¯ ↾ {k − j + 1, . . . , k}) : T˙ (X ) = Uj−1, T
(k−j)(a¯) ∈ X}
is a closed subset of γ(Finj)(R¯ ↾ {k − j + 1, . . . , k}). In the case of j = 1, we
leave out the clause T˙ (X ) = U−1. For X ∈ Sj , the sum X +˙Uj−1 ∈ γ(Finj)(R¯ ↾
{k − j + 1, . . . , k}) thanks to the claim part of 6.11. Thus {X +˙Uj−1 : X ∈ Sj} is
a closed subsemigroup of Sj . So the rest of the proof can proceed as in the named
source [38, 2.24]. 
Lemma 6.17. Let R¯ be as in Def 6.1 and let 〈An : n ∈ ω〉 be a ⊑-descending
sequence of members An ∈ U ∈ γ(Fink(R¯)). Then there is b¯ ∈ (Fink)
ω(R) such
that for any n, (b¯ ; past bn) ⊆ Amax(supp(bn))+1.
Proof. Similar to 6.15 we show that there is a relative of a diagonal lower bound
b¯ ∈ (Fink)ω(R) of the An. The only modification in the proof is that m is chosen
minimal such that d = x(a−1n,m[{i}]), and this is m(ι, d). 
Remark 6.18. Read for a constant sequence the lemma says in particular that each
U ∈ γ(Fink(R)) has a pseudobasis of sets of the form range(b¯), b¯ ∈ (Fink)
ω(R).
We do not know whether range(b¯) ∈ U .
We call b¯ a diagonal lower bound of 〈An : n < ω〉.
Here is the final turn to the proof of Theorem 6.8: We assume that PP is of
the strict form, and we pick Uk as in the previous lemma. Let P be a piece of the
given partition of Fink such that P ∈ Uk and P ⊆ TFUk({an : n < ω}). Now by
induction on n we build a tree Tr of finite increasing sequences x0, x1, . . . , xn of
elements of Fink and branching sets A0 ⊇ A1,x0 ⊇ · · · ⊇ An,x0,...xn−1 ∈ Uk with the
following properties for any n ∈ ω,
(a) A0 = P ,
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(b) xn ∈ An,x0,x1,...,xn−1 and T
(k−ℓ)[An,x0,...,xn−1] = A
ℓ
n,x0,...,xn−1
for 1 ≤ ℓ ≤ k.
So An,x0,...,xn−1 = A
k
n,x0,...,xn−1
.
(c) (Ukx)T (k−i)(xn) + T (k−j)(x) ∈ A
max{i,j}
n,x0,...,xn−1 for 1 ≤ i, j ≤ k.
(d) the tree Tr has branching sets in Uk, i.e. given (x0, . . . , xn) ∈ Tr for any n,
the set
{xn+1 :xn+1 could serve in the tree Tr
as a prolongation of (x0, . . . , xn)} = An+1,x0,...,xn ∈ Uk.
(6.11)
As shown in the proof of [38, Theorem 2.22], any branch x¯ of the tree Tr
has TFUk(x¯) ⊆ P . Now we show that there is a branch b¯ of Tr such that
b¯ ∈ (Fink)ω(R¯). For n ∈ ω we let
A˜n =
⋂
{Am,x0,...,xm−1 : m ≤ n, (x0, . . . , xm−1) ∈ Tr,max(supp(xm−1)) < n}
We let a¯−1 = a¯. Then A˜n ∈ Uk ∈ γ(Fink(R¯)), and they are ⊆-descending, so in
particular ⊑-descending.
By Lemma 6.17 there is a diagonal lower bound b¯ ∈ (Fink)ω(R¯) of 〈A˜n : n < ω〉
of the special form described there. We take the ℓn as there. Then b0 ∈ A˜ℓ0 ⊆ A0,
and for any n, ℓn+1 > max(supp(bn)) and
bn+1 ∈ A˜ℓn+1 ⊆ An+1,b0,...,bn
So b¯ is a branch of Tr, b¯ ⊑k a¯0 ⊑k a¯, and the proof is finished. 6.8
We remark that in the case of ideals (or coideals) over ω, Grigorieff [20, Section
1] applies similar techniques.
Corollary 6.19. Let k, PP , R¯ be as in Def. 6.1. The family (Fink)ω(R¯) is
Gowers–Matet-adequate.
Since the space ((Fink)
ω(R¯),⊑k) is stable, we can step up from Theorem 6.8 in
the Milliken–Taylor style [30, 37] to higher finite arities:
Theorem 6.20. Let n ∈ ω r {0} and a¯ ∈ (Fink)ω(R¯) and let c be a colouring of
[TFUk(a¯)]
n
< into finitely many colours. Then there is a b¯ ⊑k a¯, b¯ ∈ (Fink)
ω(R¯)
such that [TFUk(b¯)]
n
< is c-monochromatic.
Lemma 6.21. The forcing poset (Mk(R¯),≤, (≤n)n<ω)) fulfils Axiom A and hence
is proper.
Proof. A derivation of Axiom A for the relations (≤n)n from the pure decision
property for tree forcings can be found, e.g., in [2, Section 7.1]. Properness alone
can also be proved as in [11, 2.3, 2.4, 2.5]. The latter proof uses the existence of
diagonal lower bounds (Lemma 6.15) but not the pure decision property. 
Question 6.22. As in Gowers’ original theorem [38, Theorem 3.22] we do not
know a proof in the Baumgartner [3] style. The analogous question for PP = ∅ is
asked in [38].
Now we investigate the number of near-coherence classes.
Definition 6.23. Let X ∈ [ω]ω. We let fX(n) = |X ∩ n|.
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The Mk(R¯)-generic real µ and its i-fibre are defined as in Def. 5.9.
We start with a density argument.
Lemma 6.24. Let PP , R¯ be as in Def. 6.1. Let h : ω → ω be a finite-to-one
function. Let E and W be ultrafilters over ω such that W, E 6≥RB Rι for ι ∈ PP .
Then for any (s, a¯) ∈ Mk(R¯), E ∈ E there are b¯ ⊑k a¯, b¯ ∈ (Fink)ω(R¯) and E′ ∈ E,
E′ ⊆ E and W ∈ W such that
(1) h[
⋃
{supp(bn) : n ∈ ω}] ∩ h[E′] = ∅.
(2) h[
⋃
{[min(supp(bn)),max(supp(bn))] : n ∈ ω}] ∩ (h[E
′] ∪ h[W ]) = ∅, and
(s, b¯) Mk(R¯) fsupp(µ)[W ] = fsupp(µ)[E
′].
Proof. We assume that h is increasing and surjective and let In = h
−1[{n}]. Then
〈In : n < ω〉 is an interval partition of ω. We go over to a coarser interval partition
〈Jr : r ∈ ω〉 such that each Jr is a finite union of adjacent In’s such that
(∀n ∈ ω)(∃r ∈ ω)(∃j ∈ 2)
[min supp(an)),max(supp(an))] ⊆ J2r+j ∪ J2r+j+1.
(6.12)
We let h′(k) = n if k ∈ Jn. For any ι = (x, i) ∈ PP ,
Xι := {x(a
−1
n [{i}]) : n ∈ ω} ∈ Rι.
For j = 0, 1, 2, 3 we take
h′1
4 ,j
(n) = k if n ∈ J4k+j ∪ J4k+j+1 ∪ J4k+j+2 ∪ J4k+j+3.
We take an E′ ⊆ E, E′ ∈ E , W ∈ W , Yι, ι ∈ PP , such that
(∀ι ∈ PP )(∀j = 0, 1, 2, 3)
(
Yι ⊆ Xι ∧ Yι ∈ Rι∧
(h′1
4 ,j
[E′] ∪ h′1
4 ,j
[W ]) ∩ h′1
4 ,j
[Yι] = ∅∧
(W ∪ E′) ∩ (max(supp(s)) + 1) = ∅
)
.
(6.13)
Equation (6.13) ensures that between any J-interval that meets E′ or W and
any J-interval that meets Yι there are three intervals that are not met by neither
of the sets. Hence, taking all the ι ∈ PP together, Equation (6.12) ensures that
between any J-interval that meets E′ or W and any J-interval that meets⋃
{[min(supp(an)),max(supp(an))] :
n ∈ ω, x(a−1n [{i}]) ∈ Yι, ι = (i, x) ∈ PP}.
(6.14)
there are two J-intervals that are not met by E′, W , nor by the set in Equa-
tion (6.14).
We let g(0) = 0 and g(n+ 1) > g(n) such that the there are some element of W
and some element of E′ and four J-intervals in [g(n), g(n + 1)). Since the Rι are
Q-points (or more general, happy families are rare6) there is Zι ⊆ Yι, Zι ∈ Rι such
that
(6.15) |Zι ∩ [g(2n+ j), g(2n+ 2 + j))| ≤ 1 for any n ∈ ω, j = 0, 1.
We take
b¯ = 〈an : n ∈ ω, ∃ι ∈ PPx(a
−1
n [{i}]) ∈ Zι〉
and thus get b¯ ⊑k a¯, b¯ ∈ (Fink)(R¯)ω.
6A family H ⊆ [ω]ω is called rare if for any increasing function f there is some H ∈ H such
that ∀n ∈ ω|H ∩ [f(n), f(n+ 1))| ≤ 1.
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We show that b¯ fulfils (1). Let k ∈ E′ ∪W . Say k ∈ Jr. We show that
Jr ∩
⋃
{[min(supp(bn)),max(supp(bn))] : n ∈ ω} = ∅.
Then h′[E∪W ]∩h′[set(b¯)] = ∅. Let ℓ ∈ [min(supp(bn)),max(supp(bn))]. So here we
show a bit more than needed, with an eye towards property (2). Since x(b−1n [{i}]) ∈
Yι, by (6.12), we can take s such that ℓ ∈ Js ∪Js+1 and x(b
−1
n [{i}]) ∈ Yι. By (6.13)
, s 6= r − 1, r, r + 1. Hence ℓ 6∈ Jr and (1) is shown. We remark that for (1) we did
not use the thinning out from Yι to Zι.
Now we show that b¯ has property (2). For any n ∈ ω we have by the proof of
(1) and by the choice of g
[min(supp(bn)),max(supp(bn))] ∩ (E
′ ∪W ) = ∅∧
[max(supp(bn)),min(supp(bn+1))] ∩ E
′ 6= ∅∧
[max(supp(bn)),min(supp(bn+1))] ∩W 6= ∅.
We let X =
⋃
{[min(supp(bn)),max(supp(bn))] : n ∈ ω}. So
(s, b¯)  µ ∩ [max(supp(s)) + 1, ω) ⊆ X ∧ fX [E
′] = fX [W ].
The finite-to-one function fµ is constant on fX -preimages of singletons, hence
(s, b¯)  fµ[E
′] = fµ[W ]. 
Theorem 6.25. (Adaption of [15, “→” Theorem 4]) Let k ≥ 1 and R¯ be as above
and assume that E is a P -point with E 6≥RB R(i,min),R(j,max) for any i ∈ Pmin and
j ∈ Pmax. Then E continues to generate an ultrafilter after we force with Mk(R¯).
Proof. SinceMk(R¯) has the pure decision property and thanks to Lemma 6.24 con-
clusion (1) this is proved literally as in [15, Lemma 2.3 – Lemma 2.10]. 
Theorem 6.26. Let k ≥ 1 and R¯ be as above and assume E ,W 6≥RB R(i,min),R(j,max)
for any i ∈ Pmin and j ∈ Pmax and let E be a P -point and W be an ultrafilter over
ω. Then
Mk(R¯)  fsupp(µ)(E) = fsupp(µ)(W).
Proof. Lemma 6.24 conclusion (2). 
Now we are concerned with the second iterand. The following follows from an
easy density argument.
Lemma 6.27. Let ι = (i, x) ∈ PP .
Mk(R¯)  Rι ∪ {µi} is a filter subbase.
Now we come to the k-dimensional version of Theorem 3.25.
Theorem 6.28. Let k, PP , R¯ be as in Def. 6.1, ι ∈ PP .
Mk(R¯) (fil((Rι ∪ {µi}))
+ is a happy family that avoids E
and for ι 6= ι′ the family (fil((Rι ∪ {µi}))+
is nnc to the family (fil((R′ι ∪ {µi′}))
+.
(6.16)
FINITELY MANY NEAR-COHERENCE CLASSES 39
and hence
Mk(R¯) (∃R
ext
ι ⊇ (Rι ∪ {µi})
(
Rextι is a Ramsey ultrafilter
that is nnc to E and for ι 6= ι′, Rι nnc Rι′
)
.
Proof. Theorem 6.20 allows us to transfer the proof of Theorem 3.25 to Mk(R¯).
However, there is the additional part that the happy families in the extension
are pairwise nnc. We show that this requirement follows from an argumentation
without forcing. We show that for testing near coherence between filters that are
nnc to E the test family {fE : E ∈ E} is sufficient. Recall fE(n) = |E ∩ n|. The
following result, a relative of [1, Prop. 19], might be interesting in its own right.
Proposition 6.29. Let E be a filter over ω, and let V and W be two filters over ω
that are not nearly coherent to E. If V is nearly coherent to W, then there is E ∈ E
such that fE(V) ∪ fE(W) is a filter subbase.
Proof. Assume that h is a finite-to-one function such that h(V) ∪ h(W) is a filter
subbase. W.l.o.g. we assume that there is a strictly increasing sequence 〈πi : i < ω〉
with π0 = 0 such that for any n ∈ [πi, πi+1) we have h(n) = i. We define the
preorder ≤W by letting for f, g : ω → ω, f ≤W g if {n : f(n) ≤ g(n)} ∈ W . A
family D ⊆ ωω is called ≤W-dominating if (∀f ∈ ωω)(∃g ∈ D)(f ≤W g). For
E ∈ [ω]ω and n ∈ ω we let next(n,E) = min([n + 1, ω) ∩ E). Blass and Banakh
showed [1, Prop. 19] {next(·, E) : E ∈ E} is ≤V-dominating and ≤W-dominating.
Their proof uses that E is a filter that is nnc to V , W and does not use that E is
an ultrafilter.
We let f〈h〉(n) = πi+1 for n ∈ [πi, πi+1). We take E
′ ∈ E such that f〈h〉 ≤V
next(·, E′) and we take E ∈ E , E ⊆ E′ such that f〈h〉 ≤W next(·, E). Let V ∈ V
be such that V ⊆ {n ∈ ω : f〈h〉(n) ≤ next(n,E)} and let W ∈ W be such that
W ⊆ {n ∈ ω : f〈h〉(n) ≤ next(n,E)}.
We show that fE(V)∪fE(W) is a filter subbase. Let V1 ∈ V and letW1 ∈ W . We
have to show that fE [V1]∩ fE [W1] is infinite. Since V and W are filters, we can as-
sume V1 ⊆ V andW1 ⊆W . Since h(V)∪h(W) is a filter subbase, there are infinitely
many (i, v, w) such that i = h(v) = h(w) and v ∈ V1, w ∈W1. We fix such a triple
for some lines. By the form of h, v, w ∈ [πi, πi+1) and πi+1 = f〈h〉(v) = f〈h〉(w).
Since v ∈ V1 ⊆ V and w ∈ W1 ⊆ W , we have f〈h〉(v) = πi+1 ≤ next(v,E) and
f〈h〉(w) = πi+1 ≤ next(w,E). Hence [min(v, w), πi+1) ∩E = ∅ and v ∩E = w ∩E.
So fE(v) = |v ∩ E| = |w ∩ E| = fE(w). Now we unfix (i, v, w). Since there are in-
finitely many triples (i, v, w) and hence infinitely many v,∈ V1 and infinitely many
w ∈ W1 with fE(v) = fE(w). Since fE is a finite-to-one function, we conclude that
fE[V1] ∩ fE [W1] is infinite. 
Now we resume the proof of Theorem 6.28: We suppose that fil(Rι ∪ {µi})+
is not nnc to fil(Rι′ ∪ {µi′})+ for some ι = (i, x) 6= ι′ = (i′, x′) ∈ PP . This
negation of Def. 1.1(4) means that there is some Xι ∈ fil(Rι ∪ {µi})+ and some
Xι′ ∈ fil(Rι′∪{µi′})+ and there is a finite-to-one function f inVMk(R¯) such that we
have for Xι := {X ∈ fil(Rι ∪{µi})+ : X ⊆ Xι} and Xι′ := {X ∈ fil(Rι′ ∪{µi′})+ :
X ⊆ Xι′} that f(Xι) ∪ f(Xι′) is a filter subbase. In particular f(Rι) ∪ f(Rι′) is
a filter subbase. However, then by Lemma 6.29, there is some E ∈ E such that
fE(Rι) ∪ fE(Rι′) is a filter subbase. Since fE ∈ V, this is a contradiction. 6.28
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We rework Section 4, the iteration theory for limit steps, for iterands of the form
Mk(R¯). We fix k and PP as in Def. 6.1, the strict form is not needed. We define
by induction on α ≤ ω2 a countable support iteration (in the sense of [35, Def. III,
3.1]) Pα = 〈Pβ ,M(R¯γ
˜
) : β ≤ α, γ < α〉 such that for any β < α,
Pβ  (∀ι ∈ PP )
(
Rβ,ι ⊇
⋃
{Rγ,ι ∪ {µγ,i} : γ < β}
∧ Rβ,ι is a Ramsey ultrafilter that is nnc to E
)
and the Rβ,ι, ι ∈ PP are pairwise nnc.
(6.17)
We use for names the same letters as for the corresponding evaluated names. There
will be no confusion since we compute with names.
Here Pβ+1 forces that µβ is the Mk(R¯β)-generic real, and µβ,i denotes its i-
fibre according to Definition 5.9(5). In Theorem 6.28 we proved that there are
extensions in the successor steps. This guarantees the existence of R¯β+1 with the
desired properties.
We note that the clause that the Rι,β be pairwise nnc for β > 0 in Equation
(6.17) is granted for free, since the contraposition of Proposition 6.29 says:
Corollary 6.30. If W0 and V0 are nnc to E, and V0, W0 are nnc then in any
extension W of V any continuations V1 ⊇ V0, W1 ⊇ W0 that are nnc (in W) to E
are nnc.
Now we consider limit steps α. If cf(α) > ω, we can just take Pα  Rα,ι =⋃
γ<αRγ,ι and the inductive hypotheses will be carried on, since in proper forcing
every real appears at a step of at most countable cofinality, with the only exception
that for α = ℵ2 the CH gets lost. So we concentrate on the hard case, cf(α) = ω.
Pα  (∀ι ∈ PP )(∃R¯α)
(
Rα,ι ⊇
⋃
{Rβ,ι ∪ {µβ,i}) : β < α}
and Rα,ι is a Ramsey ultrafilter that is nnc to E
)
,
(6.18)
will follow from the CH, a routine enumeration and the following theorem:
Theorem 6.31. Suppose that Pβ, R¯β are as in Equation (6.17) and Pα is the
countable support limit of 〈Pβ ,Mk(R¯β) : β < α〉. In VPα , for any ι ∈ PP , the set
of positive sets ( ⋃
γ<α
(Rγ,ι ∪ {µγ,i})
)+
forms a happy family that avoids E and the happy families are pairwise nnc.
As in the proofs of the previous limit theorems we introduce an increasing se-
quence 〈Rγ(R¯<γ) : γ < α〉 of relations Rα(R¯<α) in VPα such that a property
called
(6.19) “Pα is Rα(R¯<α)-preserving”
is carried in addition to the property (6.17) and properness in the inductive choice
of the iteration.
We define a relation Rα(R¯<α) and are concerned with statements of the form
(∀f)(∃g)(∃E ∈ E)(fRα(R¯<α)g) for a Borel relation Rα(R¯<α) on the Baire space
in VPα . Here the argument R¯<α indicates the invoked parameters from the ground
model: Ramsey ultrafilters in the stage 0 and names for Ramsey ultrafilters in any
later stage.
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Definition 6.32. By induction on α ≤ ω2 we define the following relations.
(1) Let Pα = 〈Pβ ,Mk(R¯γ) : β ≤ α, γ < α〉 be defined with (6.17). Let ι ∈ PP .
We say that a Pα-name g for an element of [ω]
ω is α-ι-positive if 1 Pα g ∈
(
⋃
{fil(Rγ,ι ∪ {µγ,i}) : γ < α})+.
(2) Let Pα = 〈Pβ ,Mk(R¯γ) : β ≤ α, γ < α〉 be defined with (6.17). We say
fRα(R¯<α)g if the following holds in VPα :
(a) f = (A¯, h, ι),
(b) ι ∈ PP and A¯ = 〈Aℓ : ℓ ∈ ω〉 is a ⊆-descending sequence of α-ι-positive
members of [ω]ω ,
(c) h is finite-to-one,
(d) for j = 0, 1 there are gj ∈ [ω]ω, with the following properties:
(i) g = g0 ∪ g1,
(ii) gj is an α-ι-positive diagonal lower bound of A¯ and
(iii) h[g0] ∩ h[g1] = ∅.
Definition 6.33. We say Pα is Rα(R¯<α)-preserving if Pα is proper and
Pα  ∀f ∈ dom(Rα(R¯<α))∃gfRα(R¯<α)g.
We do not write tildes below the Rα(R¯<α)’s.
Lemma 6.34. We assume CH and let ι ∈ PP . If Pα = 〈Pβ ,Mk(R¯γ) : β ≤ α, γ <
α〉 is Rα(R¯<α) preserving then
Pα  (
⋃
{fil(Rβ,ι ∪ {µβ,ι}) : β < α})
+ is a happy family that is nnc to E.
Proof. This follows from Definition 6.33. 
Now a routine enumeration gives:
Corollary 6.35. If Pα  CH and Pα is Rα(R¯<α)-preserving then Equation (6.18)
holds.
We carry the preservation property upwards by induction.
Lemma 6.36. Let Pα be the countable support limit of Pβ, β < α. If for β < α,
Pβ is Rβ(R¯<β)-preserving and (6.17) holds then Pα is Rα(R¯<α) preserving.
Proof. As in Lemma 4.6.
This finishes the proof of Theorem 6.31.
Finally we answer Banakh’s and Blass’ question on the finite part near-coherence
spectrum:
Theorem 6.37. Let E be a P -point and assume CH and let k ≥ 1 and let PP
be as in Def. 6.1. Then there is a countable support iteration iteration of proper
iterands P = 〈Pα,Mk(R¯β) : β < ω2, α ≤ ω2〉 that in the extension there exactly
|PP |+ 1 near-coherence classes of ultrafilters. Namely, one class is represented by
a P -point of character ω1 and |PP | classes represented by Ramsey ultrafilters Ri,x,
(i, x) ∈ PP .
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Proof. We start with a ground model V that fulfils CH. By CH there is a PP -
sequence of Ramsey ultrafilters R¯0 with the required properties. A countable sup-
port iteration 〈Pβ ,Mk(R¯γ) : β ≤ ω2, γ < ω2〉 of proper forcings with (6.17) at any
stage β forces: There are at least the near-coherence classes of E , Rω2,ι for ι ∈ PP .
Why are there no other near-coherence classes? For a contradiction, we suppose
that W is a non-principal ultrafilter in V[G] for some Pω2 -generic filter G and W
is nnc to any Rω2,ι, ι ∈ PP , and nnc to E . Then by [11, Lemma 5.10] there are
a p ∈ Pω2 ∩ G, say p ∈ Pα0 for an α0 ∈ ω2 (by [11, Lemma 5.6]), and an ω1-club
C ⊆ [α0, ω2) such that for each α ∈ C ∪ {ω2}, W ∩V[G ∩ Pα] has a Pα-name (for
which we again write W ∩V[G ∩ Pα]) and
p Pα W ∩V[G ∩ Pα] is an ultrafilter that is nnc to Rι,α and nnc to E .
By Theorem 6.26 we have for any α ∈ C,
p Pα+1 fsupp(µα)(W ∩V[G ∩ Pα]) = fsupp(µα)(E).
We fix α = min(C). Since
p Pω2 W is a filter and W ⊇ W ∩V[G ∩ Pα],
we have p Pω2 fsupp(µα)(W) = fsupp(µα)(E), in contradiction to our assumption.

Corollary 6.38. For any n ∈ ω, the statement “there are exactly n + 1 near-
coherence classes of ultrafilters” is consistent relative to ZFC.
Proof. We first force CH and then choose a P -point E . For n ≥ 1, we may take
k = n, PP = {(i,min) : 1 ≤ i ≤ n} and choose the required Ramsey ultrafilters
R(i,min),0, 1 ≤ i ≤ n, that are nnc to E and pairwise nnc. Thereafter we run an
iteration as in the previous theorem. For the previously known case of n = 0 we
may work with Fin and the traditional Matet forcing (see [8]) or with Fink (any
k ≥ 1) and PP = ∅. 
Remark 6.39. Theorem 6.37 shows that actually there are many ways to force
exactly n+1 near coherence classes: Any k ≥ 1, PP as in Def. 6.1 with n = |PP | ≤
2k can serve. We do not know any combinatorial statement that distinguishes
between two members, say with different k but same |PP |.
7. More information on the forcing extensions
Now we compare the models of Section 5 and of Section 6.
Theorem 7.1. In the forcing extensions from Theorem 5.19 there are 22
ω
near-
coherence classes of ultrafilters.
Proof. The set
{W : W non-principal ultrafilter over ω and W ⊇ Φ(U0)}
has in V the maximal possible number, namely 2ω1 near coherence-classes, since
Φ(U0) is not nearly ultra and will not be nearly ultra after adding countably many
additional generators. So a tree construction under CH as in [5] gives 2ω1 pair-
wise non-nearly coherent ultrafilters in V. According to Lemma 6.29 any of their
prolongations to ultrafilters in VPω2 are non-nearly coherent. Now we have 2ω1
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classes, and hence by the Banakh–Blass theorem [1] there are 22
ω
= 2ω2 classes in
the extension. 
The following two propositions give more information on the decompositions of
the iterands. They are, though, not used in the proof of Theorem 7.4.
Proposition 7.2. Fix k, PP and R¯ as Definition 6.1. We let Qpure = (Fin
ω
k (R¯),⊑
∗
k)
and we let U
˜
= {〈a¯, ˇ¯a〉 : a¯ ∈ Qpure}. Then the following holds:
(1) Qpure is ω-closed.
(2) Mk(R¯) is densely embedded into Qpure ∗Mk(U
˜
).
(3) Qpure forces that U
˜
is a Gowers–Milliken–Taylor ultrafilter with mˆini(U) =
Ri,min and mˆaxj(U) = Rj,max (the notion mˆini appears in Def. 5.9(3)) for
(i,min), (j,max) ∈ PP .
(4) Qpure forces that Φ(U
˜
) (Φ is defined in Def. 5.9(1)) is nnc to any filter from
the ground model that is nnc Rι, ι ∈ PP .
Proof. (1) The forcing order Qpure is ω-closed by Lemma 6.15.
(2) We map (s, a¯) ∈ Mk(R¯) to (a¯, (s, a¯)). This is a dense embedding. Details
can be found in [15, Proposition 3.2].
(3) By Theorem 6.8, Lemma 6.15 and density arguments, the first forcing, Qpure,
forces that is generic filter is an Gowers–Milliken–Taylor ultrafilter. Since Qpure
does not add reals, only colourings and descending ω-sequences from the ground
model have to be considered.
Statement (4) follows from Lemma 6.24, applied to Qpure. 
Proposition 7.3. Let R¯0, R¯1 be the sequences of Ramsey ultrafilters from the
first and the second step of an iteration that is used in Theorem 6.37, and let U
˜
i
be the corresponding intermediate generic Gowers–Milliken–Taylor ultrafilters for
Qpure,i = (Fin
ω
k (R¯i),⊑
∗
k) over Pi. Then
Mk(R¯0) ∗Mk(R¯1)  U
˜
0 6⊆ U
˜
1.
Proof sketch: In VMk(R¯0) we apply a variant of Lemma 6.2 to show that the con-
ditions in Mk(R¯1) that force that U1
˜
contains a condition that is ⊑k-incompatible
with any element of U0 are dense in Mk(R¯). 
The following proves Blass’ conjecture from the last paragraph of [7]: The ex-
istence of two nnc Ramsey ultrafilters does not imply the existence of a Milliken–
Taylor ultrafilter.
Theorem 7.4. For any k, PP , R¯ in the forcing extensions from Theorem 6.37, is
there is no Gowers–Milliken–Taylor ultrafilter over Fink′ for any k
′ ≥ 1.
Proof. Suppose there were a Pω2 -name for a Gowers–Milliken–Taylor ultrafilter V .
Then there are ω1-club many α ∈ ω2 such that V ∩Pα is an Pα-name of an Gowers–
Milliken–Taylor ultrafilter. Then Φ(V) is not nearly ultra. By [11, Section 5],
there is an ω1-club of α such that this reflects down, i.e. Pα  Φ(V ∩ VPα) is
not nearly ultra. However, since in VPα the CH holds, by [5] there are in VPα a
tree of 2ω1-pairwise nnc ultrafilters that extend Φ(V). By Lemma 6.29 all but one
that might be nearly coherent to E of these Pα-names constitute 2
ω1 pairwise nnc
44 HEIKE MILDENBERGER
filters in VPω2 . Thus is VPω2 there are at least 2ω1 — and hence 2ω2 by [1] —
near-coherence classes of ultrafilters. Contradiction. 
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