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Ultra-Weak Time Operators of Schro¨dinger
Operators
Asao Arai and Fumio Hiroshima
Abstract. In an abstract framework, a new concept on time operator,
ultra-weak time operator, is introduced, which is a concept weaker than
that of weak time operator. Theorems on the existence of an ultra-
weak time operator are established. As an application of the theorems,
it is shown that Schro¨dinger operators HV with potentials V obeying
suitable conditions, including the Hamiltonian of the hydrogen atom,
have ultra-weak time operators. Moreover, a class of Borel measurable
functions f : R → R such that f(HV ) has an ultra-weak time operator
is found.
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1. Introduction
The present paper concerns a time operator in quantum theory which is de-
fined, in a first stage of cognition, as a symmetric operator canonically con-
jugate to a Hamiltonian if it exists. The uncertainty relation which is derived
from the canonical commutation relation of a time operator and a Hamil-
tonian may be interpreted as a mathematically rigorous form of time-energy
uncertainty relation. Moreover time operators may play important roles in
quantum phenomena [Miy01, Ara05, Ara08b, AM08b , MME08, MME09]. To
explain motivations for studying time operators, we begin with a brief histor-
ical review on time and time operator in quantum theory (cf. also [MME08,
Chapter 1]).
1.1. Historical backgrounds
In the old quantum theory, N. Bohr assumed that the interaction of the elec-
trons in an atom with an electromagnetic field causes transitions among the
allowed electron orbits in such a way that the transitions are accompanied by
the absorption or the emission of electromagnetic radiations by the atom. In
this hypothetical theory, however, no principle for the timing of occurrence of
these transitions was shown. The new quantum theory presented by Heisen-
berg (1925), Born-Heisenberg-Jordan (1926) and Schro¨dinger (1926) provides
a method of calculating the transition probabilities, but the question of the
timing at which the events occur was not addressed explicitly.
Heisenberg introduced two kinds of uncertainty relations, i.e., the un-
certainty relation for position and momentum, and that for time and energy.
He argued ([Hei27, p.179, equation (2)]) that the imprecision within which
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the instant of transition is specifiable is given by ∆t obeying the uncertainty
relation
(∆t)(∆E) ∼ ~ = h
2π
(1.1)
with the change ∆E of energy in the quantum jump, where h is the Planck
constant. Although many of the issues involved in the uncertainty principle
for position and momentum have been clarified so far, similar clarity has
not yet been achieved on the uncertainty principle for time and energy. For
example, in [AA90, MT45], uncertainty relation (1.1) is derived, but ∆t is not
considered an imprecision of measurement on time; interpretations such as “a
measurement act of the time gives an unexpected change to an energy level”
or “it dishevels a clock to have been going to measure energy exactly” may
be invalid unless any restrictions are imposed depending on measurement
setups. In addition, the definition of ∆t seems to vary from case to case.
1.2. Time in quantum theory and time operator
It is said that there exists a three-fold role of time in quantum theory (
see, e.g., [Bus01] and [MME08, Chapter 3]). Firstly time is identified as the
parameter entering the Schro¨dinger equation, which is a differential equation
describing the causal continuous change of states of a quantum system, and
measured by a laboratory clock. Time in this sense is called the external
time. The external time measurement is carried out with clocks that are not
dynamically connected with objects investigated in experiments.
By contrast, time as a dynamical one can be defined by the dynamical
behavior of quantum objects. A dynamical time is defined and measured in
terms of a physical system undergoing changes. Examples include the linear
uniform motion of a free particle and the oscillation of the atoms in an atomic
clock.
Finally, time can be considered as a quantum object which forms a
canonical pair with a Hamiltonian in a suitable sense. As already mentioned,
time in this sense is called a time operator in its simplest form. There is in
fact a hierarchy of time operators as is shown below. The main purpose of the
present paper is to analyze this hierarchy mathematically and to establish
abstract existence theorems on time operators in relation to the hierarchy
with applications to Schro¨dinger Hamiltonians.
A simple example of time operator is given as follows. A non-relativistic
quantum particle with mass m > 0 under the action of a constant force
F ∈ R \ {0} in the one-dimensional space R is governed by the Hamiltonian
HF =
1
2m
P 2 − FQ
acting in L2(R), the Hilbert space of square integrable Borel measurable func-
tions on R, with the momentum operator P = −iDx (Dx is the generalized
differential operator in the variable x ∈ R)1 and Q being the multiplication
operator by x. It is shown that HF is essentially self-adjoint on C
∞
0 (R), the
1We use the physical unit system where ~ = 1.
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space of infinitely differentiable functions on R with compact support, and
hence its closure HF is self-adjoint (but, note that HF is neither bounded
from below nor from above). The self-adjoint operator TF = P/F satisfies
the canonical commutation relation (CCR)
[HF , TF ] = −i1l
on a dense domain D (e.g., D = C∞0 (R)), where 1l denotes identity and
[A,B] := AB−BA. This shows that TF is a canonical conjugate operator to
the Hamiltonian HF and hence a time operator of HF . From the CCR, one
can derive the uncertainty relation of Heisenberg type
(∆HF )ψ(∆TF )ψ ≥ 1
2
for all unit vectors ψ ∈ D, where (∆A)ψ denotes the uncertainty of A with
respect to the state vector ψ (see (2.3) for its definition). This inequality may
be interpreted as a form of time-energy uncertainty relation in the present
model.
As for time operator, however, there is a long history of confusion and
controversy2. The origin of this may come from the statement of Pauli made
in 1933 ([Pau33, p.63, footnote 2]) that the introduction of a time observable
T satisfying the CCR
[H,T ] = −i1l (1.2)
with a self-adjoint operator H having a discrete eigenvalue is basically for-
bidden. Although there are no explicit arguments for this statement in the
cited literature (only reference to Dirac’s textbook), a formal (false in fact)
argument leading to the statement may be as follows: let φ be an eigenvec-
tor of H with a discrete eigenvalue E:Hφ = Eφ. Then, using (1.2) formally,
one obtains HeiεTφ = (E + ε)eiεTφ · · · (∗) for all ε ∈ R. Hence eiεTφ is an
eigenvector of H with eigenvalue E + ε. Since ε ∈ R is arbitrary, it follows
that each point in R is an eigenvalue of H . But this obviously contradicts
the discreteness of eigenvalues of H . It should be noted, however, that this
argument is very formal, in particular, no attention was paid to the domain of
the operators involved. E.g., if φ is not in the domain of T n for some n ∈ N,
then the expansion eiεTφ =
∑∞
n=0(iε)
nT nφ/n! is meaningless; even in the
case where φ is in the domain of T n for all n ∈ N, ∑∞n=0(iε)nT nφ/n! is not
necessarily convergent ; moreover, eiεTφ is not necessarily in the domain of
H and, if eiεTφ is not in the domain of H , then (∗) is meaningless.
It is well known [Put67, p.2] that at least one of T and H satisfying the
CCR (1.2) on a dense domain is an unbounded operator and, for unbounded
operators, their domain must be carefully considered. As a matter of fact, the
above argument is incorrect and so is the Pauli’s statement too. Indeed, one
can construct a self-adjoint operator H which is bounded from below with
purely discrete spectrum and a self-adjoint operator T such that (1.2) holds
on a dense domain. This was pointed out in [Bus01, p.4] and mathematically
2A germ of the notion of time operator is found already in Heisenberg’s paper [Hei27,
pp.177–179] in 1927.
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rigorous constructions of such time operators T have been done in [Gal02,
AM08b ].
The history of studies on time operators as well as on representations
of CCR suggests that there may be a hierarchy of time operators and this
indeed is the case as is shown below in the present paper. It is important
to distinguish each class from the others in the hierarchy. In our words, the
time observable T such that the above formal argument may take a rigor-
ous form is an ultra-strong time operator (see Remark 2.4 below), since the
operator equality e−iεTHeiεT = H + ε, ε ∈ R · · · (†) is tacitly assumed in
the above argument in fact, which, however, is not equivalent to (1.2) in the
mathematically rigorous sense [Fug67], and, if H is self-adjoint, then (†) is
equivalent to the Weyl relation eiεT eitH = e−itεeitHeiεT , t, ε ∈ R · · · (††),
meaning that T is an ultra-strong time operator of H (but, if H is not es-
sentially self-adjoint, then (†) does not imply (††) with H replaced by the
closure H of H , because, in this case, “ eitH ” is meaningless as a unitary
operator). If a self-adjoint operator H has an ultra-strong time operator T ,
then T is a strong time operator of H (see (1.3) below) and hence H is abso-
lutely continuous (see Proposition 3.5 below) so that H has no eigenvalues.
Therefore, in this case, the above argument becomes meaningless. Moreover,
if H is semi-bounded, then no strong time operator T of H is essentially self-
adjoint ([Miy01], [Ara05, Theorem 2.8]) and hence “ eiεT ” makes no sense as
a unitary operator. In this sense too, the above argument is meaningless.
It has been absurd that studies on time observables have been ruled
out for so many years due to the Pauli’s statement without any questions. If
one could have carefully examined the Pauli’s statement with mathematically
rigorous thinking, then one could have found incorrectness of it.
1.3. Rough description of main results
As already mentioned, a time operator T of a self-adjoint operator H is de-
fined to be a symmetric operator satisfying CCR (1.2) on a suitable dense
domain (we shall give a more detailed description of time operators in Sec-
tion 2). Another approach to consider time operators as observables is an
application of positive operator valued measures (POVM) [MME08, Chapter
10]. In this paper, however, we take an operator-theoretical approach to clas-
sify time operators and to construct a time operator for a given self-adjoint
operator without invoking POVM. Consequently we are led to extend the
conventional notion of time operator. Indeed, commutation relation (1.2) can
be weakened in at least two manners and we find a time operator T for each
weakened form. As we have learned from the formal argument on the Pauli’s
statement, taking care of domains of T and H is crucial not to be led to in-
correct conclusions. Thus the domain of time operators is one key ingredient
to study them.
We now outline main results obtained in the present paper in (1)–(5)
below (rigorous statements of assumptions and results will be given from
Section 2). Let H be a self-adjoint operator acting in a complex Hilbert
space H.
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(1) Ultra-weak time operators and a hierarchy of time operators. It has
so far been known that there are at least three classes of time operators
[Ara08b, Ara08c], i.e., time operators as canonical conjugates of a Hamilton-
ian in the conventional sense, which may be called ordinary time operators to
distinguish them from other classes of time operators, strong time operators
and weak time operators. In the present paper, in addition to these classes
of time operators, we introduce a new concept on time operator, which we
call ultra-weak time operator, and study it. An ultra-weak time operator,
however, is not an operator in general, but defined to be a sesquilinear form
t : D1 ×D2 → C with non-zero subspaces D1 and D2 of H such that
t[Hφ,ψ]− t[Hψ, φ]∗ = −i(φ, ψ), ψ, φ ∈ E ,
where, for z ∈ C, z∗ denotes the complex conjugate of z, ( , ) is the inner
product of H (linear in the second variable) and E is a non-zero subspace of
H (for the rigorous definition of t, see Definition 2.8). The class of ultra-weak
time operators may be compared to the space of distributions in the context
of theory of functions (as there exists a distribution which is not a function,
there may exist an ultra-weak time operator which is not an operator).
For convenience, we also introduce the concept of ultra-strong time op-
erator which has been already mentioned above. These five classes of time
operators form a hierarchy in the following sense:
{ultra-strong t.o.}⊂{strong t.o.}⊂{t.o.}
⊂{weak t.o.}⊂{ultra-weak t.o.}, (1.3)
where t.o. is abbreviation of “time operators”. See Section 2 below for more
details. Generally speaking, it is expected that each class in the hierarchy of
time operators has proper roles in connection with quantum phenomena. In
this paper, we particularly concentrate our attention on strong time opera-
tors, time operators and ultra-weak time operators. As a possible physical
aspect of ultra-weak time operators, a weak form of uncertainty relation is
given (see Proposition 2.10).
(2) Existence of strong time operators in an abstract framework. A strong
time operator T of a self-adjoint operatorH is defined through the weakWeyl
relation (see Definitions 2.2 and 2.3). It is known that (1.2) is satisfied on a
dense domain and the spectrum σ(H) of H must be purely absolutely con-
tinuous. Hence, if H has an eigenvalue, no strong time operator of H exists.
Then a natural question is to ask the existence of a strong time operator for
an absolutely continuous self-adjoint operator. We introduce a class S0(H) of
self-adjoint operators onH in Definition 3.13 and prove the following theorem
(Theorem 3.16):
Theorem 1.1. Assume that H is separable and that H ∈ S0(H). Then H has
a strong time operator.
It may be interesting to consider extensions of this theorem to a more
general class of absolutely continuous self-adjoint operators. But this will be
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done elsewhere. In this paper, we next proceed to construction of a time
operator for a self-adjoint operator which has point spectra (eigenvalues).
(3) Existence of time operators of a self-adjoint operator with point spectra.
As for general existence of time operators of a self-adjoint operator H with
point spectra, only limited classes of H have been found [Gal02, AM08a,
AM08b , Ara09]. In this paper we extend these results (Theorem 4.8):
Theorem 1.2. Let σ(H) = {En}∞n=1, E1 < E2 < · · · and limn→∞En = ∞.
Then there exists a time operator T of H.
In [Gal02, AM08a, AM08b ], time operators of H having purely discrete
spectrum are constructed, but the growth condition
∑∞
n=1 1/E
2
n < ∞ for
{En}n is imposed. This condition seems to be artificial. An important point
in Theorem 1.2 is that this condition is not required. We show in Subsection
4.3 that the noncommutative harmonic oscillator Hamiltonian [IW07] and
the Rabi Hamiltonian [Rab36, Rab37, Bra11, MPS14] are included in this
class of Hamiltonians as concrete examples.
Remark 1.3. After submitting the first version of the present paper, we have
learned that Teranishi [Te16] has proved a theorem essentially same as The-
orem 1.2 by a method different from ours.
(4) Ultra-weak time operators. We also establish a theorem on the existence
of ultra-weak time operators for a general class of self-adjoint operators with
infinitely many discrete eigenvalues but the accumulation point is not ∞
(Theorem 5.2).
Theorem 1.4. Suppose that σ(H) \ {0} = {Ej}∞j=1, E1 < E2 < · · · < 0,
limj→∞ Ej = 0, and 0 is not an eigenvalue of H. Then there exists an ultra-
weak time operator t of H.
It will be seen in Subsection 3.2.2 that t[φ, ψ] = (φ,Aψ) formally with
some operator A. The crucial point is that A is of the form
A = −1
2
(T−1H
−2 +H−2T−1),
where T−1 denotes a time operator of H
−1. It is difficult to show, however,
that D(A) 6= {0} and D(HA) ∩ D(AH) 6= {0}. This is the reason why the
introduction of an ultra-weak time operator t as a sesquilinear form is needed
and may be even natural.
(5) Ultra-weak time operators for Schro¨dinger operators. Finally, by apply-
ing the results described in (1)–(4) above, we construct an ultra-weak time
operator for a class of Schro¨dinger operators, including the Hamiltonian of
the hydrogen atom. It is shown in Theorem 6.6 that, for a class of potentials
V : Rd → R, the d-dimensional Schro¨dinger operator
HV := − 1
2m
∆+ V
8 Asao Arai and Fumio Hiroshima
acting in L2(Rd) has an ultra-weak time operator, where ∆ is the d-dimensional
generalized Laplacian. Below are some examples of HV having an ultra-weak
time operator (see Subsection 6.1 for more details).
(i) Let U ∈ L∞(R3) and
V (x) :=
U(x)
(1 + |x|2) 12+ε .
Suppose that U is negative, continuous, spherically symmetric and satisfies
that U(x) = −1/|x|α for |x| > R with 0 < α < 1 and R > 0. For each α,
we can choose ε > 0 such that 2ε+ α < 1. Then HV has an ultra-weak time
operator. See Example 6.9.
(ii) Let
Hhyd := − 1
2m
∆− γ|x|
be the 3-dimensional hydrogen Schro¨dinger operator with a constant γ > 0.
Then Hhyd has an ultra-weak time operator. See Example 6.8.
(iii) Suppose that HV has an ultra-weak time operator. Then, under
some conditions, we can show that the following operators f(HV ) also have
an ultra-weak time operator (see Theorem 6.12):
(a) f(HV ) = e
−βHV for β ∈ R \ {0};
(b) f(HV ) =
∑N
j=0 ajH
j
V (aj ∈ R, N ∈ N);
(c) f(HV ) = sin(2πβHV ) for β ∈ R \ {k/2Ej|k ∈ Z, j ∈ N}, where {Ej}j∈N
denotes the discrete spectrum of HV .
See Examples 6.13, 6.14 and 6.15.
In the next section we give definitions of terminology used in this paper
and remarks from mathematical point of view.
2. Mathematical Backgrounds of Time Operators
2.1. A review on mathematical analysis on time operators
Mathematical analysis on time operators has been developed in the papers
[Miy01, Gal02, GCB04, Ara05, Ara07, Ara08a, Ara08b, Ara08c, AM08a,
AM08b , Ara09, HKM09]. Let A and B be linear operators on a complex
Hilbert space H, satisfying the canonical commutation relation
[A,B] = −i1l (2.1)
on a non-zero subspace D ⊂ D(AB) ∩ D(BA), where, for a linear operator
L on H, D(L) denotes the domain of L. We call D a CCR-domain for the
pair (A,B). It is well known [Put67, p.2] that, if D is dense in H, then (2.1)
implies that H has to be infinite dimensional and at least one of A and B is
unbounded. We call this property the unbounded property of CCR. It is easy
to see that, if D is an invariant subspace of A and B, then D has to be infinite
dimensional and hence at least one of A and B as linear operators on D (the
closure of D) with domain D is unbounded. From representation theoretic
point of view, (H,D, {A,B}) is called a representation of the CCR with one
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degree of freedom (usually D is assumed to be a dense invariant subspace of
A and B, but, here, we do not require this property).
W denote by (f, g)H (f, g ∈ H) and ‖ · ‖H the scalar (inner) product of
H, linear in g and antilinear in f , and the norm of H respectively. But we
sometimes omit the subscript “H” in (f, g)H and ‖ · ‖H if there is no danger
of confusions.
The CCR (2.1) implies an physically important inequality: if A and B in
(2.1) are symmetric operators on H, then (2.1) yields the uncertainty relation
of Heisenberg type [vN32, Chapter III, §4]:
(∆A)ψ(∆B)ψ ≥ 1
2
(2.2)
for all ψ ∈ D with ‖ψ‖ = 1, where
(∆A)ψ := ‖(A− (ψ,Aψ)H)ψ‖H, ψ ∈ D(A), ‖ψ‖ = 1, (2.3)
the uncertainty of A with respect to ψ.3
The concept of representation of the CCR with one degree of freedom
can be extended to the case of finite degrees of freedom. Let Aj and Bj (j, k =
1, . . . , d, d ∈ N) be symmetric operators on H and D be a non-zero subspace
of H such that D ⊂ ∩dj,k=1[D(AjBk)∩D(BkAj)∩D(AjAk)∩D(BjBk)]. Then
the triple (H,D, {Aj , Bj |j = 1, . . . , d}) is called a representation of the CCR’s
with d degrees of freedom if the CCR’s with d degrees of freedom
[Aj , Bk] = −iδjk1l, [Aj , Ak] = 0, [Bj , Bk] = 0, j, k = 1, . . . , d (2.4)
hold on D, where δjk is the Kronecker delta. The subspace D is called a
CCR-domain for {Aj , Bj |j = 1, . . . , d}.
There is a stronger version of representation of the CCR’s with d degrees
of freedom. A set {Aj , Bj |j = 1, . . . , d} of self-adjoint operators onH is called
a Weyl representation of the CCR’s with d degrees of freedom if the Weyl
relations
e−isAj e−itBk = eistδjke−itBke−isAj , j, k = 1, . . . , d, s, t ∈ R (2.5)
hold.
The Weyl relations (2.5) imply that there exists a dense invariant do-
main D of Aj and Bj (j = 1, . . . , d) such that (2.4) holds on D [Put67,
Theorem 4.9.1]. Hence the Weyl representation {Aj , Bj |j = 1, . . . , d} is a
representation of the CCR’s with d degrees of freedom. But the converse is
not true (e.g., [Fug67, Sch83b, Ara98]).
A Weyl representation {Aj , Bk|j, k = 1, . . . , d} of the CCR’s with d de-
grees of freedom is said to be irreducible if any subspace D of H left invariant
by e−itAj and e−itBj for all t ∈ R and j = 1, . . . , d is {0} or H.
In quantum mechanics on the d-dimensional space
R
d = {x = (x1, . . . , xd)|xj ∈ R},
3Inequality (2.2) can be derived also from a weak version of (2.1): (Aψ,Bφ)− (Bψ, Aφ) =
−i(ψ, φ), ψ, φ ∈ Dw, where Dw is a non-zero subspace of D(A) ∩D(B).
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the momentum operator P := (P1, . . . , Pd) and the position operator Q :=
(Q1, . . . , Qd) are defined by Pj := −iDj (Dj is the generalized partial dif-
ferential operator in xj) and Qj :=Mxj(the multiplication operator by xj),
j = 1, . . . , d. For all j = 1, . . . , d, Pj and Qj are self-adjoint operators on the
Hilbert space L2(Rd), satisfying the CCR’s with d degrees of freedom:
[Pj , Qk] = −iδjk1l, [Pj , Pk] = 0, [Qj , Qk] = 0 (2.6)
on the domain ∩dj,k=1[D(PjQk) ∩ D(QkPj) ∩ D(QjQk) ∩ D(QkQj)]. Hence
(L2(Rd), C∞0 (R
d), {Pj , Qj|j = 1, . . . , d}) is a representation of the CCR’s
with d degrees of freedom, where C∞0 (R
d) is the space of infinitely differen-
tiable functions on Rd with compact support. This representation of CCR’s is
called the Schro¨dinger representation of the CCR (or the Schro¨dinger system
[Put67]) with d degrees of freedom.
By an application of (2.2), one obtains the position-momentum uncer-
tainty relations
(∆Pj)ψ(∆Qj)ψ ≥ 1
2
, j = 1, . . . , d (2.7)
for all ψ ∈ D(PjQj) ∩ D(QjPj) with ‖ψ‖ = 1, basic inequalities in quan-
tum mechanics which show a big difference between quantum mechanics and
classical mechanics.4
The Schro¨dinger representation {Pj , Qk|j, k = 1, . . . , d} is an irreducible
Weyl representation ([Put67, Theorem 4.5.1]; [Ara06, Theorem 3.12]). Con-
versely it is known as the von Neumann uniqueness theorem (e.g., [Put67,
Theorem 4.11.1]) that, if H is separable and {Aj, Bk|j, k = 1, . . . , d} is an
irreducible Weyl representation of the CCR’s with d degrees of freedom, then
H ∼= L2(Rd), Aj ∼= Pj , Bj ∼= Qj , j = 1, ..., d.
Here ∼= denotes a unitary equivalence.
Usually models of quantum mechanics in Rd are constructed from the
Scho¨dinger representation of the CCR’s with d degrees of freedom. In this
case, physical quantities, which are required to be represented by self-adjoint
operators on L2(Rd), are made from Pj and Qj , j = 1, . . . , d. Among others,
the Hamiltonian of a model, which describes the total energy of the quan-
tum system under consideration, is important. The classical Hamiltonian of
a non-relativistic particle of mass m in a potential V : Rd → R is given by
Hcl(p, x) = p
2/2m+ V (x), (p, x) ∈ Rd × Rd. Then the corresponding quan-
tum Hamiltonian is given by the Schro¨dinger operator (or the Schro¨dinger
Hamiltonian)
HV := Hcl(P,Q) :=
1
2m
d∑
j=1
P 2j + V (Q) = −
1
2m
∆+ V (Q)
on L2(Rd), where V (Q) is defined by the functional calculus using the joint
spectral measure of Q1, · · · , Qd (note that (Q1, . . . , Qd) is a set of strongly
4 Inequality (2.7) holds also for all ψ ∈ D(Pj) ∩D(Qj) with ‖ψ‖ = 1.
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commuting self-adjoint operators5) and ∆ :=
∑d
j=1D
2
j is the d-dimensional
generalized Laplacian. It is shown in fact that V (Q) is the multiplication
operator by the function V . Hence one simply denotes V (Q) by V . Thus
HV = H0 + V, (2.8)
where
H0 := − 1
2m
∆. (2.9)
In general, according to an axiom of quantum mechanics due to von
Neumann, the time evolution of the quantum system whose Hamiltonian is
given by a self-adjoint operator H on a Hilbert space H is described by the
unitary operator e−itH with time parameter t ∈ R in such a way that, if
φ ∈ H is a state vector at t = 0, then the state vector at time t is given
by φt = e
−itHφ, provided that no measurement is made for the quantum
system under consideration in the time interval [0, t]. If φ ∈ D(H), then φt is
strongly differentiable in t, φt ∈ D(H) for all t ∈ R, and obeys the abstract
Schro¨dinger equation
i
dφt
dt
= Hφt.
Here time t is usually treated as a parameter, not as an operator. It is the
external time mentioned in Subsection 1.2. In relativistic classical mechanics,
the energy variable is regarded as the variable canonically conjugate to the
time variable as so is the momentum variable to the position variable and this
may be extended to non-relativistic classical mechanics as a limit of relativis-
tic one. From this point of view (or in view of the time-energy uncertainty
relation proposed by Heisenberg), one may infer that a quantum Hamiltonian
H may have a symmetric operator T corresponding to time, satisfying CCR
[H,T ] = −i1l (2.10)
on a non-zero subspace DH,T included in D(HT )∩D(TH). Such an operator
T is called a time operator of H (some authors use the form [H,T ] = i1l
instead of (2.10), but this is not essential, just a convention). From a purely
mathematical point of view (apart from the context of quantum physics),
this definition applies to any pair (H,T ) of a self-adjoint operator H and
a symmetric operator T obeying (2.10) on a non-zero subspace included in
D(HT ) ∩D(TH).
Remark 2.1. It is obvious that, if T is a time operator of H , then, for all
α ∈ R \ {0}, α−1T is a time operator of αH .
The uncertainty relation
(∆H)ψ(∆T )ψ ≥ 1
2
, ψ ∈ DT,H , ‖ψ‖ = 1 (2.11)
5 A set {A1, . . . , An} of self-adjoint operators on a Hilbert space is said to be strongly
commuting if the spectral measure EAj of Aj commutes with EAk for all j, k = 1, . . . , n, j 6=
k (i.e., for all Borel sets J,K ⊂ R, EAj (J)EAk (K) = EAk (K)EAj (J)).
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implied by (2.10) may be interpreted as a form of time-energy uncertainty
relation. The time operator T is physical in the sense that it gives a lower
bound for the uncertainty (∆H)ψ of H with respect to the state ψ ∈ DT,H .
In the physics literature, formal (heuristic) constructions of “time op-
erators” have been done for special classes of Schro¨diner Hamiltonians (e.g.,
[AB61, Fuj80, FWY80, GYS81, Bau83]). But, since the theory of CCR’s with
dense CCR-domains involves unbounded operators as remarked above, for-
mal manipulations are questionable and results based on them remain vague
and inconclusive. In fact, mathematically rigorous considerations lead one to
distinguish some classes of time operators as recalled below. These classes
correspond to different types of representations of CCR’s (see, e.g., [Fug67,
JM80, Sch83a, Sch83b, Dor84]). It should be noted that there exist represen-
tations of CCR’s which are inequivalent to Schro¨dinger ones (e.g., [Fug67],
[Sch83b], [Ara98]) and, interestingly enough, some of them are connected with
characteristic physical phenomena such as the so-called Aharonov-Bohm ef-
fect (see [Ara98] and references therein).
Mathematically rigorous studies on time operators, including general
theories of time operators (not necessarily restricted to time operators of
Schro¨dinger operators), have been made by some authors (e.g., [Miy01, Gal02,
GCB04, Ara05, Ara07, Ara08a, Ara08b, AM08a, AM08b , Ara09, HKM09]
and references therein; see also [JM80, Sch83a, Sch83b, Dor84] for earlier
studies from purely mathematical points of view). The present paper is a
continuation of those studies, in particular, concentrating on constructions of
time operators in a generalized sense associated with a class of Schro¨dinger
operators which contains the Hamiltonian of the hydrogen atom.
Let H be a self-adjoint operator on H and bounded from below. Then
the von Neumann uniqueness theorem tells us that there exists no self-adjoint
operator T such that pair (H,T ) satisfies the Weyl relation (2.5) with d = 1,
since σ(P ) = R and then H 6∼= P , where, for a linear operator L, σ(L) denotes
the spectrum of L. Thus, to treat such a case, it is natural to introduce a
weaker version of the Weyl representation with one degree of freedom to
define a class of time operators.
Definition 2.2. (weak Weyl relation) A pair (A,B) consisting of a self-adjoint
operator A and symmetric operator B on H is called a weak Weyl represen-
tation with one degree of freedom if e−itAD(B) ⊂ D(B) for all t ∈ R and the
weak Weyl relation
Be−itAψ = e−itA(B + t)ψ (2.12)
holds for all ψ ∈ D(B) and all t ∈ R.
Studies on this class of representations from purely mathematical points
of view have been done in [JM80, Sch83a, Sch83b, Dor84]. It is easy to see
that a Weyl representation {A,B} is a weak Weyl representation and that
the weak Weyl relation (2.12) implies the CCR (2.1) on D(AB) ∩ D(BA).
But one should note that a weak Weyl representation (A,B) with both A
and B being self-adjoint is not necessarily a Weyl representation.
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Definition 2.3. (strong time operator) A symmetric operator T onH is called
a strong time operator of a self-adjoint operator H on H if (H,T ) is a weak
Weyl representation.
Remark 2.4. (1) In relation to strong time operators, it may be convenient
to give a name to a self-adjoint operator T on H such that (H,T ) is a Weyl
representation of the CCR with one degree of freedom. We call such an op-
erator T an ultra-strong time operator of H . It follows that an ultra-strong
time operator is a strong time operator. But the converse is not true. If H is
separable, then, by the von Neumann uniqueness theorem, (H,T ) is unitarily
equivalent to the direct sum of the Schro¨dinger representation (P,Q) with
d = 1.
(2) It is well known or easy to see that, if (H,T ) is a Weyl representation
of the CCR with one degree of freedom, then σ(H) = σ(T ) = R (for this fact,
separability ofH is not assumed). Hence a semi-bounded self-adjoint operator
(i.e. a self-adjoint operator which is bounded from below or above) has no
ultra-strong time operators.
As far as we know, a firm mathematical investigation of a strong time
operator was initiated by [Miy01], although the name “strong time operator”
is not used in [Miy01] (it was introduced first in [Ara08b] to distinguish
different classes of time operators). Further investigations and generalizations
on strong time operators were done in [Ara05, Ara07]. See also [AM08a,
AM08b , HKM09, RT09]. It is known that, if (H,T ) satisfies the weak Weyl
relation, then σ(H) is purely absolutely continuous [Sch83a]. Hence, if H has
an eigenvalue, then H has no strong time operator.
In the context of quantum physics, in addition to time-energy uncer-
tainty relation (2.11), a strong time operator T of a Hamiltonian H may
have properties richer than those of time operators of H . For example, it
controls decay rates in time t ∈ R of transition probabilities |(φ, e−itHψ)|2
(φ, ψ ∈ H, ‖φ‖ = ‖ψ‖ = 1) in the following form [Ara05, Theorem 8.5]: for
each natural number n ∈ N and all unit vectors φ, ψ ∈ D(T n), there exists a
constant dTn (φ, ψ) ≥ 0 such that, for all t ∈ R \ {0},
|(φ, e−itHψ)|2 ≤ d
T
n (φ, ψ)
2
|t|2n .
This shows a very interesting correspondence between decay rates in time of
transition probabilities and regularities of state vectors φ, ψ.6 It tells us also
the importance of domains of time operators.
In [Gal02, AM08b ], a time operator of a self-adjoint operator whose
spectrum is purely discrete with a growth condition is constructed. In [Ara09],
necessary and sufficient conditions for a self-adjoint operator with purely dis-
crete spectrum to have a time operator were given. From these investigations,
it is suggested that the concept of time operator should be weakened for a self-
adjoint operator (a Hamiltonian in the context of quantum mechanics) whose
6 Here we mean by “regularity” of a vector ψ the number n such that ψ ∈ D(Tn).
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spectrum is not purely absolutely continuous and whose discrete spectrum
does not satisfy conditions formulated in [Ara09]. One of weaker versions of
time operator is defined as follows:
Definition 2.5. (weak time operator) A symmetric operator T onH is called a
weak time operator of a self-adjoint operatorH onH if there exists a non-zero
subspace Dw ⊂ D(T ) ∩D(H) such that the weak CCR on Dw holds:
(Hφ, Tψ)− (Tφ,Hψ) = −i(φ, ψ), φ, ψ ∈ Dw. (2.13)
We call Dw a weak-CCR domain for the pair (H,T ).
It is obvious that a time operator T of H is a weak time operator of H
with Dw = DH,T . We remark that (2.13) implies the time-energy uncertainty
relation (2.11) with ψ ∈ Dw (‖ψ‖ = 1).
One should keep in mind the following fact:
Proposition 2.6. Let T be a weak time operator of a self-adjoint operator H
and Dw be a weak-CCR domain for (H,T ). Then H has no eigenvectors in
Dw.
Proof: Let Hψ = Eψ with ψ ∈ Dw and E ∈ R. Taking φ in (2.13) to be ψ,
we see that the left hand side is equal to 0. Hence ‖ψ‖2 = 0, implying ψ = 0.

Remark 2.7. Unfortunately we do not know whether or not there exists a
weak time operator which cannot be a time operator. We leave this problem
for future study.
2.2. Ultra-weak time operator
Proposition 2.6 implies that, if a self-adjoint operator H with an eigenvalue
E has a weak time operator, then all the eigenvectors of H with eigenvalue E
are out of any weak-CCR domain for (H,T ). On the other hand, H may have
a complete set of eigenvectors so that the subspace algebraically spanned by
the eigenvectors of H is dense in H. This suggests that such a self-adjoint
operator may have tendency not to have a weak time operator. Taking into
account this possibility and in the spirit of seeking ideas as general as possible,
we generalize the concept of weak time operator:
Definition 2.8 (ultra-weak time operator). Let H be a self-adjoint operator
on H and D1 and D2 be non-zero subspaces of H. A sesquilinear form t :
D1×D2 → C (D1 ×D2 ∋ (φ, ψ) 7→ t[φ, ψ] ∈ C) with domain D(t) = D1×D2
(t[φ, ψ] is antilinear in φ and linear in ψ) is called an ultra-weak time operator
of H if there exist non-zero subspaces D and E of D1 ∩ D2 such that the
following (i)–(iii) hold:
(i) E ⊂ D(H) ∩ D.
(ii) (symmetry on D) t[φ, ψ]∗ = t[ψ, φ], φ, ψ ∈ D.
(iii) (ultra-weak CCR) HE ⊂ D1 and, for all ψ, φ ∈ E ,
t[Hφ,ψ]− t[Hψ, φ]∗ = −i(φ, ψ) (2.14)
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We call E an ultra-weak CCR-domain for (H, t) and D a symmetric domain
of t.
Remark 2.9. (1) As far as we know, the concept “ultra-weak time operator”
introduced here is new.
(2) Although there may be no operators associated with the sesquilinear
form t in the above definition, we use, by abuse of word, “ultra-weak time
operator” to indicate that it is a concept weaker than that of weak time
operator as shown below.
Let T be a weak time operator of H with a weak CCR-domain Dw.
Then one can define a sesquilinear form tT : H×D(T )→ C by
tT [φ, ψ] := (φ, Tψ), φ ∈ H, ψ ∈ D(T ).
Then it is easy to see that tT [φ, ψ]
∗ = tT [ψ, φ], ψ, φ ∈ D(T ) and, for all
φ, ψ ∈ Dw, tT [Hφ,ψ] − tT [Hψ, φ]∗ = −i(ψ, φ). Hence tT is an ultra-weak
time operator of H with Dw being an ultra-weak CCR-domain and D(T ) a
symmetry domain. Therefore the concept of ultra-weak time operator is a
generalization of weak time operator.
(3) If Hψ ∈ D in (2.14), then, by the symmetry of t[·, ·] on D, (2.14)
takes the following form:
t[Hφ,ψ]− t[φ,Hψ] = −i(φ, ψ)
For a sesquilinear form t : D1×D2 → C and a constant a ∈ R, we define
a sesquilinear form t− a : D1 ×D2 → C by
(t− a)[φ, ψ] := t[φ, ψ]− a(φ, ψ), φ ∈ D1, ψ ∈ D2.
In the case of the pair (H, t) in Definition 2.8, the uncertainty relation
(2.2) associated with CCR is generalized as follows:
Proposition 2.10 (uncertainty relation for (H, t)). Assume that H has an
ultra-weak time operator t as in Definition 2.8. Then, for all a, b ∈ R and a
unit vector ψ ∈ E,
|(t− a)[(H − b)ψ, ψ]| ≥ 1
2
. (2.15)
Proof: Using (2.14), we have ℑ{(t− a)[(H − b)ψ, ψ]} = − 12 . Since |z| ≥ |ℑz|
for all z ∈ C, (2.15) follows. 
In summary, we have seen that there exist five classes of time operators
with inclusion relation (1.3).
2.3. Outline of the present paper
Having introduced the new concept “ultra-weak time operator, we now out-
line the contents of the present paper. In Section 3, we review an abstract
theory of time operators and give new additional results. Among others, we
prove an existence theorem on a strong time operator of an absolutely contin-
uous self-adjoint operator (Theorem 3.16). Sections 4 is devoted to showing
the existence of time operators of self-adjoint operators with purely discrete
spectra. This includes an extension of existence theorems on time operators
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in [Gal02, AM08b ]. In Section 5, we introduce a class S1(H) of self-adjoint
operators on H (see Definition 5.3) such that each element of S1(H) has an
ultra-weak time operator with a dense ultra-weak CCR-domain (Theorem
5.4). Moreover, for a class of Borel measurable functions f : R → R, we
formulate sufficient conditions for f(H) to have an ultra-weak time operator
(Corollary 5.6). In Section 6, we discuss applications of the abstract results
to the Schro¨dinger operator HV . We find classes of potentials V for which
HV has an ultra-weak time operator with a dense ultra-weak CCR-domain
(Theorem 6.6). Also we show that the Hamiltonian of the hydrogen atom
(i.e. the case where V (x) = −γ/|x|, x ∈ R3 \ {0} with a constant γ > 0) has
an ultra-weak time operator with a dense ultra-weak CCR-domain (Example
6.10). In the last section, for a class of f , an existence theorem on an ultra-
weak time operator of f(HV ) is proved (Theorem 6.12) and some examples
are given.
3. Abstract Theory of Time Operators–Review with
Additional Results
3.1. A general structure of time operators
We first note an elementary fact:
Proposition 3.1. Let H be a self-adjoint operator on a Hilbert space H and
T be a time operator of H with a CCR-domain D for (H,T ). Let H ′ be a
self-adjoint operator on a Hilbert space H′ such that UHU−1 = H ′ for a
unitary operator U : H → H′. Then T ′ := UTU−1 is a time operator of H ′
with a CCR-domain UD for (H ′, T ′).
Proof: An easy exercise. 
In what follows, H denotes a self-adjoint operator on a complex Hilbert
space H. As is well known (e.g., [Ka76, §10.1], [RS72, Theorem VII.24]), H
has the orthogonal decomposition
H = Hac(H)⊕Hsc(H)⊕Hp(H), (3.1)
where Hac(H) (resp. Hsc(H), Hp(H)) is the subspace of absolute continuity
(resp. of singular continuity, of discontinuity) with respect to H , and H is
reduced by each subspace H#(H) (# = ac, sc, p). We denote the reduced
part of H to H#(H) by H# and set
σac(H) := σ(Hac), σsc(H) := σ(Hsc),
which are called the absolutely continuous spectrum and the singular continu-
ous spectrum of H respectively. We denote by σp(H) the set of all eigenvalues
of H . We remark that σ(Hp) = σp(H), the closure of σp(H). We have
H = Hac ⊕Hsc ⊕Hp (3.2)
and
σ(H) = σac(H) ∪ σsc(H) ∪ σp(H).
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An eigenvalue of H is called a discrete eigenvalue of H if it is an isolated
eigenvalue of H with a finite multiplicity. The set σdisc(H) of all the discrete
eigenvalues of H is called the discrete spectrum of H .
The following proposition shows that the problem of constructing time
operators of H is reduced to that of constructing time operators of each H#.
Proposition 3.2. Suppose that each H# has a time operator T# with a CCR-
domain D#. Then the direct sum
T := Tac ⊕ Tsc(H)⊕ Tp
is a time operator of H with a CCR-domain Dac ⊕Dsc ⊕Dp.
Proof: Since the direct sum of symmetric operators is again a symmetric
operator in general, it follows that T is symmetric. By the assumption, we
have for all ψ# ∈ D#
[H#, T#]ψ# = −iψ#.
Let ψ = (ψac, ψsc, ψp) ∈ Dac⊕Dsc⊕Dp. Then, by (3.2), ψ ∈ D(HT )∩D(TH)
and
[H,T ]ψ = ([Hac, Tac]ψac, [Hsc, Tsc]ψsc, [Hp, Tp]ψp) = −iψ.
Hence T is a time operator of H with a CCR-domain Dac ⊕Dsc ⊕Dp. 
3.2. Strong time operators
3.2.1. A summary of known results and additional results. We summarize
some basic facts on strong time operators of H .
Proposition 3.3. A symmetric operator T is a strong time operator of H if
and only if operator equality eitHTe−itH = T + t holds for all t ∈ R.
Proof: See [Ara05, Proposition 2.1]. 
Note that the operator equality given in this proposition implies that,
for all t ∈ R, e−itHD(T ) = D(T ).
Proposition 3.4. Let T be a strong time operator of H and H ′ be a self-adjoint
operator on a Hilbert space H′ such that, for a unitary operator U : H → H′,
UHU−1 = H ′. Then T ′ := UTU−1 is a strong time operator of H ′.
Proof: By the functional calculus, for all t ∈ R, eitH′ = UeitHU−1. By this
fact and Proposition 3.3, we have
eitH
′
T ′e−itH
′
= UeitHTe−itHU−1 = U(T + t)U−1 = T ′ + t.
Hence T ′ is a strong time operator of H ′. 
Proposition 3.5 ([Ara05]). Suppose that H has a strong time operator T .
Then:
(1) The closure T of T is also a strong time operator of H.
(2) If H is semi-bounded, then T is not essentially self-adjoint.
(3) The operator H is absolutely continuous.
Proposition 3.6. Let T1, . . . , Tn (n ≥ 2) be strong time operators of H.
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(1) Let S :=
∑n
k=1 akTk with ak ∈ R (k = 1, . . . , n) satisfying∑n
k=1 ak = 1. Then, for all t ∈ R, operator equality
eitHSe−itH = S + t (3.3)
holds. In particular, if ∩nk=1D(Tk) is dense, then S is a strong time
operator of H.
(2) For any pair (k, ℓ) with k 6= ℓ (k, ℓ = 1, . . . , n), (Tk − Tℓ)eitHψ =
eitH(Tk − Tℓ)ψ for all t ∈ R and ψ ∈ D(Tk) ∩D(Tℓ).
Proof: (1) By Proposition 3.3, we have operator equalities
eitHTke
−itH = Tk + t, t ∈ R, k = 1, . . . , n. (3.4)
Since eitHSe−itH =
∑n
k=1 e
itHakTke
−itH (operator equality), (3.4) implies
(3.3). If ∩dk=1D(Tk) is dense, then S is a symmetric operator and hence it is
a strong time operator of H .
(2) This easily follows from (3.4). 
Proposition 3.6-(1) shows that any real convex combination S of strong
time operators of H such that D(S) is dense is a strong time operator of H .
Let {H1, . . . , Hn} be a set of strongly commuting self-adjoint operators
on H. Then ∑nj=1Hj is essentially self-adjoint and, for all t ∈ R,
eit
∑
n
j=1 Hj =
n∏
j=1
eitHj , (3.5)
where the order of the product of eitH1 , . . . , eitHn on the right hand side is
arbitrary (this is due to the commutativity of eitHj and eitHk (j, k = 1, . . . , n)
which follows the strong commutativity of {H1, . . . , Hn}).
Proposition 3.7. Let {H1, . . . , Hn} be as above and assume that, for some j,
Hj has a strong time operator Tj such that e
itHkTje
−itHk = Tj for all k 6= j.
Then Tj is a strong time operator of
∑n
j=1Hj.
Proof: By the present assumption and Proposition 3.3, we have operator
equality eitHjTje
−itHj = Tj + t for all t ∈ R. Hence, by (3.5) and the com-
mutativity of the operators eitHk , k = 1, . . . , n, we have
eit
∑
n
j=1
HjTje
−it
∑
n
j=1
Hj =
∏
k 6=j
eitHk
 (Tj + t)
∏
k 6=j
e−itHk
 = Tj + t.
Thus the desired result follows. 
Proposition 3.7 may be useful to find strong time operators of a self-
adjoint operator which is given by the closure of the sum of strongly com-
muting self-adjoint operators.
A variant of Proposition 3.7 is formulated as follows. Let {A1, . . . , An}
be a set of strongly commuting self-adjoint operators on H such that each
Aj is injective. Suppose that each Aj has a strong time operator Bj such
that, for all j = 1, . . . , n, D(BjA
−1
j ) ∩ D(A−1j Bj) is dense and, for all t ∈ R,
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eitAkBje
itAk = Bj , k 6= j, k = 1, . . . , n. By the strong commutativity of
{A1, . . . , An}, the operator
HA :=
n∑
j=1
A2j
is a non-negative self-adjoint operator. For each j = 1, . . . , n, the operator
Tj :=
1
4
(
BjA
−1
j +A
−1
j Bj
)
is symmetric.
Proposition 3.8 ([Ara05]). For each j = 1, . . . , n, Tj is a strong time operator
of HA.
A general scheme to construct strong time operators for a given pair
(H,T ) of a weak Weyl representation is described in [Ara05, §10]. A gener-
alization of this scheme is given as follows. By the functional calculus, for
any real-valued continuous function f on R, f(H) is a self-adjoint operator
on H. Then a natural question is: does f(H) has a strong time operator ? A
heuristic argument to answer the question is as follows. Let f ∈ C1(R) and
denote the derivative of f by f ′. We have [T,H ] = +i1l, which intuitively
implies that T = +id/dH . Hence we may formally see that [T, f(H)] =
if ′(H)(in [Ara05, Theorem 6.2], this is justified for all f ∈ C1(R) such that
f and f ′ are bounded), and then Te−itf(H) = e−itf(H)(T + tf ′(H)) holds.
Multiplying f ′(H)−1 on the both sides, we may have Tf ′(H)−1e−itf(H) =
e−itf(H)(Tf ′(H)−1 + t), and, by symmetrizing Tf ′(H)−1, we expect that
1
2 (Tf
′(H)−1 + f ′(H)−1T ) is a strong time operator of f(H). Actually this
result is justified under some conditions:
Proposition 3.9 ([HKM09, Theorem 1.9]). Let K be a closed null subset of
R with respect to the Lebesgue measure. Assume that f ∈ C2(R \ K) and
L := {λ ∈ R\K|f ′(λ) = 0} is a null set with respect to the Lebesgue measure.
Suppose that H has a strong time operator TH which is closed and let
D := {g(H)D(TH)|g ∈ C∞0 (R \ L ∪K)}.
Then
Tf(H) :=
1
2
(THf ′(H)−1 + f ′(H)−1TH)⌈D
is a strong time operator of f(H), where, for a linear operator L and a sub-
space D ⊂ D(L), L⌈D denotes the restriction of L to D.
Example 3.10 (Aharonov-Bohm time operator). Let m > 0 be a constant.
Then it is obvious that
√
2mQj is a strong time operator of Pj/
√
2m in the
Hilbert space H = L2(Rd). Consider the function f(λ) = λ2, λ ∈ R. Then
f ′(λ) = 2λ. Hence {λ ∈ R|f ′(λ) = 0} = {0}. Therefore the subspace D in
Proposition 3.9 takes the form DAB,j := L.H.{g(Pj)D(Qj)|g ∈ C∞0 (R\{0})}.
Hence, letting
TAB,j :=
m
2
(
QjP
−1
j + P
−1
j Qj
)
,
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the operator
T˜AB,j := TAB,j⌈DAB,j
is a strong time operator of P 2j /2m. Since (P1, . . . , Pd) is a set of strongly
commuting self-adjoint operators, it follows from Proposition 3.8 that T˜AB,j
is a strong time operator of H0.
There is another domain on which TAB,j becomes a strong time operator
of H0 [Ara07]. Let
Ωj := {k ∈ Rd|kj 6= 0}, D′AB,j := {f ∈ L2(Rd)|fˆ ∈ C∞0 (Ωj)},
where fˆ is the L2-Fourier transform of f . Then D′AB,j is dense. Moreover,
by using the Fourier analysis, it is shown that the operatorsQj , P
−1
j , e
itP 2j /2m
and eitH0 (∀t ∈ R) leaveD′AB,j invariant and, for all t ∈ R, eitH0TAB,je−itH0 =
TAB,j + t on D
′
AB,j . Hence
T ′AB,j := TAB,j⌈D′AB,j
is a strong time operator of H0. We note that D(Qj) ⊃ D′AB,j . Hence, for
each g ∈ C∞0 (R \ {0}), g(Pj)D(Qj) ⊃ g(Pj)D′AB,j . For any g ∈ C∞0 (R \ {0})
such that gˆ(kj) > 0, ∀kj ∈ R, g(Pj)D′AB,j = D′AB,j. It is not so difficult to
show that such a function g exists. Therefore DAB,j ⊃ D′AB,j in fact. A time
operator of H0 obtained as a restriction of TAB,j to a subspace or its closure
is called an Aharonov-Bohm time operator [AB61, Miy01].
Example 3.11. As a generalization of Aharonov-Bohm time operators, one
can construct strong time operators of a self-adjoint operator H of the form
H = F (P ) with F ∈ C1(Rd), which includes the free relativistic Schro¨dinger
Hamiltonian (−∆ +m2)1/2 (m > 0) and its fractional version (−∆ +m2)α
(α > 0). This approach can be applied also to constructions of strong time
operators of Dirac type operators [Th92]. See [Ara05, §11]) for the details.
3.2.2. Existence of a strong time operator for a class of absolutely continuous
self-adjoint operators. As already mentioned, a self-adjoint operator which
has a strong time operator is absolutely continuous. Then a natural question
is: does an absolutely continuous self-adjoint operator have a strong time
operator ? To our best knowledge, this question has not been answered in an
abstract framework. In what follows, we give a partial affirmative answer to
the question.
We recall an important concept. For a linear operator A on a Hilbert
space H, a non-zero vector φ ∈ ∩∞n=1D(An) is called a cyclic vector for A if
L.H.{Anφ|n ∈ {0} ∪ N}
is dense in H, where, for a subset D of H, L.H.D denotes the algebraic linear
hull of vectors in D.
We denote by EH the spectral measure of H . For a non-zero vector
ψ ∈ H, a measure µψ on R is defined by
µψ(B) := ‖EH(B)ψ‖2, B ∈ B,
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where B is the family of Borel sets of R. We define a function X on R by
X(λ) := λ, λ ∈ R.
We note the following fact:
Lemma 3.12. Assume that H is separable. Suppose that H has a cyclic vector
φ. Then there exists a unitary operator U from H to L2(R, dµφ) such that
Uφ = 1 and UHU−1 = MX , the multiplication operator by the function X
acting in L2(R, dµφ). Moreover, the subspace L.H.{eitX |t ∈ R} is dense in
L2(R, dµφ).
Proof: The first half of the lemma follows from an easy extension of Lemma
1 in [RS72, §VII.2] to the case of unbounded self-adjoint operators [Ara06,
Theorem 1.8]. To prove the second half of the lemma, we note that, by the
cyclicity of φ for H , L.H.{Hnφ|n ∈ {0}∪N} is dense in H. By the functional
calculus, we have
lim
t→0
(−i)n
(
eitH − 1
t
)n
φ = Hnφ.
Hence it follows that L.H.{eitHφ|t ∈ R} is dense in H. By the first half of
the lemma, we have UeitHφ = eitX . Hence L.H.{eitX |t ∈ R} is dense in
L2(R, dµφ).

Let ψ ∈ H. If µψ is absolutely continuous with respect to the Lebesgue
measure on R, then we denote by ρψ the Radon-Nykody´m derivative of µψ :
ρψ ≥ 0 and µψ(B) =
∫
B ρψ(λ)dλ, B ∈ B.
We introduce a class of self-adjoint operators on H.
Definition 3.13. We say that a self-adjoint operator H on H is in the class
S0(H) if it satisfies the following (i) and (ii):
(i) H is absolutely continuous.
(ii) H has a cyclic vector φ such that ρφ is differentiable on R and
lim
λ→±∞
ρφ(λ) = 0,
∫
ρ(λ)>0
ρ′φ(λ)
2
ρφ(λ)
dλ <∞.
Let H be separable and H ∈ S0(H) with a cyclic vector φ satisfying the
above (ii) and
Wφ(λ) :=

ρ′φ(λ)
ρφ(λ)
for ρφ(λ) > 0
0 for ρφ(λ) = 0
.
Then we define an operator Y on L2(R, dµφ) as follows:
D(Y ) := L.H.{eitX |t ∈ R}, Y := i d
dλ
+
i
2
Wφ.
Lemma 3.14. The operator Y is a symmetric operator.
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Proof: By Lemma 3.12, D(Y ) is dense in L2(R, dµφ). Using (ii) and in-
tegration by parts, we see that, for all f, g ∈ D(Y ), (f, Y g)L2(R,dµφ) =
(Y f, g)L2(R,dµφ). Hence Y is a symmetric operator. 
Lemma 3.15. The operator Y is a strong time operator of MX .
Proof: It is obvious that, for all t ∈ R, eitMXD(Y ) ⊂ D(Y ). Let f(λ) =
eisλ, s ∈ R, λ ∈ R. Then, using the fact that if ′(λ) = −sf(λ), we see that
(eitMXY e−itMXf)(λ) = eitλ
(
i
d
dλ
+
i
2
Wφ
)
e−i(t−s)λ = tf(λ) + (Y f)(λ).
Thus Y is a strong time operator of MX . 
Theorem 3.16. Assume that H is separable and that H ∈ S0(H). Then H has
a strong time operator.
Proof: We have U−1MXU = H . By Lemma 3.15, Y is a strong time operator
of MX . Hence, by an application of Proposition 3.4, U
−1Y U is a strong time
operator of H . 
Thus we have found a class S0(H) of self-adjoint operators on a separable
Hilbert space H which each have a strong time operator.
3.3. Construction of strong time operators of a self-adjoint operator from
those of another self-adjoint operator
We consider two self-adjoint operators H and H ′ acting in Hilbert spaces H
and H′ respectively. If H = H′, then H ′ = H + (H ′ −H) on D(H) ∩ D(H ′)
and hence H ′ can be regarded as a perturbation of H .
We denote by Pac(H) the orthogonal projection onto the absolutely
continuous subspace Hac(H) of H . For a linear operator A, we denote by
Ran(A) the range of A.
Lemma 3.17. Assume the following (A.1)–(A.3):
(A.1) The wave operators
W± := s- lim
t→±∞
eitH
′
Je−itHPac(H)
exist, where s- lim means strong limit and J : H → H′ is a bounded
linear operator.
(A.2) limt→±∞ ‖Je−itHPac(H)ψ‖ = ‖Pac(H)ψ‖, ψ ∈ H.
(A.3)(completeness) Ran(W±) = Hac(H ′).
Let U± := W±⌈Hac(H). Then U± are unitary operators from Hac(H) to
Hac(H ′) such that
H ′ac = U±HacU
−1
± .
Proof: See textbooks of quantum scattering theory (e.g., [Ku79, RS79]). 
Theorem 3.18. Assume (A.1)–(A.3) in Lemma 3.17. Suppose that Hac has
a strong time operator T . Then T ′± := U±TU
−1
± are strong time operators of
H ′ac.
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Proof: This follows from Lemma 3.17 and an application of Proposition 3.4.

Theorem 3.18 can be used to construct strong time operators ofH ′ from
those of H .
4. Time Operators of a Self-adjoint Operator with Purely
Discrete Spectrum
4.1. Case (I)
If σdisc(H) 6= ∅, then no strong time operator of H exists by Proposition
3.5-(3). But, even in that case, H may have time operators or weak time
operators. We first recall basic results on this aspect.
Proposition 4.1 ([Ara09, Gal02]). Suppose that σ(H) = σdisc(H) = {En}∞n=1
(En 6= Em for n 6= m), each eigenvalue En is simple, and, for some N ≥ 1,
En 6= 0, n ≥ N ,
∑∞
n=N 1/E
2
n <∞. Let en be a normalized eigenvector of H
with eigenvalue En: Hen = Enen and define
Tφ = i
∞∑
n=1
∑
m 6=n
(em, φ)
En − Em
 en, φ ∈ D(T ) (4.1)
with domain
D(T ) := F := L.H.{en|n ∈ N}, (4.2)
Then T is a symmetric operator and [H,T ] = −i1l holds on
E := L.H.{en − em|n,m ∈ N}.
Furthermore E is dense.
This proposition shows that T is a time operator of H with a dense
CCR-domain E and hence T is a weak time operator of H too with a weak-
CCR domain E . But D(T ) = D(T )∩D(H) cannot be a weak-CCR domain for
(H,T ), since D(T ) contains an eigenvector of H (see Proposition 2.6) (note
that E contains no eigenvectors of H).
Example 4.2 (1-dimensional quantum harmonic oscillator). The Hamiltonian
of a 1-dimensional quantum harmonic oscillator is given by
Hosc := −1
2
∆ +
1
2
ω2x2
acting in L2(R), where ∆ is the 1-dimensional generalized Laplacian and ω >
0 is a constant. It is shown that Hosc is self-adjoint, σ(Hosc) = σdisc(Hosc) =
{ω(n+ 12 )}∞n=0 and each eigenvalue ω(n+ 12 ) is simple. Since
∑∞
n=1
1
(n+ 1
2
)2
<
∞, the assumption in Proposition 4.1 holds. Hence Hosc has a time operator
Tosc given by
Toscf :=
i
ω
∞∑
n=1
∑
m 6=n
(em, f)
n−m
 em, f ∈ D(Tosc).
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One can show that T is bounded and σ(T ) = [−π/ω, π/ω] (see [AM08a,
Example 4.2]).
Corollary 4.3. Suppose that σ(H) \ {0} = σdisc(H) = {En}∞n=1, each En
is simple, E1 < E2 < · · · < 0, 0 6∈ σp(H), and
∑∞
n=1E
2
n < ∞. Then the
operator Td defined by
Tdφ := i
∞∑
n=1
∑
m 6=n
(em, φ)
1
En
− 1Em
 en, φ ∈ D(Td) := F (4.3)
is a time operator of H−1, where F is given by (4.2), i.e., [H−1, Td] = −i1l
on E.
Proof: We see that σ(H−1) = σdisc(H
−1) = {1/En}∞n=1 and
∑∞
n=1
1
(1/En)2
<
∞. Hence the corollary follows from Proposition 4.1. 
4.2. Case (II)
In Corollary 4.3, condition
∑∞
n=1E
2
n < ∞ is imposed to construct a time
operator of H−1, which is needed to apply Proposition 4.1 with H replaced
by H−1. In this section, we show that the condition
∑∞
n=1E
2
n < ∞ can be
removed. The idea is to decompose H into the direct sum of appropriate
mutually orthogonal closed subspaces [SW14].
Lemma 4.4. Let p > 1 and {an}∞n=1 be a complex sequence such that
limn→∞ an = 0 and an 6= am for n 6= m, n,m ∈ N. Let A := {an|n ∈
N} be the set corresponding to the sequence {an}∞n=1. Then there exist an
N ∈ N ∪ {∞} and subsequences {akn}∞n=1 of {an}∞n=1 (k = 1, . . . , N) such
that the sets Ak := {akn|n ∈ N}, k = 1, . . . , N , have the following properties:
Ak ∩ Al = ∅ for k 6= l, k, l = 1, . . . , N ;
A = ∪Nk=1Ak;
∞∑
n=1
|akn|p <∞, k = 1, . . . , N.
Proof: For each k ∈ N, let Jk := {an|1/(k+1) < |an| ≤ 1/k} ⊂ A and {k|Jk 6=
∅} = {k1, k2, . . .} with k1 < k2 < . . ., which is an infinite set by the condition
limn→∞ an = 0. It is obvious that A = ∪∞n=1Jkn and Jkn ∩ Jkm = ∅ for all
(n,m) with n 6= m. Let a1n ∈ Jkn . Then
∑∞
n=1 |a1n|p ≤
∑∞
n=1 1/k
p
n <∞. Let
A1 := {a1n|n ∈ N} and A′ := A \ A1. Write A′ = {bn|n ∈ N} with bn 6= bm
(n 6= m). Then we can apply the preceding procedure on {an}∞n=1 to {bn}∞n=1
to conclude that there exists a subsequence {a2n}∞n=1 of {bn}∞n=1 such that∑∞
n=1 |a2n|p < ∞. Hence we obtain a subset A2 := {a2n|n ∈ N}. Obviously
A1 ∩ A2 = ∅. Then we give a similar consideration to A′′ := A′ \ A2 =
A \ (A1 ∪ A2). In this way, by induction, we can show that, for each k ∈ N,
there exists a subset Ak which is empty or Ak = {akn|n ∈ N} ⊂ A such that∑∞
n=1 |akn|p <∞, Ak ∩ Aj = ∅, k 6= j and A = ∪∞k=1Ak (if, for some N ∈ N,
A = ∪Nk=1Ak, then Ak = ∅, k ≥ N + 1). 
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If a self-adjoint operator S on a Hilbert space K is reduced by a closed
subspace D of K, then we denote by SD the reduced part of S to D, unless
otherwise stated.
Lemma 4.5. Let σ(H) = σdisc(H) = {En}∞n=1, E1 < E2 < · · · < 0,
limn→∞ En = 0 and 0 6∈ σp(H). Then there exist mutually orthogonal closed
subspaces Hj of H (j = 1, . . . , N, N ≤ ∞) such that H is decomposed as
H = ⊕Nj=1Hj (N ≤ ∞) and (1)–(3) below are satisfied.
(1) Each Hj reduces H and σ(Hj)\{0} = σdisc(Hj)) = {Fjk}∞k=1, where
Hj := HHj .
(2) Each eigenvalue Fjk (1 ≤ j ≤ N, 1 ≤ k ≤ ∞) is simple.
(3)
∞∑
k=1
F 2jk <∞ for each 1 ≤ j ≤ N .
Proof: Note that 0 is the unique accumulation point of the set {En|n ∈ N}.
Let Mn be the multiplicity of En (which is finite, since En ∈ σdisc(H)). Let
{ein|i = 1, · · · ,Mn} be a complete orthonormal system (CONS) of ker(H −
En): He
i
n = Ene
i
n, i = 1, . . . ,Mn. We set
sup
n≥1
Mn =M and lim sup
n→∞
Mn = m.
We consider two cases: (A) m =∞ and (B) m <∞.
Case (A). Suppose that m = ∞. In this case, M = ∞ and, for each
k ≥ 1 and each n, there exists an N ≥ n such that MN ≥ k. Using this fact,
we see that, for each k ≥ 1, the subspace
Gk = L.H.{ekj | Mj ≥ k}
is infinite dimensional and Gk is orthogonal to Gl for all k, l with k 6= l.
Since {ein|n ≥ 1, i = 1, . . . ,Mn} is a CONS of H, we have the orthogonal
decomposition
H = ⊕∞k=1Gk. (4.4)
Fix k and consider Gk. Let A := σdisc(HGk) = {aj |j ∈ N} (= {En|Mn ≥
k}). Then each eigenvalue aj is simple and aj 6= ak for j 6= k, limj→∞ aj = 0.
Hence, we can apply Lemma 4.4 with p = 2 to conclude that there exist an
Nk ≤ ∞ and subsets Al := {alj ∈ A|j ∈ N,
∑∞
j=1 |alj |2 < ∞} of A such that
A = ∪Nkl=1Al (a disjoint union). Hence we can decompose Gk as
Gk = ⊕Nkl=1Glk, (4.5)
where Glk := L.H{gj ∈ Gk|Hgj = aljgj, j ∈ N} (hence σdisc(HGlk) = Al). Thus
H = ⊕∞k=1 ⊕Nkl=1 Glk (4.6)
and the lemma follows.
Case (B). Suppose that m <∞. Then we have m ≤M <∞. Hence we
need only to consider four cases (a)− (d) below.
(a) M = m = 1. In this case, H = G1 and G1 can be decomposed as
(4.5). Then the lemma follows.
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(b) M ≥ 2 and M = m. In this case, for all k = 1, . . . ,M , Gk is infinite
dimensional. Hence, in the same way as in the case m = ∞ we can see that
H = ⊕Mk=1Gk and Gk can be decomposed as (4.5). Thus the lemma follows.
(c) M ≥ 2 and m = 1. In this case, there exists a j0 ∈ N such that
for all j ≥ j0, Mj = 1. Let Bk = L.H.{ekj |j < j0, k ≤ Mj}, k = 1, · · · ,M
and C := L.H.{e1j |j ≥ j0}. Then we can decompose C as C = ⊕Mk=1Ck, where
Ck = L.H.{e1jk |jk ≥ j0, jk = j0 + k − 1 +Mr, r ∈ {0} ∪ N} (k = 1, . . . ,M).
Define Dk = Bk ⊕ Ck, k = 1, · · · ,M . Then we have H = ⊕Mk=1Dk. In the
same way as in the case (A), we can decompose Dk like (4.5). Thus the
lemma follows.
(d) M ≥ 2, M > m and m ≥ 2. In this case, {j|Mj = m} is a countable
infinite set. Hence, for j = 1, . . . ,m, Gj is infinite dimensional. We have the
orthogonal decomposition
H = (⊕m−1j=1 Gj)⊕K, (4.7)
where K = (⊕m−1j=1 Gj)⊥. The closed subspace K reduces H . Since Gm ⊂ K,
it follows that σ(HK) \ {0} = σdisc(HK) is an infinite set. Let σdisc(HK) =
{bj}∞j=1 and βj be the multiplicity of eigenvalue bj . Then supj βj =M−m+1
and supj βj ≥ lim supj βj = 1. Hence by (a) and (c), we can decompose K as
K = ⊕M−m+1j=1 Kj , where Kj is an infinite dimensional closed subspace of K.
Hence
H = (⊕m−1j=1 Gj)⊕ (⊕M−m+1j=1 Kj) . (4.8)
In the same way as in the case (A), we can decompose Gj and Kj like (4.5).
Thus the lemma follows. 
Combining Corollary 4.3 and Lemma 4.5, we can prove the following
lemma.
Theorem 4.6. (time operator of H−1) Suppose that σ(H) \ {0} = σdisc(H) =
{Ej}∞j=1, E1 < E2 < · · · < 0, limj→∞ Ej = 0, and 0 6∈ σp(H). Then there
exists a time operator T−1 of H
−1 with a dense CCR-domain for (H−1, T−1).
Proof: By Lemma 4.5, H can be decomposed as H = ⊕Nj=1Hj with N ≤ ∞.
By Proposition 4.1, a time operator Sj of H
−1
j exists:
[H−1j , Sj ] = −i1l
on Ej := L.H.{ejn − ejm, n,m ∈ N}, where {ejn}∞n=1 denotes the eigenvectors
of Hj such that Hje
j
n = Fjne
j
n and D(Sj) = L.H.{ejn|n ∈ N}. Define T−1 by
T−1 := ⊕Nj=1Sj with D(T−1) := ⊕Nj=1D(Sj) (algebraic direct sum). Then T−1
is a time operator of H−1 with a CCR-domain given by ⊕Nj=1Ej (algebraic
direct sum), which is dense in H. 
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4.3. Case (III)
We next consider an extension of Proposition 4.1 to the case where no re-
striction is imposed on the growth order of the discrete eigenvalues {En}∞n=1
of H .
Lemma 4.7. Suppose that σ(H) = σdisc(H) = {En}∞n=1 with 0 < E1 <
E2 < · · · < En < En+1 < · · · and limn→∞ En = ∞. Then there exist
mutually orthogonal closed subspaces Hj of H (j = 1, . . . , N,N ≤ ∞) such
that H = ⊕Nj=1Hj and (1)–(3) below are satisfied:
(1) Each Hj reduces H and σ(HHj ) = σdisc(HHj ) = {Fjk}∞k=1.
(2) Each Fjk (1 ≤ j ≤ N, k ∈ N) is simple.
(3)
∞∑
k=1
1
F 2jk
<∞ for each 1 ≤ j ≤ N .
Proof: Let K = H−1. Then K is self-adjoint and σ(K) \ {0} = σdisc(K) =
{1/En}∞n=1, 1/E1 > 1/E2 > · · · > 0, limj→∞ 1/Ej = 0 and 0 6∈ σp(K).
Hence, by applying Lemma 4.5 to the case where H and En there are re-
placed by −K and −1/En respectively, we see that H has an orthogonal
decomposition H = ⊕Nj=1Hj (N ≤ ∞) with closed subspaces Hj of H such
that (1)–(3) above are satisfied. 
Theorem 4.8. (time operator of H) Let σ(H) = σdisc(H) = {En}∞n=1, E1 <
E2 < · · · and limn→∞En = ∞. Then there exists a time operator T of H
with a dense CCR-domain for (H,T ).
Proof: The method of proof is similar to that of Theorem 4.6. By Lemma 4.7,
H can be decomposed as H = ⊕Nj=1Hj with N ≤ ∞. By Proposition 4.1 a
time operator Tj ofHHj exists: [HHj , Tj ] = −i1l on Ej = L.H.{ejn−ejm, n,m ∈
N}, where {ejn}∞n=1 denotes the eigenvectors of HHj such that Hejn = Fjnejn,
and the domain of Tj is given by D(Tj) = L.H.{ejn|n ∈ N}. Define T by
T := ⊕Nj=1Tj with D(T ) = ⊕Nj D(Tj) (algebraic direct sum). Then T is a time
operator of H with a CCR-domain ⊕Nj=1Ej (algebraic direct sum), which is
dense in H. 
Example 4.9 (d-dimensional quantum harmonic oscillator). Let ωj > 0 (j =
1, . . . , d) be a constant and
Hosc, j := −1
2
D2j +
1
2
ω2jx
2
j
acting in L2(Rd) (see Example 4.2). Then the Hamiltonian of a d-dimensional
quantum harmonic oscillator is given by
H(d)osc :=
d∑
j=1
Hosc, j
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acting in L2(Rd). It follows that H
(d)
osc is self-adjoint and
σ(H(d)osc) = σdisc(H
(d)
osc) =

d∑
j=1
ωj
(
nj +
1
2
)
|nj ∈ {0} ∪ N, j = 1, . . . , d
 .
Hence, by Theorem 4.8, H
(d)
osc has a time operator with a dense CCR-domain.
Example 4.10 (non-commutative harmonic oscillator). Let A and J be 2× 2
matrices defined by
A =
(
α 0
0 β
)
, α, β ≥ 0, J =
(
0 −1
1 0
)
.
Let αβ > 1. The Hamiltonian H(α, β) of the non-commutative harmonic
oscillator [Par10] is defined by the self-adjoint operator
H(α, β) = A⊗ (−1
2
∆ +
1
2
x2) + J ⊗ (xD + 1
2
) (4.9)
on the Hilbert space C2 ⊗ L2(R), where D is the generalized differential
operator in x. It is shown in [IW07] that σ(H(α, β)) = σdisc(H(α, β)) =
{λn}∞n=1 and the multiplicity of each λn is not greater than 2 with λn →∞
(n→∞). Hence, by Theorem 4.8, H(α, β) has a time operator with a dense
CCR-domain.
Example 4.11 (Rabi model). Let Z+ := {0} ∪ N be the set of nonnegative
integers and
ℓ2(Z+) :=
{
ψ = {ψn}∞n=0
∣∣ψn ∈ C, n ≥ 0, ∞∑
n=0
|ψn|2 <∞
}
be the Hilbert space of absolutely square summable complex sequences in-
dexed by Z+. The Hilbert space ℓ
2(Z+) is in fact the boson Fock space Fb(C)
over C (e.g. [RS72, p.53, Example 2] and [RS75, §X.7]): ℓ2(Z+) = Fb(C). We
denote by a the annihilation operator on Fb(C):
(aψ)n :=
√
n+ 1ψn+1, n ≥ 0,
ψ ∈ D(a) :=
{
ψ ∈ ℓ2(Z+)|
∞∑
n=0
n|ψn|2 <∞
}
.
We have (a∗ψ)0 = 0, (a
∗ψ)n =
√
nψn−1, n ≥ 1 for all ψ ∈ D(a∗). The
commutation relation [a, a∗] = 1l holds on the dense subspace ℓ0(Z+) :=
{ψ ∈ ℓ2(Z+)|∃n0 ∈ N such that ψn = 0, ∀n ≥ n0}.
Let σx, σy, σz be the Pauli matrices:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
and
HRabi := µσz ⊗ 1l + ω1l⊗ a∗a+ gσx ⊗ (a+ a∗) (4.10)
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on C2 ⊗ Fb(C), where µ > 0, ω > 0 and g ∈ R are constants. The model
whose Hamiltonian is given byHRabi is called the Rabi model [Rab36, Rab37,
Bra11]. The matrix
U :=
1√
2
(σx + σz)
is unitary and self-adjoint. By direct computations using the properties that
σjσk + σkσj = 2δjk, j, k = x, y, z, we see that
H˜Rabi := UHRabiU
−1 = µσx +H, H :=
(
H+ 0
0 H−
)
,
where H± := ωa
∗a ± g(a + a∗) and we have used the natural identification
C2 ⊗ Fb(C) = Fb(C) ⊕ Fb(C). It is well known that the operator πg :=
(g/ω)i(a− a∗) is self-adjoint and
e±iπgae∓iπg = a∓ g
ω
.
Hence
e±iπgH±e
∓iπg = ωa∗a− g
2
ω
,
implying that σ(H±) = σdisc(H±) = σ(ωa
∗a − g2ω ) = {νn|n ∈ Z+} with
νn := ωn− g
2
ω . Hence σ(H) = σdisc(H) = {νn|n ∈ Z+} with the multiplicity
of each eigenvalue νn being two. Since µσx is bounded, it follows from the
min-max principle that H˜Rabi (and henceHRabi) has purely discrete spectrum
with σ(HRabi) = σdisc(HRabi) = σdisc(H˜Rabi) = {ν′n|n ∈ Z+} satisfying νn −
µ ≤ ν′2n ≤ νn + µ, n ≥ 0, where ν′0 ≤ ν′1 ≤ · · · ≤ ν′n ≤ ν′n+1 ≤ · · · counting
multiplicities (see also [Bra11, MPS14] for studies on spectral properties of
HRabi). Hence we can apply Theorem 4.8 to conclude that HRabi has a time
operator with a dense CCR-domain.
5. Ultra-Weak Time Operators
5.1. Ultra-weak time operators of a self-adjoint operator
In this subsection, we consider the case where a self-adjoint operatorH obeys
the assumption of Theorem 4.6 and ask if H has a time operator. We first
give a formal heuristic argument. By Theorem 4.6, we know that H−1 has
a time operator T−1 with a dense CCR-domain for (H
−1, T−1). Since the
unique accumulation point of σ(H) is 0, but not ∞, it is not straightforward
to apply Proposition 4.1 to construct a time operator of H . The key idea we
use is to regard H as H = (H−1)−1. Let f(x) = x−1. Then H = f(H−1).
Since f ′(x) = −x−2, a formal application of Proposition 3.9 suggests that
A = − 12 (T−1H−2 + H−2T−1) may be a time operator of H . But, we note
that no eigenvectors of H are in D(H−2T−1). Hence it seems to be difficult
to show that D(A) 6= {0} and D(HA) ∩ D(AH) 6= {0}. Thus we are led to
consider a form version of A.
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We use the notation in the proof of Theorem 4.6. It is obvious that,
for all k ∈ Z, D(Sj) ⊂ D(Hkj ). Hence we define a sesquilinear form tj :
D(Sj)×D(Sj)→ C by
tj[φ, ψ] := −1
2
{
(Sjφ,H
−2
j ψ) + (H
−2
j φ, Sjψ)
}
, φ, ψ ∈ D(Sj). (5.1)
Lemma 5.1. Let
H−1j Ej := {H−1j ψ|ψ ∈ Ej} = L.H.
{
1
En
ejn −
1
Em
ejm)
∣∣n,m ∈ N} .
Then, for all ψ, φ ∈ H−1j E, Hjφ and Hjψ are in D(Sj) and
tj [Hjφ, ψ]− tj [φ,Hjψ] = −i(φ, ψ). (5.2)
Proof: Since Hj(H
−1
j Ej) = Ej ⊂ D(Sj), Hjφ ∈ D(Sj) for all φ ∈ H−1j Ej .
By direct computations, we have
t[Hjφ, ψ]− t[φ,Hjψ] =− 1
2
{
(SjHjφ,H
−2
j ψ)− (Sjφ,H−1j ψ)
+ (H−1j φ, Sjψ)− (H−2j φ, SjHjψ)
}
.
We can write φ = H−1j η and ψ = H
−1
j χ with η, χ ∈ Ej. Then we have
(SjHjφ,H
−2
j ψ)− (Sjφ,H−1j ψ) = (H−1j Sjη,H−1j ψ)− (SjH−1j η,H−1j ψ)
= (−iη,H−1j ψ) = i(φ, ψ),
where we have used that Sj is a time operator of H
−1
j with a CCR-domain
Ej . Similarly we have
(H−1j φ, Sjψ)− (H−2j φ, SjHjψ) = (H−1j φ, SjH−1j χ)− (H−1j φ,H−1j Sjχ)
= i(φ, ψ).
Thus (5.2) follows. 
Lemma 5.1 shows that tj is an ultra-weak time operator of Hj with
H−1j Ej being an ultra-weak CCR-domain.
We introduce
E˜ := ⊕Nj=1H−1j Ej (algebraic direct sum).
Since H−1j Ej is dense in Hj , E˜ is dense in H and E˜ ⊂ D(H).
Theorem 5.2. Under the same assumption as in Theorem 4.6, there exists an
ultra-weak time operator tp of H with E˜ being an ultra-weak CCR-domain.
Proof: Let T−1 be as in Theorem 4.6 and define a sesquilinear form tp :
D(T−1)×D(T−1)→ C by
tp[ψ, φ] :=
N∑
j=1
t[ψj, φj ], ψ = (ψj)
N
j=1, φ = (φj)
N
j=1 ∈ D(T−1).
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We remark that, in the case N = ∞, ψj = 0 for all sufficiently large j and
hence the sum
∑N
j=1 on the right hand side is over only finite terms, being
well defined. It follows from Lemma 5.1 that, for all ψ, φ ∈ E˜ , Hψ,Hφ ∈ E ⊂
D(T−1) and
tp[Hφ,ψ]− tp[φ,Hψ] = −i(φ, ψ).
This means that tp is an ultra-weak time operator of H with E˜ being an
ultra-weak CCR domain. 
We now proceed to showing existence of an ultra-weak time operator of
a self-adjoint operator in a general class.
Definition 5.3 (class S1(H)). A self-adjoint operator H on H is said to be in
the class S1(H) if it has the following properties (H.1)–(H.4):
(H.1) σsc(H) = ∅.
(H.2) σac(H) = [0,∞).
(H.3) σdisc(H) = σp(H) = {En}∞n=1, E1 < E2 < · · · < 0, limn→∞En =
0 (hence 0 6∈ σp(H)).
(H.4) There exists a strong time operator Tac of Hac in Hac(H).
Let H ∈ S1(H). Then we have the orthogonal decomposition
H = Hac(H)⊕Hp(H).
By (H.3), we can apply Theorem 5.2 to the case where H is replaced by Hp to
conclude that Hp has an ultra-weak time operator tp with a dense ultra-weak
CCR domain Ep such that
tp[Hpφ, ψ]− tp[φ,Hpψ] = −i(φ, ψ), φ, ψ ∈ Ep.
We denote by Dp the subspace D(T−1) in the proof of Theorem 5.2. Hence
tp : Dp × Dp → C with Ep ⊂ D(Hp) ∩ Dp and HpEp ⊂ Dp. By (H.4), there
exists a dense CCR-domain Dac for (Hac, Tac). Let E˜p := H−1p Ep and
DH := Dac ⊕ E˜p, (5.3)
which is dense in H.
We define a sesquilinear form tH : (Hac(H)⊕Dp)× (D(Tac)⊕Dp)→ C
by
tH [φ1 ⊕ φ2, ψ1 ⊕ ψ2] =(φ1, Tacψ1) + tp[φ2, ψ2],
φ1 ∈ Hac(H), ψ1 ∈ D(Tac), φ2, ψ2 ∈ Dp. (5.4)
Now we are in the position to state and prove the main result in this section.
Theorem 5.4 (abstract ultra-weak time operator 1). Let H ∈ S1(H). Then
the sesquilinear form tH defined by (5.4) is an ultra-weak time operator of H
with DH being an ultra-weak CCR-domain.
Proof: Let tac : Hac(H)×D(Tac)→ C by
tac[φ, ψ] := (φ, Tacψ), φ ∈ Hac(H), ψ ∈ D(Tac).
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Then, by Remark 2.9-(2), tac is an ultra-weak time operator of Hac with Dac
being an ultra-weak CCR-domain. Then, in the same way as in the proof of
Theorem 5.2, one can show that tH is an ultra-weak time operator of H with
DH being an ultra-weak CCR-domain. 
5.2. Ultra-weak time operators of f(H)
We can also construct an ultra-weak time operator of f(H) for some function
f : R → R. A strong time operator of f(Hac) is already constructed in
Proposition 3.9. Hence we need only to construct an ultra-weak time operator
of f(Hp). A set of conditions for that is as follows.
Assumption 5.5. Let H ∈ S1(H).
(1) The function f : R→ R satisfies the same assumption as in Propo-
sition 3.9.
(2) The function f is continuous at x = 0.
(3) f(σdisc(H)) is an infinite set such that the multiplicity of each point
in f(σdisc(H)) as an eigenvalue of f(H) is finite.
(4) f(0) 6∈ σp(f(H)).
Suppose that Assumption 5.5 holds. Then f(H) is self-adjoint and re-
duced by Hac(H) and Hp(H) (these properties follow from only the fact that
f : R→ R, Borel measurable, and the general theory of functional calculus).
We denote the reduced part of f(H) to Hac(H) and Hp(H) by f(H)ac and
f(H)p respectively. By the functional calculus, we have f(H)ac = f(Hac),
f(H)p = f(Hp) and f(H) = f(Hac)⊕ f(Hp). This implies that
σ(f(H)) = σ(f(Hac)) ∪ σ(f(Hp)) = f([0,∞)) ∪ {f(Ej)}∞j=1. (5.5)
Corollary 5.6. (abstract ultra-weak time operator 2) Under Assumption 5.5,
there exists an ultra-weak time operator tfH of f(H) with a dense ultra-weak
CCR-domain.
Proof: Let Tac be a strong time operator ofHac. Then the strong time operator
of f(Hac) is given by
T fac =
1
2
(Tacf ′(Hac)−1 + f ′(Hac)−1Tac)⌈D
by Proposition 3.9, where D := {g(Hac)D(Tac)|g ∈ C∞0 (R \ L ∪K)}. Let
f˜(x) = f(x)− f(0).
Then limx→0 f˜(x) = 0. We can write σ(f˜ (Hp)) = {Fj}∞j=1, where Fj 6=
Fk, j 6= k and the multiplicity of each Fj is finite. It follows that limj→∞ Fj =
0 and 0 6∈ σp(f˜(Hp)). Hence, by a minor modification of the proof of Lemma
5.1, we can show that there is an ultra-weak time operator tf˜p : Dfp ×Dfp → C
of f˜(Hp), where Dfp is a dense subspace in Hp(H). We define a sesquilinear
form tfH : (Hac(H)⊕Dfp)× (D(T fac)⊕Dfp)→ C by
t
f
H [φ1 ⊕ φ2, ψ1 ⊕ ψ2] = (φ1, T facψ1) + tf˜p[φ2, ψ2] (5.6)
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for φ1 ∈ Hac(H), ψ1 ∈ D(T fac) and φ2, ψ2 ∈ Dfp . Note that f(0) is a scalar.
Then one can show that tfH is an ultra-weak time operator with Dac ⊕ E˜ f˜p
being a ultra-weak CCR-domain, where Dac is a dense CCR-domain for
(f(Hac), T
f
ac). and E˜ f˜p is an ultra-weak CCR-domain for (f˜(Hp), tf˜p). 
6. Applications to Schro¨dinger Operators
6.1. Ultra-weak time operators of Schro¨dinger operators
In this subsection, we apply Theorem 5.4 to the Schro¨dinger operator HV
given by (2.8) to show that, for a general class of potentials V , HV has an
ultra-weak time operator with a dense ultra-weak CCR-domain. This is done
by collecting known results on spectral properties of Schro¨dinger operators.
Suppose that V is of the form
V (x) =
W (x)
(|x|2 + 1) 12+ε , (6.1)
where ε > 0 and W : Rd → R is a Borel measurable function such that
W (−∆+ i)−1 is a compact operator on L2(Rd). Such a potential V is called
an Agmon potential ([RS79, p.439] or [RS78, p.169]). It is easily shown that
V is relatively compact with respect to the free Hamiltonian H0 given by
(2.9). Hence, by a general fact [RS78, p.113, Corollary 2], HV is self-adjoint
with D(HV ) = D(H0) and
σess(HV ) = σess(H0) = [0,∞), (6.2)
where, for a self-adjoint operator S, σess(S) denotes the essential spectrum
of S.
Following facts are known as Agmon-Kato-Kuroda theorem:
Proposition 6.1. (absence of σsc(H), existence and completeness of wave
operators) Let V be an Agmon potential. Then:
(1) σsc(HV ) = ∅.
(2) The set of positive eigenvalues of HV is a discrete subset of (0,∞).
(3) The wave operators Ω± := s− lim
t→±∞
eitHV e−itH0 exist and complete:
Ran(Ω±) = Hac(HV ). In particular σac(HV ) = [0,∞).
Proof: See [RS78, Theorem XIII. 33]. 
In order to construct an ultra-weak time operator of (HV )p, we need the
condition #σdisc(HV ) =∞. For this purpose, we introduce an assumption.
Assumption 6.2. There are constants R0, a > 0 and δ > 0 such that
V (x) ≤ − a|x|2−δ for |x| > R0. (6.3)
Lemma 6.3. (infinite number of negative eigenvalues) Let V be an Agmon
potential. Then, under Assumption 6.2, σdisc(HV ) ⊂ (−∞, 0) and σdisc(HV )
is an infinite set. In particular, the point 0 ∈ R is the unique accumulation
point of σdisc(HV ).
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Proof: Let µ1 := infψ∈D(HV );‖ψ‖=1(ψ,HV ψ) and
µn := sup
φ1,...,φn−1∈L2(Rd)
inf
ψ∈D(HV );‖ψ‖=1
ψ∈{φ1,...,φn−1}
⊥
(ψ,HV ψ), n ≥ 2.
In the case d = 3, it is already known that µn < 0 for all n ∈ N [RS78,
Theorem XIII.6(a)]. It is easy to see that the method of the proof of this fact
is valid also in the case of arbitrary d. Hence we have µn < 0 for all n ∈ N.
Then (6.2) and the min-max principle imply the desired results. 
Assumption 6.4. The potential V is spherically symmetric, V = V (|x|), and∫ ∞
a
|V (r)|dr <∞ (6.4)
for some a > 0.
Lemma 6.5. (absence of strictly positive eigenvalues) Let V be an Agmon
potential. Then, under Assumption 6.4, HV has no strictly positive eigenval-
ues.
Proof: Since D(V ) ⊃ D(H0) ⊃ C∞0 (Rd), it follows that V ∈ L2loc(Rd \ {0}).
Hence we can apply [RS78, Theorem XIII.56] to derive the desired result. 
Theorem 6.6. Let V be an Agmon potential such that 0 6∈ σp(HV ). Suppose
that Assumptions 6.2 and 6.4 hold. Then HV has an ultra-weak time operator
with a dense ultra-weak CCR-domain.
Proof: By Proposition 6.1, σsc(HV ) = ∅ and the wave operators Ω± exist and
are complete. Hence, by Theorem 3.18,
Tac,j± := Ω±τjΩ
−1
± Pac(HV ) (j = 1, . . . , d)
are strong time operators of (HV )ac, where τj := T˜AB,j or T
′
AB,j denotes the
Aharonov-Bohm time operators in Example 3.10. Under Assumptions 6.2
and 6.4, we can see that σ(HV ) = {Ej}∞j=1 ∪ [0,∞), E1 < E2 < · · · < 0,
limn→∞ En = 0, σdisc(HV ) = {En}∞n=1 and σac(HV ) = [0,∞). Hence HV ∈
S1(L
2(Rd)). Thus, by Theorem 5.4, we obtain the desired result. 
Finally we consider conditions for the absence of zero eigenvalue of HV .
Proposition 6.7. (absence of zero eigenvalue) Assume the following (1) and
(2):
(1) d ≥ 3, V ∈ Ld/2loc (Rd).
(2) V can be written as V = V1 + V2, where V1 and V2 are real-valued
Borel measurable functions on Rd satisfying the following conditions:
(i) There exists a constant R > 0 such that V1 and V2 are locally
bounded on SR = {x ∈ Rd||x| > R} and V1 is strictly negative on
SR,
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(ii) Let Sd−1 := {w ∈ Rd| |w| = 1}, the (d − 1)-dimensional unit
sphere. Then V1(rw) (r = |x|) is differentiable in r > R and there
exist a constant s ∈ (0, 1) and a positive differentiable function h
on [R,∞) such that
sup
w∈Sd−1
d
dr
(rs+1V1(rw)) ≤ −rsh(r)2, r > R.
(iii) lim
r→∞
r−1 + r supw∈Sd−1 |V2(rw)|
h(r)
= 0.
(iv) There exists a constant C > 0 such that
d
dr
h(r) ≤ Ch2(r) on SR.
(v) For all all f ∈ D(HV ),∫
SR
h2(|x|)|f(x)|2dx <∞,
∫
SR
|V1(x)||f(x)|2dx <∞.
Then 0 6∈ σp(HV ).
Proof: This is due to [FS04, Theorem 2.4] and [JK85]. Also see [Uch87]. 
A key fact to prove Proposition 6.7 is as follows. Condition d ≥ 3 and
V ∈ Ld/2loc (Rd) imply that, if a solution f of partial differential equation
−∆f + V f = 0 satisfies that f(x) = 0 for all x ∈ SR with some R > 0, then
f(x) = 0 for all x ∈ Rd by the unique continuation proven in [JK85].
Example 6.8. Let d ≥ 3 and V (x) = −1/|x|2−ε with 0 < ε < 2. Then
it is easy to check that the potential V satisfies conditions (1) and (2) in
Proposition 6.7 (take V1 = V , V2 = 0 and h(r) =
√
s− 1 + ε r(ε−2)/2, r > 0
with 1 − ε < s < 1). Hence, by Proposition 6.7, HV has no zero eigenvalue.
In particular, the hydrogen Schro¨dinger operator
Hhyd := H0 − γ|x| (6.5)
for d = 3 with a constant γ > 0 has no zero eigenvalue.
Example 6.9. Let d ≥ 3. Suppose that U ∈ L∞(R3). Then
V (x) =
U(x)
(1 + |x|2) 12+ε
is an Agmon potential for all ε > 0. Suppose that U is negative, continuous,
spherically symmetric and satisfies that U(x) = −1/|x|α for |x| > R with
0 < α < 1 and R > 0. For each α, we can choose ε > 0 such that 2ε+α < 1.
Hence V satisfies (6.3) and (6.4). Moreover it is easy to see that V satisfies
(1) and (2) in Proposition 6.7 with
V1(x) := −
χ[R,∞)(|x|)
|x|1+2ε+α , V2(x) :=
U(x)
(1 + |x|2) 12+ε +
χ[R,∞)(|x|)
|x|1+2ε+α ,
where χ[R,∞) is the characteristic function of the interval [R,∞). Hence, by
Proposition 6.7, 0 6∈ σp(HV ). Thus, by Theorem 6.6, HV has an ultra-weak
time operator with a dense ultra-weak CCR-domain.
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Example 6.10. (hydrogen atom) It is known that the hydrogen Schro¨dinger
operator Hhyd given by (6.5) is self-adjoint with D(Hhyd) = D(H0). It is
easy to see that the Coulomb potential −γ/|x| with d = 3 is not an Agmon
potential. Hence we can not apply Theorem 6.6 to the case HV = Hhyd. But
we can show that Hhyd has an ultra-weak time operator in the following way.
The spectral properties of Hhyd are also well known:
σ(Hhyd) = σp(Hhyd) ∪ σac(Hhyd), σsc(Hhyd) = ∅
with
σp(Hhyd) = σdisc(Hhyd) =
{
−mγ
2
2n2
|n ∈ N
}
, σac(Hhyd) = [0,∞).
The fact that 0 6∈ σp(Hhyd) follows from Example 6.8 and Proposition 6.7.
It is shown that the modified wave operators s- limt→±∞ e
itHhydJe−itH0 with
some unitary operator J exist and are complete [RS79, Theorems XI. 71 and
XI.72]. These facts imply that Hhyd ∈ S1(L2(R3)). Thus, by Theorem 5.4,
Hhyd has an ultra-weak time operator with a dense ultra-weak CCR-domain.
6.2. Ultra-weak time operators of f(HV )
In this subsection, we assume that HV ∈ S1(L2(Rd)) (see Definition 5.3) and
give some examples of functions f : R → R such that f(HV ) has a ultra-
weak-time operator with a dense ultra-weak CCR-domain. We first give a
sufficient condition for (4) in Assumption 5.5 to hold.
Lemma 6.11. Let HV ∈ S1(L2(Rd)) and f : R → R, Borel measurable.
Suppose that, for all n ∈ N, f(En) 6= f(0) and f(x) 6= f(0), a.e.x ≥ 0. Then
f(0) 6∈ σp(HV ).
Proof: Let ψ ∈ D(f(HV )) such that f(HV )ψ = f(0)ψ. Then
‖(f(HV )− f(0))ψ‖2 = 0
which is equivalent to
∫
R
|f(λ) − f(0)|2d‖E(λ)ψ‖2 = 0, where E(·) is the
spectral measure of HV . We can decompose ψ as ψ = (ψac, ψp) ∈ Hac(HV )⊕
Hp(HV ). We denote by ρ the Radon-Nykody´m derivative of the absolutely
continuous measure ‖E(·)ψac‖2 with respect to the Lebesgue measure on R.
Then we have∫
R
|f(λ)− f(0)|2d‖E(λ)ψ‖2 =
∞∑
n=1
|f(En)− f(0)|2‖E({En})ψp‖2
+
∫
[0,∞)
|f(λ)− f(0)|2ρ(λ)dλ.
Hence, by the present assumption, ‖E({En})ψp‖2 = 0 · · · (∗) for all n ∈
N and
∫
[0,∞)
|f(λ) − f(0)|2ρ(λ)dλ = 0 · · · (∗∗). Equation (∗) implies that
E({En})ψp = 0, ∀n ≥ 1. Since HV is S1(L2(Rd)), it follows that ψp ∈
Hp(HV )⊥. Hence ψp = 0. On the other hand, (∗∗) implies that ρ(λ) = 0
a.e.λ ∈ [0,∞), from which it follows that ψac = 0. Thus ψ = 0. 
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Theorem 6.12. Let HV ∈ S1(L2(Rd)) and f : R → R, Borel measurable.
Assume the following (1)–(4):
(1) The function f : R→ R satisfies the same assumption as in Propo-
sition 3.9.
(2) The function f is continuous at x = 0.
(3) f(σdisc(HV )) is an infinite set such that the multiplicity of each point
in f(σdisc(HV )) as an eigenvalue of f(HV ) is finite.
(4) For all n ∈ N, f(En) 6= f(0) and f(x) 6= f(0), a.e.x ≥ 0.
Then f(HV ) has an ultra-weak time operator with a dense ultra-weak CCR-
domain.
Proof: By Lemma 6.11, property (4) in Assumption 5.5 is satisfied. Hence,
by Corollary 5.6, the desired result is derived. 
In Examples below, we assume that HV ∈ S1(L2(Rd)).
Example 6.13. (f(HV ) = e
−βHV ) Let f(x) = e−βx, β ∈ R \ {0}. Then
it is easy to see that the function f satisfies the assumption in Theorem
6.12. Hence e−βHV has an ultra-weak time operator with a dense ultra-weak
CCR-domain. Note that, if β > 0 (resp. β < 0), e−βHV is bounded (resp.
unbounded). In particular, e−βHhyd has an ultra-weak time operator with a
dense ultra-weak CCR-domain.
Example 6.14. (f(HV ) =
∑N
j=0 ajH
j
V ) Let f(x) =
∑N
j=0 ajx
j be a real poly-
nomial (aj ∈ R, N ∈ N, aN 6= 0). We have f(0) = a0. Suppose that, for all
n ∈ N, ∑Nj=1 ajEjn 6= 0 and ∑Nj=1 ajxj−1 6= 0, x ≥ 0. Then one can show
that f satisfies the assumption in Theorem 6.12. Hence
∑N
j=0 ajHV
j has an
ultra-weak time operator with a dense ultra-weak CCR-domain. In particu-
lar,
∑N
j=0 ajH
j
hyd has an ultra-weak time operator with a dense ultra-weak
CCR-domain.
Example 6.15. (f(HV ) = sin(2πβHV )) Let f(x) = sin(2πβx), β ∈ R \ {0}.
Then f(0) = 0. Let β 6∈ {k/2En|k ∈ Z, n ∈ N}. Then sin(2πβEn) 6= 0 for all
n ∈ N and hence f(En) 6= f(0). It is obvious that f(x) 6= f(0) for a.e.x ≥ 0.
Moreover Λ := {sin(2πβEn)|n ∈ N} is an infinite set and each point in
Λ as an eigenvalue of sin(2πβHV ) is in σdisc(sin(2πβHV )) (note that, for
−1/4β ≤ x < 0, sin(2πβx) is strictly monotone increasing). In this way we
can show that, in the present case, the assumption in Theorem 6.12 holds.
Thus sin(2πβHV ) has an ultra-weak time operator with a dense ultra-weak
CCR-domain. In particular, sin(2πβHhyd) has an ultra-weak time operator
with a dense ultra-weak CCR-domain.
In the same manner as above, one can find many concrete functions f
such that f(HV ) has an ultra-weak time operator with a dense ultra-weak
CCR-domain.
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