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Abstract. Many complex structures and stochastic patterns emerge from simple
kinetic rules and local interactions, and are governed by scale invariance properties
in combination with effects of the global geometry. We consider systems that can
be described effectively by space-time trajectories of interacting particles, such as
domain boundaries in two-dimensional growth or river networks. We study trajectories
embedded in time-dependent geometries, and the main focus is on uniformly expanding
or decreasing domains for which we obtain an exact mapping to simple fixed domain
systems while preserving the local scale invariance properties. This approach was
recently introduced in [A. Ali et al., Phys. Rev. E 87, 020102(R) (2013)] and here we
provide a detailed discussion on its applicability for self-affince Markovian models, and
how it can be adapted to self-affine models with memory or explicit time dependence.
The mapping corresponds to a non-linear time transformation which convergences to
a finite value for a large class of trajectories, enabling an exact analysis of asymptotic
properties in expanding domains. We further provide a detailed discussion of different
particle interactions and generalized geometries. All our findings are based on exact
computations and are illustrated numerically for various examples, including Le´vy
processes and fractional Brownian motion.
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1. Introduction
Scale invariant random structures are common across various real systems and
mathematical models, examples include diffusion limited aggregation (DLA) [1, 2, 3],
domain boundaries of crystal growth [4], viscous fingering [5, 6, 7], microbial growth
[8, 9] or the landscape of river networks [10]. In such systems scale invariance properties
result from local stochastic growth or fluctuations due to localized inhomogeneities.
These local effects lead to emerging patterns on larger length scales, in combination with
global geometric properties and constraints of the system [11, 12, 13]. Understanding
how these effects interplay to affect the macroscopic observables and pattern formation
is of great interest in non-equilibrium statistical mechanics, and can lead to further
understanding of fundamental processes, such as diffusion transport, diffusion controlled
reactions and aggregation structure formation [11, 14, 15].
In this paper we focus on phenomena that can be effectively described by space-
time trajectories of interacting particles. This includes a variety of systems such as
domain boundaries in two-dimensional competitive growth or river networks, crystal
growth, liquid invasion in porous media, or epidemic spreading and microbial growth
[16, 17, 18]. Typical patterns observed can range from polyhedral, dendritic, fractal
to compact structures [19]. The overall geometry usually has a strong impact on the
observed behaviour [6, 7, 20, 21] and often changes dynamically, which is the major
interest of this paper and can play in fact a dominant role on the kinetics of fluctuating
particles [12, 22, 21]. We will focus mostly on simple contact interactions such as
annihilation or coalescence, but will also discuss how to include more general interactions
with their own length scale, such as branching.
The main illustrative example will be trajectories in an expanding radial domain,
which leads to different results as seen in fixed linear geometries; an example is shown
in Figure 1 for annihilating Brownian motions. We compare the behaviour on radially
expanding space (a) with a fixed space with periodic boundary conditions (b). The
behaviour on the fixed domain is well understood for various interactions (see e.g.
[21, 23, 24, 25, 26] and references therein) and we will use the local scale invariance
properties of the model to map the behaviour from time dependent domains onto fixed
domains. Focusing on uniformly expanding or decreasing domains, we derive a general
mapping first published in [27], that universally applies to all particle trajectories with
Markovian statistics, which we illustrate for Brownian motion and superdiffusive α-
stable Le´vy processes. We further show how to generalize these results to processes
with memory, giving an explicit result for super- and subdiffusive fractional Brownian
motion, and discuss Brownian motion with time-dependent diffusivity as an example of a
self-similar but not locally scale invariant process. These mappings can be interpreted as
a non-linear time change of the rescaled processes in time-dependent geometry, which
converges to a finite value if spatial expansion or decrease of the domain dominates
the fluctuations of the trajectories. This leads to an exact prediction of asymptotic
properties on time-dependent domains, which are mapped to a finite-time statistics of
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Figure 1. Expanding radial growth structure (a) and the same structure on a fixed
domain with periodic boundary conditions (b), illustrated for annihilating Brownian
motion (γ = 1/2). The distribution of the rescaled structure at radius r is identical to
the distribution of the fixed domain structure at height h(r) as given by the mapping
(5), indicated by a red dashed line. The mapping has a finite limit hγ(∞) for γ < 1,
see also Figure 2. Parameters are L = 100 with r0 = L/2pi, unit diffusion coefficient
and initially 100 arms.
fixed domain systems. The latter often exhibit convergence to absorbing states as for
example for annihilation or coagulation interactions, whereas on the time-dependent
domain processes can show fluctuating limiting behaviour which depends crucially on
the initial dynamics. For the fixed domain statistics such as the number of particles or
the inter-particle distance are known as a function of time, and we are able to make
predictions on not just the asymptotics but also on the dynamical behaviour. All our
results follow from exact computations and detailed numerical simulations are performed
mostly for illustration purposes.
The paper is organized as follows. In Section 2 we derive a general mapping based
on the preservation of local scale invariance which depends only on the scaling exponent
γ, and we give a detailed explanation on its properties. In Section 3 the mapping is
applied to explicit models of radially expanding structures, consisting of point particle
trajectories. We give a rigorous derivation of the mapping for the Markovian models
of Brownian motion and α-stable Le´vy processes, applying techniques of stochastic
calculus. We also derive equivalent but different mappings for processes with memory,
including fractional Brownian motion, using moment matching. In Section 4 we extend
our theory to describe structures which reside on general time-dependent domains with
isotropic evolution, which can also be higher dimensional. Lastly in Section 5, we explain
how to include non-local interactions in our approach, such as non-zero particle sizes or
branching, which has its own characteristic time scale. These systems are more natural
in the real world, see [5, 11, 17, 18, 28] for a more general overview, and are thus an
important adaption of our simple theory for point particles.
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2. Main results
We derive a mapping first given in [27], which is used to describe behaviour of expanding
structures by mapping to structures in a fixed domain, as illustrated in Figure 1. Here
for simplicity of presentation we focus on the radial geometry and compare it to the strip
geometry with periodic boundary conditions. Extensions to more general geometries can
be found in Section 4.
2.1. Mapping
Consider an isotropic radial structure with initial radius r0 as shown in Figure 1(a),
which is a particular example of radially annihilating Brownian motion. We consider
directed radial growth where each arm of the displacement along the perimeter of the
growing circle can be represented as a function of the radial distance r,
(Yr, r ≥ r0) with Yr ∈ [0, 2πr) .
Increments of this process
dYr = Yr dr/r + dY˜r (1)
are given by a contribution due to the stretching of space, and a second one due
to the inherent fluctuations encoding the local scale invariance of the arms. We
use this notation for increments on a formal, heuristic level in this section, which is
made mathematically precise in Section 3. In the analogous fixed domain geometry
Figure 1(b), we model a single arm of the same growth structure as a process
(Xh, h ≥ 0) with Xh ∈ [0, L) ,
for which the increments are simply given by fluctuations dXh. In order to connect the
two domains we take r0 = L/2π and have periodic boundary conditions at the edges.
With matching the initial conditions X0 = Yr0 this implies
Xh =
r0
r
Yr , (2)
in analogy to the usual polar coordinated transformation. The displacement of the
rescaled radial arm has the same range as the fixed arm, and using (1) we get for the
increments
dXh =
r0
r
dY˜r . (3)
In each geometry the arms share the same local scale invariance property, i.e. the
increments due to fluctuations scale as
dXh ∼ (dh)γ and dY˜r ∼ (dr)γ, (4)
where γ > 0 and proportionality constants in both cases are the same. Generic examples
are self-similar processes where (Xbh, h ≥ 0) is distributed as (bγXh, h ≥ 0) for all b > 0,
Interacting Particle Systems in Time-Dependent Geometries 5
0 100 200 300 400 500
0
50
100
150
200
r−r0
h(r
)
 
 h2/3(∞)
h1/2(∞)
γ=2/3
γ=1/2
γ=1/3 h1/3(∞)
γ=1
Figure 2. The mapping (5), for several values of γ, with r0 = 100. Initially the
mapping h(r) behaves as the identity r − r0 (black dashed line) and converges to the
limit h∞(γ) = r0γ/(1− γ) (color dotted) as r →∞. The value h∞(γ) corresponds to
the height h in the fixed domain where the behaviour is equivalent to r → ∞ in the
radially growing structure. (See also Figure 3).
such as fractional Brownian motion [29], or α-stable Le´vy processes [30], which will be
discussed in Section 3 in more detail.
From (4) and (3) we get heuristically
dh
dr
=
(dx
dy
)1/γ
=
(r0
r
)1/γ
,
and therefore
h(r) =
∫ r
r0
(r0
s
)1/γ
ds =
{
γ
1−γ r0
[
1− ( r0
r
)
1−γ
γ
]
, γ 6= 1
r0 log (
r
r0
) , γ = 1
. (5)
For a single arm matching the initial condition Yr0 = X0 leads to the identical
distribution (r0
r
Yr, r ≥ r0
)
dist.
= (Xh(r), r ≥ r0), (6)
Crucially, the same holds for the entire growth structure which are characterized as a
collection of arms {(Yr, r ≥ r0)} and {(Xh, h ≥ 0)}:{(r0
r
Yr, r ≥ r0
)}
dist.
=
{
(Xh(r), r ≥ r0)
}
, (7)
provided that the arms interact locally in a scale independent way. Examples of such
interactions include coagulation, annihilation or exclusion, and extensions to non-local
interactions are discussed in Section 5. Figure 1 illustrates the correspondence given
by the mapping for annihilating Brownian motion, where the red dashed line indicates
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Figure 3. Illustration of geometrical effects of expanding domains for coalescing
Brownian motions. We compare the average number of particles 〈N〉 in a fixed domain
[0, L) (×) and in a radially expanding domain [0, 2pir) (◦) with r ≥ r0 . For comparison
we take r0 = L/2pi, where L = 100 and an initial number of 100 particles. (a) In the
fixed domain 〈NF (h)〉, decreases to the value 1 corresponding to the absorbing state.
However, in the corresponding radially expanding domain 〈NR(r)〉 decreases to a value
greater then 1. Error bars indicate the standard deviation. (b) Using the mapping
(5) with γ = 1/2, we plot 〈NR(r)〉 against h(r) and obtain a data collapse. The value
h1/2(∞) = r0 is given in (8).
where the marginal distributions of the two structures are equal. Note that in the above
formulation equivalence holds for the full trajectories including time correlations. This
will be confirmed rigorously in Section 3 for Markovian models, and a weaker corrected
version will be derived for a non-Markovian example.
2.2. Basic properties of the mapping
Figure 2 shows the mapping function (5) for several values of γ. For r → r0 we have
h(r) ≃ r − r0 for all γ > 0, so that initially there is no effect on the particles from the
expanding domain, since for r close to r0, the fixed and the radial domain are locally
equivalent. The non-linear behavior of h(r) encodes the effect of the expanding geometry
the large r behaviour is
hγ(∞) = lim
r→∞
h(r) =
{
γ
1−γ r0 , γ < 1
∞ , γ ≥ 1 . (8)
The value hγ(∞) corresponds to the height at which the fixed width structure is
equivalent to the infinite radius behaviour of the rescaled radially growing structure
(see Figure 1). This asymptotic behaviour depends on the value of γ, and for γ < 1 will
differ from the analogous asymptotic behaviour in the fixed domain. For fixed domain
structures fixation always occurs for interactions such as coagulation or annihilation,
i.e. the system will eventually reach an absorbing state, as shown in Figure 3(a).
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Coalescing or annihilating structures in the fixed domain [0, L) are observed e.g. in
neutral models for competition in spatial populations (see [4, 8, 12, 31] for more details).
The fixation time τ to reach the absorbing state scales with the size L of the system,
where by standard arguments
τ ∼ L1/γ ∼ r1/γ0 .
For large systems (L → ∞), typically τ is much larger then hγ(∞) ∼ r0, leading to a
non-trivial limit for the statistics of the radial process. This is because for structures
with γ < 1, the spatial expansion rate which is linear in r dominates the lateral spread
of random wandering of the particles, where due to the increasing distance, eventually
the particles no longer interact. So the statistics for these sub-ballistic structures no
longer change and reach an asymptotic value which is random, as indicated by the non-
zero and r-independent standard deviation in Figure 3(a). In fact the whole rescaled
structure converges to a non-trivial limit where{r0
r
Yr
}
dist.→ {Xhγ(∞)} as r →∞.
For structures with γ ≥ 1, the particle motion is equivalent to a (super-)ballistic
trajectory exceeding the spatial expansion, where from (8) we have hγ(∞) =∞. Here,
despite the continuous expansion in space, the asymptotic behaviour for the rescaled
radial process will be the same as the analogous behaviour in the fixed domain and we
have {r0
r
Yr
}
dist.→ {X∞} as r →∞.
We can also express the mapping (5) independently of the system size. Introducing
dimensionless variables r′ = r/r0 and h′ = h/r0 leads to
h′(r′) =
{
γ
1−γ
(
1− (1/r′) 1−γγ
)
, γ 6= 1
log r′ , γ = 1
, (9)
for all r′ ≥ 1, where for γ = 1 we recover the generic conformal map from the exterior
of the unit circle to a strip. This notation shows that r0 plays merely the role of a
length scale and γ is the only important parameter of the mapping. Moreover, (9) takes
the form of a generalized q-logarithm [32], which can therefore be seen as a generic
generalization of the standard conformal map in this context.
3. Applications to self-similar models
In this section, we use the mapping (5) to characterize radially growing structures as
time-rescaled structures in the fixed domain, focusing on coalescence as an example of
local interaction. We will study the validity of (5) for self-similar models, for which exact
computations are possible. For illustration we show data such as the average number
of particles, denoted as 〈N〉 and the average inter-particle distance squared, denoted as
〈D2〉 and defined as
D2 =
N∑
i=1
(xi+1 − xi)2. (10)
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Here the particles are ordered such that xi and xi+1 are nearest neighbour particle
position pairs and the distance is measured modulo periodic boundary conditions. We
proceed by considering structures where the particle trajectories are given by three well
known self-similar processes, Brownian motion, Le´vy flights and fractional Brownian
motion. We use the representation based on Itoˆ calculus, since this is most convenient
to describe the effects of time changes which are vital for our analysis. There are also well
developed extensions of Itoˆ calculus to fractional Brownian motion and Le´vy processes
which we will make use of.
3.1. Brownian motion
Consider a standard Brownian motion B := (Bt, t ≥ 0), which is a centered Gaussian
process with mean 〈Bt〉 = 0 and covariance
〈BtBs〉 = min(t, s) ,
and is self similar and locally scale invariant with γ = 1/2. In this case we can
give a rigorous derivation of the mapping h(r) using Itoˆ-calculus. Consider the arms
X := (Xh, h ≥ 0) and Y := (Yr, r ≥ r0) as defined in Section 2. The corresponding
Langevin equations in standard notation of stochastic differential equations are [33],
dXh = dBh (11)
and
dYr = Yr dr/r + dBr. (12)
The first term in (12) corresponds to the stretching of space which is proportional to the
angular displacement Yr/r, the second term in (12) describes the inherent fluctuations of
the process, where dB denotes infinitesimal increments of a standard Brownian motion.
For the rescaled process
Z := (Zr, r ≥ 0) with Zr = r0
r
Yr , (13)
using Itoˆ’s formula we have
dZr =
r0
r
dBr. (14)
In integral form this implies Zr =
∫ r
r0
r0/s dBs. It is well known that this stochastic
Itoˆ integral can be written as a time-changed Brownian motion so that the process Z
is a continuous time martingale, where Zr = Bh(r). The time change is given by the
quadratic variation of Z
h(r) =
∫ r
r0
(r0
s
)2
ds = r0
(
1− r0
r
)
. (15)
The quadratic variation basically describes the accumulated mean squared displacement
up to time t, and is simply equal to t for standard Brownian motion. In general, every Itoˆ
integral with respect to Brownian motion such as Zr is a martingale, and can be written
as a time-changed Brownian motion using the above formula (see e.g. [33] page 56 for
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details). This gives a rigorous justification of the mapping (5) for Brownian motion
with γ = 1/2 and equivalence in the strong sense (6), i.e. the full process including time
correlations is mapped correctly.
3.2. Le´vy flights
Structures where the position of the arms exhibit super-diffusive behaviour due to jumps
in their trajectories can be modelled by α-stable Le´vy processes [34, 35]. A stochastic
process L = (Lαt , t ≥ 0), with α ∈ (0, 2) is an α-stable Le´vy process if it has stationary
independent increments and a pdf pα(x, t) whose Fourier transform takes the form
pˆα(k, t) = exp(−σαt|k|α/2). (16)
Le´vy Processes are Markovian with discontinuous paths, they have increments with
infinite variance, and for α ∈ (0, 1) their absolute first moment is also infinite. Another
key property is that the fractional moments of Lαt scale as
〈|Lαt |q〉 = (σαt1/α)q, (17)
where 0 < q < α is non-integer [30, 34]. In practice, the parameter α can be greater
then 2, but in this case the increments have a finite mean and variance, and such a
process scales diffusively.
When the arms X and Y are α-stable Le´vy processes, through a generalization of
Itoˆ calculus, [30, 36], the rescaled process Z can be expressed in Langevin form as
dZr =
r0
r
dLαr . (18)
The process Z is also a time-changed α-stable Le´vy process (see [36], page 237). By
using the property (17) on (18) we can match all q-moments of dX and dZ,
(cαdh)
q/α =
(r0
r
)q
(cαdr)
q/α,
provided that
h(r) =
∫ r
r0
(r0
s
)α
ds ,
which is the mapping (5) with γ = 1/α. Therefore the process Zr is an α-stable Le´vy
process Lαh(r) and the result holds in its strong form (6). Note that for α ≥ 2 Le´vy
processes scale like Brownian motion and do not become subdiffusive, so that for general
α > 0 we have γ = max{1/α, 1/2}.
Figure 4(a) shows the expected number of particles 〈NF (h)〉 and 〈NR(r)〉, plotted
against h and h(r), respectively, for several values of α under coalescing dynamics. The
figure shows that we have a very good data collapse, where the radial data converges
to 〈NF (hγ(∞))〉 as explained in Section 2.2. Being Markov processes with independent
increments, we can simulate Le´vy processes simply by adding independent increments.
We take the absolute value of each increment dLα to be distributed by the Pareto
distribution with pdf
pα(x) = αb
α/xα+1 for x ≥ b, (19)
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Figure 4. Numerical confirmation of the mapping (5) between radial geometry (◦)
and fixed domain (×) for α-stable Le´vy flights (16) with γ = max{1/α, 1/2}. Data
is gathered for L = 100 with an initial number of 100 particles and r0 = L/2pi. By
plotting the radial data against h(r) we map (a) 〈NR〉 and (b) 〈(r0DR(r)/r)2〉 to
the fixed data. Dashed lines indicate mean field results (see Appendix A.2) and the
asymptotic value for the radial domain (21) is illustrated for α = 3/2 in (a).
where b = dt1/α with dt being the simulation time-increment. Taking dt ≪ 1 small we
reproduce data which is consistent with the infinitesimal limit dt → 0, and therefore
we simulate good approximations of sample paths of α-stable Le´vy processes [30].
Coalescence or annihilation interaction can easily be implemented even for discontinuous
paths with discrete time sampling, since in one space dimension every event can be
detected by a change of the particle order. We do not include multiple coalescence
events, i.e. if a particle jumps across several others, we just coalesce it with the nearest
one at the position of the latter.
The long time behaviour in the fixed domain can be computed analytically (see
Appendix A.2), where in a scaling window of intermediate h
〈NF (h)〉 = L/(πσαh2/α)1/2, (20)
and this is shown by the black dashed line in Fig. 4a. Using (20) and (8) the
corresponding asymptotic behaviour for the radial structure is
〈NR(r)〉 →

 2σ
−1
α π
1/2
(
r1−α
0
α−1
)−1/α
, α > 1
1 , α ≤ 1
as r →∞ (21)
and this limit is indicated for the α = 3/2 data by the red dashed lines, where the values
for σα ≈ 1.4, 4 and 10.8 for α = 1, 3/2, and 5/2 respectively, are fitted to the data.
Figure 4(b) shows the corresponding behaviour of 〈D2〉 as defined in (10). Both
〈D2F 〉 and the 〈D2R〉 are increasing functions, and in the fixed domain 〈D2F (h)〉 will
converge to L2. For the radial domain the rescaled behaviour 〈(r0DR(r)/r)2〉 is shown,
where by plotting against h(r) we attain a data collapse.
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3.3. Fractional Brownian motion
We also consider structures where the displacement of the arms perform fractional
Brownian motion (fBm) [29, 37]. The fBm BH = (BHt , t ≥ 0) with Hurst exponent
H ∈ (0, 1) is a centered Gaussian process with continuous paths and covariance
〈BHt BHs 〉 =
1
2
(t2H + s2H − |t− s|2H) . (22)
In particular, 〈(BHt )2〉 = t2H , the pdf of BHt takes the general form
p(x, t) =
1√
2πt2H
exp
(
− x
2
2t2H
)
(23)
and the process exhibits local scale invariance (4) with γ = H . When H = 1/2, the
process is a Brownian motion as in Section 3.1, and for H 6= 1/2 the process is not
Markovian since it has long range temporal correlations [29]. When the arms are fBm
as before the rescaled process (14) can be written in integral form as
Zr =
∫ r
r0
r0
s
dBHs . (24)
For H 6= 1/2 this integral w.r.t fBm cannot be written as a time-changed fBm [38], so
the mapping does not hold in its strong form (6). This is due to memory effects coming
from the non-Markovian correlated noise dBHt leading to non-independent increments.
Nevertheless, using fractional calculus we can compute and match the second moment
of the rescaled radial process and the fixed process BH . We represent Zr in (24) as a
memory kernel integral with respect to a standard Brownian motion (see [29] page 48),
leading to the following representation:
Zr =
∫ r
r0
(
K∗H
r0
(·)
)
(s)dBs. (25)
The operator KH and further details are given in Appendix B. In the form given in (25),
we match the quadratic variations of Zr with XhH (r) to obtain
hH(r) =
[
H(2H − 1)
∫ r
r0
∫ r
r0
r20
xy
|x− y|2H−2dxdy
]1/2H
. (26)
This can also be written using hypergeometric functions
hH(r) =
[
Hr20
∫ r−r0
0
[(r − r0 − y)−1+2H2F1 [1,−1 + 2H, 2H, r0−r+yr0+y
]
(r0 + y)2
+
y−1+2H2F1
[
1, 1, 2H,− y
r0
]
r0(y + r0)
]
dy
]1/2H
. (27)
This second representation also holds for H = 1/2, where it simplifies to (15). Note
that although for H 6= 1/2 the expression of (26) differs from (5), visual comparisons as
plotted in Figure 5(a) for H = 1/3 and H = 2/3 shows that they are very close. In fact,
for the rest of this paper (especially Figs. 6 and 9) we do not distinguish between the
two mappings. However, for fBm we are only able to match first and second moment
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Figure 5. Comparison of the mapping (5) (full color) and (26) (dashed, black) for
H = γ and r0 = 100. (a) Both curves are very similar and behave as r− r0 for r close
to r0. For large r the functions differ, as shown in (b) the limit hγ(∞) (8) and hH(∞)
(29) do not match, but are very close.
of the processes Zr and Xh(r), and the equivalence in the form (6) does not hold. Since
Gaussian random variables are uniquely determined by their first and second moment,
we still have {r0
r
Yr
}
dist.
= {Xh(r)} for all r ≥ r0 ,
i.e. equivalence for all marginals but not for the time correlations. The behaviour for
small radius r ∈ [r0, r0 + ǫ] using (26) is
lim
ǫ→0
hH(ǫ+ r0)
ǫ
= lim
ǫ→0
[
H(2H − 1)
∫ 1
0
∫ 1
0
r20|x− y|2H−2
(r0 + ǫx)(r0 + ǫy)
dxdy
]1/2H
=
[
H(2H − 1)
∫ 1
0
∫ 1
0
|x− y|2H−2dxdy
]1/2H
= 1.
So h(r) ≃ r − r0 for r close to r0. Note that (26) and (5) will mostly differ when r is
large (see Figure 5(b)), where in the limit as r →∞ we have
lim
r→∞
hH(r) = r0
[
H(2H − 1)
∫ ∞
0
∫ ∞
0
|x− y|2H−2
(x+ 1)(y + 1)
dxdy
]1/2H
= r0π
1
2H
(
H(2H − 1)
(H − 1) sin(2πH)
) 1
2H
. (28)
Comparing this value to (8) we have
hH(∞) = lim
r→∞
hH(r)
{
= hγ(∞) = γ1−γ r0 , H = 1/2
< hγ(∞) = γ1−γ r0 , H 6= 1/2
. (29)
Figure 6 shows the statistics 〈N〉 and 〈D2〉 for radially expanding and fixed fBm
structures. Since fBm is non-Markovian, sample paths cannot be generated by adding
increments that depend only on the current state. The easiest way to generate a
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Figure 6. Numerical confirmation of the mapping (5) between radial geometry (◦)
and fixed domain (×) for fBm structures with H = γ. Data is gathered for L = 100
and r0 = L/2pi with an initial number of 100 particles. Plotting (a) 〈NR〉 vs h(r),
and (b) 〈(r0DR(r)/r)2〉 vs h(r) gives a good data collapse. Solid lines indicate exact
predictions (see Appendix A.1).
discretized sample of an fBm path at times t1, . . . , tn which we implemented, is to invert
the covariance matrix 〈BHti BHtj 〉 given by (22) and multiply with a vector of iid Gaussian
increments (cf. [29] Section 10 for details). For the radially expanding structure we
use the mapping (5) with γ = H and plot 〈NR(r)〉 vs h(r). This gives a good data
collapse despite as shown above this is strictly not the correct mapping. Figure 6(b)
shows the behaviour of 〈D2〉. This follows similar behaviour to the Le´vy data [as seen
in Figure 4(b)]. Again by plotting the rescaled 〈(r0DR(r)/r)2〉 against h(r) we have a
data collapse. For fBm the full behaviour of 〈NF (h)〉 and 〈DF (h)2〉 can be analytically
approximated (see Appendix A.1) which is shown by the full black lines.
3.4. More general self-similar processes
As we have seen before, the mapping (5) is unique for all locally scale invariant
Markovian models. However, there are many other self-similar systems which are not
locally scale invariant, for which similar but different mappings can be derived rigorously.
Here we focus on a special example of Brownian motion with time dependent diffusion
coefficient. For such processes the equations governing the fixed and radial process are
dXh = φ(h)dBh (30)
and
dYr = Yr dr/r + φ(r − r0)dBr. (31)
Here B is taken to be a standard Brownian motion with exponent γ = 1/2. The function
φ : [0,∞) → [0,∞) is a continuous positive function, some interesting forms of φ are
power laws such that φ(t) ∼ tδ. Such a function can be seen to occur for biologically
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motivated models as in [12] and are also observed in DLA structures [27]. In this case
we have
〈X2h〉 ∼
∫ h
0
s2δds ∼ h2δ+1 ,
and we consider −1/2 < δ < 1/2 which leads to sub- and superdiffusive processes with
Hurst exponent 1
2
+ δ. Treating these processes as before, the rescaled process (13) can
be seen to satisfy
dZr = (r − r0)δ r0
r
dBr . (32)
Taking the fluctuations in (30) and (32) to satisfy (4) and using the fact that the rescaled
process has the same law as the process in the fixed domain leads to the following
relationship between the temporal coordinates (h, r)
hδ(r) =
[
(1 + 2δ)
∫ r
r0
(r0
s
)2
(s− r0)2δ ds
] 1
2δ+1
.
This can also be written as
hδ(r) =
[
(1 + 2δ)r20Γ
(
1− 2δ
)[
r−1+2δ0 Γ
(
2δ + 1
)
−
r−1+2δ 2F1
[
−2δ, 1− 2δ, 2− 2δ, r0
r
] ]]1/(2δ+1)
, (33)
where Γ(·) is the gamma function. Thus the mapping (33) complements the one for
locally scale invariant structures (5), applying to a different class of self-similar processes
and resulting stochastic structures. For −1/2 < δ < 1/2 (33) has the finite limit
hδ(∞) =
[
(1 + 2δ)r2δ+10 Γ
(
1− 2δ
)
Γ
(
1 + 2δ
)]1/(1+2δ)
. (34)
In Figure 7 we compare both mappings (5) and (33). We take the parameter δ
such that γ = 1/2 + δ, this equates the exponent of the mean squared displacement
for each arm in their respective system. In Figure 7(a) we see that despite initial
similarity, for larger values of r both mappings converge to clearly different limits, as
is illustrated in Figure 7(b). This difference is far clearer than differences between
(5) and the mapping for fBm processes (26), and shows that processes with the same
mean squared displacements cannot necessarily be mapped by similar functions. Note
also that by construction Xh (30) and the rescaled process Zr (32) are time-changed
Brownian motions in this example, and therefore the mapping holds in its strong form
(6).
4. Generalized geometries
In Section 2.1 we have shown how radially growing structures can be mapped to
structures growing on the fixed domain. In this section we generalize our theory by
considering evolution on a general time dependent, isotropic domain.
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Figure 7. Comparison of the mapping (33) (full color) and (26) (dashed, black) for
γ = 1/2 + δ and r0 = 100. (a) Both curves have the same monotonic feature, the
mapping hδ(r) behaves as r− r0 for r close to r0, and deviates from hγ(r) for r large.
(b) The limit hγ(∞) (29) and hδ(∞) (34) do not match, only for δ0 and γ = 1/2.
4.1. Decreasing radial domain
We start by considering decreasing radial structures where the length of the domain
decreases uniformly as a function of the radius. This particular geometry has received
attention in [21] for competition interfaces in the Eden growth model, which is in the
Kardar-Parisi-Zhang universality class and the competition interface has been shown to
be scale invariant with H = 2/3 see [4, 12, 13, 39]. More recently decreasing domains
have also been studied in [31] under the assumption of diffusive domain boundaries, and
our general approach includes both cases. Figure 8(a) shows an illustration of such a
coalescing structure, where particles diffuse with γ = 1/2 on a decreasing radial domain.
We can easily adapt the mapping h(r) to take into account the decreasing radius, where
(5) becomes
h(r) =
∫ r0
r
(r0
s
)1/γ
ds =
{
γr0
1−γ
[
( r0
r
)
1−γ
γ − 1
]
, γ 6= 1
r0 log(
r0
r
) , γ = 1
, (35)
where r0 is the initial radius. The function (35) is shown in Figure 8(b), the initial
behaviour is h(r) ≃ r0 − r and as r → 0 the limit depends on γ.
Comparing the mapping for inward growing structures (35) to outward growing
structures (5) we see that (35) has a finite limit for γ > 1, whereas the limit is infinite
in (5), with the opposite behaviour for γ < 1. Although for γ > 1 (35) has a limit
hγ(∞) = γ
γ − 1 r0,
the structure on the fixed domain will have typically already fixated before, since for
γ > 1 the fixation time τ scales as
τ ∼ L1/γ ≪ L ∼ r0.
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Figure 8. (a) Radially decreasing coalescing Brownian structure with r0 = 100/(2pi) ≈
15.9 and 100 initial particles. Here each particle performs a directed path inwards. (b)
The inward mapping (35) for r0 ≈ 15.9 and several values of γ. Analogous to the
outward mapping (5) the initial behaviour is linear where h(r) ≃ r0 − r (black dashed
line). The asymptotic behaviour is dependent on γ, where for γ > 1 the mapping has
a finite limit. Despite this finite value all inward growing structures will fixate, as is
explained in the text.
So the inward growing structure fixates for all γ > 0. The special case of γ = 1
corresponds to a mirror point where the limit in (5) and (35) stays the same.
In Figure 9 we illustrate the use of (35) for inward growing Le´vy and fBm structures
with γ = max{1/α, 1/2} and γ = H respectively. Due to the decreasing size of the
domain, 〈NR(r)〉 → 1 as r → 0 and by plotting 〈NR(r)〉 against h(r) we obtain a data
collapse. For the value H = 2/3, results on inward growing radial structures have been
seen before in [21], our approach provides a framework to understand the behaviour in
such geometries more clearly. By using the mapping the inward growing behaviour and
the outward growing behaviour can be fully described by the fixed domain system.
4.2. Motion on a general evolving domain
Consider as before X := (Xh, h ≥ 0) an arm in the fixed domain, the displacement
of this process lies in [0, L(0)) for all h ≥ 0. Take Y := (Yt, t ≥ 0) to be an arm in
a homogeneous time dependent domain, this process will have a displacement in an
evolving domain [0, L(t)) for all t ≥ 0, where L(t) is a general continuous function
such that L(t) > 0 for all t ≥ 0. Note that the radially increasing/decreasing domain
corresponds to L(t) = 2πr(t) with r(t) = r0 ± t, where in the decreasing case we only
consider time t ∈ [0, r0). We assume as before that in each geometry the local scale
invariance property (4) holds. The coordinate transformation (3) then generalizes to
x = L(0)
L(t)
y, leading to
dh
dt
=
(dx
dy
)1/γ
=
(L(0)
L(t)
)1/γ
.
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Figure 9. The statistics of the fixed (×) and decreasing radial (◦) structures for
systems with L = 100 and r0 = L/2pi, respectively, and an initial 100 arms. We use
the inward mapping (35) with γ = max{1/α, 1/2} for (a) Le´vy structures, and γ = H
for (b) fBm structures. By plotting 〈NR(r)〉 vs h(r) we obtain a data collapse. In (a)
the limit h4/3(∞) ≈ 63.66 corresponding to the data with α = 3/4 is indicated by a
vertical blue dashed line.
Therefore
h(t) =
∫ t
0
(L(0)
L(s)
)1/γ
ds. (36)
Analogous to (5), for t close to 0 we have h(t) ≃ t and if L(t)≫ tδ for some δ > γ, then
we have
lim
t→∞
h(t) <∞.
For Brownian motion and Le´vy flights the rigorous derivation of (36) is a simple
extension of the approach we have shown in Sections 3.1 and 3.2, for fBm a rigorous
derivation is given in Appendix B.
We use (36) to look at the behaviour of a structure evolving in an exponentially
increasing domain
L(t) = L(0) exp(t/c) (37)
where c > 0. Our motivation for choosing such a L(t) is that we can study random walks
with an exponentially decreasing jump size which has received a considerable amount
of interest (see [40, 41, 42] for more details). These processes have a variety of practical
applications in modelling simulated annealing [43, 44] or the displacement of quantum
particles [45]. For this L(t) we have
h(t) = cγ
(
1− exp
(
− t
cγ
))
, (38)
and subsequently h(t) has the limit
hγ(∞) = lim
t→∞
h(t) = cγ.
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Figure 10. Illustrating the use of (36) for coalescing Brownian motion (γ = 1/2),
mapping a growing isotropic structure (◦) to the analogous behaviour in the fixed width
structure (×). We choose L(t) = 100 exp(t/c), with c = 1 and c = 5 and initially we
have 100 particles. By plotting (a) 〈NL(t)(t)〉 and (b) 〈(L(0)DL(t)(t)/L(t))2〉 against
h(t) we obtain a data collapse. In (a) the color vertical dashed line corresponds to the
limit hγ(∞) = cγ.
Note that by the choice of L(t) this limit does not depend on L(0). In Figure 10 we
illustrate the use of the mapping (38) for coalescing Brownian structures with γ = 1/2.
As in previous examples, the behaviour is mapped to the fixed domain by plotting
〈NL(t)(t)〉 and 〈(L(0)DL(t)(t)/L(t))2〉 against h(t).
4.3. Structures in n+ 1 dimensions
It is interesting to note that the general mapping (36) does not depend on the dimensions
n of the state space. Consider a n + 1 dimensional structure, where in each spatial
direction the displacements are Yi ∈ [0, Li(t)) with Li(t) > 0 for all t ≥ 0. We can still
characterize the behaviour of this n + 1 dimensional evolving structure by mapping it
to a fixed width structure where in each spatial direction the displacements Xi are in
the fixed domain [0, Li(0)). In order to do this, we require the local scale invariance
property (4) to hold in all spatial directions i = 1, . . . , n
dXi ∼ (dh)γ and dYi ∼ (dt)γ . (39)
For such systems the mapping (36) stays exactly the same and will therefore map an
evolving structure to a fixed width structure. It is also possible to include anisotropy
in (39) where there can be a possible i-dependence of the multiplicative factors but γ
must be identical in all directions. This is illustrated in Figure 11(b) in Section 5 for
coalescing particles of non-zero size on a growing 2-sphere.
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5. Generalized local interactions
In this section we extend our theory to systems with non-local interactions. As relevant
examples we consider coagulating structures where particles either have a non-zero size
d > 0, or structures with particles that coagulate and branch. We illustrate the mapping
(5) for radially increasing and fixed domain structures, which are composed of particles
that perform Brownian motion with γ = 1/2.
5.1. Particles with non-zero size
Most real world structures exhibit a microscopic length scale, which in our representation
corresponds to a non-zero particle size d > 0; this influences the structures on small
length scales [15]. Here we look at coalescing particle systems, where each particle
has an isotropic shape with a diameter d > 0. Introducing such a length scale in the
interactions means that particles will now coagulate when the distance between their
centers is less then d. As long as this is much smaller than the system size, i.e. d≪ L,
the corrections introduced are small (see Figure 11). We include such corrections into
the mapping by preserving the particle size scale in each domain relative to system size.
Taking dR as the fixed diameter in the radial geometry, we have
dF =
r0
r(h)
dR, (40)
where dF is the rescaled diameter in fixed geometry such that
dF → 0 as h→ hγ(∞).
The function r(h) in (40) is the inverse of (5) and for general γ 6= 1 it has the form
r(h) = r0
(
1− 1− γ
γ
h
r0
)−γ/(1−γ)
(41)
In Figure 11(a) we look at such systems for a range of diameters d. By using the mapping
(5) with γ = 1/2 we are able to map the behaviour in the radially growing structure
to the fixed width structure, illustrated for 〈NR(r)〉. For the fixed width structure
simulations we include the data where the correction (40) is applied (×) and where it is
ignored (+). We can see that the inclusion of (40) provides an exact mapping between
the two domains. The introduction of a particle size only affects the initial behaviour,
where initially the distance between particles is small and due to d > 0 more coalescing
events take place. As time increases, the distance between particles increases and the
behaviour becomes largely independent of d.
In Figure 11(b) we show that the mapping also works in n = 2 dimensions, where
using (5) we map the data of 〈N〉 from a growing sphere S2(r) to a fixed sphere S2(r0).
As above, particles have a given diameter d > 0 and we use the correction (40) on the
fixed width structure as indicated by (×) to obtain an exact data collapse as oppose to
an approximation, indicated by (+) when (40) is not used. Note that in 2 dimensions
particles are not ordered, so in order to detect all coagulation events correctly in the
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Figure 11. Mapping the radially increasing structure to the fixed width structure for
a system with non-local interactions. Here particles perform Brownian motion, they
have a diameter d > 0 and coalesce when the distance between their centers is less then
d. We use (5) with γ = 1/2 and initially we have 100 particles. (a) Mapping 〈NR(r)〉
in 1 + 1 dimension with r0 = 100/(2pi). Dashed black line is the analytical prediction
(A.9), as seen in figure 6(a). (b) Mapping 〈NR(r)〉 in 2 + 1 dimension with r0 = 20.
In each case the relationship (40) is used to obtain an exact mapping (×), compared
to an approximate mapping (+) when (40) is not used.
simulation we have to choose increments in the particle motion small enough compared
to the diameter d.
5.2. Structures with branching
A similar treatment is possible for more general interactions with intrinsic time scales.
Here we treat coagulating and branching structures. These structures have much interest
due to a wide variety of applications, some examples include the modelling of surnames
in genealogy [46], or the growth of microbial species with mutation [31]. We generalize
the diffusing coalescing model studied in Section 2 by adding the mechanism of particle
branching to the system. In order to map the length scale of branching correctly, which
is encoded in the branching rate, we derive a relationship between the rate RF in the
fixed domain and RR in the growing radial domain such that the number of branch
events in each domain is equal. Let NR(∆r) be the number of branch events in the
radial domain in the interval [r, r + ∆r] and let NF (∆h) correspond to the number of
events in the fixed domain in the interval [h, h + ∆h]. Then RF = NF (∆h)/∆h and
RR = NR(∆r)/∆r, and by using (5) and requiring NF (∆h) = NR(∆r), we have
RR
RF
=
NR(∆r)/∆r
NF (∆h)/∆h
=
∆h
∆r
=
r20
r2
.
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Figure 12. Mapping the fixed domain to the growing radial domain for the branching
models (see text). We use (41) with the relationship (42), simulations are performed
for systems with r0 = L/(2pi) and L = 100 with 100 initial particles. We use several
values for RR and in each case plot 〈ρF (h)〉 vs r(h) for (a) the uniform model, and (b)
the local model and obtain a data collapse. The solid black line in (a) is the analytical
prediction (46) with limits (48) indicted on the the right axis. Since this prediction is
based on mean-field agruments, it does not work well for the local model, as is shown
in (b) (black dashed line) for comparison.
Mostly we are interested in mapping a radial structure with fixed rate RR to a fixed
width structure with a variable rate such that
RF (h) =
(r(h)
r0
)2
RR, (42)
where r(h) is as in (41) with γ = 1/2.
We consider two types of models where particles branch. In each case the particles
perform Brownian motion and coalesce upon contact, and a branch event occurs after
a random time exponentially distributed with mean 1/RF (1/RR) for the fixed (radial)
domain structure. In one model, which we call “uniform”, the new particle is placed
uniformly in the domain. In the second model which we call “local” the new particle is
placed in the same position as its mother. In order to avoid instantaneous coalescence
between the daughter and mother particles we prohibit coalescence and both particles
move independently until they have both branched again.
In Figure 12 we use the mapping (41) with the relationship (42) to map the density
from the fixed domain to the growing radial domain. This shows that 〈NR(r)〉 is
asymptotically linear in r and we can predict the speed constant. In (a) the full black
line and in (b) the dashed black line correspond to the expression (46) which is an
analytical prediction for the density ρ(r) for the uniform model. Here we have adapted
previous mean field results, [21, 24, 26], to take into account the density dependent
input of particles, as explained below.
Interacting Particle Systems in Time-Dependent Geometries 22
For coalescing structures in the fixed domain, when particles perform Brownian
motion the one dimensional rate equation [21] governs the behaviour of the density
ρ(h), and reads
dρ
dh
= −πρ
3
2
(43)
with solution ρ(h) ∼ h−1/2. For the uniform model we adapt Eq. (43) by considering a
density dependent input into the domain [26]. This leads to an additive term
dρ
dh
= −k1ρ3 + k2ρ, (44)
where k1 = π/2 and k2 = C2RF is a model dependent constant proportional to RF .
Fitting to the data we find C2 ≈ 0.6158. In order to obtain an analytical expression for
the growing radial domain, we modify the density equation (44) using the relation (42),
which leads to
dρ
dh
= −k1ρ3 + k2
( r0
r0 − h
)2
ρ. (45)
Using (5) the solution to (45) can be written as
ρ(r) =
ek2rr0
r
[
e2k2r0 + 2k1
[
− e2k2r0r20/t+ 2k2r20Φ(2k2t)
]r
r0
]−1/2
, (46)
where Φ(x) =
∫ x
et/t dt. For large r (46) can be expressed as
ρ(r) ≈ 1
r
[
2k1
(
− 1
r
+ 2k2e
−2k2r0Φ(2k2r)
)]−1/2
, (47)
and for r →∞
e−2k2r0Φ(2k2r) ≈ 1
2k2r
+
1
(2k2r)2
+O(1/r3).
Combining this with (47) gives
lim
r→∞
ρ(r) =
(
k2
k1
)1/2
≈
√
C2RR
π/2
. (48)
This limit is indicated on the right axis in Figure 12(a) and matches the data very well,
along with the prediction of the full solution (46).
The validity of the rate equation is based on mean-field arguments, and it is
therefore not surprising that it does not predict well the behaviour of the local model,
as can be seen in Figure 12(b). However, the main point is that we still have a perfect
data collapse from the mapping and can use the fixed geometry to fully understand the
radially increasing domain. Other processes such as pair creation, which are relevant
in mutation processes in expanding biological populations [31], can be treated in full
analogy.
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6. Discussion
In this paper we have studied behaviour of two and three dimensional growth structures
which can be described by trajectories of interacting particles in time dependent
domains. For Markovian processes, which are completely determined by their local
scale invariance properties, we could derive a general mapping, which describes time-
dependent domains in terms of a non-linear time change. This description is universal in
the sense that it has the scaling exponent as the only parameter, and is independent of
other factors such as dimensionality. Exact calculations for fractional Brownian motion,
a scale invariant process with memory, lead to a weaker result on moment matching
with a corrected version of the mapping, which is numerically almost identical to the
general one. Our approach also covers various local particle interactions and can be
adapted to non-local ones, and is therefore applicable in a wide range of applications. It
can be used to effectively study spatial competition dynamics, such as the interfaces in
a Eden growth model [4] with biological applications as seen in [8, 13]. Our results can
also be applied to various other physical systems, such as understanding the motion of
advected particles in turbulent fluids [47] or simulated annealing [42, 48]. There are of
course various growth models which do not immediately fall in the class of systems we
treated, such as diffusion limited aggregation (DLA) or viscous fingering where the local
growth rates depend on the entire geometry of the cluster [1, 5, 49]. However, we have
promising numerical evidence that DLA can be effectively treated by a similar mapping
approach, which is current work in progress. Another interesting extension of our results
would be to see whether long range interactions or non-neutral particle evolution with
drift can be included in our approach to describe even more general situations.
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Appendix A. Analytical form for 〈NF 〉 and 〈D2F 〉
In this section we derive expressions for the analytical behaviour of the statistics
as shown in Figure 4 and Figure 6. For the fBm structures the behaviour is an
approximation of exact results for Bm, whereas for Le´vy flights we adapt previously
known mean field results.
Appendix A.1. Fractional Brownian Motion (fBm)
In this section, we use the method of empty intervals to find the inter-particle
distribution function (Ipdf) E(x, t), which can be used to predict the number of particles
〈NF (t)〉 for walkers that undergo coagulation. For a full review of the theory see [24, 25].
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Define a function E(x, t) to be the probability that an arbitrary interval of length larger
or equal to x is empty at time t. The concentration of particles ρ(t) is then given by
ρ(t) = −∂E
∂x
∣∣∣
x=0
. (A.1)
For a system with finite size say L we define the function E : [0, L]× R+ → [0, 1]. The
method of empty intervals relies on the Chapman-Kolmogorov equation of the process
and for fBm, E(x, t) will satisfy the following partial differential equation (pde) [37]
∂E
∂t
= 2σ2Ht2H−1
∂2E
∂x2
, (A.2)
σ2 is the prefactor of the mean squared displacement 〈X2t 〉. The relation (A.1) further
requires that the history before a coagulation event is irrelevant for the future time
evolution. This is not the case for fBm, so the following calculation is not exact, but
turns out to give a good approximation.
The solution of (A.2) should satisfy the Dirichlet boundary conditions
E(0, t) = 1 and E(L, t) = 0 for all t ≥ 0
and if particles initially have a fixed distance of 1 then the initial condition
E(x, 0) = 1x≤1 for all x ∈ [0, L)
holds. In order to solve (A.2) we consider the transformed equation
∂E
∂T
= σ2
∂2E
∂x2
(A.3)
obtained by taking T = t2H . To solve (A.3), we construct a free-space Greens function,
V (x, T ), which is a solution to the following equation
− ∂V
∂T
− σ2∂
2V
∂x2
= δ(x− x′)δ(T − T ′). (A.4)
We can show the solution of (A.4) to be
V (x, T, x′, T ′) =
{
1√
(4σ2(T ′−T )π)
exp(− (x−x′)2
4σ2(T ′−T )) , T ≤ T ′
0 , T > T ′
. (A.5)
Using the free-space Greens function V (x, T, x′, T ′) we construct a Greens function
G(x, T, x′, T ′) that satisfies the following relation∫ L
0
[
EG
]∞
0
dx+ σ2
∫ T ′
0
[
E
∂G
∂x
−G∂E
∂x
]L
0
dT = −E(x′, T ′). (A.6)
The Greens function has to satisfy the boundary condition G(0, T, x′, T ′) = 0 and
G(L, T, x′, T ′) = 0. This leads us to the following form of the Greens function
G(x, T, x′, T ′) =
∞∑
n=−∞
[V (x−2nL, T, x′, T ′)− V (x−2nL, T,−x′, T ′)] (A.7)
and G(x, T, x′, T ′) satisfies the pde (A.4).
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Evaluating (A.6), we have
E(x′, T ′) =
∫ 1
0
G(x, 0, x′, T ′)dx+ σ2
∫ T ′
0
∂G
∂x
∣∣∣
x=0
dT.
Further evaluation of the last integral leads to
2√
π
∞∑
n=−∞
∫ ∞
|x+2nL|√
4σ2T
exp(−u2) du.
and with (A.1) we get
ρ(T ) =
1√
πσ2T
∞∑
n=−∞
[
exp
(
− (1− 2nL)
2
4σ2T
)
− exp
(
− L
2n2
σ2T
)]
+
ϑ3
(
0, e−
L2
σ2T
)
√
πσ2T
. (A.8)
Here ϑ3(·, ·) is the elliptic theta function of the third kind, defined as
ϑ3(z, q) = 1 + 2
∞∑
n=1
qn
2
cos(2nz),
where z, q ∈ C and |q| < 1.
Using T = t2H the average number of particles 〈NF (t)〉 takes the form
〈NF (t)〉 = L
[
1√
πσ2t2H
∞∑
n=−∞
[
exp
(
− (1− 2nL)
2
4σ2t2H
)
−
exp
(
− L
2n2
σ2t2H
)]
+
ϑ3
(
0, e−
L2
σ2t2H
)
√
πσ2t2H
]
, (A.9)
where we have used 〈NF (t)〉 = Lρ(t2H).
In order to calculate an analytical prediction for 〈D2F 〉, we use the inter-particle
distance pdf p(x, t), which can be computed as
p(x, t) = ρ(t)−1
∂2E
∂x2
. (A.10)
Using (A.10) we have
〈D2F 〉 = −2ρ(t)−1
∫ L
0
x
∂E
∂x
dx,
this leads to
〈D2F (t)〉 = −2ρ(t)−1
∫ L
0
dx
[
1√
4πt2Hσ2
∞∑
n=−∞
[
2 exp
(
− (x− 2nL)
2
4t2Hσ2
)
−
exp
(
−(x−2nL+1)
2
4t2Hσ2
)
− exp
(
−(x+2nL−1)
2
4t2Hσ2
)]
−
ϑ3
(
πx
2L
, e−
−pi2σ2t2H
L2
)
L
]
.(A.11)
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Appendix A.2. Le´vy Flights
Attempting to compute the prediction 〈NF (t)〉 for coalescing Le´vy structures in the
fixed domain with the empty interval method leads to a pde with fractional derivatives.
This pde is not well posed so no solution in closed form can be derived. We thus use
the general rate equation from [21, 24, 50], which governs the long time dynamics of the
density ρ(t). The form of the rate equation follows from (A.8), where as T = t2γ →∞
and for large system sizes (i.e. L→∞) we have
ρ(t) =
1√
πσ2t2γ
.
Using γ = 1/α and the fact that σ = σα depends on α as in (16) we get for the number
of particles
〈NF (t)〉 = L√
πσαt2/α
. (A.12)
The form of 〈D2F (t)〉 can be derived as follows. From (A.11) the long time and large
scale (i.e. L→∞) behaviour for fBm structures is
〈D2F (t)〉 = 4σ2t2γ ,
where γ = H . For the analogous fixed Le´vy structures using that γ = 1/α, we have
〈D2F (t)〉 ∼ t2/α. (A.13)
The power has been confirmed in Figure 4(b) with fitted prefactors.
Appendix B. Deriving the mapping for fBm with fractional calculus
When the arms of the structures are fBm BH = (BHt , t ≥ 0) with H ∈ (0, 1) and on a
general evolving domain [0, L(t)), with L(t) continuous and L(t) > 0 for all t ≥ 0, we
can derive the generalized form of the mapping (26) using Itoˆ isometry. Consider the
rescaled process dZt =
L(0)
L(t)
dBHt in integral form
Zt =
∫ t
0
L(0)
L(s)
dBHs , (B.1)
where BHt is a standard fBm process. For H 6= 1/2 in order to treat (B.1) with Itoˆ-
calculus, we use an isometric memory kernel KH , where details are given in [29]. We
can represent (B.1) as
Zt =
∫ t
0
(
KH ∗ L(0)
L(·)
)
(s)dBs, (B.2)
where Bt is a standard Brownian motion. The form of the operator is
(
KH ∗ L(0)
L(·)
)
(s) =
∫ t
s
L(0)
L(s′)
∂kH(s
′, s)
∂s′
ds′
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where
∂kH(s
′, s)
∂s′
= cH
(s′
s
)H−1/2
(s′ − s)H−3/2
and
cH =
( (H(2H − 1))
β(2− 2H,H − 1/2)
)1/2
and β(a, b) =
γ(a+ b)
γ(a)γ(b)
.
Define
f(t, s) =
cHL(0)
sH−1/2
∫ t
s
s′H−1/2(s′ − s)H−3/2
L(s′)
ds′ (B.3)
such that
Zt =
∫ t
0
f(t, s)dBs. (B.4)
The rescaled process (Zt : t ≥ 0) lies on the fixed domain [0, L(0)), such that
Zt
dist
= BHh(t) for all t ≥ 0. (B.5)
Applying the Itoˆ isometry (see [33] page 29) on (B.4) and using (B.5) we have
〈(BHh(t))2〉 =
∫ t
0
(
KH ∗ L(0)
L(·) (s
′)
)2
ds′ (B.6)
and further using the isometry of KH (see [51] page 187) gives
〈(BHh(t))2〉 = H(2H − 1)
∫ t
0
∫ t
0
L(0)2
L(s)L(s′)
|s− s′|2H−2 dsds′. (B.7)
Since the process {BHh(t)}t≥0 is a standard fBm with 〈(BHh )2〉 = h2H , we therefore have
the following representation of the mapping on the domain [0, L(t))
hH(t) =
(
H(2H − 1)
∫ t
0
∫ t
0
L(0)2
L(s)L(s′)
|s− s′|2H−2 dsds′
)1/2H
. (B.8)
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