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ABSTRACT 
A lower bound for the smallest singular value of A E G” xn is given in terms of the 
determinant and the 2-norm of the columns and the rows of A. Examples are given to 
show that this bound performs well for a large class of matrices. 
0. INTRODUCTION 
Let AE@$*~“, m 2 n, and let 
be the singular values of A. It is of both theoretical and practical interest that 
one can give a nontrivial lower bound for the smallest singular value of A, 
a,,,,( A) = u”(A). 
To this end, there are two categories of bounds for a,,& A), depending upon 
whether a preprocessing of the matrix A is allowed. A frequently used 
preprocess is the QR factorization. Since singular values are unitary invariants, 
bounding a,,( A) can be reduced to bounding the smallest singular value of a 
triangular matrix R. The QR factorization of A is often part of a numerical 
algorithm in which an estimate of the condition number of A, al( A)/u,( A), is 
required. Thus, many estimation methods in this category are essentially the 
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estimation of the smallest singular value for a triangular matrix, and they are 
thoroughly surveyed in [Z]. Our method gives a lower bound for a general 
dense matrix, and it does not require any preprocessing or factorization of the 
given matrix. Although it is stated for a square matrix, it can be easily 
extended to an arbitrary rectangular matrix by considering the singular values 
of A*A. 
There are several lower bounds of “Gersgorin type” [3]; for example, the 
following bound is given in [l, p. 2311: 
THEOREM 0. For a matrix A E GnXn, we have 
4 1 akk 1 ’ + [ ri( A) - c;( A)]~)“’ 
- b(A) + c;(A)])), (1) 
where r-i(A) = Xj+k 1 akjl andci(A) = Cj+kIajkI. 
This bound can be obtained via the Gersgorin disk theorem. Thus it can be 
expected to perform well when A is nearly diagonally dominant, but it fails to 
give a nontrivial lower bound when ri( A) + cj_( A) is large compared to 
2 I akk ( , as in the following example. 
EXAMPLE 1. 
E= ’ cY 
[ 1 a 1’ 
LY> 1. 
The bound (1) gives Q,,(E) > 1 - a, which is negative. 
As indicated in [3], Theorem 0 can give a nontrivial lower bound for some 
very specially structured matrices that are far from diagonally dominant. 
In this paper, we give another lower bound for the smallest singular value 
of A in terms of the determinant and the 2-norms of the columns and rows of 
A. Our bound is always nonnegative; when a,& A) = 0, it gives the exact 
value. However, our bound is typically a poor one when the size of A is large. 
1. THE LOWER BOUND 
We assume A eGnxn from now on, and denote column vectors by 
bold lowercase letters. For convenience, we list all special notation used 
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throughout the rest of this paper: 
A[i, j] = an (n - l)-by-( n - 1) submatrix of A formed by deleting the ith 
row and jth column of A; 
A[i, * ] = an (n - 1)-by-n submatrix of A formed by deleting the ith row 
of A; 
A,(t) = a matrix which is the same as the matrix A except its ith column 
is replaced by a parameter vector t E G”; 
D( A, t) = the vector (det A,(t), . . . , det A,,(t))T E G”; 
ri( A) = the 2-norm of the ith row of A; 
ci( A) = the 2-norm of the ith column of A; 
r,,,J A) = the minimum of the e-norms of all rows of A; 
c,,,~“( A) = the minimum of the 2-norms of all columns of A; 
1) A]] a = the spectral norm of A, equal to a,( A); 
A* = the conjugate transpose of A. 
LEMMA 1. Let A E Gnxn be nonsingular. We have 
Proof. From )I A-‘]], = maxlltIlp=r /I A-‘t ]I2 and A-‘t = D( A, t)/ 
I det A 1, the lemma follows immediately. W 
LEMMA 2. Suppose A = [aI -** a,] E$$“~” is nonsingular, and /Jai]], = 
1 for i = 1,. . . , n. Then 
Proof. Suppose ^t E G”, ]]^t ]I 2 = 1, is such that 
,,t?;,“=“l II DC A, 9 II2 = II q A ^ t) 112’ 
There fs a unitary matrix Q such that Qi = (l,O, . . . , O)T = e, E@“. Set 
QA E A. It follows that 
,$f$ II DC 4 t) II2 = II q A, -4 l12. (2) 
Note that, for each i, det Ai = det A[l, i]. Now we consider the matrix 
B = (iql, *])*A[l, -1 EGnx”. 
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Observe that rank B 6 n - 1 and trace B < n. Assume the eigenvalues of I3 
are Xi 2 X, 2 - *- 2 &,_, > 0, and X, = 0. Then we have 
n 
i 1 
n-l 
Q- 
n-l ’ 
Since 
/D(A.ei)]]:= i(detA[I,i])‘= ~det((ii[I,i])*~[I,i]} =$-i(B), 
from (2) the lemma is proved. 
Now, we state the main result of this paper. 
THEOREM 1. Let AE@“~“. Then 
(n-l)/2 
jdet AJ max 
Gnin( A) rmin( A) 
n;==, ci( A) ’ n;==, ri( A) * (3) 
Proof. The asserted iower bound holds trivially if A is singular, so we 
may assume A is nonsingular. Define A’ E enxn by 
A’ = [a; **.a’,,] = Adiag (4) 
It follows that lla: II a = 1 for i = 1, . . . , n. From Lemmas 1 and 2 we have 
1 
1 
’ Jdet A’1 (5) 
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for all n 2 2. Now from (4) and (S), we have 
a,,( A) 2 uhn( A’)c~“( A) 2 Cmin( A) ldet A’ l-I;==, ci( A) ’ 
Since Q,,(A) = uti,,( A*), if we apply a similar procedure to A*, we aho have 
(n-l)/2 %n( A) 
ldet A’ II;==, ri( A) ’ 
Thus, the theorem is proved. n 
2. EXAMPLES AND REMARKS 
In this section, we give some examples and compute the lower bounds 
obtained from Theorem 0 and Theorem 1. 
For Example 1 in Section 0, - C+J < CY < 00, Theorem 1 gives 
1 ‘l-012’ 
o,,,k( E) > - 
1 1+‘a’ 
J2m 
= x Jz ‘min(F), 
while Theorem 0 gives 
U,,“(F) 2 1 - ‘~‘0 
When ) 01 I > 1, (1) fails to give a positive bound. Actually, the bound (3) is 
quite good, since 
0.7071 Zl<- 
1 1+‘cY’ fi 
&‘ vCz d_ <==l. 
However, if preprocessing is allowed, after permuting the columns of E, (1) 
gives the exact value ummin( E) = 11 - I CY I 1 when I a I 2 1. 
We give another example that is favorable to the bound (1). 
EXAMPLE 2. 
F= ’ a 
[ 1 0 1’ --03<a< +a-. 
For this example, Theorem 0 gives the exact smallest singular value 
u&(F) = 
2 
2+CY2+ ‘CY’JCZ’ 
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Theorem 1 gives the bound 
However, this is not a bad bound, as 
While (1) performs well for nearly diagonally dominant matrices, our 
bound (3) performs well when max{ 1 det A ) /ll~=, ci( A), 1 det A 1 /l-I:= r ri( A)} 
is close to 1. For a unitary matrix U, our lower bound (3) is 
n _ 1 (n--W 
%in( u, 2 - 
i 1 
1 
>-- 
VG 
for all n. 
n 
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