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Voila` venu le temps de l’habilitation, ou` je suis cense´ de´montrer que, non content d’avancer
vaille que vaille dans ma propre recherche, je peux prendre quelqu’un sous mon aile. Ce pre´sent
me´moire a donc vocation a` re´pondre a` deux questions : « qui suis-je ? » et « ou` vais-je ? ».
« Mais sur quoi travaillez-vous au juste ? », me demande-t-on. S’il faut vraiment me mettre
dans une case, je choisis la combinatoire alge´brique ; ou peut-eˆtre plutoˆt l’alge`bre combinatoire.
« Mais encore ? » Avec un ne´ophyte, je peux re´pondre que c’est l’art de compter en utilisant
les miraculeuses proprie´te´s de l’addition et de la multiplication ; « c’est bien, mais compter
quoi ? Et pour quoi faire ? » J’y reviendrai. En revanche, avec un colle`gue qui aimerait me
ranger dans une petite case, je suis plus perplexe. La figure 1 traduit au mieux l’image que j’ai
en teˆte. The´orie des graphes ? Des invariants ? Des repre´sentations ? Combinatoire bordelaise ?
Fonctions syme´triques ? Alge`bres de Hopf, voire de Kac ? Calcul formel ? Un peu de tout cela ;
mais je n’ose re´pondre oui a` aucune de ces questions, de peur d’y passer pour un be´otien. Je
ne pourrais pas, a` l’instar de nombreux colle`gues que j’envie pour l’occasion, e´crire un grand
me´moire de synthe`se re´sumant leurs vastes connaissances sur leur sujet et ouvrant de grandes
portes sur un avenir radieux pour toute une communaute´ derrie`re eux.
Suis-je un reˆveur e´clectique ne sachant rien sur tout ? Peut-eˆtre. J’espe`re que ce me´moire,
pre´sentant mes contributions a` ces diffe´rents sujets de recherche, mettra en valeur ce qui les
unit : outils, me´thodologies, points de vue.
Que suis-je donc. Avant tout un explorateur. Foin de l’image romantique de l’arche´ologue
devinant la huitie`me merveille du monde a` partir de quelques tessons e´pars et e´tablissant un
de´licat plan de fouilles sur vingt ans pour la mettre a` jour millime`tre par millime`tre au pinceau.
Non, moi c’est plutoˆt la dynamite et la tronc¸onneuse, le GPS et les drones te´le´commande´s.
En clair l’exploration informatique, lorsqu’elle s’y preˆte. Pragmatisme et efficacite´. Je suis
peut-eˆtre beˆte, mais mon marteau-piqueur est plus gros que le tien, et je sais le manier. Heu-
reusement que le champ des ide´es est renouvelable a` l’infini, sinon j’aurais change´ de me´tier
depuis belle lurette (de´ja` que j’ai mauvaise conscience pour le CO2 relaˆche´ a` l’occasion de mes
voyages professionnels ou pour faire tourner mes calculs).
Ma strate´gie favorite est simple. Choisir une belle montagne perdue dans la brume et
chercher un guide pour faire e´quipe. Ou l’inverse. Au spe´cialiste du domaine de me transmettre
sa science, de m’expliquer les subtilite´s locales du climat, de m’emmener a` la frontie`re du connu
(un proble`me pre´cis et l’e´tat de l’art environnant). A` moi de sortir la tronc¸onneuse pour
de´fricher (de´chiffrer ?) la foreˆt vierge, d’inventer une nouvelle machine a` chasser les nuages.
Ou` sont les obstacles ? Les abˆımes ? Les sommets les plus abrupts ? N’y aurait-il pas une valle´e
suspendue pour traverser le massif en douceur, un pont provisoire pour enjamber le ravin ?
Nommer, aplanir grossie`rement et cartographier. De´finir, remarquer et conjecturer. Puis passer
a` autre chose. Aux alpinistes des the´ore`mes de vaincre les plus hauts sommets. Aux baˆtisseurs
de the´ories de faire un jardin japonais du champ de bataille jonche´ de faits incongrus que je
laisse derrie`re moi.
J’apporte un savoir faire et une caisse a` outils. En e´change, mon e´quipier apporte un
savoir. Un savoir que j’inte´grerai d’autant mieux qu’il aura fallu que je l’implante. Pas de flou
artistique possible. Ici, la collaboration interdisciplinaire fonctionne, car elle est emmene´e par
une succession de questions concre`tes, e´vitant le pie`ge des conside´rations ge´ne´rales et oiseuses.
Et a` la fin, graˆce au logiciel libre, nous repartons tous les deux avec la caisse ; caisse qui a`
l’occasion s’est enrichie de nouveaux outils, peut-eˆtre meˆme d’un nouveau forgeron. Et puis,
ensemble, nous publions les re´sultats. Car il ne s’agit pas de se faire esclave programmeur.
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Je suis avant tout chercheur. Le travail d’implantation est inte´ressant dans la mesure ou` un
nouveau proble`me ne´cessite une large part de conception et d’algorithmique nouvelle. Il y a
aussi un savoir-explorer. Quelle est la bonne question a` poser ? Ou` faut-il passer en force, ou`
en ratissant au peigne fin ? Ou` tenter sa chance et lancer un hamec¸on au hasard ? Quelle
confiance accorder a` des premiers signes ? Et puis celui qui tient la tronc¸onneuse et avance
devant a toutes les chances d’eˆtre le premier a` entrevoir de nouveaux phe´nome`nes. D’autant
qu’avec le temps l’œil se forme.
L’exploration informatique n’est pas une ide´e nouvelle en combinatoire alge´brique. Schu¨t-
zenberger en fut un pionnier de`s les anne´es 1950. Maintenant quasiment tous les chercheurs y
ont recours a` un moment ou un autre, que ce soit en tapant quelques commandes Maple, ou
en de´veloppant, trop souvent de manie`re isole´e, des bibliothe`ques de plusieurs dizaines voire
centaines de milliers de lignes de code. Mon reˆve : mutualiser tout ces efforts de de´veloppe-
ment pour qu’a` la fin chacun ait a` sa disposition les meilleurs outils, tout en perdant moins de
temps a` faire de la technique. C’est tout le sens du projet logiciel ∗-Combinat que j’ai lance´
en 2000 avec Florent Hivert et que je de´crirai en de´tail dans le chapitre 3. La strate´gie est de
cristalliser une communaute´ transversale autour de ∗-Combinat, en tissant peu a` peu des liens
a` l’e´chelle internationale. Partis a` deux, nous sommes maintenant plus d’une vingtaine, avec
130 000 lignes de code. Cela ne´cessite de puiser dans le savoir-faire des informaticiens : d’une
part, les outils et mode`les de de´veloppement collaboratifs (par ex. logiciel libre) et, d’autre
part, les techniques de conception (par ex. programmation oriente´e objet) adapte´s a` notre si-
tuation. En bref, industrialiser le processus pour maˆıtriser le changement d’e´chelle. Et au final
permettre des calculs d’un niveau de complexite´ supe´rieur, inte´grant simultane´ment plusieurs
techniques algorithmiques (comme de l’alge`bre line´aire creuse avance´e, de l’e´limination type
base de Gro¨bner et des calculs combinatoires sur des objets a` isomorphie pre`s ; voir section 1),
ou combinant plusieurs constructions conceptuelles (dualite´, tenseurs, changements de base,
torsion de (co)produits, sous-alge`bres et quotients ; voir section 3). Cet effort de mutualisation
existe depuis longtemps dans d’autres domaines (par exemple avec GAP pour la the´orie des
groupes). Fait nouveau, il se met en place a` l’e´chelle des mathe´matiques (par exemple avec
Sage). Ma modeste contribution est de faire avancer la situation dans mon domaine.
On l’a dit, la combinatoire alge´brique se preˆte en ge´ne´ral bien a` l’exploration informatique.
Mais pas toujours. Une bonne partie de mes recherches (alge`bres d’aˆge, the´orie autour des
invariants de groupes de permutations) a e´te´ faite au tableau noir, avec une bonne vieille craie.
Cependant l’approche est reste´e la meˆme : explorer des exemples concrets, voir et comprendre
ce qui se passe, puis abstraire autant que faire se peut ; bref tenter d’appliquer la maxime :
The art of doing mathematics consists in finding that special case which contains all the germs
of generality. –David Hilbert Quoted in N Rose Mathematical Maxims and Minims (Raleigh
N C 1988).
L’informatique permet d’abord l’e´tude d’exemples plus conse´quents, ce qui peut eˆtre es-
sentiel lorsque les premiers exemples non triviaux ne sont de´ja` plus traitables a` la main. Mais
transparaissent aussi en filigrane des questions qui me tiennent a` cœur : qu’est-ce qui est calcu-
lable, en pratique ? Cet objet mathe´matique, puis-je le mode´liser sur ma machine pour pouvoir
ensuite lui poser des questions inte´ressantes ? Jusqu’ou` peut-on aller avec l’exploration infor-
matique ? J’ai ces questions en teˆte de`s que j’aborde un nouveau sujet. Cela offre un point de
vue, certes force´ment re´ducteur, mais qui donne un angle d’attaque, un fil conducteur et une
succession de prises pour rentrer dans le sujet. Cela sans jugement de valeurs ni pre´tention a`
l’universalite´ : c’est ce qui fonctionne, pour moi et dans une certaine gamme de proble`mes.
Introduction
Ce me´moire fait la synthe`se de presque quinze anne´es de recherche, afin d’en de´gager les
perspectives. Ces anne´es ont e´te´ pour moi une pe´riode de grande liberte´, pendant laquelle
j’ai pris le temps de me forger une voie et une de´marche personnelle, a` mi-chemin entre
l’informatique et les mathe´matiques.
Ce qui m’a attire´ vers la combinatoire alge´brique, c’est l’ouverture vers d’autres disciplines,
en mathe´matiques, en informatique, ou en physique the´orique. Ma de´marche est en effet de
me construire, petit a` petit, une boˆıte a` outils, en e´largissant progressivement mon champ de
recherches et en tissant un re´seau de collaborateurs dans des communaute´s varie´es : the´orie
des invariants, des graphes, des groupes, combinatoire alge´brique ou non, calcul formel, etc.
Lorsque, au fil des rencontres scientifiques et des se´jours, j’envisage d’aborder un nouveau
sujet de recherche, je me pose deux questions : « Ma boˆıte a` outils actuelle me donne-t-elle un
point de vue original, m’offrant une chance de voir ce que d’autres n’ont pas encore vu ? » ; et
« Quels outils et concepts vais-je apprendre, qui seraient susceptibles de de´clencher des progre`s
sur des sujets en suspens ? ».
Pour aborder un nouveau sujet, je travaille syste´matiquement en collaboration. Mon ou
mes partenaires sont les garants de l’inte´reˆt et de l’originalite´ dans un domaine ou` je n’ai
pas force´ment encore de recul. En retour, j’apporte des outils et une expertise. Mon fonds
de commerce est l’exploration de domaines relativement vierges : construire et e´tudier des
exemples, repe´rer des conjectures. Et surtout, chercher le bon point de vue ou` les e´nonce´s et,
ide´alement, les de´monstrations s’expriment simplement.
Le langage forme souvent une barrie`re de communication entre domaines e´loigne´s. C’est
pourquoi, dans ma de´marche, la combinatoire joue un roˆle essentiel pour mode´liser simplement,
et souvent de manie`re effective, des proble`mes en les abstrayant de leur contexte. Cela permet
de nouer de nouvelles collaborations sur des proble`mes concrets et pre´cis. Pour la meˆme raison,
ma question favorite est : « Comment cela se calcule ? ». Si je suis capable de retranscrire le
proble`me dans un ordinateur, c’est qu’aucune subtilite´ ne m’a e´chappe´ ; les deux parties sont
bien sur la meˆme longueur d’onde. La compre´hension du contexte et des motivations, le plus
souvent essentielle pour parvenir a` une solution, vient ensuite naturellement au fur et a` mesure
de l’e´change qui se met en place.
La figure 1 re´sume les sujets de recherche que j’ai aborde´s et leurs interconnexions. Deux
the`mes principaux se de´gagent. Au cœur du premier on trouve les proble`mes d’isomorphisme
en combinatoire et leur alge´brisation. Dans le second, les mode`les combinatoires deviennent un
outil pour e´tudier des repre´sentations d’alge`bre. Un troisie`me the`me essentiel de mon travail,
sous-tendant les deux autres, est le de´veloppement d’outils pour l’exploration informatique, en
particulier dans le cadre du projet logiciel international ∗-Combinat que j’ai fonde´ en 2000.
1. Alge`bres commutatives et isomorphisme en combinatoire
Le premier volet de mes recherches, pre´sente´ au chapitre 1, concerne les proble`mes d’isomor-
phisme en combinatoire. Ces proble`mes sont notoirement difficiles, l’isomorphisme de graphe
e´tant en quelque sorte l’instance phare. Ainsi, la fameuse conjecture de reconstruction de
graphes de Ulam n’est toujours pas re´solue malgre´ un demi-sie`cle de recherches intenses. Le
fil directeur de ce volet est : est-ce que l’encodage alge´brique des proble`mes d’isomorphisme
peut aider a` mieux les comprendre ?
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Figure 1. Mes sujets de recherche et the`mes avoisinants
1.1. Invariants alge´briques de graphes et reconstruction. Le point de de´part est
mon travail de the`se sous la direction de Maurice Pouzet. L’objet central en e´tait une alge`bre
de polynoˆmes invariants pour une certaine action par permutation du groupe syme´trique qui
encode l’isomorphisme de graphe. Il s’agissait d’e´valuer ce que l’e´tude de cette alge`bre, a`
l’aide de la the´orie des invariants et d’une utilisation intensive du calcul formel [Thi00a],
pouvait apporter a` la conjecture de reconstruction de Ulam [Thi99, PT01, PT08c]. Cette
proble´matique et mes re´sultats sont notamment repris dans [DK02, 5.5 Graph Theory]. En
marge de cette e´tude, j’ai introduit avec Jean-Christophe Novelli et Jean-Yves Thibon de
multiples variantes quasi-syme´triques des invariants de graphes [NTT04] a` la structure simple
et riche.
1.2. The´orie des invariants effective. L’alge`bre des invariants de graphes s’est re´ve´le´e
eˆtre un objet complexe. En caricaturant, les the´ore`mes et algorithmes de la the´orie des inva-
riants des groupes finis sont trop ge´ne´raux pour donner des re´sultats fins sur cet exemple. Ceci
m’a amene´ a` de´velopper des outils (bibliothe`que PerMuVAR [Thi00b] pour MuPAD) pour e´tudier
les invariants de groupes de permutations et a` m’inte´resser par la suite aux aspects effectifs
et aux applications de la the´orie des invariants. J’ai par exemple mis au point un nouvel al-
gorithme de calcul de syste`mes ge´ne´rateurs de ces invariants [Thi01], base´ sur des techniques
d’e´limination respectant les syme´tries (bases SAGBI-Gro¨bner). D’un autre coˆte´, j’ai obtenu
avec Ste´phan Thomasse´ un re´sultat structurel sur le comportement de ces invariants vis-a`-vis
de l’e´limination [TT04].
L’algorithmique buttant sur les limites intrinse`ques des techniques d’e´limination, je me suis
inte´resse´ aux approches par e´valuation. Apre`s des premiers re´sultats, dans le cas des fonctions
syme´triques et au moyen du mode`le SLP (Straight Line Program) [GST06], je viens de charger
Nicolas Borie, qui entame une the`se sous ma direction, de l’e´tude d’une nouvelle approche des
calculs d’invariants de groupes de permutations par transforme´e de Fourier.
2. COMBINATOIRE POUR LA THE´ORIE DES REPRE´SENTATIONS 13
1.3. Alge`bres d’aˆge. En paralle`le, j’ai e´largi mes recherches, de nouveau avec Maurice
Pouzet, aux alge`bres d’aˆges des structures relationnelles. Ici, les objets combinatoires, intro-
duits par Rolland Fra¨ısse´, sont les restrictions finies d’une structure relationnelle infinie R (par
exemple les sous-graphes finis d’un graphe infini), conside´re´s a` isomorphie pre`s. La collection
de ces objets est appele´e aˆge. La fonction qui les compte par taille est le profil φR(n). En de´pit
de la simplicite´ et de la grande ge´ne´ralite´ du cadre, le comportement du profil semble tre`s
contraint.
Conjecture 1.1 (Pouzet). Sous des hypothe`ses faibles, la se´rie ge´ne´ratrice du profil ϕR(n)
est une fraction rationnelle de`s lors que la croissance de ϕR(n) est sous-exponentielle.
L’encodage alge´brique est donne´ par l’alge`bre d’aˆge de Peter Cameron. Cet encodage per-
met d’exploiter la richesse des aˆges comme mode`les combinatoires. Nous avons montre´ que l’on
peut re´aliser, comme alge`bres d’aˆge, outre les invariants de groupes de permutations, de nom-
breuses alge`bres combinatoires commutatives au cœur de travaux re´cents : en premier plan les
polynoˆmes quasi-syme´triques et de nombreuses variantes.
Notre objectif est d’obtenir des informations sur le profil en utilisant l’alge`bre d’aˆge (dont
il donne la se´rie de Hilbert). Ainsi, nous de´montrons la conjecture 1.1 sous certaines conditions
incluant tous les exemples pre´cite´s. Plus ge´ne´ralement, nous cherchons a` e´tablir un dictionnaire
entre proprie´te´s combinatoires de l’aˆge et proprie´te´s de l’alge`bre (engendrement fini, Cohen-
Macaulay, etc.). Pour cela, nous tentons de ge´ne´raliser les the´ore`mes et outils que j’avais utilise´s
en the´orie des invariants. Les re´sultats ont e´te´ annonce´s au fur et a` mesure a` FPSAC’05 [PT05],
CGCS’07 1, et font l’objet de deux publications en fin de pre´paration [PT08a, PT08b].
2. Combinatoire pour la the´orie des repre´sentations
Ce premier volet de ma recherche rele`ve principalement de la combinatoire alge´brique au
sens strict : l’objectif est d’alge´briser des objets et proble`mes combinatoires pour mieux les
comprendre. Dans le deuxie`me volet, pre´sente´ au chapitre 1, la tendance s’inverse. Le leitmotiv
est la recherche de mode`les combinatoires simples (mais cependant riches !) pour de´crire des
structures alge´briques et leur repre´sentations. En ce sens, il s’agit plutoˆt d’alge`bre combinatoire.
On fait le pari que beaucoup de proble`mes d’alge`bre ne sont difficiles qu’en apparence ; la clef
est alors de trouver le bon point de vue, le bon mode`le dans lequel la de´monstration devient
courte et e´le´mentaire. L’exploration informatique joue donc un roˆle inestimable pour essayer
rapidement de nombreux points de vue. En filigrane apparaissent les alge`bres de Hopf, les
tours d’alge`bres non commutatives, les groupes quantiques, les graphes de repre´sentations, les
syste`mes de racines (affines) et les alge`bres de Hecke associe´es.
2.1. Alge`bres de Hecke groupes. Dans cette the´matique, mon sujet principal est
l’e´tude d’un nouvel objet, l’alge`bre de Hecke groupe associe´e a` un groupe de Coxeter (sec-
tion 1). Pour comprendre son inte´reˆt, il faut d’abord en situer le contexte.
Un the`me re´current du Phalanste`re de combinatoire de Marne-la-Valle´e est l’interpre´tation
des alge`bres de Hopf combinatoires comme groupes de Grothendieck des tours d’alge`bres de
dimension finie [KT97, BHT04, HNT06]. L’exemple originel, duˆ a` Frobenius, est l’alge`bre
de Hopf des fonctions syme´triques (cf. [Mac95, Zel81]), les fonctions de Schur e´tant les
caracte`res des repre´sentations irre´ductibles du groupe syme´trique.
Dans le cas ge´ne´ral de tours d’alge`bres non-semi-simples, il faut distinguer entre repre´sen-
tations simples et projectives. Cela donne une paire d’alge`bres en dualite´. Ainsi, le roˆle central
joue´ par la paire d’alge`bres duales Fonctions Syme´triques Non Commutatives / Fonctions
Quasi-syme´triques vient en particulier du fait qu’elles encodent la the´orie des repre´sentations
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des 0-alge`bres de Iwahori-Hecke Hn(0) [KT97], l’alge`bre de Hecke Hn(q) e´tant une de´forma-
tion de l’alge`bre du groupe syme´trique avec Hn(1) = C[Sn]. La combinatoire sous-jacente est
celle des rubans et des classes de descentes dans le groupe syme´trique (voir figure 2).
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Figure 2. Un module combinatoire pour l’alge`bre de Hecke de´ge´ne´re´e H5(0)
Dans le meˆme temps, l’alge`bre de Hecke affine apparaˆıt en filigrane dans de nombreux tra-
vaux du Phalanste`re, en particulier comme alge`bre d’ope´rateurs sur les polynoˆmes. C’est par
exemple un outil fondamental pour l’e´tude des polynoˆmes de Macdonald. Ses modules irre´duc-
tibles de dimension finie ont e´te´ classifie´s par Zelevinsky [Zel80] au moyen de la combinatoire
des multisegments. Dans le cas de la spe´cialisation centrale principale, cette combinatoire de-
vient a` nouveau celle des classes de descentes. Depuis quelques anne´es, un objectif du groupe
e´tait donc de re´soudre le proble`me suivant.
Proble`me 2.1 (Jean-Yves Thibon). Expliquer pourquoi les repre´sentations de la 0-alge`bre
de Hecke et celles de la spe´cialisation centrale principale de l’alge`bre de Hecke affine font
intervenir la meˆme combinatoire.
Sa re´solution comple`te a e´te´ le fil conducteur notre e´tude.
A` l’occasion d’un groupe de travail en 2003 ou` nous regardions un proble`me de physique
faisant intervenir l’alge`bre de Hecke affine (mode`le de Frahm-Polychronakos), nous avons
construit avec Florent Hivert, Jean-Christophe Novelli et Jean-Yves Thibon une alge`bre d’ope´-
rateurs HSn en recollant la 0-alge`bre de Hecke Hn(0) et l’alge`bre du groupe syme´trique Sn
via leur repre´sentation re´gulie`re a` droite. A` notre surprise, le calcul sur ordinateur de pe-
tits exemples a re´ve´le´ une structure riche faisant intervenir les classes de descentes. Nous nous
sommes imme´diatement attele´s a` en de´couvrir l’origine. Apre`s de nombreux taˆtonnements, j’ai
enfin mis la main sur la bonne description intrinse`que de HSn comme alge`bre d’ope´rateurs
pre´servant certaines syme´tries (ou certaines anti-syme´tries). De la`, nous avons de´roule´ le fil
avec Florent Hivert : dimension, base, the´orie des repre´sentations, anneau de Grothendieck des
caracte`res. Comme effet de bord, cela a donne´ notre premier exemple d’anneau de caracte`res
n’e´tant pas une alge`bre de Hopf, la structure d’alge`bres et de coge`bres e´tant incompatibles ;
ce fait est maintenant trivial, la dimension de HSn n’e´tant pas de la forme r
nn! [NB07].
Pour cette e´tude, nous disposions depuis peu d’un outil mis au point par Florent Hivert et
calculant automatiquement la the´orie des repre´sentations des premiers e´tages d’une tour d’al-
ge`bres. Pour expe´rimenter, nous avons alors conside´re´ quelques tours d’alge`bres jouets comme
l’alge`bre du mono¨ıde des fonctions (de parking) croissantes. A` notre grande surprise, celles-ci
se sont naturellement inte´gre´es dans le sche´ma, nous permettant de de´finir des repre´senta-
tions de (HSn)n et (Hn(q))n sur les puissances exte´rieures de la repre´sentation naturelle, et
de retrouver comme cas particulier la tour d’alge`bres de Temperley-Lieb. Ces re´sultats sont
pre´sente´s dans [HT06]. Nous avons depuis ge´ne´ralise´ la construction de HSn a` n’importe quel
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groupe de Coxeter fini. La the´orie des repre´sentations reste essentiellement inchange´e : dans
tous les cas, elle est Morita-e´quivalente a` celle de l’alge`bre du treillis boole´en [HT08].
Nous avons finalement re´solu le proble`me 2.1 avec Anne Schilling.
The´ore`me 2.2 (Hivert, Schilling, T. [HST08, HST09]). Pour tout groupe de Weyl fini, et
sauf pour quelques racines de l’unite´, l’alge`bre de Hecke groupe est le quotient naturel de la
q-alge`bre de Hecke affine via son action de niveau ze´ro.
Ce quotient est de plus compatible avec la spe´cialisation centrale principale, et les modules
simples associe´s de l’alge`bre de Hecke affine donnent, par restriction, les modules projectifs de
la 0-alge`bre de Hecke.
Il reste maintenant plusieurs pistes a` explorer ou en cours d’exploration : le comportement
du quotient de l’alge`bre de Hecke affine par son action de niveau ze´ro lorsque q est une racine
de l’unite´, les liens avec les polynoˆmes de Macdonald non syme´triques, la ge´ne´ralisation a` tout
type du lien avec les fonctions de parking croissantes, etc. Surtout, il reste a` re´pondre a` la
question : la richesse de la structure des alge`bres de Hecke groupes est-elle intrinse`que, ou
simplement une ombre porte´e des alge`bres de Hecke affines ?
2.2. Ope´rateurs de promotion sur les graphes cristallins affines. En marge du
sujet que je viens de de´crire, j’ai participe´ a` trois projets de recherche. Le premier, pre´sente´ en
section 2, s’y rattache directement via les outils utilise´s (groupes de Weyl affines, actions de
niveau ze´ro, graphes combinatoires). En effet, ceux-ci jouent un roˆle essentiel dans l’e´tude des
graphes cristallins provenant des repre´sentations de dimension finie des groupes quantiques af-
fines. Une proble´matique importante, faisant l’objet d’une conjecture de Masaki Kashiwara, est
la caracte´risation de ces derniers comme produits tensoriels de graphes cristallins de Kirillov-
Reshetikin. Avec Anne Schilling et Jason Bandlow nous e´tudions le type A
(1)
n . La combinatoire
sous-jacente est celle des tableaux. Nous pensons que le cœur du proble`me est de montrer que,
sur les produits tensoriels de k tableaux, le seul ope´rateur de promotion est induit par celui
de´fini sur les tableaux par Schu¨tzenberger au moyen du jeu de taquin. La de´monstration pour
k = 2 fait l’objet d’un article de 31 pages [BST08].
2.3. Alge`bres de Kac. L’e´tude de tours d’alge`bres et d’alge`bres de Hopf m’a naturelle-
ment amene´ au deuxie`me projet de recherche (section 3), en collaboration avec Marie-Claude
David, autour des alge`bres de Kac de dimension finie. Cette cate´gorie d’alge`bres de Hopf
contient simultane´ment les alge`bres de groupe et leurs duales, et le point de vue est proche
de celui de la the´orie des groupes et de la the´orie de Galois. Les questions centrales sont,
par exemple, la de´termination du groupe d’automorphismes et surtout du treillis des sous-
structures. Ce dernier point est principalement motive´ par l’existence d’une correspondance
de Galois entre ce treillis et celui des facteurs interme´diaires de certaines inclusions de facteurs
de type II1. L’e´tude de deux familles infinies d’exemples fait l’objet d’une publication de 80
pages [DT08].
2.4. Polynoˆmes harmoniques pour les ope´rateurs de Steenrod. Le dernier projet
de recherche que je pre´sente dans ce me´moire (section 4) est a` l’intersection de mes deux volets
de recherche. Il concerne une conjecture de Reg Wood venant de topologie alge´brique et faisant
intervenir l’alge`bre de Steenrod. On peut la formuler comme suit :
Conjecture 2.3 (Reg Wood [Woo97], Hivert, T. [HT04a]). Le sous-espace des polynoˆmes
p de Q[x1, . . . , xn] satisfaisant pour tout k l’e´quation aux de´rive´es partielles line´aire :((
1 + x1
∂
∂x1
)
∂
∂x1
k
+ · · ·+
(
1 + xn
∂
∂xn
)
∂
∂xn
k)
p = 0
est isomorphe a` la repre´sentation re´gulie`re gradue´e du groupe syme´trique. En particulier, il
est de dimension n! .
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Cette conjecture est un analogue exact d’un re´sultat tre`s classique sur les coinvariants du
groupe syme´trique. Avec Florent Hivert, nous avons donne´ une formulation de cette conjecture
comme analogue quantique, en construisant l’alge`bre de Steenrod comme de´formation non
commutative de l’alge`bre de Hopf des fonctions syme´triques. Cela nous a permis d’en de´duire
des re´sultats partiels [HT04a]. Cependant, malgre´ les efforts de plusieurs chercheurs, et non
des moindres, la conjecture de Reg Wood re´siste toujours.
3. Exploration informatique et ∗-Combinat
Les projets de recherche pre´sente´s dans ce me´moire ont en commun l’exploration, et en par-
ticulier l’exploration informatique. Elle sert de guide, sugge´rant des conjectures, occasionnelle-
ment donnant des preuves, ou, au contraire, produisant des contre-exemples. La combinatoire
alge´brique s’y preˆte bien, car les mode`les combinatoires utilise´s donnent des repre´sentations
concre`tes et effectives des objets mathe´matiques a` l’e´tude.
De plus, on s’inte´resse le plus souvent a` des familles (An)n∈N d’objets pre´sentant de fortes
re´gularite´s : typiquement, A0, A1 sont triviaux, mais les proprie´te´s inte´ressantes apparaissent
de`s n = 3, 4, 5 et, si c’est le cas, ont toutes les chances de se prolonger. En ce sens, nous
sommes tre`s loin des expe´rimentations en arithme´tique ou`, du fait de la combinatoire des
nombres premiers, les contre-exemples apparaissent souvent tre`s loin. En e´change, nous avons
le plus souvent a` faire face a` une explosion combinatoire : les exemples triviaux sont les seuls
traitables a` la main, et A5 sera par exemple de´ja` a` la limite de ce que les algorithmes classiques
peuvent traiter.
Le de´fi est de controˆler l’explosion combinatoire, par la mode´lisation et l’algorithmique,
pour gagner un ou deux crans supple´mentaires. Cela se fait souvent par approximations suc-
cessives. La de´couverte d’un nouveau mode`le combinatoire ou d’une nouvelle proprie´te´ permet
de mieux comprendre les objets ; en retour, cela permet de calculer plus loin et d’en de´couvrir
de nouvelles proprie´te´s.
Bien entendu, mener a` bien de tels calculs sous-entend un important travail de programma-
tion, et requiert une large panoplie de techniques (calcul formel, alge`bre line´aire creuse, groupes
et repre´sentations, fonctions syme´triques, manipulations de classes combinatoires, se´ries ge´ne´-
ratrices, solveurs divers, etc.). Lors de ma the`se, j’ai regrette´ l’absence d’une plate-forme bien
e´tablie pour la recherche en combinatoire alge´brique donnant un acce`s aise´ a` tous ces outils.
Cela m’a amene´ a` fonder en de´cembre 2000 le projet ∗-Combinat, avec l’aide de Florent
Hivert puis, progressivement, de toute une e´quipe. Sa mission est de fournir une boˆıte a` outils
extensible pour l’exploration informatique en combinatoire alge´brique, avec comme objectif
affiche´ de fe´de´rer les efforts de de´veloppement logiciel dans la communaute´ de la combinatoire
alge´brique [HT04b]. L’important investissement initial que m’a demande´ ce projet est en train
de porter ses fruits, avec une communaute´ a` l’e´chelle internationale et plus d’une quarantaine
de publications affe´rentes (voir section 7 du chapitre 3).
Je pre´senterai l’apport de l’exploration informatique a` chacun de mes projets de recherche
au fil des chapitres 1 et 2. Le chapitre 3 est de toute autre nature. J’y de´crirai plus en profondeur
le projet ∗-Combinat. Je de´taillerai notamment les de´fis particuliers rencontre´s lors de son
de´veloppement, et les solutions originales que ceux-ci m’ont amene´ a` mettre au point, tant du
point de vue de l’algorithmique que de la conception ou du choix du mode`le de de´veloppement.
J’espe`re montrer, a` travers ce me´moire, comment le travail de recherche et celui d’inge´nierie
informatique se comple`tent et se renforcent mutuellement, le second apportant non seulement
des solutions pratiques au premier, mais aussi une source de questions et d’inspiration.
CHAPITRE 1
Alge`bres commutatives gradue´es
et proble`mes d’isomorphisme en combinatoire
Le fil directeur de ce chapitre est l’encodage de familles d’objets combinatoires munies d’une
relation d’isomorphisme par des alge`bres commutatives gradue´es. Dans un premier temps (sec-
tion 1), les objets combinatoires sont les (multi)graphes e´tiquete´s, et l’alge`bre est une alge`bre
de polynoˆmes invariants pour une certaine action par permutation du groupe syme´trique. Par
la suite, le cadre est ge´ne´ralise´ a` un groupe de permutation fini quelconque (section 2), puis
aux aˆges des structures relationnelles (section 3).
La construction est toujours le meˆme : les objets a` un isomorphisme pre`s forment la base
de l’alge`bre, la graduation e´tant donne´e par la taille des objets. Le produit traduit alors toutes
les manie`res de combiner deux objets pour en construire un plus gros ; dans certains cas, un
coproduit traduit re´ciproquement comment un objet peut se de´composer en objets plus petits.
L’objectif premier est d’appliquer des outils alge´briques a` cette construction pour ob-
tenir des informations sur les proble`mes d’isomorphisme sous-jacent. Mais en retour cette
construction donne des mode`les combinatoires riches sur lesquels certaines proprie´te´s alge´-
briques peuvent eˆtre lues. Enfin la question de calcul efficace dans ces alge`bres, et donc sur
ces mode`les combinatoires, est centrale, en particulier pour l’exploration informatique.
1. Invariants alge´briques de graphes et reconstruction
1.1. Conjecture de reconstruction de graphes de Ulam. Le point de de´part de
ma the`se est la fameuse conjecture de reconstruction de graphes de Ulam. Elle peut eˆtre
explique´e en quelques minutes a` un non mathe´maticien. A` cet effet, j’ai eu pendant des anne´es
en permanence dans ma poche le jeu de cartes (transparentes !) pre´sente´ dans la figure 3.
Conside´rons un graphe simple (pas de boucles, pas d’areˆtes multiples) non e´tiquete´ comme
celui a` 5 sommets de la figure. Les cartes en dessous sont obtenues en supprimant a` chaque
fois un unique sommet du graphe original. Les graphes sont conside´re´s a` isomorphie pre`s ; en
particulier, on ne tient pas compte ici de la disposition ge´ome´trique des graphes. De ce fait les
cartes 1 et 3 sont conside´re´es comme identiques. L’ordre des cartes n’est pas significatif, mais
on tient cependant compte de leurs re´pe´titions.
Figure 3. Un graphe simple et le jeu de cartes associe´
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Question 1.1. Est-il possible de retrouver le graphe de de´part en ne connaissant que son jeu
de cartes ?
C’est un proble`me de reconstruction, similaire a` ce que l’on fait en tomographie (par ex.
scanner me´dical) : reconstruire comple`tement un objet a` partir d’un certain nombre de vues
partielles. Avant meˆme d’attaquer l’aspect algorithmique « comment reconstruire ? » il faut
de´ja` re´pondre a` la question « est-il possible de reconstruire ? ». Autrement dit, est-ce que le
jeu contient suffisamment d’informations pour de´terminer entie`rement le graphe. Si c’est le
cas, le graphe est dit reconstructible. Les deux graphes simples a` deux sommets ( et )
ont le meˆme jeu, et ne sont donc pas reconstructibles. Y en a-t-il d’autres ?
Conjecture 1.2 (Ulam 1941 [Ula60]). Tous les graphes simples a` au moins trois sommets
sont reconstructibles.
McKay a ve´rifie´ [McK97] cette conjecture sur ordinateur pour tous les graphes a` au
plus 11 sommets (il y en a plus d’un milliard !). C’est maintenant un vieux proble`me qui
a attire´ les meilleurs chercheurs de la the´orie des graphes et qui est a` l’origine d’une vaste
litte´rature [Bon91] avec une multitude de variantes (reconstruction par sommets, par areˆtes,
etc.). Et pourtant il n’est toujours pas re´solu.
Pourquoi ce proble`me est-il important en ge´ne´ral ? Meˆme s’il n’a pas d’application directe,
il concentre l’une des difficulte´s de la reconstruction (ici l’isomorphie) dans le mode`le le plus
simple imaginable. De ce fait, il participe a` la taxonomie ge´ne´rale des proble`mes de recons-
truction, avec pour objectif d’e´tablir quelles sont les difficulte´s intrinse`ques du sujet. C’est un
guide essentiel pour le praticien dans le choix d’un bon mode`le pour un proble`me donne´ de
reconstruction ; si ce mode`le contient le proble`me de Ulam, il peut savoir imme´diatement qu’il
va au devant de difficulte´s.
Pourquoi ce proble`me e´tait-il inte´ressant pour une the`se ? Vu son historique, il n’e´tait e´vi-
demment pas question de l’aborder de front. En revanche, il fournit un excellent cas test pour
l’utilisation de nouveaux outils pour traiter de l’isomorphie. Je m’explique. Une des techniques
usuelles pour e´tudier des objets sous l’action d’un groupe est de conside´rer les quantite´s qui
restent invariantes sous cette action. Par exemple, le nombre d’areˆtes d’un graphe ne change
pas lorsque l’on renume´rote ses sommets. Un des tous premiers re´sultats de la the´orie de la
reconstruction est que le nombre d’areˆtes d’un graphe est un invariant reconstructible (i.e.
entie`rement de´termine´ par le jeu du graphe). L’ide´e est tre`s simple ; il suffit de moyenner le
nombre d’areˆtes sur les sous-graphes du jeu pour obtenir le nombre total d’areˆtes. Plus tard,
Tutte [Tut79] a de´montre´ que le de´terminant (et plus ge´ne´ralement son polynoˆme caracte´ris-
tique) d’un graphe e´tait aussi reconstructible, et Pouzet avait note´ que la preuve consistait
a` de´montrer que le de´terminant s’exprimait par sommes et produits de parame`tres sur les
graphes du jeu.
Jusqu’ou` peut-on espe´rer ge´ne´raliser cette technique de preuve ? Pour tenter de re´pondre
a` cette question, il est naturel d’introduire l’alge`bre des invariants polynomiaux de graphes,
c’est-a`-dire l’alge`bre In := C[x{i,j}]
Sn des polynoˆmes en les
(
n
2
)
variables (x{i,j})i<j qui sont
invariants sous l’action naturelle du groupe syme´trique Sn. Un tel invariant peut eˆtre e´value´
sur un graphe simple en remplac¸ant chaque x{i,j} par 1 s’il y a une areˆte entre i et j dans le
graphe, et 0 sinon. Par un re´sultat ge´ne´ral de the´orie des invariants, les invariants polynomiaux
se´parent les graphes a` isomorphie pre`s : deux graphes g et g′ sont isomorphes si et seulement
si ils donnent la meˆme valeur a` tous les invariants polynomiaux ; en fait, il suffit d’un nombre
fini de polynoˆmes invariants pour se´parer. Dans ce cadre, le nombre d’areˆtes (correspondant a`
l’invariant
∑
i<j x{i,j}), ou le de´terminant sont des invariants alge´briquement reconstructibles :
ils s’expriment par sommes et produit a` partir d’invariants applique´s aux graphes du jeu. Ce
qui soule`ve naturellement la question suivante.
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Question 1.3 (Pouzet [Pou77, Pou79]). Pour n ≥ 3, les polynoˆmes invariants sont-ils tous
alge´briquement reconstructibles ?
Une re´ponse positive entraˆınerait une re´ponse positive a` la conjecture de Ulam. Prudence,
donc. Faute de moyens d’investigation, cette question e´tait reste´e vierge (a` part pour n = 3
pour lequel on se rame`ne facilement aux polynoˆmes syme´triques usuels). L’apparition au de´but
des anne´es 90 d’outils effectifs de calcul dans les invariants [Kem93, Stu93] a motive´ mon
travail de the`se : E´tudier, tant d’un point de vue the´orique que par l’exploration, l’alge`bre des
invariants sur les graphes (se´rie de Hilbert, syste`mes ge´ne´rateurs, etc.), et e´valuer ce que la
the´orie des invariants peut dire sur les proble`mes d’isomorphie et de reconstruction de graphe,
et en particulier sur la question 1.3.
1.2. Reconstruction alge´brique de graphes. Commenc¸ons par l’aspect reconstruc-
tion. Pour une vue synthe´tique, voir la figure 4.
J’ai montre´ que la re´ponse est positive pour n ≤ 5 (et tre`s probablement pour n = 6), j’ai
quelque peu e´tendu la liste des invariants classiques de graphes alge´briquement reconstructibles,
et donne´ des proprie´te´s ge´ne´rales sur l’alge`bre des invariants alge´briquement reconstructibles.
De ces dernie`res, on de´duit que pour 11 ≤ n ≤ 18 et tre`s certainement au dela`, la re´ponse
a` la question 1.3 est ne´gative. Cette approche est-elle donc vaine ? Sans le dire, nous avons
fait ci-dessus un choix : conside´rer l’alge`bre des invariants polynomiaux sur C afin de pouvoir
appliquer les re´sultats de la the´orie des invariants. Cet objet est plus gros que ne´cessaire ;
comme les graphes sont simples, x{i,j} ne prend que les valeurs 0 et 1. Il aurait d’abord e´te´
possible de travailler modulo 2, mais alors la the´orie des invariants devient nettement plus
ardue. Une autre option aurait e´te´ de conside´rer a` la place l’alge`bre des graphes simples, ob-
tenue en quotientant par x2{i,j} = x{i,j}. C’est ce qu’avaient fait avant moi Kocay [Koc82]
et Mnukhin [Mnu92] (voir aussi [Cam96]) ; c’est aussi la direction reprise par la suite par
Buchwalder et Mikkonen [MB07]. Au final, leurs re´sultats sont pour l’instant de la meˆme
teneur que les miens : le proble`me est ardu, et une fois obtenue la reconstruction de quelques
invariants explicites, des remarques simples autour des graphes non connexes et des bornes
passablement laˆches, on ne peut gue`re aller au dela`. Il y a cependant deux diffe´rences impor-
tantes : d’une part, Mnukhin a de´montre´ que, dans l’alge`bre des graphes simples, l’analogue
de la question 1.3 est e´quivalent a` la conjecture de Ulam [Mnu92]. En revanche, on perd la
graduation, un outil essentiel en the´orie des invariants.
Il reste un endroit pour lequel je suis convaincu que la reconstruction alge´brique a son
mot a` dire : une conjecture de Kocay sur la reconstructibilite´ du nombre d’arbres couvrants
d’un type donne´ [Koc82, Conjecture 5.1]. On est ici au seuil du connu, les arbres e´tant les
plus petits graphes connexes. D’ailleurs, les diffe´rentes variantes de l’alge`bre co¨ıncident pour
l’essentiel a` cet endroit la`. J’ai obtenu quelques re´sultats partiels dans cette direction, et je ne
re´siste pas a` mentionner ici ma conjecture pre´fe´re´e issue de cette recherche :
Conjecture 1.4. Soit Mn la matrice d’incidence (mf,a)f,a dont les lignes sont indexe´es par
les foreˆts e´tiquete´es f a` n sommets et n−2 areˆtes, et les colonnes sont indexe´es par les arbres
a a` n sommets (et donc n− 1 areˆtes) avec mf,a = 1 si f est un sous-graphe de a. Alors, Mn
est de rang maximal, ses lignes e´tant line´airement inde´pendantes.
Meˆme conclusion dans le cas non e´tiquete´, en prenant pour mf,a le nombre d’occurrences
de f dans a (voir figure 5). Ce deuxie`me point est un corollaire du premier.
J’ai ve´rifie´ cette conjecture sur machine jusqu’a` n = 19 dans le cas non e´tiquete´. La
construction des matrices, tre`s creuses, a e´te´ faite en utilisant Nauty et un script Perl. Le
rang a e´te´ calcule´ par Jean-Guillaume Dumas a` l’aide de Linbox [DV02]. Pour n = 19 cela
donne une matrice de dimension 241029 × 317955, occupant environ 20 Mo de me´moire ; le
calcul a dure´ cinq jours sur un PC a` 1 GHz. Cette se´rie de matrices a e´te´ utilise´e comme banc
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Conj Pouzet (1977) :
Tout multigraphe alg.rec.
Ve´rifie´ n ≤ 5
Faux pour n ≥ 11
Pour d assez grand
Tout multigraphe alg. rec.
Pour tout multigraphe g
exp(g) rec.
Pour d assez grand
Pour tout multigraphe g
exp(g) rec.
Tout graphe value´ rec.
Conj. Ulam (1941) :
Tout graphe simple rec.
Ve´rifie´ n ≤ 11 (McKay)
Tout poly sur les 0-re´guliers alg. rec.
Pour d assez grand
Tout poly sur les 0-re´guliers alg. rec.
Tout poly sur les 0-re´guliers rec.
Pour d assez grand
Tout poly sur les 0-re´guliers rec.
Tout graphe simple alg. rec.
Ve´rifie´ n ≤ 6
Faux pour n ≥ 13
Pour d = n(n− 1)/4
Tout graphe simple alg. rec.
Pour le produit disjoint
Tout graphe simple alg. rec.
Faux pour n ≥ 13
Tout arbre alg. rec.
Ve´rifie´ n ≤ 13
Pour le produit disjoint
Pour d ≥ n(n− 1)/4
Tout graphe simple alg. rec.
Pour le produit d’union
Tout graphe simple alg. rec.
Pour le produit disjoint
Tout arbre alg. rec.
Pour le produit disjoint
Dans l’alge`bre des foreˆts
Tout arbre alg. rec.
Pour tout graphe g simple
G 7→ s(g,G) rec.
Conj Kocay (1982) :
Pour le produit d’union
Tout arbre alg. rec.
Ve´rifie´ n ≤ 7 (Kocay)
Pour le produit d’union
Dans l’alge`bre des foreˆts
Tout arbre alg. rec.
Pour tout arbre g
G 7→ s(g,G) rec.
Tout arbre rec.
Kelly (1957)
Pour tout arbre g
exp(g) rec.
Pour tout graphe g simple
exp(g) rec.
Borne + Div
Borne + Div ?
Borne + Div Borne + Div ?
Div + Comple´ment Div
MnukhinMnukhin
Sauf exceptions
Figure 4. Re´capitulatif des conjectures pour les diffe´rentes notions de reconstructibilite´ par sommets et de leurs
relations. Nous ne connaissons pas le statut des re´ciproques non indique´es. Abre´viations : rec.=reconstructible ; alg.
rec.=alge´briquement reconstructible ; exp(g)= polynoˆme invariant associe´ a` g.
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Figure 5. Matrice d’incidence des arbres versus les foreˆts a` 4 areˆtes, pour n = 6 sommets
d’essai de matrices tre`s creuses pour Linbox, confirmant en particulier une analyse the´orique
sur des matrices ale´atoires de la pertinence de l’algorithme de Wiedemann pour ce type de
matrices [DV02, DSW03].
Dans le cas e´tiquete´, j’ai de´montre´ une borne minimale sur le rang qui permet de conclure
jusqu’a` n = 7. Ironiquement, le calcul sur machine s’arreˆte au meˆme endroit (il y a nn−2 arbres
e´tiquete´s !).
1.3. Alge`bre des invariants de graphes. Les quelques re´sultats de reconstruction que
j’ai obtenus justifient-ils cinq ans d’efforts et 300 pages de the`se ? Comme je l’ai dit, la conjec-
ture de Ulam e´tait surtout un cas test, un angle d’attaque, pour e´tudier l’alge`bre In des
invariants de graphes. Les re´sultats de cette e´tude sont pre´sente´s dans ma the`se, dans [Thi99],
et sont repris dans [DK02]. J’ai donne´ des proprie´te´s ge´ne´rales sur l’alge`bre In, ainsi que des
re´sultats obtenus par exploration informatique pour n petit. Cela a sugge´re´ plusieurs conjec-
tures (syste`me de parame`tres de petit degre´, unimodalite´) que j’e´tudie en de´tail. Je fais aussi
un tour d’horizon de variantes de In, obtenant par exemple un syste`me ge´ne´rateur tre`s simple
pour le corps des fractions invariantes et infirmant a` l’occasion un lemme de Grigoriev [Gri79,
Lemma I].
L’exploration informatique s’est re´ve´le´e beaucoup plus ardue que pre´vu. Illustrons ce point ;
pour n ≤ 3, In est une alge`bre libre, en fait une alge`bre de polynoˆmes syme´triques. Le
traitement de n = 4, a` la main avait donne´ lieu a` la publication [ACG96]. Les logiciels
existants en 1999 [Kem99] permettaient aussi de traiter n = 4 par le calcul en une seconde,
mais ne donnaient aucune information pour n ≥ 5. Le syste`me ge´ne´rateur minimal que j’ai
obtenu pour I5 est constitue´ de 57 polynoˆmes en 10 variables de degre´s jusqu’a` 10. Traiter
n = 6 comple`tement est encore hors de porte´e.
1.4. Conclusions de cette e´tude. In est tre`s loin d’une alge`bre libre. A` la diffe´rence
des polynoˆmes syme´triques, elle semble de´pourvue de description combinatoire riche (multiples
bases dont de Schur, liens avec la the´orie des repre´sentations, etc.). Elle est aussi beaucoup
trop grosse pour espe´rer des applications (en particulier algorithmique) a` des proble`mes d’iso-
morphie.
La the´orie des invariants donne rapidement des informations structurelles (engendrement
fini, borne sur les degre´s, structure de Cohen-Macaulay, etc.), mais ces informations ge´ne´rales
restent tre`s grossie`res en pratique. Ainsi, pour I5, la borne the´orique est de 42 au lieu de 10.
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Il apparaˆıt clairement que les techniques actuelles de calcul d’invariants [DK02] buttent
sur les limites intrinse`ques de l’e´limination (bases de Gro¨bner et variantes), alors meˆme que
les applications en combinatoire requie`rent l’e´tude d’exemples de taille plus importante.
2. The´orie des invariants effective
2.1. Invariants de groupes de permutations. Les conclusions de mon e´tude des inva-
riants de graphes m’ont amene´ a` de´velopper des outils (bibliothe`que PerMuVAR [Thi00b] pour
MuPAD) pour e´tudier les invariants de groupes de permutations et a` m’inte´resser aux aspects
effectifs de la the´orie des invariants.
D’une part, j’ai mis au point un nouvel algorithme de calcul de syste`mes ge´ne´rateurs de
ces invariants [Thi01], base´ sur des techniques d’e´limination respectant les syme´tries (algo-
rithme de type F4 [Fau99] pour les bases SAGBI-Gro¨bner [Mil98]). J’y reviendrai dans les
perspectives.
D’autre part, j’ai obtenu avec Ste´phan Thomasse´ un re´sultat structurel sur le comportement
de ces invariants vis-a`-vis de l’e´limination que je de´cris maintenant. Les bases SAGBI [KM89,
RS90] sont les analogues, pour les sous-alge`bres des anneaux de polynoˆmes, des bases de
Gro¨bner pour les ide´aux. Comme pour ces dernie`res, elles s’appuient sur l’e´limination vis-a`-vis
d’un ordre sur les termes. Par exemple, la de´monstration usuelle du the´ore`me fondamental des
fonctions syme´triques se fait par e´limination, typiquement vis-a`-vis de l’ordre lexicographique.
De fait, les polynoˆmes syme´triques e´le´mentaires e1, . . . , en forment une base SAGBI finie de
l’anneau des polynoˆmes syme´triques en n variables.
Contrairement aux bases de Gro¨bner, il n’y a pas de the´ore`me de finitude, et c’est une
question ouverte de de´terminer pour quelles sous-alge`bres et quels ordres on obtient une base
SAGBI finie. Le the´ore`me suivant indique que, pour un groupe de permutation non trivial, la
base SAGBI est toujours infinie.
The´ore`me 2.1 (T., Thomasse [TT04]). Soient G un groupe de permutation agissant sur
les variables x1, . . . , xn et < un ordre sur les termes quelconque de l’anneau des polynoˆmes
C[x1, . . . , xn]. Alors la base SAGBI de l’alge`bre des invariants C[x1, . . . , xn]
G vis-a`-vis de <
est finie si et seulement si G est le groupe syme´trique (ou un produit direct de tels groupes).
Nous citons un commentaire du re´fe´re´ anonyme : ”[this result] has been desired for a while ;
thus it can be said that this paper closes one of the chapters in the book of invariant theory [...]
the proof is very beautiful”. J’ai depuis ge´ne´ralise´ ce re´sultat au cas des groupes monomiaux et
a` de nombreuses alge`bres d’aˆge [PT05, PT08b].
2.2. Complexite´ d’e´valuation des fonctions syme´triques. D’un autre coˆte´, suite a`
une courte collaboration entre Florent Hivert et moi-meˆme d’une part et Pierrick Gaudry
(LIX) et E´ric Schost (STIX) d’autre part, ces derniers ont pu utiliser des algorithmes sur
les fonctions syme´triques pour acce´le´rer notablement certains calculs sur les courbes hyper-
elliptiques [GS04]. Cela nous a amene´s a` entreprendre une e´tude de complexite´ pre´cise de l’e´va-
luation de polynoˆmes avec syme´tries dans le mode`le SLP (Straight Line Programm) [GST06].
Nous avons ainsi montre´ comment, connaissant le couˆt d’e´valuation d’un polynoˆme syme´trique
P (x1, . . . , xn) de´crit par un SLP, on peut donner le couˆt d’e´valuation de P en fonction des
valeurs des n fonctions syme´triques e´le´mentaires en ces variables. La meˆme technique permet
d’obtenir le couˆt d’e´valuation des coefficients de la de´composition d’un polynoˆme P dans une
base des polynoˆmes sur les polynoˆmes syme´triques (Schur-Schubert, etc.).
2.3. Perspectives : calcul d’invariants par transforme´e de Fourier. Les techniques
d’e´valuation que j’ai apprises lors de ce dernier projet vont resservir pour le calcul d’invariants
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de groupes de permutations. Je de´cris maintenant un projet que j’ai a` l’esprit depuis 2004, et
qui fait l’objet de la the`se de mon e´tudiant Nicolas Borie.
Le the´ore`me fondamental de la the´orie des invariants, de´montre´ par Hilbert, est l’existence
de syste`mes finis de ge´ne´rateurs pour l’alge`bre des invariantsC[x1, . . . , xn] d’un sous-groupe fini
de GL(n). La de´monstration originale e´tait non constructive. La the´orie des invariants effective
s’est de´veloppe´e depuis une quinzaine d’anne´es [Kem93, DK02, Kin07], avec pour objectif
d’obtenir des algorithmes (et des implantations) efficaces pour la the´orie des invariants ; le
proble`me typique e´tant le calcul d’un syste`me minimal de ge´ne´rateurs. L’application premie`re
est l’exploration informatique d’exemples.
La strate´gie usuelle utilise la de´composition de Hironaka de l’alge`bre comme module
libre sur les invariants primaires Θ1, . . . ,Θn pour se ramener a` calculer dans le quotient
C[x1, . . . , xn]
G/〈Θ1, . . .Θn〉 qui est de dimension finie. Pour calculer dans ce quotient, une op-
tion est de calculer une base de Gro¨bner de l’ide´al engendre´ par Θ1, . . . ,Θn dans C[x1, . . . , xn].
C’est par exemple ce qui est implante´ dans Magma. Pour des groupes de matrices avec n pe-
tit, cela se re´ve`le tre`s efficace. En revanche, de`s que le nombre de variables grandit (ce qui
est souvent le cas pour des applications en combinatoire ; par exemple l’alge`bre I5 requiert
10 variables), ce calcul devient inabordable. Le proble`me central est que le calcul de la base
de Gro¨bner casse les syme´tries, et force a` travailler dans l’alge`bre C[x1, . . . , xn] tout entie`re,
laquelle est de grande dimension de`s que l’on monte en degre´.
Dans le cas des groupes de permutations, il est possible d’utiliser une variante des bases de
Gro¨bner qui pre´serve les syme´tries (bases SAGBI-Gro¨bner) [Thi01]. Cela permet de calculer
un syste`me ge´ne´rateur de I5 en quelques minutes ; mais ve´rifier que ce syste`me est effective-
ment ge´ne´rateur reste inabordable sans manipulations spe´cifiques. En effet le calcul complet
ne´cessite toujours de l’alge`bre line´aire dans essentiellement toute l’alge`bre des invariants en
degre´ 22 (dimension 174403 a` comparer a` 20160075 pour les polynoˆmes, et 1 pour le quotient).
Il apparaˆıt ainsi clairement que les techniques actuelles de calcul d’invariants butent sur les
limites intrinse`ques de l’e´limination.
Aussi paraˆıt-il judicieux d’introduire d’autres points de vue. L’objectif est d’e´valuer une
nouvelle strate´gie, dans le cas des groupes de permutations, et de manie`re plus ge´ne´rale des
sous-groupes de groupes de re´flexions. L’ide´e est de spe´cialiser les variables aux racines de
l’unite´ (transforme´e de Fourier) : cela e´limine de facto deux des obstacles principaux actuels :
calculs de produits sur les monoˆmes (convolution sur le groupe) et calculs dans le quotient
par les invariants primaires (ici, les polynoˆmes syme´triques). Ainsi, le nombre de points d’e´va-
luations est exactement la dimension du quotient. Ainsi, pour le proble`me pre´ce´dent, on est
directement ramene´ a` des calculs dans une alge`bre de dimension 30240. Qui plus est, cette
alge`bre est munie du produit de Hadamard qui est rapide et pre´serve les structures creuses.
La premie`re e´tape est de re´diger une de´monstration comple`te de la validite´ de la strate´gie,
et d’en obtenir une implantation grossie`re. Ceci afin de tester concre`tement l’approche par
des bancs d’essais comparatifs avec les implantations existantes. Il faudra aussi comparer avec
d’autres approches par e´valuation [Col97, GST06, DSW08].
Une fois la strate´gie valide´e, le champ d’optimisations est tre`s ouvert : comment choisir
des invariants dont la transforme´e de Fourier est creuse, est-il judicieux de repre´senter les inva-
riants par SLP, peut-on re´duire, par filtration, le nombre de points d’e´valuations lorsque l’on
s’inte´resse uniquement aux invariants d’un degre´ donne´, etc. Les progre`s viendront principale-
ment de l’e´tude the´orique, sachant que cette approche fait naturellement apparaˆıtre des objets
combinatoires inte´ressants comme les spe´cialisations principales des polynoˆmes de Schur et de
Schubert sur un alphabet de la forme 1
1−q
(voir par exemple [Lit06, BD08]). Cette spe´ciali-
sation principale joue aussi un roˆle naturel dans les descriptions des polynoˆmes de Macdonald
et de Schubert par leurs proprie´te´s d’e´valuation [Las07].
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3. Profil et alge`bres d’aˆge des structures relationnelles
Le travail que je de´cris dans cette section est un e´largissement naturel de l’utilisation
d’outils provenant de la the´orie des invariants pour traiter alge´briquement d’autres proble`mes
d’isomorphisme en combinatoire. Re´alise´ en collaboration avec Maurice Pouzet, il s’inscrit dans
la ligne´e de ses travaux sur le profil des structures relationnelles (voir [Pou06] et [Pou08] pour
des articles de synthe`se).
3.1. Aˆge et profil d’une structure relationnelle. Une structure relationnelle est une
paire R := (E, (ρi)i∈I), ou` E est un ensemble (le domaine de R) et ρi est une famille de
relations mi-aires sur E. Typiquement R est un graphe simple : l’ensemble de ses sommets est
donne´ par E et l’ensemble de ses areˆtes est de´crit par une unique relation ρ1 binaire (m1 = 2) et
syme´trique. Nous prendrons comme exemple la somme directe 3K∞ de trois graphes complets
infinis.
Sur tout sous-ensemble A de E, R induit par restriction une sous-structure relationnelle
sur A. Les notions d’isomorphisme, et de type d’isomorphie, sont de´finies naturellement. L’en-
semble A(R) des types d’isomorphie des restrictions finies de R, appele´ aˆge de R, a e´te´ intro-
duit par Rolland Fra¨ısse´ (voir [Fra00]). Le profil de R est la fonction ϕR qui compte pour
chaque entier n le nombre ϕR(n) de types d’isomorphie de sous-structures de R induites sur
les ensembles a` n e´le´ments [Fra71, Exercise 8 p. 113], [Pou78].
Dans 3K∞, les restrictions sont de nouveau des sommes directes de trois graphes complets
au plus. Un type d’isomorphie de taille n peut donc eˆtre de´crit par une partition de l’entier n
a` trois parts au plus. Ainsi, la se´rie ge´ne´ratrice de ϕ3K∞(n) est donne´e par :
(1)
∑
n∈N
ϕ3K∞(n)Z
n =
1
(1− Z)(1− Z2)(1− Z3)
.
Si I est fini, ϕR(n) est ne´cessairement fini. Afin de mode´liser des exemples venant de
l’alge`bre ou de la the´orie des groupes, il est cependant ne´cessaire d’autoriser des ensembles
d’index I infini. Le profil e´tant fini dans ces exemples, nous faisons toujours l’hypothe`se que
E est infini et que le profil ϕR(n) est fini.
3.2. Alge`bre d’un aˆge. La construction de l’alge`bre d’aˆge de Peter Cameron suit un
paradigme classique de re´alisation d’alge`bre sur les mots, a` cela pre`s qu’elle se re´alise sur les
ensembles [Cam97]. On conside`re le sous-espace des combinaisons line´aires formelles (e´ven-
tuellement infinies, mais de degre´ borne´) de sous-ensembles de R, que l’on muni d’un produit
commutatif gradue´ en e´tendant par line´arite´ le produit d’union disjoint sur les ensembles :
AB = A ⊎ B si A ∩ B = ∅ et AB = 0 sinon. L’alge`bre d’aˆge a alors pour base les « sommes
sur orbites » mA =
∑
A∈AA, ou` A parcourt les e´le´ments de l’aˆge A(R). Les proprie´te´s de la
restriction garantissent qu’il s’agit bien d’une sous-alge`bre ; celle-ci est bien entendue gradue´e
connexe. De plus, par construction, la se´rie ge´ne´ratrice
∑
n ϕR(n)Z
n est la se´rie de Hilbert de
Q.A(R).
Par cette construction, les structures relationnelles deviennent un mode`le combinatoire
pour les alge`bres commutatives gradue´es. Ce mode`le est riche, permettant de re´aliser, outre les
invariants de groupes de permutations, de nombreuses alge`bres combinatoires commutatives
au cœur de travaux re´cents : en premier plan les polynoˆmes quasi-syme´triques qui sont au
centre de la the´orie des alge`bres de Hopf combinatoires [ABS06] et de nombreuses variantes,
comme par exemple les polynoˆmes quasi-syme´triques de graphes que j’ai introduits et e´tudie´s
en 2004 avec J.-C. Novelli et J.-Y. Thibon [NTT04]. Mais aussi, par exemple, l’alge`bre des
arbres planaires de Gerritzen [DG04, Ger04a, Ger04b].
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La strate´gie est de mettre a` jour des liens entre proprie´te´s combinatoires de la structure
relationnelle et proprie´te´s alge´briques de l’alge`bre d’aˆge. Par exemple, Maurice Pouzet a de´-
montre´, suite a` une conjecture de Peter Cameron [Cam97] dans le cadre des groupes, que
l’alge`bre d’aˆge est essentiellement toujours inte`gre [Pou08]. Il s’ensuit alors, meˆme si cela
n’est pas la de´monstration la plus courte, que le profil est une fonction non de´croissante.
3.3. De´composition monomorphe finie. Nous nous inte´ressons principalement a` un
nouveau cadre, celui des structures relationnelles admettant une de´composition monomorphe
finie. Cette condition est suffisamment large pour couvrir la plupart des exemples mentionne´s
ci-dessus (sont exclus l’alge`bre des arbres ainsi que les fonctions quasi-syme´triques et leurs
variantes sur un alphabet infini, car leur croissance est exponentielle). Dans ce cas :
Proposition 3.1 (Pouzet, T. [PT05, PT08b]). Soit R une structure relationnelle admet-
tant une de´composition monomorphe finie. Alors, l’alge`bre d’aˆge Q.A(R) se plonge dans les
polynoˆmes en un nombre fini de variables (ou un quotient trivial de ceux-ci).
Notre premier re´sultat principal donne des informations tre`s pre´cises sur le profil.
The´ore`me 3.2 (Pouzet, T. [PT05, PT08a, PT08b]). Soit R une structure relationnelle
admettant une de´composition monomorphe finie avec k composantes infinies. Alors, l’aˆge est
un langage rationnel, et le profil de la relation est une fraction rationnelle de la forme suivante :
(2)
P (Z)
(1− Z) · · · (1− Zk)
,
avec P ∈ Z[Z] et P (1) 6= 0. En particulier ϕR(n) ≈ n
k−1.
Ce the´ore`me confirme en particulier la conjecture 1.1 dans ce cadre.
Le re´sultat pre´ce´dent serait essentiellement trivial si l’alge`bre d’aˆge e´tait toujours finiment
engendre´e. C’est loin d’eˆtre le cas, et notre deuxie`me re´sultat principal est une caracte´risation
combinatoire de ce fait.
The´ore`me 3.3 (Pouzet, T. [PT05, PT08a, PT08b]). Soit R une structure relationnelle
admettant une de´composition monomorphe finie. Alors, l’alge`bre d’aˆge est finiment engendre´e
si et seulement si la de´composition monomorphe est re´cursivement minimale. Dans ce cas,
l’alge`bre est un module de type fini sur une sous-alge`bre jouant un roˆle similaire a` celle des
polynoˆmes syme´triques.
Plus ge´ne´ralement, notre objectif est d’e´tudier jusqu’a` quel point il est possible de ge´ne´ra-
liser chacun des the´ore`mes et outils que j’ai utilise´s en the´orie des invariants (voir table 1).
Les de´monstrations reposent essentiellement sur des ge´ne´ralisations des techniques d’al-
ge`bres de Stanley-Reisner utilise´es dans [GS84, Thi00a] pour e´tudier les invariants de groupes
de permutations, sur les ordres d’e´limination et sur la the´orie de Ramsey.
Cette recherche est base´e sur l’exploration d’une multitude d’exemples. C’est toute la
richesse des structures relationnelles : il y a une grande souplesse et, selon les contraintes que
l’on se fixe, on peut construire toutes sortes d’exemples exotiques. Le prix a` payer est qu’il n’y
a pas de bonne structure de donne´es ge´ne´rique pour repre´senter une structure relationnelle ;
en dehors de cas particuliers, le calcul sur machine est impuissant. De ce fait, en dehors de
quelques calculs e´le´mentaires de se´ries, l’exploration a e´te´ re´alise´e entie`rement au tableau noir.
3.4. Perspectives. Une des approches favorites du Phalanste`re est de re´aliser les alge`bres
de Hopf e´tudie´es comme quotients ou sous-alge`bres de l’alge`bre des mots non-commutatifs.
La combinatoire sous-jacente devient alors habituellement simple, ce qui permet de donner
des de´monstrations e´le´mentaires de la plupart des proprie´te´s alge´briques. Cette approche se
comple`te bien avec l’approche ope´radique de Jean-Louis Loday consistant en particulier a`
casser les ope´rations (produit, coproduits) en plusieurs sous-ope´rations (alge`bre dendriforme
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ou tridendriforme), de fac¸on a` faire apparaˆıtre les alge`bres comme provenant de l’action d’une
ope´rade libre sur un petit nombre de ge´ne´rateurs.
Nous essayons avec Jean-Christophe Novelli d’appliquer ces deux approches a` l’alge`bre des
arbres planaires de Lothar Gerritzen [DG04, Ger04a, Ger04b] ; cet exemple est inte´ressant,
car il est a` la fois combinatoirement tre`s proche des noˆtres (j’ai montre´ que la base de cette
alge`bre est en bijection naturelle avec le quotient des fonctions de parking par les relations
hypoplaxiques), tout en ayant des proprie´te´s alge´briques singulie`res (le seul coproduit connu
n’est pas coassociatif). La re´alisation que j’ai de´ja` obtenue en terme d’alge`bre d’aˆge (autrement
dit sur les ensembles) semble un bon premier pas vers cette re´alisation sur les mots.
Cela me`ne naturellement a` des questions sur les alge`bres d’aˆge, et en tout premier : quelles
conditions doit-on imposer sur la structure relationnelle pour pouvoir de´finir naturellement un
coproduit coassociatif sur l’alge`bre d’un aˆge, et en faire ainsi une alge`bre de Hopf ?
Un autre proble`me ouvert important, et difficile, est de caracte´riser sous quelles conditions
ces alge`bres sont de Cohen-Macaulay. En effet, s’il est connu depuis longtemps que les inva-
riants de groupes de permutations sont de Cohen-Macaulay en toute caracte´ristique, la de´mons-
tration pour les polynoˆmes quasi-syme´triques, meˆme sur les rationnels, est re´cente [GW03].
Existe-t-il une explication unifie´e a` ces deux phe´nome`nes au niveau de la combinatoire des
structures relationnelles ?
3
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Cohen-
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SAGBI
finie
|X | <∞ P (Z)
←∈Z[Z]
(1−Z)···(1−Z|X∞|)
jamaisa =∞a ≤ |X∞| non
b nonb nonb
Optimalement he´re´ditaire P (Z)
←∈Z[Z]
(1−Z)···(1−Z|X∞|)
oui <∞ |X∞| presque non
b nonb
Formes pre´serve´es P (Z)
←∈Z[Z]
(1−Z)···(1−Z|X∞|)
oui <∞ |X∞| oui non
b nonb
Polynoˆmes r-quasi-
syme´triques [Hiv04]
P (Z) ←∈N[Z]
(1−Z)···(1−Z|X|)
oui ≤ |X|(|X|+2r−1)2 |X | oui oui non
Invariants d’un groupoide
de permutations G
G ≀SN
P (Z) ←∈Z[Z]
(1−Z)···(1−Z|X|)
oui ≤ |X|(|X|+1)2 |X | oui non
b jamaisa
Exemple non Cohen-
Macaulay
〈1 7→ 2〉 ≀SN
1+Z2+Z3−Z4
(1−Z)2(1−Z2) oui 2 |X | oui non non
Polynoˆmes quasi-
syme´triques [Ges84]
Inc ≀SN
P (Z) ←∈N[Z]
(1−Z)···(1−Z|X|)
oui ≤ |X|(|X|+1)2 |X | oui oui [GW03] non
Invariants d’un groupe
de permutations G
G ≀SN
P (Z) ←∈∈N[Z]
(1−Z)···(1−Z|X|)
oui ≤ |X|(|X|−1)2 |X | oui oui
jamaisa
[TT04]
Polynoˆmes syme´triques Sn ≀SN
1
(1−Z)···(1−Z|X|)
oui |X | |X | oui oui oui
Polynoˆmes id ≀SN
(1+Z)···(1+Z+···+Z|X|)
(1−Z)···(1−Z|X|)
oui 1 |X | oui oui oui
Table 1. Synthe`se de nos re´sultats sur les alge`bres d’aˆge
a. sauf mention contraire explicite dessous
b. Ici, ”non” signifie ”pas toujours” : il y a des exemples et des contre-exemples

CHAPITRE 2
Combinatoire pour la the´orie des repre´sentations
« Make everything as simple as possible, but not simpler. »
Albert Einstein
Ce chapitre pre´sente mes travaux en the´orie des repre´sentations. Les objets en jeu sont
les tours d’alge`bres de dimension finie, les groupes de Coxeter ou de Weyl et leurs alge`bres
de Hecke (affine), les alge`bres de Hopf et groupes quantiques. Le leitmotiv est la recherche
de mode`les combinatoires simples (mais cependant riches !) pour de´crire ces structures alge´-
briques et leur repre´sentations : tableaux, syste`mes de racines, mode`les d’alcoˆves, et graphes
de modules combinatoires et en particulier graphes cristallins. Le pari est que la plupart des
proble`mes (mais pas tous !) ne sont difficiles qu’en apparence ; la clef est alors de trouver le
bon point de vue, le bon mode`le dans lequel la de´monstration devient courte et e´le´mentaire.
Ces mode`les permettent aussi une description constructive, voire effective, des structures alge´-
briques, permettant leur exploration informatique. En retour, l’exploration informatique joue
un roˆle inestimable pour essayer rapidement de nombreux points de vue, jusqu’a` trouver le
bon.
1. Alge`bres de Hecke groupes
Cette section pre´sente le sujet central de mes recherches en the´orie des repre´sentations :
l’alge`bre de Hecke groupe d’un groupe de Coxeter, obtenue par recollement de son alge`bre de
groupe et sa 0-alge`bre de Hecke. Comme je l’ai mentionne´ dans l’introduction, l’inte´reˆt que j’ai
porte´ a` cette alge`bre avec mes collaborateurs avait une double motivation : comprendre les liens
entre les repre´sentations de la 0-alge`bre de Hecke et de l’alge`bre de Hecke affine sugge´re´s par
la combinatoire sous-jacente commune des classes de descentes (proble`me 2.1), et construire
de nouveaux exemples d’alge`bres (si possible de Hopf) comme groupes de Grothendieck des
caracte`res de tours d’alge`bres. A` cela se rajoutait la curiosite´ devant l’existence d’une structure
tre`s riche la` ou` nous ne l’attendions pas force´ment. Enfin, c’e´tait l’occasion pour moi de
comprendre en profondeur des outils (syste`mes de racines, alge`bres de Hecke affines) qui me
seront utiles pour d’autres projets.
1.1. Alge`bre de Hecke groupe d’un groupe de Coxeter. Commenc¸ons par quelques
pre´liminaires pour de´finir l’alge`bre de Hecke groupe d’un groupe de Coxeter W . Notons (si)i∈S
les re´flexions simples de W , et w0 son e´le´ment maximal (lorsque W est fini). On re´alise la
repre´sentation re´gulie`re a` droite de W en faisant agir les ope´rateurs si sur l’espace vectoriel
CW par w.si := wsi
1. De la sorte, on voit C[W ] comme sous-alge`bre de End(CW ). De meˆme,
la 0-alge`bre de Hecke peut eˆtre re´alise´e comme la sous-alge`bre de End(CW ) engendre´e par
les ope´rateurs πi de´finis par w.πi := wsi si i n’est pas une descente de w, et w.πi = w sinon.
Une variante serait de prendre les ope´rateurs πi qui suppriment des descentes. Les ope´rateurs
πi satisfont les relations de tresse et sont des projecteurs. Ils engendrent un mono¨ıde de taille
|W | qui forme une base de la 0-alge`bre de Hecke.
En type A, les ope´rateurs si agissent par transposition sur les positions, tandis que les
ope´rateurs πi et πi peuvent eˆtre interpre´te´s respectivement comme ope´rateurs e´le´mentaires
1. La plupart des actions e´tant ici a` droite, le produit fg de deux ope´rateurs f et g de´note sa composition
de gauche a` droite, de sorte que x.fg = (x.f).g.
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d’antitri et de tri a` bulle :
(3)
13854627 13854627 13854627
18354267 18354627 13854267
13854627 18354627 13854267
s2 s6 π2 π6 π2 π6
s2 s6 π2 π6 π2 π6
De manie`re ge´ne´rale, l’alge`bre de (Iwahori)-Hecke ge´ne´rique H(W )(q1, q2), engendre´e par
des ope´rateurs Ti satisfaisant les relations de tresses ainsi que la relation quadratique (Ti −
q1)(Ti − q2) = 0, peut eˆtre construite par interpolation par : Ti := (q1 + q2)πi − q1si.
De la sorte, on a re´alise´ simultane´ment sur le meˆme espace les repre´sentations re´gulie`res a`
droite de toutes les alge`bres de Hecke de W , ce qui permet de les recoller.
De´finition 1.1 (Alge`bre de Hecke groupe [HT08]). L’alge`bre de Hecke groupe est la sous-
alge`bre de End(CW ) engendre´e par les ope´rateurs si et πi, pour i dans S.
Cette de´finition originelle n’est pas tre`s informative. Elle a cependant le me´rite de per-
mettre quelques calculs sur machine. Ceux-ci suivis d’une recherche sur l’encyclope´die des
suites d’entiers [Se03] sugge`rent une combinatoire sous-jacente forte : la dimension de cette
alge`bre compterait le nombre de paires d’e´le´ments de W sans descentes communes (suite
A000275 en type A : 1, 3, 19, 211, . . .), tandis que la dimension du quotient semi-simple par
le radical serait donne´e par la somme des carre´s des tailles des classes de descentes (suite
A060350 : 1, 2, 10, 88, . . .).
Afin de de´montrer ces proprie´te´s, nous avons besoin d’une description plus conceptuelle de
cette alge`bre. Commenc¸ons par le rang 1. On montre facilement que la sous-alge`bre parabolique
C[πi, πi, si] de HW est de dimension 3 et que les relations sont donne´es par :
(4)
siπi = πi , siπi = πi ,
πiπi = πi , πiπi = πi ,
πisi = πi , πisi = πi ,
πi + πi = 1 + si .
En particulier, on peut prendre comme ge´ne´rateurs n’importe quel choix de deux ope´rateurs
dans {πi, πi, si}. De plus, on peut prendre {1, si, πi} comme base. Enfin, on note que la droite
〈1− si〉 de CW est stabilise´e par l’action de l’alge`bre.
Notre premier re´sultat est une ge´ne´ralisation de ces remarques, qui, comme pre´vu, fait
intervenir les classes de descentes
The´ore`me 1.2 (H.,T. [HT08]). Une base de HW est donne´e par
{wπw′ | w,w
′ ∈ W et DR(w) ∩ DL(w
′) = ∅} ,
ou` DL(w) et DR(w) de´signent respectivement l’ensemble des descentes a` gauche et a` droite
d’un e´le´ment w de W .
HW est l’alge`bre des ope´rateurs de End(CW ) pre´servant les antisyme´tries a` gauche. Sa
transpose´e HW ∗ est l’alge`bre des ope´rateurs de End(CW ) pre´servant les syme´tries a` gauche.
La forme de la base sugge`re une de´monstration par re`gle de redressement. De fait, nous
avons une conjecture sur les relations de cette alge`bre, mais nous n’avons pas de preuve de
terminaison pour le syste`me de re´e´criture associe´ (mais cela a-t-il un inte´reˆt ?).
En fait, ce the´ore`me donne avant tout une de´finition alternative plus conceptuelle de l’al-
ge`bre HW . C’est la de´couverte de cette de´finition, via l’exploration informatique, qui a permis
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de progresser. La de´monstration du the´ore`me dans sa globalite´ est en effet e´le´mentaire, graˆce
a` deux proprie´te´s de triangularite´ en dualite´ : l’une du coˆte´ de la base, et l’autre du coˆte´ des
relations line´aires impose´es par la pre´servation des antisyme´tries.
Cela illustre une ide´e che`re a` Alain Lascoux : e´tudier une alge`bre via ses repre´sentations
concre`tes comme alge`bre d’ope´rateurs plutoˆt que via une pre´sentation par ge´ne´rateurs et
relations.
1.2. The´orie des repre´sentations. Une fois trouve´e la bonne description de l’alge`bre
de Hecke groupe HW , les suggestions de l’exploration informatique permettent de de´rouler sa
the´orie des repre´sentations ; cette the´orie est tre`s uniforme et comple`tement inde´pendante du
type.
E´tant donne´ un sous-ensemble I de S, notons
PI := {v ∈ CW | siv = −v, ∀i ∈ I}
le sous-espace des vecteurs de CW antisyme´triques a` gauche pour tout i dans I. Par construc-
tion, PI est un module pour HW . Sa dimension est donne´e par la taille de la classe de descente
I
SW |. Par inclusion, la famille (PI)I⊂S forme un treillis de modules pour HW anti-isomorphe
au treillis boole´en (I ⊂ J =⇒ PJ ⊂ PI).
Il est utile pour la suite de choisir une base de CW compatible par restriction avec chaque
PI . On peut prendre par exemple :
vw :=
∑
w′∈WS\DL(w)
(−1)l(w
′)w′w | w ∈ W

 ,
qui a le bon nombre de vecteurs avec les bonnes antisyme´tries. Pour eˆtre snob, on pourrait
aussi prendre la base de Kazhdan-Lusztig.
Proposition 1.3 (H.T. [HT08]). Une base de HW est donne´e par {ew,w′ | DL(w) ⊂ DL(w
′)},
ou` les ew,w′ de´notent les unite´s matricielles de End(CW ) vis-a`-vis de la base vw.
Cette proposition re´alise l’alge`bre de Hecke groupe comme alge`bre d’un digraphe. Rappelons
que l’alge`bre d’un digraphe g est l’alge`bre dont la base {ve,f} est indexe´e par les couples e, f
de sommets de g tels qu’il existe un chemin de e a` f , et dont le produit est donne´ par
ve,fve′,f ′ = δf,e′ve,f ′. C’est le quotient naturel de l’alge`bre des chemins lorsque l’on ne conserve
que l’information sur les extre´mite´s des chemins.
Le the´ore`me suivant, de´crivant la the´orie des repre´sentations de l’alge`bre de Hecke groupe
HW , est essentiellement un corollaire de la proposition 1.3.
The´ore`me 1.4 (Hivert, T. [HT08]).
(i) La famille (ew,w) forme une de´composition maximale de l’identite´ en idempotents ortho-
gonaux ;
(ii) L’alge`bre HW est Morita e´quivalente a` l’alge`bre du treillis boole´en ;
(iii) Les PI sont les modules projectifs inde´composables ;
(iv) Les modules simples sont obtenus par quotient des modules projectifs SI := PI /
∑
J⊃I PJ ;
leurs e´le´ments sont anti-syme´triques a` gauche pour i ∈ I et syme´triques a` gauche pour
i /∈ I.
Par restriction, ils donnent exactement :
– Les repre´sentations de Young de forme ruban de W ;
– Les modules projectifs de H(W )(0).
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En type A, on peut calculer explicitement les re`gles d’induction et de restriction pour la
tour d’alge`bre (HSn)n. Les structures d’alge`bres et de coge`bres correspondantes sur groupes
de Grothendieck obtenus redonnent des bases connues et des nouvelles bases des fonctions
syme´triques non commutatives. Cependant ces structures d’alge`bres et de coge`bres ne sont pas
compatibles, de sorte que l’on obtient pas de nouvelle alge`bre de Hopf comme nous l’espe´rions
a` l’origine [HT08].
1.3. Alge`bres de Hecke groupe et alge`bres de Hecke affines. Le dernier point du
the´ore`me 1.4 e´tablit un lien clair entre les repre´sentations de l’alge`bre de Hecke groupe, et
celles de la 0-alge`bre de Hecke. Pour clore le proble`me 2.1, il reste a` e´tablir un lien entre
l’alge`bre de Hecke groupe et l’alge`bre de Hecke affine. C’est l’objet du re´sultat suivant : une
description alternative, dans le cas des groupes de Weyl, de l’alge`bre de Hecke groupe comme
quotient naturel de l’alge`bre de Hecke affine. Il s’ensuit que les modules simples de l’alge`bre de
Hecke groupe sont aussi les modules simples de la spe´cialisation centrale principale de l’alge`bre
de Hecke affine.
The´ore`me 1.5. Soit W un groupe de Weyl affine (e´ventuellement tordu), et W˚ le groupe
de Weyl classique associe´. Soit cl : H(W )(q1, q2) → HW˚ le morphisme de´fini par l’action de
niveau ze´ro de W sur W˚ . Supposons que q1, q2 6= 0 et que q := −
q1
q2
n’est pas une racine k-ie`me
de l’unite´ avec k ≤ 2 ht(θ∨)). Alors, le morphisme cl est surjectif et fait de l’alge`bre de Hecke
groupe HW˚ un quotient de l’alge`bre de Hecke affine H(W )(q1, q2).
De plus, le morphisme cl factorise par la spe´cialisation centrale principale de l’alge`bre de
Hecke affine.
La signification de l’action de niveau ze´ro sera pre´cise´e plus loin ; quant a` la borne ht(θ∨),
nous nous contenterons de pre´ciser qu’elle est line´aire en le rang deW avec une petite constante.
Par ailleurs, le roˆle particulier des racines de l’unite´ n’est pas surprenant dans le contexte des
alge`bres de Hecke.
La de´monstration de ce the´ore`me pour q ge´ne´rique repose sur un lemme combinatoire que
nous allons d’abord pre´senter en type A. L’identification ulte´rieure de la repre´sentation de
niveau ze´ro avec une certaine repre´sentation calibre´e de se´rie principale permet de re´duire aux
petites racines de l’unite´ les valeurs de q exceptionnelles.
1.3.1. Type A : transitivite´ du tri a` bulle circulaire. Nous avons vu que les ope´rateurs πi
agissent par antitri a` bulle e´le´mentaire. En particulier, partant d’une permutation quelconque,
par exemple 51432, on peut par tri a` bulle la transformer en la permutation maximale 54321.
Cela revient a` descendre dans le permutohe`dre. Par contre, l’ope´ration inverse est impossible ;
on ne peut pas remonter.
E´crivons maintenant la permutation 54321 sur un cercle :
5
4
32
1
Cela introduit naturellement une nouvelle position ou` l’on peut agir, entre la dernie`re lettre
et la premie`re. Y appliquant la meˆme re`gle que pour les autres positions, nous obtenons :
1
4
32
5
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Notons donc π0 l’ope´rateur correspondant. Il est clair que l’action de π0 tend a` faire remonter
les permutations dans le permutohe`dre. Peut-on toujours remonter comple`tement ?
Lemme 1.6 (H.T. 2005 [HST09]). Les ope´rateurs π0, . . . , πn−1 agissent transitivement sur
le groupe syme´trique Sn.
La de´monstration de ce lemme repose sur un algorithme de tri a` bulle circulaire re´cursif 2.
1.3.2. Application du lemme combinatoire en type A. Quel rapport avec l’alge`bre de Hecke
groupe ? Les ope´rateurs π0, . . . , πn agissant sur Sn satisfont les relations de la 0-alge`bre de
Hecke affine H˜n(0), dont le diagramme de Dynkin est un cercle. Ils de´finissent en fait un
morphisme cl de H˜n(0) dans l’alge`bre de Hecke groupe. Ce morphisme est-il surjectif ? L’alge`bre
de Hecke groupe agissant transitivement sur Sn, le lemme 1.6 est une condition ne´cessaire.
Nous avons montre´, via la construction d’une base triangulaire approprie´e de HSn, qu’elle est
en fait suffisante.
The´ore`me 1.7 (H.T. 2005 [HST09]). L’action des ope´rateurs π0, . . . , πn sur Sn de´finit un
morphisme surjectif de la 0-alge`bre de Hecke affine H˜n(0) sur l’alge`bre de Hecke groupe HSn.
De ce fait, le morphisme de la q-alge`bre de Hecke affine H˜n(q) dans l’alge`bre de Hecke
groupe HSn de´fini par interpolation naturelle est surjectif pour q suffisamment ge´ne´rique.
1.3.3. Cadre ge´ome´trique. L’action des ope´rateurs π0, . . . , πn en type A a un pendant ge´o-
me´trique qui permet de la de´finir pour tout type. Soit W un groupe de Weyl. Il est commode
de travailler dans l’espace des copoids h. A` chaque racine α est associe´e une coracine α∨ ∈ h et
un hyperplan Hα ⊂ h qui coupe h en deux demi-espaces H
+
α et H
−
α . La coracine et l’hyperplan
de´finissent une re´flexion sα. Ils de´finissent aussi une projection demi-line´aire πα qui fixe H
−,
et envoie H+ sur H− par la re´flexion sα. Fixons un choix de racines simples αi. A` chaque
chambre de l’arrangement d’hyperplans est associe´ naturellement un e´le´ment de W , de telle
sorte que l’action des ope´rateurs si := sαi et πi := παi sur les chambres est cohe´rente avec
l’action combinatoire de ces meˆmes ope´rateurs sur W .
h0
h1ρ∨
01
Hα1,0 = Hα1 Hα1,1 = Hα0
Hα1,−2
Hα1,−1
Hα1,2
Hα1,3
s0(C) C s1(C)
s0s1(A) s0(A) A s1(A) s1s0(A)
+- +- +- +-
Λ∨0 Λ
∨
1
α∨0 α
∨
1
Figure 6. Re´alisation du mode`le d’alcoˆves au niveau 1 de l’espace hZ des co-
poids en type A
(1)
1
Supposons maintenant que W soit un groupe de Weyl affine. De ce fait, les coracines sont
toutes dans un meˆme hyperplan h0 (voir figure 6 pour le type A
(1)
1 ). Cet hyperplan n’a qu’un
nombre fini de chambres, qui sont en correspondance avec un groupe de Weyl classique W˚ .
L’action cl du groupe de Weyl affine W sur W˚ est appele´e usuellement action de niveau ze´ro
(en re´fe´rence au niveau ℓ des hyperplans affines hℓ paralle`les a` h0). L’image cl(W ) de W par
l’action est simplement le groupe classique W˚ .
2. voir http://inst-mat.utalca.cl/fpsac2008/talks/Hivert-Schilling-Thiery.pdf pour une ani-
mation expliquant son fonctionnement
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Cette meˆme construction ge´ome´trique de´finit aussi une action de niveau ze´ro des ope´ra-
teurs π0, . . . , πn de la 0-alge`bre de Hecke H(W )(0) sur le groupe de Weyl classique W˚ . Mais
contrairement a` ce qui se passe pour le groupe, cl(H(W )(0)) est plus gros que H(W˚ )(0), car
l’ope´rateur π0 ne s’exprime pas en fonction de π1, . . . , πn. La de´ge´ne´rescence de l’alge`bre de
Hecke affine via l’action de niveau ze´ro est non triviale.
On retrouve alors le meˆme lemme combinatoire qu’en type A.
The´ore`me 1.8 (S. T. 2008 [HST09]). Les ope´rateurs π0, . . . , πn agissent transitivement sur
le groupe de Weyl classique W˚ .
Nous avons donne´ au cas par cas des algorithmes re´cursifs de tri-antitri pour les types clas-
siques dans le meˆme esprit qu’en type A. Nous avons aussi ve´rifie´ sur ordinateur, pour tous les
types exceptionnels, l’existence d’un algorithme utilisant le meˆme sche´ma de re´currence. Pour
E7 et E8, il a fallu utiliser astucieusement la structure des classes a` droite ; ve´rifier directement
la forte connexite´ du graphe de l’action des ope´rateurs n’e´tait e´videmment pas souhaitable (696
729 600 sommets). Enfin, nous avons donne´ une de´monstration ge´ome´trique inde´pendante du
type. Les ide´es sous-jacentes s’inspirent de notes prive´es de Kashiwara [Kas08] sur les repre´-
sentations de dimensions finies des groupes quantiques, re´interpre´te´es dans le contexte des
chemins d’alcoˆves. La figure 7 illustre cette de´monstration pour tous les groupes de Weyl de
rang 2.
On re´obtient comme conse´quence de ce the´ore`me un fait connu de Kashiwara :
Corollaire 1.9. Les graphes cristallins affines finis (tels que ceux e´tudie´s plus loin dans la
section 2) sont fortement connexes.
1.3.4. Repre´sentations de se´rie principale de l’alge`bre de Hecke affine. La fin de la de´-
monstration du the´ore`me 1.5, pour q ge´ne´rique, est une ge´ne´ralisation directe du type A. Pour
re´duire aux petites racines de l’unite´ les valeurs de q exceptionnelles, nous avons utilise´, sur la
suggestion d’Arun Ram, une autre approche.
Le point de de´part est que w0 dans CW˚ est un vecteur propre pour le tore commutatif
C[Y αi] de l’alge`bre de Hecke affine engendre´ par les ope´rateurs de Cherednic Y αi . On peut
alors utiliser une construction classique, due elle aussi a` Cherednic, qui permet de construire
de nouveaux vecteurs propres graˆce aux ope´rateurs d’entrelacement τi (des de´formations des
Ti qui commutent presque avec les Yj). Cela revient a` utiliser un graphe de Yang-Baxter pour
un bon choix de parame`tres spectraux (voir [Las03, section 10.7]).
Nous avons alors montre´ que, lorsque q n’est pas une petite racine de l’unite´, les valeurs
propres sont suffisamment diffe´rentes (repre´sentation calibre´e) pour garantir que l’on a diago-
nalise´ simultane´ment l’action des Yi sur CW . Plus pre´cise´ment, la repre´sentation de niveau
ze´ro de l’alge`bre de Hecke affine est un cas particulier de repre´sentation de se´rie principale
M(t) (voir par exemple [Ram03, section 2.5]), pour le caracte`re t : Y λ
∨
7→ q− ht(λ
∨). La ve´rifi-
cation de la surjectivite´ du morphisme cl se fait alors graˆce a` un simple calcul de dimension ;
celui-ci relie le nombre de vecteurs propres ou` s’annulent les ope´rateurs τ 2i avec la combinatoire
des descentes de W˚ .
1.4. Exploration informatique. Dans cette recherche, l’ordinateur a e´te´ principalement
un outil d’exploration : ou` y a-t-il de la structure ? Quelles conjectures faire ? Sur quelles
proprie´te´s s’appuyer ? Quel est le bon point de vue ? Par exemple, la ve´rification de l’existence
d’un algorithme de tri-antitri re´cursif pour tous les types exceptionnels a fortement motive´
la recherche d’une de´monstration ge´ome´trique. Au final, la plupart des de´monstrations sont
e´le´mentaires. Par exemple, il n’est pas difficile de de´rouler la the´orie des repre´sentations de
l’alge`bre de Hecke groupe, une fois que l’on a vu que la combinatoire sous-jacente est celle des
descentes dans le groupe de Coxeter. Ce travail a e´te´ aussi pour moi l’occasion, et c’e´tait l’un
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2 1
1 2
2 1
0 0
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21 12
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12 21
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2 1
1 2
0
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0
0
0
1
w0
2 1
1 2
2 1
1 2
0
2 1
0
0
1 2
0
0
0
α∨0
α∨1
α∨2
α∨0
α∨1
α∨2
α∨0
α∨1
α∨2
α∨0
α∨1
α∨2
α∨0
α∨1
α∨2
α∨0
α∨1
α∨2
0
1 2 0 1 2 0 1 2
3
A˜2 = A
(1)
2 C˜2 = C
(1)
2 G˜2 = G
(1)
2
En haut : Graphe de l’action de niveau ze´ro de π0, π1, . . . , πn sur le groupe de Weyl classique
W˚ (notation par permutations signe´es avec 2 := −2).
Milieu : Les alcoˆves dans l’espace ambiant, avec un plus court chemin d’alcoˆve descendant
depuis une alcoˆve w(A) dans la chambre dominante telle que cl(w) = w0 jusqu’a` l’alcoˆve
fondamentale A.
En bas : Le graphe du haut peut eˆtre re´alise´ ge´ome´triquement par le tore de Steinberg, quo-
tient des alcoˆves par les translations, ou de manie`re e´quivalente par identification des faces
oppose´es du polygone fondamental. Le chemin d’alcoˆve de la figure du milieu devient alors un
chemin de retour depuis la chambre anti-dominante w0(A) vers la chambre dominante A.
Figure 7. Transitivite´ de l’action de niveau ze´ro de la 0-alge`bre de Hecke affine
H(W )(0) sur le groupe de Weyl classique W˚ .
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des objectifs, de comprendre et d’implanter les syste`mes de racines, groupes de Coxeter et de
Weyl. Des outils pre´existaient pour les premiers, principalement dans le cas fini, par exemple
dans GAP ou Maple. L’algorithmique en est fortement inspire´e. La conception en revanche est
comple`tement nouvelle. Elle permet de manipuler simultane´ment et de manie`re naturelle les
diffe´rentes re´alisations classiques du re´seau des racines ou des poids. De plus, la majorite´ du
code est comple`tement ge´ne´rique ; il ne de´pend que des donne´es de la matrice de Cartan. De
ce fait, il s’applique aussi, lorsque cela fait sens, aux cas affine ou de Kac-Moody, et a` terme
au cas non cristallographique. Cela a fourni une base solide pour l’implantation des cristaux,
chemins d’alcoˆves et alge`bres de Hecke affines.
1.5. Perspectives. La structure riche de l’alge`bre de Hecke groupe est maintenant bien
comprise. L’existence de trois de´finitions e´quivalentes (par ge´ne´rateurs, comme alge`bre d’ope´-
rateurs pre´servant certaines (anti)syme´tries, par quotient de l’alge`bre de Hecke affine) en fait
un objet naturel, qui e´claire les liens entres les repre´sentations de la 0-alge`bre de Hecke et de
l’alge`bre de Hecke affine. En dehors de cela, est-elle utile ? Nous pensons qu’elle est susceptible
de fournir un mode`le combinatoire simple (via les classes de descentes de W˚ ) pour mieux com-
prendre certaines repre´sentations de dimension |W˚ | de l’alge`bre de Hecke affine (coinvariants,
harmoniques pour l’alge`bre de Steenrod, etc.).
Nous pre´sentons ici plusieurs projets de recherche en cours qui dans cette direction, ou
tendent a` ge´ne´raliser la structure de l’alge`bre de Hecke groupe a` des alge`bres et mono¨ıdes
proches.
1.5.1. Alge`bres de Hecke affines aux racines de l’unite´. L’e´nonce´ du the´ore`me 1.5 soule`ve
imme´diatement le proble`me suivant.
Proble`me 1.10. De´terminer l’ensemble des racines de l’unite´ q pour lesquelles le morphisme
cl : H(W )(q) 7→ HW˚ n’est pas surjectif.
Au printemps dernier, j’ai donne´ l’exploration informatique de ce proble`me comme sujet
de Master 2 a` Nicolas Borie. Les calculs sont lourds ; par exemple, traiter Sn ne´cessite de
faire de l’alge`bre line´aire sur des vecteurs qui sont des matrices n! × n!, le tout sur une
extension alge´brique des rationnels. L’essentiel de son travail a e´te´ d’e´laborer des strate´gies
mathe´matiques pour exploiter au mieux les re´sultats partiels.
A` l’instant, il semble que la borne du the´ore`me 1.5 soit assez pre´cise : la plupart des petites
racines de l’unite´, mais pas toutes, semblent donner lieu a` un morphisme non surjectif. C’est
en particulier toujours le cas pour q = −1. Paralle`lement au sujet principal de the`se que je
lui ai confie´, Nicolas Borie va continuer a` e´tudier ce proble`me. La re´solution de difficulte´s
techniques dans Sage devrait permettre de mener les calculs suffisamment loin pour e´tablir
une conjecture exacte. D’un autre coˆte´, le cas q = −1 doit pouvoir eˆtre de´montre´, et cela
devrait donner une ide´e plus fine de la difficulte´ du cas ge´ne´ral.
1.5.2. Mono¨ıde des fonctions de´croissantes de type C. Lorsque nous avions e´tudie´ la the´orie
des repre´sentations de HSn, nous disposions depuis peu d’un outil, mis au point par Florent
Hivert, calculant automatiquement la the´orie des repre´sentations des premiers e´tages d’une
tour d’alge`bres. Pour expe´rimenter, nous avions alors conside´re´ quelques tours d’alge`bres jouets
comme l’alge`bre C[NDFn] (resp. C[NDPFn]) du mono¨ıde des fonctions (resp. fonctions de
parking) croissantes. A` notre grande surprise, celles-ci se sont naturellement inte´gre´es dans un
diagramme. Cela nous a permis de de´finir des repre´sentations de (HSn)n et (Hn(q))n sur les
puissances exte´rieures de la repre´sentation naturelle, et de retrouver comme cas particulier la
tour d’alge`bres de Temperley-Lieb (TLn)n :
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(5)
Hn(−1)


%

++
Hn(0)


%

,,
Hn(1) = C[Sn]


#

,,
Hn(q)




// HSn


TLn 
y
22C[NDPFn]  z 22C[Sn] 	
∧
Cn  { 22Hn(q) 	
∧
Cn


// C[NDFn]
Avec Tom Denton, doctorant a` UC Davis sous la direction de Anne Schilling, nous essayons
actuellement de ge´ne´raliser ce sche´ma a` d’autres types. Cela a de´ja` fait apparaˆıtre des fonctions
de parking croissantes signe´es de type C, dont le mono¨ıde est auto-injectif, et dont la dimension
semble eˆtre donne´e par la suite A086618 de l’encyclope´die des suites d’entiers [Se03].
1.5.3. Mono¨ıde des ope´rateurs de tri-antitri. Avec Anne Schilling, Jean-Christophe No-
velli et Florent Hivert, nous avons entrepris l’e´tude du mono¨ıde M(W ) = 〈πi, πi〉 (et non
de l’alge`bre) engendre´ par les ope´rateurs πi et πi. A` cela deux motivations. D’une part, Phi-
lippe Gaucher nous a contacte´s apre`s eˆtre avoir reconnu dans [HT08] les premiers termes
de la suite |M(Sn)|. Selon lui, une meilleure compre´hension de ce mono¨ıde pourrait avoir
des applications dans la mode´lisation de processus concurrents par des me´thodes de topologie
alge´brique [Gau08].
D’autre part, il semblerait que ce mono¨ıde ait une structure intrinse`que, meˆme si sa taille
n’est pas connue. En effet, le calcul dans les petits cas de sa the´orie des repre´sentations
indique que les modules simples seraient indexe´s par les e´le´ments du groupe de Coxeter et
que, en type A, la somme des dimensions des modules simples serait donne´e par la suite
A006245 [Se03] qui compte les re´seaux de tris re´duits. Une compre´hension comple`te de sa
the´orie des repre´sentations devrait permettre d’obtenir une formule par sommation pour sa
taille |M(W )|. Elle pourrait aussi sugge´rer une description plus conceptuelle de ce mono¨ıde,
pre´requise pour mieux le comprendre.
1.5.4. Polynoˆmes de Macdonald non syme´triques. Les ope´rateurs d’entrelacement ont e´te´
originellement introduits pour construire les polynoˆmes de Macdonald non syme´triques, ces
derniers e´tant de´finis comme vecteurs propres simultane´s des ope´rateurs Y αi de Cherednick de
l’alge`bre de Hecke affine. Cela sugge`re bien entendu d’interpre´ter la base de vecteurs propres
de CW obtenus dans la section 1.3.4 comme polynoˆmes de Macdonald. Pour que cette interpre´-
tation soit naturelle, il faudrait, en type A, re´aliser CSn comme module quotient de l’alge`bre
des polynoˆmes sous l’action de l’alge`bre de Hecke affine par diffe´rences divise´es isobares. Il est
probable que cette premie`re e´tape de´coule directement de la construction de la repre´sentation
polynomiale de l’alge`bre de Hecke doublement affine (coinvariants).
Il reste a` comprendre comment agissent dans cette re´alisation les diffe´rents ope´rateurs de
l’alge`bre de Hecke groupe, a` commencer par les permutations, mais surtout T0. En effet, la
construction des polynoˆmes de Macdonald par ope´rateurs d’entrelacement τ1, . . . , τn ne donne
comme sous-produit qu’une description simple de l’action de T1, . . . , Tn sur les polynoˆmes de
Macdonald, mais pas de T0. En revanche, dans l’action de l’alge`bre de Hecke groupe sur CW ,
les ope´rateurs T0, T1, . . . , Tn jouent des roˆles tre`s syme´triques, et cela pourrait e´clairer le roˆle
de T0.
2. Ope´rateurs de promotion sur les graphes cristallins affines
En paralle`le avec notre travail sur les relations entre alge`bres de Hecke groupe et alge`bres de
Hecke affine, mon se´jour a` l’Universite´ de Californie a` Davis a e´te´ l’occasion d’une collaboration
avec Jason Bandlow et Anne Schilling sur les graphes cristallins. Ce sont des graphes oriente´s,
comme celui de la figure 8, qui ont e´te´ introduits en the´orie des repre´sentations par Masaki
Kashiwara afin d’encoder l’essentiel de la structure des modules pour les groupes quantiques
Uq(G) lorsque q tend vers 0. Ces graphes jouent en particulier un roˆle important en physique
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mathe´matique, en lien avec les mode`les inte´grables sur re´seaux (voir, par exemple [HKO+02]).
Les areˆtes indexe´es par i de´crivent l’action des ope´rateurs descendants fi, les ope´rateurs mon-
tants ei e´tant les inverses locaux.
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3
Figure 8. Le graphe cristallin de forme (2, 2) en type A4 ; une fle`che fi remplace
un i par un i + 1, selon une re`gle contrainte par la pre´servation des conditions
de croissance au sens large le long des lignes et au sens strict le long des colonnes
La the´orie pour les modules de plus haut poids (ce qui est toujours le cas lorsque G est
une alge`bre de Lie de dimension finie) est essentiellement comple`te : les modules posse`dent
toujours une base cristalline, on a des mode`les combinatoires (par exemple les tableaux en
type A, les chemins de Littlemann en d’autres types), ainsi qu’une caracte´risation locale com-
ple`te des graphes qui sont cristallins [Ste03]. En particulier, tout graphe cristallin B(λ) peut
eˆtre obtenu par produit tensoriel de graphes e´le´mentaires correspondant aux poids fondamen-
taux. En revanche, pour les alge`bres de Lie affine (ou plus ge´ne´ralement de Kac-Moody),
de nombreuses questions restent ouvertes comme : quels modules admettent une base cristal-
line, quels graphes sont cristallins, etc. Par exemple, une partie des travaux re´cents d’Anne
Schilling concerne la construction de mode`les combinatoires pour les modules Br,s de Kirillov-
Reshetikhin [FSS07, Sch08, OS08], qui sont en lien avec les mode`les inte´grables sur re´seaux
en physique mathe´matique, et semblent jouer le roˆle des graphes cristallins e´le´mentaires.
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Conjecture 2.1 (Kashiwara [Kas05, Introduction]). Tout bon cristal affine (i.e. provenant
d’un Uq(ŝln) module) de dimension finie est un produit tensoriel de cristaux de Kirillov-
Reshetikhin.
Notre travail va en direction de cette conjecture, en type A, sachant que jusqu’ici seul
le cas de ŝl2 a e´te´ valide´ par un re´sultat analogue de Chari et Pressley pour les Uq(ŝl2)-
modules [CP95].
En type affine A
(1)
n , il existe un mode`le combinatoire simple pour les graphes cristallins
des modules Br,s [Shi02]. On conside`re le graphe cristallin usuel B(sr) de type An et de
plus haut poids la partition (sr). Les sommets sont indexe´s par les tableaux semi-standard de
forme rectangle, sur l’alphabet (1, . . . , n+1). Pour i = 1, . . . , n, les ope´rateurs fi transforment
une lettre i en une lettre i + 1 et re´ciproquement pour les ope´rateurs ei. La re`gle exacte est
comple`tement contrainte par les conditions de croissance sur les tableaux semi-standard. Pour
e´tendre ce graphe en un graphe affine, il faut de´finir l’action des ope´rateurs f0. Pour cela, on
utilise la syme´trie en rotation du diagramme de Dynkin en type A
(1)
n (ici A
(5)
n ) :
0
51 2 3 4
Cette syme´trie se traduit combinatoirement par l’ope´rateur de promotion pr sur les tableaux
semi-standard, introduit par Schu¨tzenberger [Sch72] a` l’aide du jeu de taquin dans le cadre
ge´ne´ral des ordres partiels. Cela provient du fait que le jeu de taquin et les ope´rateurs cristallins
commutent. L’ope´rateur de promotion contraint comple`tement l’ope´ration affine f0 qui est
de´finie par f0 := pr
−1 ◦ f1 ◦ pr. L’ope´rateur de promotion est d’ordre n + 1 sur les tableaux
de forme λ si et seulement si λ est de forme rectangle [Hai92] ; cela explique le roˆle spe´cial de
ces formes.
Notre objectif est de ge´ne´raliser cela aux produits tensoriels.
Conjecture 2.2 (Bandlow, Schilling, T. [BST08]). Il existe un unique ope´rateur de promo-
tion, et donc une unique bonne structure affine de type A
(1)
n , sur les produits tensoriels de
graphes cristallins de type An et de forme rectangle.
Dans [BST08] nous de´montrons que cette conjecture est vraie pour un produit tensoriel
a` deux termes en type A
(1)
n pour n ≥ 2, ainsi que pour de nombreux exemples.
Notre de´monstration, passablement technique, repose principalement sur la combinatoire
des tableaux (jeu de taquin, etc.) avec une analyse fine de la structure du graphe cristallin
lorsque le nombre de lignes est petit et plusieurs inductions pour s’y ramener. L’existence
ne pose pas de proble`me. La difficulte´ est de garantir l’unicite´. D’une part, la de´finition de
bon graphe cristallin affine n’est pas encore comple`tement e´tablie dans la communaute´ ; ainsi
il faut rajouter des hypothe`ses supple´mentaires en type A
(1)
1 (voir figure 9). D’autre part, il
faut imposer une condition de connexite´ ; celle-ci n’est pas pratique a` manipuler car c’est une
condition globale, alors que toutes les autres ope´rations cristallines sont par nature locales.
Enfin, et c’est ce qui pour le moment nous empeˆche de ge´ne´raliser a` trois facteurs ou plus,
l’unicite´ n’est en ge´ne´ral vraie qu’a` isomorphie pre`s. De fait, on peut pre´senter cette conjecture
comme un proble`me de reconstruction : chaque puissance prk de l’ope´rateur de promotion
applique´e au graphe classique donne une vue partielle du graphe (toutes les areˆtes sauf k), a`
isomorphie pre`s (on ne sait pas quel sommet est envoye´ ou`) ; cette collection de vues de´termine-
t-elle entie`rement le graphe affine a` l’isomorphie pre`s ? Il reste a` e´valuer ce qu’apporte ce point
de vue, sachant que les graphes en jeu ont une structure tre`s particulie`re.
Une fois n’est pas coutume, je suis rentre´ dans ce projet via la technique, en aidant a`
la conception de la bibliothe`que sur les graphes cristallins (voir section 2.2 pour quelques
petits exemples de calculs). Puis Jason Bandlow et Anne Schilling ont eu besoin pour leur
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1⊗111
1⊗112
1⊗122
2⊗111
2⊗112
1⊗222 2⊗122
2⊗222
1 0
1 0
1 0
1 0
1 0
1 0
1⊗111
1⊗112
1⊗122
2⊗111
2⊗112
1⊗222 2⊗122
2⊗222
0
1 0
1 0
1
1
1
1 0
1⊗111
1⊗112
1⊗122
2⊗111
2⊗112
1⊗222 2⊗122
2⊗222
0
01
1
1
1
1
1
0
0
1⊗111
1⊗112 2⊗111
1⊗122 2⊗112
1⊗222 2⊗122
2⊗222
01
1
1 0
1 0
1 0
1 0
0
(aa) (ab) (ba) (bb)
Figure 9. Les quatre graphes cristallins affines associe´s au graphe cristallin
classique B(1)⊗B(3) de type A1. Le graphe cristallin B
1,1 ⊗B3,1 correspond a`
(bb). Les autres ne proviennent pas de Uq(ŝl2)-modules.
exploration informatique de rechercher syste´matiquement tous les ope´rateurs de promotion,
et j’ai pris en charge l’algorithmique et la programmation de cette part. Dans l’e´tat actuel
des connaissances, cette recherche ne peut se faire que par recherche exhaustive, mais en
utilisant des heuristiques de coupe de branches (se´paration et e´valuation), avec propagation de
contraintes lie´es aux proprie´te´s des ope´rateurs cristallins et exploitation partielle des syme´tries.
Par exemple, pour le cas difficile de B(1)⊗4 en type A2, ou` l’espace de recherche est a priori
de taille 144473849856000, avec 2!3!3! = 72 syme´tries, l’algorithme explore 115193 branches
en 5 heures et 26 minutes (sur un PC Linux a` 2 GHz ), utilisant 16Mo de me´moire. Au final,
on obtient 8 ope´rateurs de promotion connexes isomorphes : 9 syme´tries sur les 72 ont pu eˆtre
exploite´es pour re´duire l’espace de recherche. Encore une fois, l’explosion combinatoire est
importante ; le roˆle de ce travail a e´te´ de rendre possible (e´ventuellement au prix de quelques
semaines de calcul) l’e´tude d’exemples non triviaux, sans lesquels nous n’aurions pas e´tabli
la conjecture 2.2. Par la suite, et une fois rentre´ dans le sujet, j’ai apporte´ quelques clefs
essentielles de la de´monstration. E´tant familier avec les graphes et les proble`mes d’isomorphie,
j’ai de plus pu simplifier ou abstraire certains passages techniques.
3. Alge`bres de Kac et treillis de sous-facteurs
3.1. Sous-facteurs. Ma collaboration avec Marie-Claude David a commence´ a` mon arri-
ve´e a` Orsay en 2004, graˆce aux mots clefs « tours d’alge`bres », « diagrammes de Bratelli » et
« calculs dans les alge`bres de Hopf ». Marie-Claude David s’inte´resse aux inclusions de facteurs
de type II1 obtenus via l’action d’une alge`bre de Kac (Hopf-von Neumann) de dimension finie.
Un facteur est une alge`bre de von Neumann dont le centre est trivial. Les facteurs ont
e´te´ classifie´s par Murray et von Neumann (1943), Connes (1976), et finalement Haagerup. En
dimension finie n, il existe a` isomorphisme pre`s un unique facteur : Mn(C), et un uniquement
plongement de ce facteur dans lui-meˆme. De meˆme, il existe un unique facteur R dit hyperfini
de type II1 ; on peut le construire comme limite d’une tour d’alge`bres Mn(C) emboˆıte´es, ou
comme alge`bre du groupe S∞ des permutations de N a` support fini. En revanche, ce facteur
de type II1 admet de multiples plongements dans lui-meˆme.
L’e´tude des inclusions N ⊂ M d’indice fini, ou` N et M sont des facteurs hyperfinis de
type II1 et M est un module de dimension finie sur N a connu un essor conside´rable [JS97]
depuis les articles fondateurs [Jon83, Jon85]. Dans ceux-ci, Vaughan Jones de´veloppe les
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outils fondamentaux (the´orie de l’indice, construction de base, etc.) et en de´rive un nouvel
invariant polynomial pour les noeuds (et une me´daille Fields). En particulier, l’inclusion est
de´crite par une tour d’alge`bres de dimensions finies (la tour de´rive´e). Souvent, les premie`res
alge`bres (profondeur finie), voire la premie`re (profondeur deux) sont suffisantes pour caracte´-
riser l’inclusion. Via le diagramme de Brattelli de cette tour d’alge`bre on peut construire un
invariant de l’inclusion qui est un diagramme de Dynkin.
Le roˆle de cette tour d’alge`bre est similaire a` celui du groupe d’automorphisme pour une
inclusion de corps. Cela donne lieu a` une correspondance de Galois pour le treillis des facteurs
interme´diaires N ⊂ P ⊂M . En profondeur deux, le roˆle du groupe est joue´ par une alge`bre de
Kac de dimension finie (une alge`bre de Hopf involutive semi-simple), ou plus ge´ne´ralement un
groupo¨ıde quantique ; celui du treillis des sous-groupes est joue´ par le treillis des sous-alge`bres
coide´ales (ou pour faire court coide´aux ) [NV00]. A` son tour, chaque coide´al est caracte´rise´
par un e´le´ment singulier, son projecteur de Jones, de sorte que l’on est ramene´ a` e´tudier un
treillis d’idempotents particuliers de l’alge`bre de Kac.
L’apparition des alge`bres de Kac dans ce contexte est naturelle. Elles ont en effet e´te´
introduites pre´cise´ment pour donner un cadre commun contenant a` la fois les alge`bres de
groupes (qui sont les alge`bres de Kac cocommutatives) et leurs duales (qui sont les alge`bres
de Kac commutatives) (voir par exemple [ES92]), sachant que dans les deux cas, les coide´aux
de l’alge`bre correspondent aux sous-groupes.
3.2. E´tudes d’exemples d’alge`bres de Kac. En dehors des treillis des groupes, il
existe peu d’exemples explicite´s de treillis non triviaux de sous-facteurs. Marie-Claude Da-
vid avait auparavant e´tabli a` la main le treillis des coide´aux pour la plus petite alge`bre de
Kac non triviale (de dimension 8) [KP66]. Nous e´tudions ensemble [DT08] deux familles
d’exemples construites par Leonid Vainerman par de´formation d’alge`bres de groupes de di-
mension 4n [Vai98] par des 2-pseudo cocycles. En dehors des formules pour les ope´rations de
Kac (coproduit, coinvolution, etc.), rien n’e´tait connu sur ces alge`bres, pour la simple raison
que les calculs ne´cessaires a` leur exploration sont tre`s lourds. L’exploration informatique nous
a permis de conjecturer, puis de de´montrer, que ces familles sont en fait isomorphes pour n
pair. Nous avons aussi pu obtenir leurs groupes d’automorphismes et montrer que, pour n
impair, les alge`bres de ces deux familles sont autoduales. Nous avons une description comple`te
du treillis en petite dimension (en gros n ≤ 7, voir figure 10 pour un exemple en dimension
24), pour n premier et, conjecturalement, pour n impair, ainsi que des re´sultats partiels pour
n pair. Nous en de´rivons, par le calcul des diagrammes de Bratelli, les graphes principaux d’un
certain nombre d’inclusions.
3.3. Exploration informatique. Cette collaboration est un cas exemplaire de ma strate´-
gie favorite. Marie-Claude David a apporte´ un sujet inte´ressant, une culture ge´ne´rale, un savoir
calculer a` la main impressionnant et, point de de´part indispensable, un proble`me concret de
calcul. J’ai apporte´ un outil et un savoir explorer dans un domaine ou`, contrairement a` la com-
binatoire alge´brique, l’ordinateur n’est pas un outil traditionnel. J’e´tais donc particulie`rement
attire´ par les questions « qu’est-ce qui est calculable ? » « jusqu’ou` ? », « dans quel but ? ».
Comme d’habitude, l’ordinateur a e´te´ un outil d’exploration et en particulier un outil cre´atif,
permettant avec les bonnes questions et les bons algorithmes de deviner ex-nihilo des formules
d’isomorphisme comme :
φ(λ(a)) = a + 1/4(a− a−1)(an − 1)(1− bam) ,
φ(λ(b)) = 1/2[b(an + 1) + i(an − 1)]am ,
A` titre plus exceptionnel, dans ce domaine ou` les lemmes tendent a` eˆtre techniques et les
formules intrinse`quement lourdes, il s’est re´ve´le´ eˆtre aussi un outil de preuve quasiment in-
dispensable, avec l’e´laboration de strate´gies pour ramener le cas ge´ne´ral a` n suffisamment
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dim 1
dim 2
dim 3
dim 4
dim 6
dim 8
dim 12
dim 24
C
I2 I1 I0 I3 I4
L3 L1 L5
J0 J2 J4 J5J3 J1 J20
K42K41 K1 K21K22K23K24K25K26
K0 K02 K01
K4 K3 K2
KD(6)
Figure 10. Exemple de treillis de coide´aux : KD(6)
petit pour pouvoir ve´rifier sur machine. Meˆme a` la machine, les calculs sont difficiles. Ils ne´ces-
sitent tout d’abord une re´flexion algorithmique. De fait, la construction des treillis de co¨ıde´aux
est encore loin d’eˆtre automatise´e. Ils ne´cessitent aussi une infrastructure d’un haut niveau
d’abstraction (voir les exemples en section 2.4). L’effort de de´veloppement que j’ai consenti
a` cette occasion a permis de comple´ter conside´rablement l’algorithmique et l’infrastructure
pour les alge`bres de Hopf et la the´orie des repre´sentations des alge`bres de dimension finie dans
∗-Combinat ; cela a de´ja` trouve´ d’autres applications.
3.4. Perspectives. L’e´tape suivante, que nous entreprenons avec Leonid Vainerman et
son e´tudiante en the`se Camille Me´vel, est l’e´tude des exemples plus ge´ne´raux venant de grou-
po¨ıdes quantiques, qui correspondent a` des inclusions non irre´ductibles. Cela permettra d’obte-
nir, pour de petites tailles, tous les treillis provenant d’inclusions d’indice fini et de profondeur
finie ; celles-ci peuvent en effet toujours eˆtre re´alise´es comme inclusions interme´diaires d’inclu-
sions de profondeur 2, en ge´ne´ral non irre´ductibles.
De manie`re ge´ne´rale, les domaines environnants sont pratiquement vierges d’exploration in-
formatique. Cela ouvre la porte a` une multitude de proble`mes intrinse`quement simples, non re´-
solus jusqu’ici faute de moyens techniques approprie´s, et posant des proble`mes d’algorithmique
ou de mode´lisation inte´ressants. Une mine d’or potentielle, en particulier pour des e´tudiants
aimant a` la fois les mathe´matiques et l’informatique. Par exemple : Leonid Vainerman m’a
demande´ comment de´terminer le groupe d’automorphismes d’une certaine alge`bre obtenue par
produit croise´ de deux alge`bres de´forme´es du groupe syme´trique Sn. Pour n = 2, le re´sultat
est trivial, les groupes e´tant commutatifs. Re´soudre n = 3 (dimension 36) a de bonnes chances
de sugge´rer la solution pour tout n. Pour cela, il faudrait trouver un algorithme de complexite´
raisonnable pour calculer tous les isomorphismes entre deux alge`bres de Hopf (ou de Kac) de
dimension finie. De meˆme, il serait urgent de tester ce que les outils de ge´ome´trie alge´brique
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re´elle peuvent apporter a` l’automatisation de la construction automatique des projecteurs de
Jones.
4. Polynoˆmes harmoniques pour les ope´rateurs de Steenrod
Assistant en juin 2000 a` l’e´cole « Interactions between Algebraic Topology and Invariant
Theory » a` Ioannina, mon attention avait e´te´ captive´e lorsque Reg Wood [Woo97, Woo98,
Woo01] pre´senta une conjecture que l’on peut re´e´crire sous la forme :
Conjecture 4.1. Le sous-espace des polynoˆmes p de Q[x1, . . . , xn] satisfaisant pour tout k
l’e´quation aux de´rive´es partielles line´aire :((
1 + x1
∂
∂x1
)
∂
∂x1
k
+ · · ·+
(
1 + xn
∂
∂xn
)
∂
∂xn
k)
p = 0
est isomorphe a` la repre´sentation re´gulie`re gradue´e du groupe syme´trique. En particulier, il
est de dimension n! .
En effet, comme l’avait mentionne´ Reg Wood, en oubliant les termes xi
∂
∂xi
, ce sous-espace
devient celui des harmoniques des polynoˆmes syme´triques (une re´alisation des coinvariants du
groupe syme´trique) ; dans ce cadre, le re´sultat est bien connu, avec une multitude de techniques
de de´monstration (voir par exemple [GH94]).
Cette conjecture de Reg Wood n’est pas un phe´nome`ne isole´, bien au contraire. Elle est
fortement lie´e a` toute une mouvance de proble`mes ou` interviennent des polynoˆmes harmo-
niques, proble`mes que j’avais de´ja` rencontre´s lors de mes travaux sur les alge`bres d’invariants
de groupes de permutations [AB03, ABB04, Hai01]. En gros, d’ou` vient-elle ? Les alge`bres
d’invariants de groupes finis en petite caracte´ristique apparaissent naturellement comme co-
homologie d’espaces topologiques. Les ope´rateurs de Steenrod (d’origine topologique, mais de
nature alge´brique : ils engendrent une alge`bre de Hopf, l’alge`bre de Steenrod) agissent sur les
invariants, permettant d’en construire de nouveaux. Un programme important est de de´crire
tous les invariants atteignables de la sorte. Rien que pour le groupe trivial, c’est-a`-dire en
agissant simplement sur les polynoˆmes, le proble`me est difficile ; a` l’heure actuelle, il n’y en a
meˆme pas de description conjecturale. La conjecture de Reg Wood est l’analogue de ce pro-
ble`me en caracte´ristique 0. Sa re´solution donnerait certainement des pistes d’attaque pour le
cas modulaire.
E´tudier cette conjecture e´tait pour moi l’occasion reˆve´e d’utiliser se´rieusement, et donc
de mieux maˆıtriser, un grand nombre d’outils. D’abord ceux de la combinatoire alge´brique
phalanste´rienne : repre´sentations du groupe syme´trique et des alge`bres de Lie, de´formations
non commutatives et interpolations entre alge`bres de Hopf (groupes quantiques), polynoˆmes
de Schubert et ope´rateurs sur les polynoˆmes (diffe´rences divise´es avec les alge`bres de Hecke
affine en arrie`re plan). Et ensuite des outils du calcul formel : algorithmique dans les alge`bres
de Weyl ou de Ore et bases de Gro¨bner semi-commutatives. C’e´tait aussi un bon proble`me
pour commencer a` travailler avec Florent Hivert, ce que nous souhaitions de longue date.
Afin d’interpoler entre les deux proble`mes, nous avons de´fini la q-alge`bre de Steenrod
par de´formation non commutative de l’alge`bre des polynoˆmes syme´triques. Cela revient a`
introduire un facteur q devant les termes xi
∂
∂xi
des e´quations de la conjecture 4.1. On appelle
q-harmoniques les solutions de ces e´quations de´forme´es ; a` q = 0, ce sont les harmoniques
usuels pour les polynoˆmes syme´triques, et a` q = 1 les polynoˆmes de la conjecture 4.1. Cela
permet d’utiliser des arguments de spe´cialisation pour re´duire cette conjecture comme suit.
Proposition 4.2 (Hivert, T. [HT04a]). Pour de´montrer la conjecture 4.1, il suffit de montrer
que :
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(1) La dimension des q-harmoniques est au moins n!.
(2) La dimension des 1-harmoniques est au plus n!.
Jusqu’ici, la conjecture avait e´te´ teste´e comple`tement jusqu’a` n = 3. La me´thode brutale
pour tester la conjecture ne´cessite de faire de l’alge`bre line´aire sur les polynoˆmes de degre´(
n
2
)
, ce qui fait un espace de dimension
((n2)+n−1
n−1
)
. L’exploitation des syme´tries pour de´com-
poser l’espace des polynoˆmes en petits sous-espaces (composantes de Garnir) nous a permis
de mener une exploration informatique comple`te jusqu’a` n = 5, et partielle jusqu’a` n = 9.
Cela a confirme´ la conjecture pour q = 1, et en fait pour tout q sauf pour quelques rationnels
de la forme −a
b
avec a et b petits. Mais la suite ne s’est pas de´roule´e comme pre´vu : meˆme
si nous avons obtenu quelques re´sultats dans des cas particuliers (par exemple en petit de-
gre´), la conjecture a re´siste´ a` tous nos efforts, toutes les techniques du cas usuel se re´ve´lant
inapplicables [HT04a].
En 2006, Adriano Garsia (grand spe´cialiste des polynoˆmes harmoniques) trouva cette
conjecture magnifique lorsque nous la lui avons expose´e. Il s’y est depuis inte´resse´ avec Franc¸ois
Bergeron et Nolan Wallach. Ceux-ci ont obtenu des re´sultats partiels supple´mentaires, comme
une borne supe´rieure sur la dimension du sous-espace des solutions. Ils ont aussi de´couvert que
la fameuse ex-conjecture de n! concernant les harmoniques pour l’action diagonale de Sn sur
deux jeux de parame`tres semblait aussi admettre une ge´ne´ralisation de type Steenrod. Cela
renforce l’ide´e que la conjecture de Reg Wood n’est pas un accident isole´.
Nous avons nous-meˆmes mis de coˆte´ cette conjecture en attendant que l’e´tude d’un autre
proble`me nous apporte le bon e´clairage. Nous restons en effet convaincus que cette conjecture
n’est pas intrinse`quement difficile et qu’il suffira de poser la bonne question a` l’ordinateur pour
de´rouler une preuve e´le´mentaire et constructive.
CHAPITRE 3
∗-Combinat, boˆıte a` outils pour l’exploration informatique
Le chapitre qui vient est de nature diffe´rente des pre´ce´dents. En particulier, il ne contient
pas de re´sultats de recherche a` proprement dit. J’y de´cris diffe´rents aspects de mon travail
autour du projet logiciel ∗-Combinat que je coordonne depuis sa cre´ation en 2000.
La mission de ce projet est de fournir une boˆıte a` outils extensible pour l’exploration
informatique en combinatoire alge´brique, et promouvoir la mutualisation de code entre les
chercheurs de ce domaine.
Mon roˆle, seconde´ par Florent Hivert, est multiple : choix de la plateforme et du mode`le de
de´veloppement, animation de la communaute´, repe´rage d’inte´reˆts communs et mise en relation,
formation permanente, assistance aux de´veloppeurs (conception, mode´lisation mathe´matique,
algorithmique), veille sur la qualite´ (tests, revues de code), de´veloppement d’une vision glo-
bale garante de la cohe´rence interne, mise en place de l’architecture logicielle (compilation,
documentation, distribution, tests), travail de fond sur le langage (paradigmes et idiomes),
veille technologique (repe´rage des techniques et composants les plus inte´ressants a` inte´grer),
promotion et valorisation. En bref, libe´rer les autres contributeurs des contingences informa-
tiques pour qu’ils puissent se concentrer sur leur taˆche : traduire leur expertise mathe´matique
en composants logiciels re´utilisables a` meˆme de re´soudre naturellement et efficacement leurs
proble`mes de calculs. Enfin, je me dois d’insuffler une dynamique, en e´tant en permanence en
premie`re ligne, tout en rentabilisant mes propres de´veloppements dans des projets de recherche.
Apre`s un historique (section 1), et une de´monstration courte (section 2), je pre´sente
quelques proble´matiques spe´cifiques a` nos besoins en calculs tant du point de vue du mode`le
de de´veloppement (section 3) que de la conception (sections 4 et 5).
Dans ce domaine, nous sommes des praticiens. Autant que possible, nous avons essaye´
de re´utiliser des techniques et outils pre´existants. Mais dans certains cas, nous avons e´te´
amene´s a` de´velopper des solutions originales. Leur conception a e´te´ guide´e puis valide´e par
notre expe´rience sur le terrain, tout en restant au plus pre`s des mathe´matiques. Il serait
maintenant souhaitable d’avoir une analyse the´orique de notre travail, par exemple dans le
cadre d’e´tudes de cas par des doctorants en informatique, pour expliquer pourquoi nos solutions
sont effectivement adapte´es aux besoins ou, au contraire, pour en proposer de meilleures.
Ce chapitre se poursuit avec une e´tude de cas : comment une collaboration internationale
de chercheurs sur le mode`le du libre permet sur le long terme de bouleverser un outil effectif
essentiel : les objets de´composables ou plus ge´ne´ralement les espe`ces combinatoires (section 6).
Enfin, on trouvera en section 7 une liste de publications ayant utilise´ ou concernant MuPAD-
Combinat.
1. ∗-Combinat, Sharing algebraic combinatorics since 2000
1.1. Pourquoi MuPAD-Combinat. Toutes mes recherches ont en commun l’utilisation d’ou-
tils informatiques, et notamment du calcul formel, dans des domaines propices aux explosions
combinatoires. L’exploration informatique sert de guide, sugge´rant des conjectures, ou au
contraire produisant des contre-exemples. Elle permet d’e´tudier des exemples suffisamment
conse´quents pour eˆtre repre´sentatifs ; ces exemples sont le plus souvent intraitables a` la main,
et souvent hors de porte´e des algorithmes classiques. Cela ne´cessite de trouver les outils mathe´-
matiques approprie´s pour de´velopper de nouveaux algorithmes, sachant que seule l’efficacite´ de
l’implantation finale de´cide de la pertinence de ces outils. Re´ciproquement, il est indispensable
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que le logiciel mode´lise les objets mathe´matiques au plus pre`s, afin de pouvoir exprimer des
proble`mes complexes dans un langage naturel.
Bien entendu, mener a` bien de tels calculs sous-entend un important travail de programma-
tion, et requiert une large panoplie de techniques. Ainsi, lors de ma the`se, j’avais e´te´ amene´ a`
utiliser les logiciels suivants : Magma (invariants, groupes de permutations), GAP (groupes, repre´-
sentations), Cocoa, Gb, FGb, Macaulay (bases de Gro¨bner efficaces), Nauty, Graphlet, Lydia
(the´orie des graphes), ALP, Linbox (alge`bre line´aire creuse exacte), Maple (calcul formel) et ses
modules (combstruct : objets de´composables, gfun : se´ries ge´ne´ratrices, ACE, SF : fonctions
syme´triques, etc.), MuPAD (calcul formel) et son module mu-EC (fonctions syme´triques). Pour
aller plus loin j’avais besoin non seulement de les utiliser simultane´ment, mais aussi de les
combiner aise´ment les uns avec les autres. Une taˆche d’inte´gration bien trop ambitieuse pour
un seul individu.
A` mon sens, il y avait et il y a toujours un besoin, a` l’e´chelle de la combinatoire alge´brique,
pour une boˆıte a` outils de re´fe´rence, libre, largement diffuse´e, de´veloppe´e par une communaute´
de chercheurs pour leurs propres besoins et a` l’e´chelle internationale. En bref, jouant le roˆle
fe´de´rateur de GAP pour la the´orie des groupes. Elle doit de plus eˆtre base´e sur une plateforme
ge´ne´raliste et un langage de programmation re´pandu et de qualite´ (en particulier oriente´ objet),
re´utiliser le maximum de composants existants, et permettre une synergie avec les domaines
avoisinants (calcul formel, graphes, groupes, etc.). Il est a` noter qu’une telle boˆıte a` outils, en
tout cas dans ces fondamentaux, est utile pour l’enseignement. Elle a aussi des applications
potentielles en physique mathe´matique (calculs dans les alge`bres de Hopf et ope´rades venant
des proble`mes de renormalisation). De nombreux logiciels existaient, certains importants et
bien e´tablis, mais aucun ne re´pondait au cahier des charges.
1.2. Les de´buts de MuPAD-Combinat. J’en avais besoin pour mes recherches et je n’e´tais
pas le seul. C’est un projet qui m’inte´ressait, et j’en avais peut-eˆtre les compe´tences, a` condi-
tion de m’associer aux bons experts. J’ai cherche´ des partenaires, e´tabli un cahier des charges
de´taille´, et longtemps soupese´ les plateformes disponibles [HT04b]. Ce fut la naissance de
MuPAD-Combinat en de´cembre 2000, d’abord avec Florent Hivert et le soutien du Phalanste`re
de Marne-la-Valle´e et de l’e´quipe du syste`me de calcul formel MuPAD a` Paderborn. Puis progres-
sivement se sont rajoute´s Franc¸ois Descouens, Teresa Gomez Diaz, Jean-Christophe Novelli du
Phalanste`re, ainsi que Christophe Carre´, E´ric Laugerotte, Houda Abbad et Janvier Nzeutchap
de Rouen, Fre´de´ric Chapoton de Lyon ; Patrick Lemeur de Montpellier. L’e´quipe s’est enfin
internationalise´e avec Xavier Moline´ro de Barcelone, Mike Zabrocki de Toronto, Anne Schilling
et Quiang Wang de Davis. Sans compter indirectement tous les auteurs des logiciels que nous
avions inte´gre´s (ACE, µ-EC, CS, Symmetrica, Nauty, etc.).
La collaboration avec Anne Schilling, commence´e lors de FPSAC 2006 a e´te´ exemplaire.
Ayant une bonne expe´rience de la programmation et de l’exploration informatique, elle souhai-
tait implanter dans MuPAD-Combinat une bibliothe`que sur les graphes cristallins. De nombreux
courriels suivirent, ou` d’un coˆte´ elle m’expliquait la the´orie et les re`gles de calculs dans les
graphes cristallins, et en retour je lui donnais des conseils de conception et d’algorithmique.
Trois mois plus tard, elle avait le mate´riel ne´cessaire pour tester ses conjectures sur les graphes
cristallins de Kirillov-Reshetikhin en type D affine [Sch08], et fit le commentaire suivant sur
une liste de diffusion a` propos de son expe´rience avec MuPAD-Combinat : « For me personally,
it has been great, since it already has a lot of features and, having the support from Nicolas
and others, helped me to write code that I needed in such a way that it can be reused by
others, and I myself could build on it (which has never been the case before with programs I
had written in Maple or Mathematica). Nicolas definitely has the ability to factor out main
features, which is necessary for such a large scale project. »
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1.3. Maturite´ et migration vers Sage. A` partir de 2006 plusieurs signes m’ont indique´
que MuPAD-Combinat e´tait en train de devenir une (la ?) bibliothe`que ge´ne´raliste de re´fe´rence
dans le domaine. J’ai en effet e´te´ confe´rencier invite´ aux ateliers Axiom 2006 et 2007, aux
7e`me journe´es Sage, a` la session spe´ciale « Applications of Computer Algebra in Enumerative
and Algebraic Combinatorics » de l’AMS Joint Mathematics Meeting a` San Diego. D’autre
part, MuPAD-Combinat avait e´te´ choisi comme support logiciel pour le projet NSF trisannuel
« Focused Research Group : Affine Schubert Calculus » emmene´ par Anne Schilling, Marc
Shimozono et Jennifer Morse (projet qui a finance´ mon se´jour d’un an en tant que chercheur a`
Davis). Enfin, le plus important : MuPAD-Combinat avait joue´ un roˆle clef dans de nombreuses
publications (voir section 7).
Dans le meˆme temps nous avons commence´ a` atteindre les limites de la plateforme MuPAD :
la communaute´ e´tait trop petite, a` l’e´chelle du domaine, comme a` l’e´chelle du langage. Du
coup, nous e´tions amene´s a` implanter, pour nos besoins propres, des fonctionnalite´s hors de
notre domaine de compe´tences (the´orie des groupes, communications entre processus, outils de
programmation, etc.). Que MuPAD ne soit pas libre y jouait un roˆle important. Cela n’e´tait pas
une surprise : notre choix de MuPAD en 2000 avait e´te´ pragmatique ; c’e´tait techniquement la
meilleure plateforme pour nos besoins, meˆme si moralement cela n’e´tait pas satisfaisant. Mais
entre temps des alternatives libres commenc¸aient a` e´merger, en particulier Axiom et Sage.
Re´ciproquement celles-ci affichaient un grand inte´reˆt pour MuPAD-Combinat. J’ai multiplie´
les contacts avec leurs communaute´s respectives pour pre´parer le terrain, et pour e´valuer
l’adaptation technique pour notre projet. Cela a abouti a la cre´ation des bibliothe`ques soeurs
aldor-Combinat (Ralf Hemmecke et Martin Rubey) et Sage-Combinat (Mike Hansen).
Apre`s de longues discussions nous avons de´cide´ en juin 2008 de basculer vers Sage. Le couˆt
est important : 100k lignes de code a` traduire 1 ; cela nous absorbera au moins jusqu’en 2009,
voire 2010. Mais je suis convaincu que le jeu en vaut la chandelle. L’ope´ration nous a de´ja`
permis de joindre nos forces avec Mike Hansen, Jason Bandlow, Franco Saliola, Greg Musiker,
Daniel Bump, Justin Walker, Mark Shimozono, Lenny Tevlin et Kurt Luoto.
Dix ans d’investissement et d’acharnement commencent a` payer. Je vais enfin avoir a` ma
disposition la plateforme dont je reˆvais, sans concessions. Pour, en fin de compte, pouvoir faire
plus de recherche.
2. De´monstration courte
Dans cette section, nous pre´sentons quelques calculs typiques avec MuPAD-Combinat. Outre
pre´senter un aperc¸u rapide de ses fonctionnalite´s, l’objectif est de donner un support concret
a` quelques spe´cificite´s et concepts qui seront de´veloppe´s par la suite.
2.1. Combinatoire. Nous commenc¸ons par quelques calculs e´le´mentaires de combina-
toire. MuPAD-Combinat fournit de nombreuses classes combinatoires pre´de´finies (une classe
combinatoire est un ensemble sur lequel on souhaite faire des ope´rations combinatoires comme
compter, e´nume´rer, tirer au sort, etc). Chacune de ces classes est mode´lise´e par un domaine
(une classe) avec une interface standardise´e. Commenc¸ons par lister tous les arbres ordonne´s
non e´tiquete´s a` 5 sommets :
>> export(combinat):
>> trees::list(5)
-- o , o , o , o , o , o , o , o , o , o , o , o , o , o --
| // \\ /|\ /|\ / \ / \ /|\ / \ / \ / \ | | | | | |
| | | /\ | | | | /\ | /|\ / \ / \ | | |
| | | | | / \ | |
-- | --
1. 30k ont de´ja` e´te´ porte´es par Mike Hansen
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Nous pouvons aussi juste compter ces arbres, une ope´ration beaucoup plus rapide 2 :
>> trees::count(6)
42
Voici un arbre ale´atoire. L’affichage en ASCII 2D est loin d’eˆtre parfait, mais la structure de
donne´es interne, elle, est robuste.
>> trees::random(50)
o
|
// \ \
|/ | \
/ \
|
// \ \
| /// //\\\\\
/\|
|
|
/ \
/ \
/ \/|\
/|\ |
|| |
|
Les algorithmes sous-jacents ne sont pas spe´cifiques aux arbres. Ils s’appliquent a` toute
autre famille d’objets pouvant eˆtre de´finis re´cursivement par une grammaire. Voici par exemple
la relation de re´currence pour le nombre d’arbres binaires. Elle est calcule´e automatiquement
a` partir de la grammaire pour ces arbres, et est exploite´e pour faire du comptage efficace :
>> r := binaryTrees::grammar::recurrenceRelation():
>> assume(n>0):
>> u(n) = factor(op(solve(r, u(n)),1))
2 u(n - 1) (2 n - 1)
u(n) = --------------------
n + 1
On reconnaˆıt bien e´videment la re´currence usuelle des nombres de Catalan.
2.2. Graphes cristallins. Nous allons maintenant manipuler des graphes cristallins, comme
ceux de la section 2. Ce sont encore des classes combinatoires, avec des ope´rations alge´briques
supple´mentaires. Nous de´finissons deux graphes cristallins de Kirillov-Reshetikhin de type
A
(1)
2 :
>> C1 := crystals::kirillovReshetikhin(2,2,["A",2,1]):
>> C2 := crystals::kirillovReshetikhin(1,1,["A",2,1]):
Leurs e´le´ments sont des tableaux semi-standard :
>> C1::list()
-- +---+---+ +---+---+ +---+---+ +---+---+ +---+---+ +---+---+ --
| | 2 | 2 | | 2 | 3 | | 2 | 3 | | 3 | 3 | | 3 | 3 | | 3 | 3 | |
| +---+---+ +---+---+ +---+---+ +---+---+ +---+---+ +---+---+ |
| | 1 | 1 |, | 1 | 1 |, | 1 | 2 |, | 1 | 1 |, | 1 | 2 |, | 2 | 2 | |
-- +---+---+ +---+---+ +---+---+ +---+---+ +---+---+ +---+---+ --
sur lesquels agissent des ope´rateurs montants ei et descendants fi :
>> x := C1::list()[3]
+---+---+
| 2 | 3 |
+---+---+
| 1 | 2 |
+---+---+
>> x::e(0), x::e(1), x::e(2), x::f(0), x::f(1), x::f(2)
2. En tout cas pour n grand ; mais alors, on n’obtient pas d’information fondamentale sur l’univers.
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+---+---+ +---+---+ +---+---+ +---+---+
| 3 | 3 | | 2 | 3 | | 2 | 2 | | 3 | 3 |
+---+---+ +---+---+ +---+---+ +---+---+
| 2 | 2 |, | 1 | 1 |, FAIL, | 1 | 1 |, FAIL, | 1 | 2 |
+---+---+ +---+---+ +---+---+ +---+---+
Apre`s avoir manipule´ leurs e´le´ments, nous faisons des calculs sur les graphes cristallins eux
meˆme. Par exemple, nous ve´rifions que le graphe C1 a un unique automorphisme et que les
graphes C1 et C2 ne sont pas isomorphes :
>> C1::isomorphisms(C1)
[proc g(x) ... end]
>> C1::isomorphisms(C2)
[]
Comme son nom l’indique, la me´thode C1 : :isomorphisms renvoie la liste de tous les isomor-
phismes, sous forme de fonctions que l’on pourrait appliquer aux e´le´ments de C1.
Pour conclure, nous construisons le produit tensoriel des graphes cristallins C1 et C2 (en fait
leur produit carte´sien, ce qui correspond au produit tensoriel des modules dont ils indexent les
bases), et en demandons une repre´sentation graphique (en LATEX). Ce type de repre´sentation
est bien entendu un outil important d’exploration.
>> operators::setTensorSymbol("#"):
>> C := C1 # C2:
>> viewTeX(C::TeXClass())
(voir figure 11 pour le re´sultat)
2 2
1 1 ⊗ 1
2 2
1 1 ⊗ 2
2 3
1 1 ⊗ 1
2 2
1 1 ⊗ 3
2 3
1 1 ⊗ 2
3 3
1 1 ⊗ 1
2 3
1 1 ⊗ 3
2 3
1 2 ⊗ 2
3 3
1 1 ⊗ 2
2 3
1 2 ⊗ 1
3 3
1 2 ⊗ 1
2 3
1 2 ⊗ 3
3 3
1 1 ⊗ 3
3 3
1 2 ⊗ 2
3 3
2 2 ⊗ 1
3 3
1 2 ⊗ 3
3 3
2 2 ⊗ 2
3 3
2 2 ⊗ 3
1 2
2 1 2
2 1 2
0
2
1
1 2
0
2 1
0
1
0
2
0
1
0
1
0
0
1
0
2
0
Figure 11. Le graphe cristallin affine B2,2 ⊗B1,1 en type A
(1)
2
Cet exemple reste un jouet. De par leur construction, les graphes cristallins sont de taille
explosive. Afin de permettre des calculs pousse´s, l’implantation utilise syste´matiquement l’e´va-
luation paresseuse. Ainsi, seule la partie du graphe effectivement e´tudie´e est de´plie´e en me´-
moire.
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Les calculs pre´ce´dents illustrent une autre spe´cificite´ importante de nos besoins. Appelons
domaine un ensemble muni d’ope´rations (par exemple l’anneau des matrices Mn(R), l’anneau
de polynoˆmes C[x, y, z], les fonctions de C dans C). En calcul nume´rique ou formel, les manipu-
lations concernent principalement les objets de ces domaines (pivot de Gauss, base de Gro¨bner,
inte´gration). En revanche, en combinatoire alge´brique (mais aussi en the´orie des groupes), la
richesse des calculs vient le plus souvent de la manipulation simultane´e des e´le´ments des do-
maines (les tableaux avec l’action des ope´rateurs cristallins) et des domaines eux-meˆmes (les
graphes cristallins). Cela sera discute´ dans la section 4.3
2.3. Alge`bre de me´lange sur les arbres. Nous avons vu que les classes combinatoires
ont une interface syste´matique. Cela est bien entendu souhaitable pour l’utilisateur. Mais cela
permet surtout de les utiliser comme briques logicielles pour des constructions plus avance´es.
Nous illustrons cela en donnant une implantation de l’alge`bre gradue´e dont la base est indexe´e
par les arbres et le produit est induit par le produit de me´lange sur les arbres (c’est la re´alisation
de l’alge`bre de Loday-Ronco dans la base p) :
1 domain ShuffleAlgebraOnTrees(R = Dom::ExpressionField(): Cat::Ring)
2 category Cat::GradedAlgebraWithBasis(R);
3 inherits Dom::FreeModule(trees, R);
4
5 oneBasis := trees::zero;
6
7 mult2Basis :=
8 proc(t1: trees, t2: trees)
9 local t;
10 begin
11 dom::plus(dom::term(t) $ t in trees::shuffle(t1,t2));
12 end_proc;
13 end_domain
La ligne 1 pre´cise que la constuction de l’alge`bre prend un parame`tre R, l’anneau de base,
avec une valeur par de´faut, le corps des expressions. La ligne 2 fait une promesse au syste`me :
l’objet implante´ est une alge`bre gradue´e. La ligne 3 pre´cise la structure de donne´es pour les
e´le´ments : des vecteurs sur R indexe´s par les arbres. Il reste a` tenir les promesses, en spe´cifiant
l’unite´ (ligne 5) et la re`gle de calcul du produit, ici exprime´e sur la base. La syntaxe ne´cessite
un apprentissage, mais au final tout le code est signifiant mathe´matiquement.
2.4. Quelques calculs dans les alge`bres de dimension finie. Nous poursuivons en
pre´sentant quelques calculs typiques sur des alge`bres. Ici, nous travaillons sur l’alge`bre de
Kac KD(n) obtenue par de´formation de l’alge`bre du groupe dihe´dral D2n e´tudie´e en section 3
du chapitre 2. Il n’est pas ne´cessaire de connaˆıtre les de´tails, l’objectif des exemples e´tant
uniquement d’illustrer le niveau d’abstraction typique des calculs que nous souhaitons mener.
L’alge`bre KD(n) est pour l’instant implante´e dans une feuille de travail se´pare´e que l’on
charge ici :
>> read("experimental/2005-09-08-David.mu"):
KD(3) mode´lise l’alge`bre abstraite ; apre`s l’avoir construite
>> KD3 := KD(3):
nous demandons quelles sont ses proprie´te´s connues :
>> KD3::categories
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[Cat::HopfAlgebraWithSeveralBases(Q(II, epsilon)),
TwistedDihedralOrQuaternionGroupAlgebra(3),
Cat::AlgebraWithSeveralBases(Q(II, epsilon)),
Cat::Algebra(Q(II, epsilon)),
Cat::ModuleWithSeveralBases(Q(II, epsilon)),
Cat::Ring, Cat::Module(Q(II, epsilon)),
Cat::DomainWithSeveralRepresentations, Cat::Rng, Cat::SemiRing,
Cat::LeftModule(KD(3, Q(II, epsilon))),
Cat::LeftModule(Q(II, epsilon)), Cat::RightModule(Q(II, epsilon)),
Cat::UseOverloading, Cat::FacadeDomain, Cat::SemiRng, Cat::Monoid,
Cat::AbelianGroup, Cat::SemiGroup, Cat::CancellationAbelianMonoid,
Cat::AbelianMonoid, Cat::AbelianSemiGroup, Cat::Object,
Cat::BaseCategory]
A` quelques exceptions pre`s, ce sont des informations mathe´matiques.
Pour faire des calculs, nous avons besoin d’une repre´sentation concre`te de cette alge`bre.
Celle utilisant la base du groupe est mode´lise´e par KD3 : :group. Nous commenc¸ons par intro-
duire des notations courtes pour ses ge´ne´rateurs :
>> [aa,bb] := KD3::group::algebraGenerators::list()
[B(a), B(b)]
Les quelques calculs suivants, dans la base du groupe, montrent que le produit n’est pas
de´forme´ :
>> bb^2
B(1)
>> aa^2, aa^6, bb*aa
2 5
B(a ), B(1), B(a b)
>> (1 - aa^3)*(bb + aa^3) + 1/2*bb*aa^3
3
1/2 B(a b)
De part la the´orie des repre´sentations, l’alge`breKD(3) admet une autre repre´sentation concre`te
comme alge`bre de matrices par blocs, mode´lise´es par KD3 : :matrix. Nous utilisons ici l’iso-
morphisme entre les deux repre´sentations (transforme´e de Fourier, d’ou` la pre´sence de epsilon
qui repre´sente une racine ǫ de l’unite´).
>> KD3::M(aa + 2*bb)
+- -+
| 3, 0, 0, 0, 0, 0, 0, 0 |
| |
| 0, -1, 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, -3, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 1, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, epsilon, 2, 0, 0 |
| |
| 0, 0, 0, 0, 2, 1 - epsilon, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0, epsilon - 1, 2 |
| |
| 0, 0, 0, 0, 0, 0, 2, -epsilon |
+- -+
Cet isomorphisme n’a e´te´ explicitement implante´ que dans un sens (en donnant l’image de a
et b) ; l’isomorphisme inverse est construit automatiquement par inversion de matrices.
Le coproduit est de´forme´ par un cocycle du sous-groupe 〈a3, b〉. Pour les e´le´ments de ce
sous-groupe, le coproduit n’est donc pas de´forme´ (# de´note le produit tensoriel ⊗) :
>> coproduct(aa^3), coproduct(bb)
3 3
B(a ) # B(a ), B(b) # B(b)
Par contre, le coproduit de a est complique´ :
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>> coproduct(aa)
4 4 / II \ 4 5 / II \ 4 2
1/16 B(a b) # B(a b) + | - -- - 1/16 | B(a b) # B(a ) + | -- - 1/16 | B(a b) # B(a b) +
\ 8 / \ 8 /
... 100 lignes coupe´es ...
2
-1/16 B(a) # B(a ) + 7/16 B(a) # B(a)
Pour illustrer des calculs tensoriels typiques, nous ve´rifions que l’antipode est correcte,
c’est-a`-dire que la formule µ ◦ (id⊗ S) ◦∆ redonne bien la counite´ de l’alge`bre de Hopf :
>> K := KD3::G: // un simple raccourci
>> checkAntipode := K::mu @ ( K::id # K::antipode ) @ K::coproduct:
>> checkAntipode(x) $ x in K::basis::list()
B(1), B(1), B(1), B(1), B(1), B(1), B(1), B(1), B(1), B(1), B(1), B(1)
Notre e´tude concernait les coide´aux de KD(3), c’est a` dire des sous-alge`bres « stables a`
droite » pour le coproduit. Notons e les unite´s matricielles de l’alge`bre.
>> e := KD3::e:
Nous calculons maintenant une base du coide´al K2 := I(e1 + e2) engendre´ par e1 + e2 :
>> K2basis := coidealAndAlgebraClosure([ e(1)+e(2) ])
-- +- -+ +- -+ +- -+ --
| | 1, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | |
| | | | | | | |
| | 0, 1, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | |
| | | | | | | |
| | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 1, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | |
| | | | | | | |
| | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 1, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | |
| | |, | |, ..., | | |
| | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | |
| | | | | | | |
| | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | |
| | | | | | | |
| | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | |
| | | | | | | |
| | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 0 | | 0, 0, 0, 0, 0, 0, 0, 1 | |
-- +- -+ +- -+ +- -+ --
On reconnaˆıt e1 + e2 dans le premier e´le´ment.
Manipuler directement une telle base n’est pas commode pour e´tudier les proprie´te´s alge´-
briques de K2. Nous construisons donc un objet qui mode´lise cette sous-alge`bre, en promettant
a` MuPAD qu’il s’agit d’une sous-alge`bre de Hopf (ce que nous savions par ailleurs).
>> K2 := Dom::SubFreeModule(K2basis,
>> [Cat::FiniteDimensionalHopfAlgebraWithBasis(KD3::coeffRing)]):
Nous pouvons maintenant demander si cette sous-alge`bre est commutative ou cocommutative :
>> K2::isCommutative(), K2::isCocommutative()
TRUE, FALSE
Nous en de´duisons que c’est force´ment l’alge`bre duale d’une alge`bre de groupe que nous sou-
haitons retrouver. Pour cela, nous construisons l’alge`bre duale de K2 :
>> K2dual := K2::Dual():
L’algorithmique sous-jacente est triviale : les ope´rateurs sont de´finis par simple transposition
de ceux de l’alge`bre originale. Mais il est pratique de ne pas avoir a` s’en soucier.
Calculons les e´le´ments de type groupe de cette alge`bre (ici, l’algorithmique est non tri-
viale !) :
>> K2dual::groupLikeElements()
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[B([1, 1]), B([7, 7]), B([3, 3]), B([8, 8]), B([5, 5]) + -II B([6, 5]), B([5, 5]) + II B([6, 5])]
Ces e´le´ments forment un groupe, le groupe intrinse`que. Pour le de´terminer, il reste a` recon-
naˆıtre la re`gle de produit.
>> G := K2dual::intrinsicGroup():
>> G::list()
[[], [1], [1, 1], [2], [1, 2], [1, 1, 2]]
G mode´lise le groupe ; ses e´le´ments on e´te´ exprime´s en fonction de ge´ne´rateurs choisis au
hasard. C’est brutal, MuPAD n’ayant que des fonctionnalite´s e´le´mentaires pour les groupes.
Cela est cependant suffisant ici : on reconnaˆıt a` nouveau un groupe dihe´dral. Nous finissons
en calculant a` titre de ve´rification quelques informations sur la the´orie des repre´sentations :
>> K2dual::isSemiSimple()
TRUE
>> K2dual::simpleModulesDimensions()
[2, 1, 1]
Re´sumons ce que nous avons vu. Pour explorer rapidement des structures alge´briques (par
exemple une alge`bre de dimension finie), nous avons besoin de poser, si possible en quelques
minutes, des questions d’un relativement haut niveau d’abstraction (l’alge`bre est elle semi-
simple ?).
Cela ne´cessite de mode´liser simultane´ment l’alge`bre et ses e´le´ments, en s’appuyant sur
une repre´sentation concre`te ; celle-ci provient usuellement d’une construction base´e sur des
mode`les combinatoires. Souvent, l’algorithmique sous-jacente est alors une simple agglome´ra-
tion d’e´le´ments simples (Euclide pour l’arithme´tique dans une extension alge´brique, quelques
produits s’appuyant sur des re`gles combinatoires, un pivot de Gauss). Il serait cependant trop
fastidieux (si ce n’est impossible en pratique) de devoir s’y ramener explicitement a` chaque
fois.
Nous avons donc besoin d’un syste`me souple et expressif, permettant de poser naturelle-
ment des questions sur des constructions avance´es, obtenues par composition de briques de
base. Vue la multitude de mode`les combinatoires inte´ressants, les briques et les constructions
doivent eˆtre les plus ge´ne´riques possible, sans cependant entraver la complexite´ algorithmique.
A` ce titre, la conception joue un roˆle tout aussi important que l’algorithmique. Enfin, il devrait
eˆtre facile de faire appel a` des outils optimise´s d’autres domaines mathe´matiques (the´orie des
groupes, alge`bre line´aire creuse, etc).
3. Mode`le de de´veloppement
3.1. Quelques mots d’ordre de ∗-Combinat. Afin d’e´clairer la philosophie de ∗-Combinat,
nous donnons, en les expliquant, quelques-uns de ses mots d’ordre.
Toute ligne de code doit eˆtre e´crite en vue d’une application imme´diate a` un
projet de recherche, tout en ayant une vision a` long terme.
L’objectif est de garantir que le code est utile, qu’il a e´te´ teste´, que la conception et la
fonctionnalite´ ont e´te´ valide´es par la pratique, et que le travail fourni sera valorise´ scientifi-
quement par des publications. Ce dernier point est essentiel pour maintenir la motivation, et
e´viter des frustrations ou des frictions quant a` la paternite´ du code.
Dans le meˆme temps, il faut viser un code ge´ne´rique et re´utilisable, afin que les investisse-
ment soient rentabilise´s sur le long terme.
E´crit par une communaute´ informelle de chercheurs, pour les chercheurs.
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Ce point est avant tout un corollaire du point pre´ce´dent. De plus, des relations informelles,
dans une certaine convivialite´, encouragent l’entraide, les e´changes, et favorisent l’e´mergence
d’un corpus d’expertise qui be´ne´ficie a` tous.
Sous licence libre.
Trop de logiciels sont morts suite a` une volonte´ politique de leurs institutions de tenter
une commercialisation inade´quate avec fermeture du code. Toute application industrielle de
∗-Combinat est la bienvenue ! Notre longue et fructueuse collaboration avec SciFace est la
meilleure preuve de notre pragmatisme. Il serait par exemple parfaitement acceptable de com-
mercialiser des services d’expertise autour de ∗-Combinat si le besoin s’en faisait sentir. Mais
l’objectif premier est de mutualiser les efforts de de´velopement des chercheurs pour la recherche.
Le controˆle du logiciel doit rester entre les mains des chercheurs. Pour cela la meilleure garan-
tie, outre l’utilisation d’une licence libre type GPL, est de multiplier les institutions concerne´es
et les sources de financements pour qu’aucune ne soit dominante.
Le couˆt de de´veloppement de ∗-Combinat est essentiellement humain. Que chaque cher-
cheur y participe sur la base du volontariat, et a` la hauteur de ses besoins propres, justifie
en soi l’investissement de son institution. Cela permet a` ∗-Combinat de fonctionner avec un
budget direct tre`s limite´.
Fe´de´rateur a` l’e´chelle internationale.
Trop de logiciels sont reste´s confidentiels a` cause de rivalite´s entre communaute´s. Il est
important d’e´viter qu’une communaute´ ne se l’approprie entraˆınant un rejet par les autres.
Pour cela, il faut franchir rapidement les frontie`res (ge´ographiques ou the´matiques), par la
base, c’est-a`-dire en convaincant un par un les chercheurs.
Ge´re´ par des chercheurs permanents.
Trop de doctorants ont e´te´ sacrifie´s, la charge de de´veloppement ne leur permettant pas
de publier. Re´ciproquement, trop de logiciels ont e´te´ jete´s apre`s le de´part de leur responsable
ex-doctorant. Le travail de fond sur une bibliothe`que de cette ampleur peut exiger des inves-
tissements massifs rentables uniquement sur le long terme. Maintenir dans le meˆme temps une
productivite´ scientifique re´gulie`re demande de l’expe´rience. En revanche, les doctorants sont
bien place´s pour intervenir en pe´riphe´rie, en de´veloppant les outils dont ils ont besoin pour
leur propre recherche. Cela doit se faire sous la supervision amicale d’un permanent dont le
roˆle est de garantir une bonne conception et l’inte´gration a` long terme.
Programmation extreˆme.
En passant outre la de´nomination pompeuse, les de´marches de la programmation extreˆme
s’appliquent fort bien a` notre type de de´veloppement : refactorisation permanente, revues
de code, programmation guide´e par les tests, inte´gration constante. Le de´veloppement doit
en effet s’adapter aux besoins tre`s variables des projets de recherche dont les progre`s sont
par nature impre´visibles. Seule re´serve : de par la dispersion ge´ographique des chercheurs, la
programmation par paires ne peut avoir lieu que ponctuellement (ateliers, etc.).
Rendre trivial en pratique ce qui est trivial en the´orie.
L’expe´rience montre que la plupart des calculs repose a` 90% sur une myriade de petits
de´tails triviaux mathe´matiquement (calcul de la longueur d’une permutation ; extension par
line´arite´ d’un ope´rateur, construction du dual d’une alge`bre, etc.). Un roˆle essentiel de la boˆıte
a` outils est de prendre en charge la majorite´ d’entre eux pour que le programmeur puisse se
concentrer sur le cœur de son proble`me. C’est a` ce niveau la` que la mutualisation fonctionne le
mieux, soutenue par une mode´lisation de haut niveau au plus pre`s du langage mathe´matique.
Algorithmique et conception sont les mamelles de l’efficacite´.
La perception de l’efficacite´ de´pend fortement des besoins. Comme nous l’avons vu, le
plus souvent en exploration informatique nous avons a` controˆler une explosion combinatoire.
De ce fait, une optimisation n’est inte´ressante que si elle permet de calculer vraiment plus
loin, ce qui ne´cessite un gain en complexite´ algorithmique. D’autre part, du point de vue
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du chercheur, la mesure perc¸ue du temps inclut non seulement le temps du calcul lui-meˆme,
mais aussi le temps d’exprimer la question. Enfin, nous devons traiter une grande varie´te´ de
proble`mes, chaque nouvelle question apportant son lot de spe´cificite´s. Notre situation est donc
tre`s diffe´rente d’une bibliothe`que comme GMP ou Linbox dont le roˆle est de traiter un nombre
limite´ de proble`mes (une dizaine pour Linbox : calcul de rang, de de´terminant, etc), mais ce
de manie`re extreˆmement optimise´e.
Notre priorite´ est donc a` une bonne complexite´, a` la souplesse et a` l’expressivite´. De ce
fait, c’est l’algorithmique et la conception qui priment.
Notre chance est que, la plupart du temps, notre code a principalement un roˆle de pilotage
a` partir de briques de base dont la granularite´ est relativement e´leve´e (arithme´tique sur des
entiers longs, alge`bre line´aire, etc.). De ce fait, les surcouˆts e´ventuels lie´s a` l’utilisation d’un
langage souple et de haut niveau (appels de me´thodes, re´solution de surcharge, code interpre´te´,
etc.) sont ne´gligeables par rapport aux calculs sous-jacents. Ainsi, il est possible de gagner sur
les deux tableaux, a` condition que la plateforme permette simultane´ment de programmer a` un
haut niveau et d’utiliser des briques de base externes hautement optimise´es.
Les ope´rations combinatoires e´le´mentaires (par exemple le calcul du nombre de descentes
d’une permutation) sont une exception notable ; ici la granularite´ est petite (acce`s aux e´le´ments
d’une liste et manipulations de petits entiers). Cela peut eˆtre ge´re´ de manie`re satisfaisante si
la plateforme permet de plus de compiler les sections critiques en fournissant e´ventuellement
des annotations supple´mentaire (par ex. Sage + Cython).
3.2. Distribution et outils de de´veloppement. Rendre MuPAD-Combinat facile a` ins-
taller et a` utiliser par le plus grand nombre e´tait un point essentiel pour de´velopper notre
communaute´. La distribution de MuPAD-Combinat m’a demande´ un travail conside´rable :
– de´veloppement d’une architecture de compilation aux standards GNU (automake, auto-
conf, etc.) pour les modules dynamiques (C/C++), pour la documentation (LATEXpuis
XML avec adaptation de scripts de l’e´quipe MuPAD en Java, Perl et Ruby) et pour les
tests ;
– compilation pour toutes les plateformes : Linux, MacOS X, Windows (via cygwin sur une
machine virtuelle QEMU), voire Zaurus ; cela a demande´ un certain nombre de correctifs
ou d’adaptations sur des logiciels que nous inte´grions (Symmetrica, Nauty, lrcalc) ;
– cre´ation de paquetages rpm et deb pour Linux, d’un installateur NSIS pour Windows,
d’un CDROM vif base´ sur Morphix ;
– code´veloppement de MuPACS, un mode MuPAD pour emacs, avec de´vermineur et aide
inte´gre´s ;
– mise en place d’outils collaboratifs sur sourceforge (site Web, listes de diffusions, serveur
CVS puis subversion, Wiki, etc.).
Ce travail d’inge´nierie, tre`s gourmand en temps, e´tait difficile a` de´le´guer faute de compe´-
tences. De ce fait, en 2007 comme en 2008, la sortie stable traditionnelle pour FPSAC n’a
pas eu lieu, malgre´ un grand nombre de fonctionnalite´s nouvelles. Fort heureusement, l’inte´-
gration dans le projet Sage nous permet maintenant de mutualiser ces aspects techniques ; ils
sont maintenant entie`rement ge´re´s par un inge´nieur merveilleusement compe´tent et motive´
(Michael Abshoff, merci mille fois !).
Le seul point restant a` ge´rer est du ressort du mode`le de de´veloppement : le choix des
outils collaboratifs et leur bonne utilisation. L’inte´gration dans Sage a e´te´ l’occasion d’une
e´volution pour pallier quelques de´rives. J’illustre ici l’une d’entre elles.
La plupart du temps, l’implantation des outils ne´cessaires a` un calcul donne´ est transverse,
impliquant quelques aspects combinatoires et alge´briques qui sont du ressort de ∗-Combinat,
et d’autres touchant plus au cœur de la plateforme (correctifs de bogues, alge`bre line´aire, po-
lynoˆmes, etc.). L’organisation de MuPAD-Combinat comme bibliothe`que pour MuPAD ne permet
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pas d’isoler ces modifications : nous avions duˆ dupliquer un grand nombre de fichiers de la
bibliothe`que de MuPAD pour y inte´grer un me´lange de modifications, certaines indubitables,
d’autres plus expe´rimentales. Dans la pratique la gestion de la re´inte´gration ulte´rieure de ces
modifications dans la version officielle de MuPAD est manuelle, fastidieuse, et source d’erreurs.
De fait, MuPAD-Combinat et MuPAD e´taient progressivement en train de diverger.
Le mode`le de de´veloppement de Sage re´sout ce proble`me en s’organisant autour des
patchs 3 : chacun de ceux-ci isole une modification relativement atomique(ajout d’une fonc-
tionnalite´, correctif d’un bogue), mais qui peut concerner plusieurs fichiers. Dans ce cadre,
Sage-Combinat devient avant tout une sous-communaute´ de Sage partageant une collection
de patchs expe´rimentaux qui sont de´veloppe´s et utilise´s en commun jusqu’a` eˆtre suffisamment
matures pour eˆtre inte´gre´s dans Sage. Par exemple, le patch jetant les bases des syste`mes de
racines a be´ne´ficie´ des contributions (et donc de l’expertise et du point de vue) de cinq cher-
cheurs sur une dure´e de deux mois avant d’eˆtre inte´gre´ dans Sage ; entre-temps, son utilisation
par d’autres membres, en particulier dans le cadre d’un autre patch sur les graphes cristallins,
avait valide´ sa conception.
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Figure 12. Workflow pour le de´veloppement de Sage-Combinat via un serveur
de patchs ; voir http://wiki.sagemath.org/combinat/Mercurial pour les ex-
plications
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Sage-Combinat est la premie`re sous-communaute´ de Sage ayant besoin de s’organiser de la
sorte. Le choix avec Jason Bandlow, Mike Hansen et Anne Schilling du bon outil collaboratif
(les piles 4 de patchs du syste`me de gestion de version de´centralise´ Mercurial) et d’un bon
workflow 5 (voir figure 12) a ne´cessite´ plusieurs semaines d’expe´rimentation et surtout la grande
patience de nombreux cobayes, afin de concilier des contraintes ine´dites :
– Encourager une inte´gration rapide dans Sage pour s’adapter a` son rythme de de´veloppe-
ment rapide (une nouvelle version par mois).
– S’adapter a` la dispersion ge´ographique et the´matique des chercheurs et a` des rythmes
de travail tre`s irre´guliers ; un patch peut rester dormant quelques mois (enseignement,
habilitation) ; d’autres peuvent eˆtre de´veloppe´s en trois jours par quatre personnes a`
l’occasion d’une confe´rence.
– Encourager la collaboration autour de chaque patch.
– Controˆler la complexite´ et garantir la robustesse, pour que des utilisateurs ou contribu-
teurs occasionnels puissent en faire une utilisation simple.
4. Conception : mode´lisation objet
4.1. Importance de la programmation oriente´e objet.
« La programmation oriente´e objet (POO) ou programmation par objet, est un
paradigme de programmation informatique qui consiste en la de´finition et l’as-
semblage de briques logicielles appele´es objets ; un objet repre´sente un concept,
une ide´e ou toute entite´ du monde physique, comme une voiture, une personne
ou encore une page d’un livre. »
[Wik, Oriente´ objet]
Je rajoute, dans notre contexte, tout objet mathe´matique sur lequel on souhaite faire un
calcul : un nombre, un vecteur, un arbre, une partition ; mais aussi, j’y reviendrai en section 4.3,
un groupe, une classe combinatoire, une alge`bre.
Pour un informaticien, l’utilisation de la programmation oriente´e objet (apparue de`s les
anne´es 1970 !) semble aller de soi pour un projet logiciel de l’ampleur d’un syste`me de calcul
formel. Certains de ces syste`mes, comme Axiom, l’ont d’ailleurs inte´gre´e tre`s toˆt. Singulie`re-
ment, son utilite´ reste encore conteste´e, certains mettant en valeur que des syste`mes comme
Maple (ou Mathematica), au succe`s d’ailleurs incontestable jusqu’ici, en particulier en combi-
natoire, semblent fonctionner tre`s bien sans. A` cela, deux facteurs me semble-t-il. Le premier
est qu’ils ont e´te´ conc¸us avec tre`s peu de structures de donne´es : nombres (entiers, flottants,
etc.), listes, tables, matrices, et surtout l’universelle expression. Ces structures sont implante´es
dans le noyau, sans possibilite´ d’extension. A` quelques inconve´nients pre`s (ope´rateur &* pour
la multiplication de matrices), cela est effectivement suffisant pour l’essentiel du calcul formel
universitaire de licence : alge`bre line´aire, calculus, etc. Au prix de contorsions, beaucoup de
proble`mes peuvent s’y ramener. On peut aussi songer a` la gamme d’applications de Matlab,
autour d’une seule structure de donne´es (en caricaturant a` peine) : la matrice a` coefficients flot-
tants. L’autre facteur est que l’essentiel du code mathe´matique de Maple, incluant les multiples
contributions externes est compose´ de petites bibliothe`ques inde´pendantes.
Mais la programmation oriente´e objet devient fondamentale a` notre e´chelle :
– MuPAD-Combinat contient plus de 600 briques logicielles (600 domaines, ou classes concre`tes,
pour 5000 me´thodes et 130k lignes de code), que l’on peut composer entre elles. Cela
permet, par exemple, de construire une alge`bre dont la base est indexe´e par des arbres
et les coefficients sont dans une extension alge´brique Q[ǫ] avec ǫ une racine de l’unite´
4. litte´ralement des files (patch queue), mais dans la pratique, nous les utilisons plutoˆt comme piles
5. Quel nom affreux ! Flot de de´veloppements ?
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(voir la de´monstration en section 2). En Maple, calculer avec des matrices a` coefficients
dans Z/2Z est de´ja` malaise´.
– MuPAD-Combinat e´tend conside´rablement la hie´rarchie de cate´gories (classes abstraites)
de MuPAD (voir figure 13). Cela a permis de factoriser une grande quantite´ de code, en le
rendant ge´ne´rique, alors que, par exemple, 90% du code de ACE e´tait duplique´ entre les
bibliothe`ques de fonctions syme´triques commutatives et non commutatives.
Les mathe´matiques sont au cœur de la discussion. D’une part, la hie´rarchie de cate´go-
ries mode´lise naturellement la hie´rarchie usuelle des cate´gories mathe´matiques (d’ou` le nom).
D’autre part le choix de la cate´gorie ou` est implante´e une fonctionnalite´ donne´e est conditionne´
par le niveau d’abstraction auquel l’algorithme utilise´ s’applique. Par exemple, l’algorithme
de calcul du radical, que nous avons utilise´ a` l’origine pour des alge`bres de type Hecke, a e´te´
implante´ au niveau des alge`bres de dimension finie. Plus tard, il a e´te´ remonte´ au niveau des
alge`bres non ne´cessairement associatives (un simple de´placement du code), ce qui permet de
l’appliquer aux alge`bres de Lie.
4.2. Ame´liorations de l’he´ritage multiple en MuPAD. La mode´lisation de la hie´rarchie
usuelle des cate´gories mathe´matiques requiert un me´canisme d’he´ritage multiple. Par exemple,
une alge`bre est a` la fois un anneau et un module sur le corps de base. En MuPAD, ce me´canisme
se situe naturellement au niveau des cate´gories (classes abstraites). L’ordre dans lequel on
recherche une me´thode dans la hie´rarchie est notoirement sensible. D’un point de vue mathe´-
matique, on souhaite que cet ordre soit au moins une extension line´aire de la hie´rarchie ; on
veut en effet garantir qu’une implantation spe´cialise´e d’une me´thode dans une sous-cate´gorie
A surcharge syste´matiquement celle ge´ne´rique de´finie dans une sur-cate´gorie B. La construc-
tion de notre hie´rarchie de cate´gories a re´ve´le´ que ce n’e´tait pas le cas dans MuPAD. L’ordre de
recherche suivait en effet un parcours en largeur (comme jusqu’a` tre`s re´cemment en Python),
mais leur hie´rarchie originale e´tait suffisamment simple et proche d’eˆtre gradue´e pour que cela
n’ait jamais pose´ de proble`me.
C’est un exemple typique de modification, plutoˆt simple mais profonde et donc sensible,
que j’ai apporte´e a` MuPAD, avec la be´ne´diction de ses de´veloppeurs. De meˆme, j’ai rajoute´ un
syste`me d’initialisation des domaines, extensible par greffons au niveau de chaque cate´gorie. Il
permet typiquement de faire des de´clarations de conversions implicites ou de surcharge pour
les ope´rateurs ade´quats de la cate´gorie. J’ai aussi introduit une notation objet plus usuelle,
objet : :methode().
4.3. Mode´lisation des domaines. Dans cette section, j’explique pourquoi nous avons
atteint les limites du mode`le objet de type Domaine/Cate´gorie de Axiom et MuPAD.
Nous avons vu dans la de´monstration (section 2 et en particulier 2.2) que nous souhaitions
mener simultane´ment des calculs sur les e´le´ments d’un domaine et sur les domaines eux-meˆmes
(un domaine e´tant un ensemble muni d’ope´rations, comme par exemple l’anneau des matrices
Mn(R), l’anneau de polynoˆmes C[x, y, z], un groupe ou un graphe cristallin).
Traditionnellement, ce sont les e´le´ments des domaines que l’on manipule, mettons les ma-
trices dans Mn(R). Ces e´le´ments sont donc mode´lise´s par des objets. Le domaine, Mn(C) lui
n’a pas d’existence. A` la rigueur, on peut conside´rer que la classe des matrices le mode´lise, mais
typiquement dans un langage type´ statiquement, cette classe peut ne pas avoir d’existence a`
l’exe´cution.
Dans le mode`le objet d’Axiom, repris par la suite par MuPAD, les domaines prennent une
existence a` part entie`re. Ils sont mode´lise´s par des classes. Cela requiert plusieurs points tech-
niques qui excluent l’implantation de ce mode`le dans la plupart des langages de programmation
classiques. Tout d’abord, les classes sont des entite´s de premier niveau dans le langage. On
peut les stocker dans des variables, les passer en parame`tre a` des fonctions, etc. D’autre part,
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Figure 13. Hie´rarchie des cate´gories (classes abstraites) dans MuPAD (en haut) et MuPAD-Combinat (en bas)
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ces classes sont parame´tre´es : pour mode´liser M10(R), on construit, a` l’aide d’un foncteur ge´-
ne´rique pour les matrices carre´es, la classe des matrices 10⊗ 10 sur le corps des re´els (glissons
sur le proble`me de repre´sentation des re´els par des flottants). On peut de plus cre´er au vol de
nouvelles classes, e´ventuellement en grand nombre. Enfin, les classes sont re´flexives : on peut, a`
l’exe´cution, demander leurs proprie´te´s (ainsi, l’algorithmique pour les matrices pourra changer
selon si l’anneau de base est un corps, un anneau principal, etc. A` cet effet, le mode`le introduit
un deuxie`me niveau de classes (les cate´gories), jouant en gros le roˆle de classes abstraites. Point
fort du syste`me, ces cate´gories associent aux domaines des informations mathe´matiques.
Ce mode`le fonctionne tre`s bien en calcul formel traditionnel. Les domaines servent a` de´crire
la repre´sentation concre`te des e´le´ments (structure de donne´es et ope´rations de bas niveau),
tandis que les cate´gories de´crivent les proprie´te´s mathe´matiques et les algorithmes ge´ne´riques
associe´s. Mais nous en avons atteint les limites.
Prenons un exemple : les ordres partiels. Il y a d’un coˆte´ les petits ordres partiels, que
l’on veut de´crire en stockant explicitement le graphe sous-jacent. On les mode´lise donc na-
turellement par des objets dans une classe « PetitOrdrePartiel ». Cette classe implante une
ope´ration « pre´de´cesseurs imme´diats(O,x) » qui, e´tant donne´ un ordre partiel O (une instance
de PetitOrdrePartiel) et un de ses sommets x renvoie les successeurs imme´diats de x dans
O. La classe PetitOrdrePartiel he´rite d’une classe OrdrePartiel qui implante des ope´rations
ge´ne´riques a` partir des ope´rations de base ; par exemple « section initiale(O,x) » renvoie tous
les e´le´ments plus petits que x dans O. Maintenant se pre´sente une autre situation : l’ensemble
P des partitions est lui aussi muni d’une structure d’ordre partiel (le treillis de Young). Mais
cette fois, dans notre mode`le, P est une classe ; elle ne peut donc pas eˆtre elle-meˆme une
instance de la classe OrdrePartiel. On ne peut donc pas re´utiliser les ope´rations ge´ne´riques qui
y sont implante´es.
Autre exemple : la re´solution de surcharge, par exemple dans une expression a∗b se fait ge´-
ne´ralement en conside´rant les domaines, donc les classes, de a et b. Comment doit-on proce´der
pour une ope´ration A⊗ B qui prend deux domaines ? Quelle est la classe d’une classe ?
Quel est le cœur du proble`me ? Dans Axiom ou MuPAD, on mode´lise la relation « x est un
e´le´ment du domaine X » par « x est une instance de la classe x ». Mais alors les domaines
et les e´le´ments ne jouent plus des roˆles semblables. Introduire une double hie´rarchie n’est
qu’un palliatif. Comment mode´liser, ce qui est naturel et utile mathe´matiquement, des ordres
partiels dont les e´le´ments sont eux meˆme des ordres partiels ? Ou des monoides de monoides
de monoides ? Comment implanter du code ge´ne´rique fonctionnant quel que soit le niveau du
domaine conside´re´ ?
Dans Sage (tout comme dans Magma dont il est inspire´), le mode`le choisi est diffe´rent et,
je pense, plus adapte´ a` notre besoin. Au fond, on en revient a` la base de la programmation
objet : tout concept mathe´matique que l’on souhaite manipuler doit eˆtre repre´sente´ par un
objet ; et cela vaut aussi pour un groupe, un ordre partiel, ou Mn(C). La relation « x est un
e´le´ment du domaine X » est une relation entre deux objets.
Cela dit, la conception d’une hie´rarchie de cate´gories syste´matique n’en est qu’a` ses de´buts
dans Sage, et il reste de nombreuses questions pratiques a` re´gler. Pour commencer, le fait qu’un
domaine soit dans une certaine cate´gorie (mettons une alge`bre de dimension finie) donne des
algorithmes ge´ne´riques a` la fois pour les e´le´ments du domaine (test d’inversibilite´) et pour
le domaine lui-meˆme (calcul de la the´orie des repre´sentations). Peut-on e´viter l’e´tablissement
d’une double hie´rarchie de classes en paralle`le, l’une donnant les ope´rations sur les e´le´ments
et l’autre sur les domaines ? Comment ge´rer, lors de la construction d’un produit carte´sien
C = A×B toutes les proprie´te´s et ope´rations de C induites par celles de A et B (des groupes,
des classes combinatoires, etc.) ?
Cette re´flexion doit bien entendu se faire en lien avec des experts. Nous renvoyons par
exemple a` [HR04] pour des re´flexions comple´mentaires sur la mode´lisation objet pour le
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calcul formel, en particulier dans le cas plus contraignant d’un langage fonctionnel a` typage
statique.
5. Conception : repre´sentations multiples
5.1. Repre´sentations multiples. Une strate´gie classique du calcul formel est d’avoir
plusieurs repre´sentations pour les objets, et de convertir de l’une a` l’autre selon le calcul a`
re´aliser. Typiquement, on peut repre´senter un polynoˆme univarie´ comme combinaison line´aire
de monoˆmes ou par e´valuation sur des points bien choisis (transforme´e de Fourier), la seconde
repre´sentation donnant un calcul de produit en temps line´aire.
En combinatoire alge´brique, cette ide´e est de´multiplie´e ; il y a par exemple plus d’une
vingtaine de bases implante´es pour les fonctions syme´triques dans ∗-Combinat (voir figure 14),
chacune ayant son utilite´ propre. On veut typiquement faire des calculs comme :
>> S := examples::SymmetricFunctions():
>> x := S::p( S::m[1] * ( S::e[3]*S::s[2] + 1 )) # S::e[2,1]
p[1] # e[2, 1] + 1/6 p[3, 2, 1] # e[2, 1] + 1/6 p[3, 1, 1, 1] # e[2, 1] -
1/4 p[2, 2, 1, 1] # e[2, 1] - 1/6 p[2, 1, 1, 1, 1] # e[2, 1] + 1/12 p[1, 1, 1, 1, 1, 1] # e[2, 1]
ou` # est le symbole utilise´ pour les produits tensoriels et, par exemple, S : :s mode´lise l’alge`bre
des fonctions syme´triques exprime´es sur la base des fonctions de Schur.
Il est alors hors de question d’implanter toutes les conversions possibles. De meˆme, il n’est
pas envisageable d’implanter toutes les ope´rations possibles (produit, coproduit, antipode,
omega, etc) dans toutes les bases ; souvent on ne connaˆıt pas (encore) de meilleur algorithme
que de changer de base et d’y faire le calcul ! Cela devient vital lorsque l’on souhaite explorer
informatiquement une nouvelle alge`bre de Hopf ou une nouvelle base.
Il est aussi ne´faste de devoir pre´ciser, pour chaque calcul, les conversions a` utiliser. Cela
requiert de la part de l’utilisateur (novice ou expe´rimente´) une connaissance approfondie de
ce qui est implante´. Et surtout, cela fige le code dans un e´tat donne´, ne lui permettant pas de
be´ne´ficier automatiquement d’implantations ulte´rieures de conversions ou d’ope´rations.
Cette re´flexion, guide´e par la pratique, nous a amene´s Florent Hivert et moi a` de´gager
l’ide´e clef suivante :
L’implantation d’une alge`bre (de Hopf) doit eˆtre appre´hende´e comme une base de donne´es
e´volutive de repre´sentations (diffe´rentes bases) et de formules, re`gles de calculs ou autres
algorithmes (Jacobi-Trudi, Pieri Littlewood Richardson, etc.). A` charge pour le syste`me de
choisir, pour chaque calcul, les changements de repre´sentations et les algorithmes approprie´s.
En somme, l’esprit est de mode´liser l’analogue du « formulaire raisonne´ des fonctions sy-
me´triques » [LS85], tout en encapsulant l’ensemble des ope´rations et conversions effectivement
code´es, pour en faire un de´tail d’implantation.
La re´alisation de cette ide´e passe par trois points : un me´canisme de conversions implicites,
un me´canisme de surcharge multiparame`tres, et une infrastructure base´e sur ces me´canismes
pour construire aise´ment des domaines avec plusieurs repre´sentations. La difficulte´ e´tait la
mise au point de mode`les souples, robustes et ge´ne´ralistes, faisant des choix raisonnables,
pre´dictibles et avant tout corrects mathe´matiquement, le tout avec de bonnes performances.
La simplicite´ e´tait de mise. Par exemple, nous avons choisi de ne pas essayer d’inclure dans la
base de donne´es des informations de complexite´ d’algorithmes pour guider le choix du syste`me.
Il est pre´fe´rable de laisser in fine, le controˆle a` l’utilisateur avance´, lui permettant, lorsque
cela s’ave`re ne´cessaire, de rajouter quelques re`gles supple´mentaires (par ex : pour calculer le
produit d’une fonction de Schur par une fonction puissance, passer par telle base et utiliser
tel algorithme), plutoˆt que de l’inciter a` ajuster des parame`tres de complexite´ pour corriger
des travers e´ventuels. Cela laisse typiquement la porte ouverte a` l’utilisation de strate´gies
diffe´rentes selon la taille des donne´es, avec ajustement d’un parame`tre de seuil.
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Figure 14. Graphes des conversions dans deux sessions MuPAD-Combinat typiques ; en haut : avec juste les fonctions
syme´triques usuelles ; en bas : avec en sus les polynoˆmes de Maconald, les fonctions syme´triques non commutatives et les
fonctions quasisyme´triques
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Je me suis charge´ des deux premiers points, que je de´cris ci-dessous, et j’ai seconde´ Florent
Hivert sur le troisie`me. Nous aurions bien pre´fe´re´ pouvoir transposer directement un des mo-
de`les existant dans des langages comme C++, Java, Python, Lisp, GAP, Axiom ; cependant
l’ampleur de nos besoins spe´cifiques nous a amene´ a` des solutions originales, quoique large-
ment inspire´es de ces mode`les.
5.2. Re´solution de surcharge multiparame`tres et conversions. Tous les langages
oriente´s objet, y compris MuPAD, implantent la surcharge simple des me´thodes : lors d’un appel
f(x,y), le choix de la fonction appele´e sera de´termine´ par la classe de x. Usuellement cela est
mis en valeur par la syntaxe, l’appel s’e´crivant plutoˆt sous une forme comme x.f(y).
Ce syste`me a ses limites. Prenons un exemple dans le contexte du calcul formel (voir [Sin05]
pour des exemples dans d’autres contextes). Supposons que x soit un nombre rationnel, et
y un vecteur de Q3. Quelle me´thode est effectivement appele´e par x ∗ y ? Ce devrait eˆtre
celle de multiplication des vecteurs de Q3 par les scalaires dans Q, dont l’implantation est
rattache´e a` Q3. Cependant, dans MuPAD, mais aussi dans Sage jusqu’a` tre`s re´cemment, c’e´tait
la me´thode mult des rationnels qui e´tait appele´e, a` charge pour celle-ci de renvoyer l’appel au
bon endroit (l’exemple est simplifie´ pour l’expose´, en fait il y avait un traitement spe´cifique
pour les rationnels, mais le principe reste). Cela est contraire au principe de localisation : la
me´thode de multiplication des rationnels ne devrait avoir a` traiter que de la multiplication des
rationnels (ou a` la rigueur des rationnels par des entiers), sans avoir a` ge´rer et donc dans une
certaine mesure a` connaˆıtre, tout ce qui peut et pourra eˆtre construit au dessus des rationnels.
En particulier, il est difficile de s’assurer que tous les objets implanteront le renvoi de manie`re
consistante (ce n’e´tait pas le cas en MuPAD).
Ce n’est certainement pas un proble`me original. Tous les langages de programmation im-
plantent au moins un syste`me minimal de surcharge permettant d’e´crire x ∗ y pour x et y
entiers, flottants, etc. Le plus souvent, cela se fait avec un traitement au cas par cas. Ce qui
est original dans notre cas, c’est l’ampleur du proble`me. Il n’est pas inusuel dans nos calculs
de cre´er temporairement plusieurs milliers de domaines, mode´lisant autant de structures al-
ge´briques dans lesquelles ont lieu les calculs. J’avais re´alise´ un premier prototype, inspire´ par
celui de C++ (quoique adapte´ a` un langage ou` le typage est dynamique) ou de GAP. Ce proto-
type a e´te´ essentiel pour le de´veloppement de l’infrastructure pour les alge`bres (de Hopf) et
en particulier les outils de the´orie des repre´sentations (Florent Hivert conside`re par exemple
que, sans ce prototype, la publication [HNT06] n’aurait simplement pas existe´e). Il a permis
de simplifier conside´rablement et donc de rendre robuste et cohe´rentes les conversions et les
surcharges dans MuPAD.
Les spe´cifications suivantes ont e´te´ conditionne´es par le retour d’expe´rience lors d’utili-
sations intensives. En particulier, les conside´rations de complexite´ en temps et en me´moire
proviennent toutes de bogues rencontre´s lors de gros calculs (jusqu’a` 20% du temps perdu
dans la re´solution des surcharges) ou lors de l’inte´gration dans MuPAD (fuites de me´moire dans
les tests de factorisation, ces derniers ne´cessitant la construction de multiples tours d’exten-
sions alge´briques).
– Les re´solutions de surcharge ou de conversions sont de´termine´es par le domaine du ou
des arguments.
– Le syste`me maintient un graphe des conversions implicites entre domaines existants. Cha-
cune de ces conversions correspond a` l’implantation d’un morphisme naturel canonique
(le plongement du corps de base dans une alge`bre, les isomorphismes entre fonctions
syme´triques dans diffe´rentes bases, etc.).
L’aspect canonique garantit que, s’il existe deux chemins de conversions implicites
entre deux domaines, alors les conversions doivent donner le meˆme re´sultat (diagramme
commutatif).
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L’aspect naturel garantit que la conversion est un morphisme pour toutes les ope´ra-
tions surcharge´es. Ce dernier point est flou : quelle cate´gorie mathe´matique ce graphe
mode´lise-t-il ?
Deux domaines dans la meˆme composante fortement connexe sont conside´re´s iso-
morphes ; c’est-a`-dire qu’ils implantent deux repre´sentations pour la meˆme structure
mathe´matique. Un re´sultat peut alors eˆtre exprime´ dans l’une quelconque des repre´sen-
tations.
Noter que ce graphe (voir figure 14) a une structure tre`s spe´cifique : l’ensemble des
pre´de´cesseurs d’un domaine est relativement petit (<20), tandis que l’ensemble des suc-
cesseurs peut repre´senter presque tout le graphe (pour N).
– La re´solution de surcharge, lorsqu’il n’y a pas co¨ıncidence exacte des signatures, recherche
la solution la plus approche´e en autorisant l’utilisation de conversions implicites. Il n’est
pas souhaitable de remonter dans la hie´rarchie de classe, comme dans le mode`le des
multime´thodes : deux Q alge`bres A et B de dimension 4 he´riterons typiquement de la
meˆme structure sous-jacente d’espace vectoriel Q4 ; mais cela ne donne pas pour autant
un sens a` l’addition d’un e´le´ment de A et d’un de B.
Lorsqu’il y a plusieurs solutions possibles, les hypothe`ses garantissent que les re´sul-
tats sont identiques (e´ventuellement via un isomorphisme). Le roˆle du choix est donc
uniquement de minimiser le nombre de conversions pour gagner en efficacite´. Une erreur
dans ce choix n’aura donc pas de conse´quence se´mantique.
– Dans une re´solution approche´e, tous les arguments peuvent simultane´ment subir une
conversion. Mais au moins l’une de ces conversions doit eˆtre entre deux domaines iso-
morphes.
– Le me´canisme doit supporter la cre´ation au vol, e´ventuellement temporaire, de plusieurs
milliers de domaines. En particulier :
– La re´solution de conversions ou de surcharge ne doit avoir lieu que si elle est ne´-
cessaire (e´valuation paresseuse). La premie`re re´solution ne doit conside´rer que la
portion du graphe strictement ne´cessaire (typiquement de l’ordre de la dizaine de
domaines). Les re´solutions suivantes doivent eˆtre en temps constant (petit), via
l’utilisation d’un cache.
– Le cache me´moire ne doit pas de´passer un espace essentiellement line´aire vis-a`-vis
du nombre de domaines et d’ope´rations effectivement utilise´s.
– La repre´sentation en me´moire du graphe et du cache ne doivent pas empeˆcher la
libe´ration de la me´moire occupe´e par un domaine lorsque celui-ci n’est plus utilise´
(que ce soit par comptage de re´fe´rence ou par glanage de cellules lorsqu’il fait partie
d’une composante connexe non triviale).
– Il n’est pas essentiel que le rajout (ou la suppression) a posteriori d’une conversion
invalide le cache pour les conversions et surcharges indirectes de´ja` re´solues.
L’implantation actuelle dans MuPAD ve´rifie ces spe´cifications graˆce a` une structure de donne´es
re´partie, pour le graphe de conversion comme pour le cache, et une algorithmique approprie´e.
Dans le meˆme temps le mode`le suit suffisamment les mathe´matiques pour que son utilisation
reste intuitive, voire transparente.
6. E´tude de cas : objets de´composables et espe`ces combinatoires
Les classes combinatoires de´composables (ou espe`ces combinatoires) sont un des moteurs de
calcul essentiels pour une bibliothe`que de combinatoire (alge´brique). Elles permettent de traiter
ge´ne´riquement toutes les classes combinatoires que l’on peut de´finir en composant des classes
plus simples, typiquement re´cursivement. Comme nous l’avons vu dans la section 2 cela inclut
bien entendu les arbres sous toutes leur formes (plus d’une vingtaine dans MuPAD-Combinat),
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mais aussi les partitions, les langages de´finis par automate ou grammaire, etc. Pour mentionner
une application plus originale, cet outil a fait de MuPAD-Combinat un maillon important d’une
chaˆıne logicielle pour faire du test statistique de programmes [Gou04, DGG04, DGG+06a,
DGG+06b, Oud07, DGG+08].
La premie`re implantation, par Paul Zimmermann, remonte a` Gaia [Zim94, FZVC94],
devenue par la suite la bibliothe`que combstruct de Maple. Cette bibliothe`que permet le comp-
tage et le tirage ale´atoire pour les classes de´composables non e´tiquete´es. Par la suite, Paul
Zimmermann, Alain Denise et Isabelle Dutour ont porte´ cette bibliothe`que vers MuPAD 1.4.2
sous le nom de CS [DDZ98], et surtout l’ont e´tendue : tirage ale´atoire de structures de grande
taille graˆce au comptage approche´ en flottant, calcul automatique de relations de re´currence,
utilisation du produit de Karatsuba sur les se´ries ge´ne´ratrices, ge´ne´ration de code C autonome.
Se´bastien Cellier s’est charge´ sous ma direction de son adaptation a` MuPAD 2.0.0.
Ma premie`re contribution a e´te´ d’utiliser l’architecture objet de MuPAD-Combinat pour
re´duire conside´rablement la taille du code et surtout le rendre re´entrant : il est maintenant
possible de construire plusieurs classes de´composables simultane´ment. En utilisant les ferme-
tures et des ge´ne´rateurs, j’ai rajoute´ les fonctionnalite´s de listage et d’ite´ration (qui, pour nous,
sont les plus importantes). Enfin, j’ai inte´gre´ cette bibliothe`que dans MuPAD-Combinat, lui per-
mettant d’une part de prendre une classe combinatoire quelconque de MuPAD-Combinat comme
brique de base, et d’autre part d’eˆtre utilise´ comme moteur de calcul interne. M’inspirant des
travaux de Xavier Molinero et Conrado Martinez [MM03, MM05], j’ai commence´ a` e´tendre
la bibliothe`que pour traiter les objets e´tiquete´s. Florent Hivert s’est charge´ de l’implantation
des constructeurs Cycle et Set en e´tiquete´ ; suite a` un quiproquo, il a en fait introduit pour cela
une technique nouvelle (Div/MultX) qui permet en fait de traiter des exemples nouveaux par
rapport au « boxed product » de Xavier Molinero et Conrado Mart´ınez [MM03]. Lors de deux
se´jours croise´s, Xavier Molinero a rajoute´ les ope´rations de unrank, tandis que j’implantais l’ite´-
ration pour les constructeurs de cycles, de mots de Lyndon et d’ensembles pour les objets non
e´tiquete´s [MMT06], en m’appuyant sur un algorithme de Joe Sawada [MM04, Saw03]. A`
l’automne 2005, j’e´tais dans le jury de the`se de Xavier Molinero.
Il est clairement apparu a` ce moment la` que la conception monolithique de la bibliothe`que
atteignait ses limites, rendant fastidieuse sa maintenance et son extension. Aussi, lorsque
invite´ a` l’atelier Axiom 2006 j’ai de´crit les grandes e´tapes pour e´tablir une bibliothe`que de
combinatoire, j’ai insiste´ sur l’importance des objets de´composables et de leur implantation
de fac¸on tre`s modulaire. Pour illustrer mon propos, j’avais e´crit un petit prototype en Aldor,
proche d’un autre prototype en C++ que j’avais e´crit quelques mois auparavant apre`s une
discussion avec Conrado Mart´ınez.
Martin Rubey et Ralf Hemmecke ont tout de suite pris le projet en main, marquant la
naissance d’aldor-Combinat [HR06]. Martin Rubey a introduit un leitmotiv qui s’est ave´re´
brillant : suivre au plus pre`s la the´orie des espe`ces [Joy81, BLL94] pour unifier le cas e´tiquete´
et non e´tiquete´. Cela l’a amene´ a` traiter aussi les cas interme´diaires (e´tiquetage semi-standard
a` contenu fixe´) afin de pouvoir ge´ne´rer les structures non-e´tiquete´es pour la substitution.
Ralf Hemmecke a, de son coˆte´, apporte´ une solution logicielle originale : mode´liser la de´fi-
nition re´cursive de la classe combinatoire par une de´finition re´cursive des classes par foncteurs
parame´tre´s. Cela permet de construire simultane´ment la structure de donne´es re´cursive des ob-
jets, et l’algorithmique re´cursive pour les ope´rations combinatoires sur la classe. Je ne connais
pas d’autre langage de programmation permettant cela ; en fait, lorsque nous en avions dis-
cute´, il n’e´tait meˆme pas clair pour nous que le compilateur d’Aldor le permette. Ce deuxie`me
aspect, quoique fort esthe´tique, est a` mon sens loin d’eˆtre essentiel, et ne doit pas eˆtre vu
comme un frein pour une adaptation a` d’autres langages.
Ensemble, ils ont implante´ une bibliothe`que extreˆmement bien documente´e [HR06], que
l’on peut voir comme une version effective du livre [BLL94].
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Cela a servi de base inestimable de travail pour Mike Hansen qui, sur ma suggestion, s’est
charge´ d’une bonne partie de l’adaptation a` Sage lors de l’e´te´ 2008, sur un financement de
Google 6. Il est encore trop toˆt pour juger de son apport personnel pour l’algorithmique et la
conception. Mais son travail est prometteur, en particulier du point de vue de l’inte´gration avec
la ge´ne´ration incre´mentale d’objets combinatoires a` un isomorphisme pre`s — telle qu’utilise´e
par Brendan McKay pour les graphes dans Nauty — implante´e dans Sage par Robert Miller.
En re´sume´, l’implantation actuelle dans Sage-Combinat des objets de´composables (ou
plus ge´ne´ralement des espe`ces combinatoires) est le fruit de l’intervention de tre`s nombreux
contributeurs, sur le long terme, chacun apportant sa pierre a` l’e´difice. C’est une illustration
exemplaire de l’importance pour ce type d’outil d’eˆtre de´veloppe´s sur un mode`le libre. Dans
ce cadre, et graˆce a` la pollinisation croise´e, meˆme le de´veloppement sur plusieurs plateformes
en paralle`le a e´te´ be´ne´fique, chaque portage ayant e´te´ utilise´ a` bon escient pour essayer de
nouvelles techniques logicielles.
6. Voir http://blog.phasing.org/.
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Abstract :
This manuscript synthesizes almost fifteen years of research in algebraic combinatorics, in
order to highlight, theme by theme, its perspectives.
In part one, building on my thesis work, I use tools from commutative algebra, and in par-
ticular from invariant theory, to study isomorphism problems in combinatorics. I first consider
algebras of graph invariants in relation with Ulam’s reconstruction conjecture, and then, more
generally, the age algebras of relational structures. This raises in return structural and algo-
rithmic problems in the invariant theory of permutation groups.
In part two, the leitmotiv is the quest for simple yet rich combinatorial models to des-
cribe algebraic structures and their representations. This includes the Hecke group algebras
of Coxeter groups which I introduced and which relate to the affine Hecke algebras, but also
some finite dimensional Kac algebras in relation with inclusions of factors, and the rational
Steenrod algebras. Beside being concrete and constructive, such combinatorial models shed
light on certain algebraic phenomena and can lead to elegant and elementary proofs.
My favorite tool is computer exploration, and the algorithmic and effective aspects play a
major role in this manuscript. In particular, I describe the international open source project
∗-Combinat which I founded back in 2000, and whose mission is to provide an extensible
toolbox for computer exploration in algebraic combinatorics and to foster code sharing among
researchers in this area. I present specific challenges that the development of this project raised,
and the original algorithmic, design, and development model solutions I was led to develop.
Keywords :
Algebraic Combinatorics – Computer Algebra – Computer exploration
Graphs and Isomorphisms – Groups – Invariants – Representations
Commutative Algebras – Hopf and Kac Algebras – Iwahori-Hecke algebras
Re´sume´ :
Ce me´moire fait la synthe`se de presque quinze anne´es de recherche en combinatoire alge´-
brique afin d’en de´gager, the`me par the`me, les perspectives.
Dans un premier volet, issu de ma the`se, j’utilise des outils d’alge`bre commutative, et
notamment de the´orie des invariants, pour e´tudier des proble`mes d’isomorphisme en com-
binatoire. Je m’inte´resse tout d’abord aux alge`bres d’invariants de graphes en lien avec la
conjecture de reconstruction de Ulam puis, plus ge´ne´ralement, aux alge`bres d’aˆges des struc-
tures relationnelles. Cela pose en retour des proble`mes algorithmiques et structurels en the´orie
des invariants des groupes de permutations.
Dans un deuxie`me volet, le leitmotiv est la recherche de mode`les combinatoires simples,
mais riches, pour de´crire des structures alge´briques et leurs repre´sentations. Cela inclut no-
tamment les alge`bres de Hecke groupe que j’ai associe´es aux groupes de Coxeter (en lien avec
les alge`bres de Hecke affine), mais aussi les alge`bres de Kac de dimension finie (en lien avec
les inclusions de facteurs) et les alge`bres de Steenrod. Outre un aspect concret et effectif, de
tels mode`les apportent un e´clairage sur certains phe´nome`nes alge´briques, et en particulier des
de´monstrations e´le´gantes et e´le´mentaires.
Mon outil principal est l’exploration informatique. Aussi, les aspects algorithmiques et
effectifs tiennent une place particulie`re dans ce me´moire. En effet, je coordonne le de´velop-
pement du projet logiciel international ∗-Combinat depuis sa cre´ation en 2000. Sa mission
est de fournir une boˆıte a` outils extensible pour l’exploration informatique en combinatoire
alge´brique et de promouvoir la mutualisation de code entre les chercheurs de ce domaine. Je
de´taille notamment les de´fis particuliers rencontre´s lors de son de´veloppement, et les solutions
originales que ceux-ci m’ont amene´ a` mettre au point, tant du point de vue de l’algorithmique
que de la conception ou du choix du mode`le de de´veloppement.
Mots clefs :
Combinatoire Alge´brique – Calcul Formel – Exploration Informatique
Graphes et Isomorphisme – Groupes – Invariants – Repre´sentations
Alge`bres commutatives – Alge`bres de Hopf et de Kac – Alge`bres de Iwahori-Hecke
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