ABSTRACT In this paper, we propose a partial differential equation structure that permits an active contour method to obtain intensity inhomogeneous image segmentation. We consider fitted model comprised of local and global energy functions dictated by the scaled p-Laplace term acting as a length regularization term. A new local model is formulated by taking bias field into the local fitted model, which improves the performance of the proposed method relatively. The scaled p-Laplace equation exhibited as a regularized length term, which is utilized to reduce the impact of noise over level set minimization while guaranteeing the curve not to go through feeble boundaries. Inhomogeneities comprise of unwanted pixel variations called bias field, which change the consequences of the level set-based methods. Thereby, Gaussian distribution is used for the approximation of the bias field, and further bias field is used for bias correction likewise. Moreover, local model has been remodeled by integrating bias field inside their local information; similarly, global model is also established on the pretext of the local model. At last, we demonstrate the results on some complex images to show the strong and exact segmentation results that are conceivable with this new class of dynamic active contour model. We have also performed statistical analysis on mammogram images using accuracy, sensitivity, and Dice index metrics. Results show that the proposed method gets high accuracy, sensitivity, and Dice index values compared to the previous state-of-the-art methods.
I. INTRODUCTION
Active contour image segmentation strategies have turned out to be extremely famous, and have discovered applications in a variety of issues including visual tracking and image segmentation [1] . The essential thought is to permit a curve to deform by minimizing a given energy functional to accomplish desired segmentation result. Two major classes exist for active contours: edge-based and region based.
Edge-based active contours use gradient image information to recognize object boundaries [2] - [4] . This type of gradient data is sufficient in a few circumstances. However, has been observed to be extremely delicate to noisy images and exceptionally reliant on initialization curve position. One advantage of this kind of scheme is that no region imperatives are put on an image. Therefore, the right segmentation can be accomplished in certain cases for heterogeneous or homogeneous background images.
On the contrary, work in region-based active contours have been centered around region based streams inside an image [5] - [22] . These methodologies demonstrate the foreground and background measurably and establish an energy function that best fits the image. Among all-region based methods portion of the broadly utilized region-based models are global which assume the image regions to be constant or homogeneous [5] , [6] . Similarly, Some of the notable region-based models are local, which overcome the constraints of the global techniques and consider image local information to carry out intensity inhomogeneous segmentation [12] . The comparison result of edge and region base segmentation is shown in Fig 1, where (a) shows the result of LSEWR FIGURE 1. Image segmentation using previous methods a: Segmentation result of the LSEWR [4] method. b: Segmentation result of Chan and Vese [6] method. c: Segmentation result of the LBF [12] method.
(level set evolution without re-initialization) [4] method, (b) shows the result of the Chan and Vese [6] and (c) shows the result of the LBF (local binary fitting) [4] method. It can be deduced from Fig 1 that, local region based methods have some capability to handle intensity inhomogeneities to some extent. However, local region based methods are not always sufficient to carry out an accurate image segmentation.
Regardless of numerous intensity-based segmentation methods, the segmentation of the intensity inhomogeneous images is still an existing issue in image segmentation, which emerges from substandard image procurement process or because of outside impedance. It has been analyzed that Bias field is also used as an initial step for accomplishing better segmentation results. In this regard, bias correction based active contour methods [23] - [25] are the most adaptable because these methods are using a unified structure of performing segmentation with bias correction. A unified local energy model was proposed by Zhang et al. [14] . In this method, local image fitting (LIF) energy model is characterized by using image local information. This information adapted to build up a differential model between the original image and fitted image. Moreover, another technique is utilized to regulate the level-set function stability by utilizing Gaussian kernel after every cycle.
Li et al. [23] , [26] proposed a level-set segmentation method (VLSBCS) using bias correction for images defiled with intensity variations or inhomogeneity. This model has characterized an energy functional that partition an image domain and calculates bias field in a level set framework. The minimization of the energy functional performs segmentation and bias field estimation together. Moreover, the slowly varying property of the bias field is ensured by the data term without the involvement of smoothing term.
More recently hybrid active contour models [8] - [11] , [18] have been very popular for image segmentation. These models combine region and edge information in a different way based on different applications. Soomro et al. [9] proposed a two-stage hybrid method, which integrates region and edge information in two stages. First stage of this method uses global region with edge information which produces rough segmentation results, in the second stage local region information is combined with edge information to produces final segmentation result.
Recently, p-Laplace based level set image segmentation strategy is anticipated in [27] . A weighted p-Laplace integral is used as a geometric length regularization term, which is utilized to reduce the impact of noise during curve minimization. The thought behind the new energy functional is that the measure of regularization on the level set can be balanced by p-Laplace term.
In this research, we propose a novel active contour method with following contributions. 1) A novel fitted model is formulated, which combines local and global information. Local fitted model assists moving contour to fragment objects with inhomogeneity and global fitted model speeds up the contour movement over constant intensity regions. 2) Bias field has been taken into consideration for local fitted model, which increases the accuracy of the proposed method. 3) p-Laplace integral is used as length regularization term.
It provide smooth contours and prevent level set to produce unnecessary contours during curve evolution. After implementing proposed method, we performed investigations with both real and synthetic images to show that the current technique yield better outcome and provide more details with bias-corrected image than previous methods.
The subsequent steps are arranged as follows. The background explanations are described in section II. The proposed research is explained in section III. Experimental and comparison analysis are depicted in section IV. Quantitative validations are presented in section V using mini-Mias dataset. Discussion is presented in section VI. At last, the conclusion is described in section VII.
II. BACKGROUND A. MUMFORD AND SHAH MODEL
Mumford and Shah [5] anticipated a region-based image segmentation method. This technique characterizes an optimal VOLUME 6, 2018 approximation function µ of the image I. Piecewise approximation function changes smoothly inside a sub-region of image domain I : ⊂ R 2 . The anticipated energy functional is written as:
L(C) is curve length, µ and v are constant parameters. It has been observed that the energy of Mumford and Shah model owns non-convex performance and the non-regularity of the edge term creates trouble through energy minimization process.
B. Chan-Vese MODEL
Chan and Vese [6] anticipated a more comprehensible energy functional grounded on the concept of Mumford and Shah model [5] . By approximating the image intensities inside and outside of contour, Chan-Vese calculates average intensities known as j 1 and j 2 respectively. Let an input image is represented as I : ⊂ R 2 , level set function φ : ⊂ R 2 and contour C is implicitly represented with zero level set: C = {x ∈ |φ(x) = 0}. The energy of Chan-Vese method mathematically written as follows:
where some scaling constants are µ ≥ 0, v ≥ 0 and λ 1 , λ 2 ≥ 0, where µ ≥ 0 balances the length term and v balances the area term for curve C respectively. H ε (φ) is the standardized Heaviside function written as:
balances the smoothness of Heaviside function. Two constants j 1 and j 2 in Eq (2), characterize global region intensities within both sides of curve C. By getting derivative of Eq (2), with respect to φ by means of gradient descent technique [28] , the equivalent level set formulation is written as follows.
δ (φ) is a smooth version of a Dirac delta function, which is defined as:
Alongside scaling the smoothness of a Heaviside function in Eq (3), likewise balances the width of a Dirac delta function in Eq (5). Keeping φ fixed and minimizing energy in Eq (2), with respect to j 1 and j 2 , we get the following formulations:
The energy functional in Chan-Vese technique is associated with global intensity characteristic of an image region within both sides of curve C. Consequently, this method produces an improper result if the image has local or inhomogeneous intensity regions.
C. LOCAL BINARY FITTED MODEL
Li et al. [12] anticipated local binary fitted (LBF) technique to deal with intensity inhomogeneity problem by coupling local image information into their energy functional. Let we assume an image I : ⊂ R 2 , a level set φ : ⊂ R 2 , and closed contour as C. The proposed energy formulation is defined as:
where some scaling values are λ 1 , λ 2 ≥ 0 and H ε (φ) is the standardized Heaviside function explained in Eq (3). f 1 (x) and f 2 (x) are local means calculated from both sides of curve C defined as.
Distance regularization term from [4] is merged in to Eq (7) to guarantee stable outcome. Additionally, the length term is also integrated for level set regularization φ. The mathematical formulation of this technique is written as:
In above equation, µ represent scaling value for distance regularized penalty term and v shows constant parameter for length term, which initiatives the movement of curve to object boundaries. K σ is a Gaussian window function with standard deviation defined as:
σ represents standard deviation of the Gaussian function, which balances the localization property of LBF model i-e., from small neighborhood to whole image domain.
The inclusion of Gaussian function contemplates an image local intensity information within both sides of contour C and permit this technique to capture objects with intensity inhomogeneity. Nevertheless, local intensity information is not always enough to carry out an precise segmentation. Furthermore, this method is awfully subtle to the position of initialization curve and jammed into local minima if we place initial contour away from boundaries.
D. LOCAL IMAGE FITTED (LIF) MODEL
Local Image fitting (LIF) model was proposed in [14] , which uses fitted model in their energy functional by taking the subtraction between original image and fitted image. The energy of this method is defined as bellow.
I LFI is locally fitted image defined as:
f 1 and f 2 are locally approximated intensities defined in Eq (8) and Eq (9) . H (φ) is Heaviside function defined in Eq (3). Using gradient descent method [28] , minimization of Eq (12) with respect to φ yields following formulations.
E. VLSBCS MODEL Recently, Li et al. [23] , [26] proposed a method for intensity inhomogeneous images known as (VLSBCS) variational level-set method for the segmentation and bias correction. This method computes bias field and guarantees to be smooth over the data term. This method depends on retinex model, which demonstrate images having intensity variations or inhomogeneities this model characterized as:
In above equation, I(x) shows an intensity inhomogeneous image, J(x) is the image to be re-established as free from inhomogeneities, b(x) is the bias field that is responsible for intensity variations or inhomogeneities and n(x) is noise. This method presumes restored image J(x) as constant within every object inside an image. This concept mathematically visualized as:
This method uses K-means clustering to classify local image intensities. K-means utilize iterative procedure to minimize following objective function:
In above equation b(x) is the bias field and c i represents intensity means. The value of i will be (i = 1, 2) for single level set active contour model. Moreover, b(x)c i can be characterized as the estimation of the means m i of the clusters in proportion to each phase of the single level set active contour method.
In the case of two-phase active contours, minimizing the above formulation with respect to partition
. We have two regions 1 , 2 represented by zero level set such that 1 ∼ = φ > 0 and 2 ∼ = φ < 0. We have corresponding energy functional:
Where M i is characteristic function based on standardized Heaviside function, for two-phase level set method
. By getting the first order differential derivative of E, we get the undermentioned functions for b(x) and c i .
F. ZHOU et al MODEL Zhou and Mu [27] proposed another level set boundary extraction technique whose movement is administered by pLaplace term. The final energy function of this method is characterized as:
where λ d , λ c and λ l are constant parameters. In above equation, E d (φ) is a regularization term taken from LSEWR [4] , which is used to prevent level set from being too flat or steep, E c (φ) is energy which drives the motion of the contour to extract object and E l (φ) is p-Laplace equation, which provides smoothness and avoids the occurrence of unnecessary contours. The formulations in Eq (21) are further defined as:
Minimization of Eq (21) with respect to φ, the final level set equation of this method is defined as:
This method handles topological changes smoothly and produces better results. However, this method is not able to segment objects with inhomogeneities.
III. PROPOSED METHOD
The proposed model is inspired from retinex model explained in Eq (15), where J(x) is thought to be established by smooth image components i-e., k. I(x) would thus be depicted as:
where intensity means c i calculated for corresponding region
and M i is the characteristic function of every region. The proposed level set formulation is defined by,
where E LGFI (φ) is local and global fitted force term, which operates the movement of the level set function. α, µ and v are fixed parameters. L p (φ) is weighted p-Laplace length regularization term [14] defined as:
where p is a constant value chosen between 1 or 2, which is determined by the image we are dealing. With the help of weighted p-Laplace integral regularization, proposed method can capture obscured boundaries and stop the appearance of false contours during energy minimization, which was previously not possible by using traditional edge indicator function. In Eq (27) , A(φ) is the area term that speed up the curve evolution process defined as.
In Eq (27), we propose an external energy E LGFI supported on local and global fitted image models. Local model is improved by integrating bias field inside the LIF [14] formulation. Similarly, global model is also established by using global means into the LIF [14] model instead of local. The E LGFI model is defined as:
The scaling parameter w is utilized to adjust the model for different kinds of images. w is chosen near to 1 if an image has more intensity variations or inhomogeneities and w is chosen near to 0 for images, which have smooth or homogenous regions. I bLFI accounts for local fitted image and I GFI for global fitted image model defined as:
where local means are represented as c 1 and c 2 and global means as j 1 and j 2 as characterized in Eq (20) and Eq (6). Moreover, the characteristic function is represented as standardized Heaviside function from Eq (3) i.e M1 and M2, defined as, M 1 = H (φ) and M 2 = (1 − H (φ)). Models using only global force are not adequate to carry out segmentation with intensity inhomogeneity. On the other, models based on the only local force have a higher time complexities. Utilizing both local and global fitted force terms, the proposed technique can handle the intensity inhomogeneity issue with less time complexity. Further, it has been also observed that models with energy functional using only global fitted model can't capture images with inhomogeneity because global models are established under the assumption of homogeneous intensity information. The visual representation of the proposed method is demonstrated in Fig 2, which describes the way local and global information (column 3) is considered by the proposed method compliance with bias field estimation (column2).
By utilizing gradient descent method [28] , E LGFI in Eq (27) is minimized with respect to φ, we have following formulations:
Where bias approximated field is represented as b(x) used in Eq (19) , and j 1 , j 2 are global intensity averages taken from Eq (6) and local intensity averages c 1 , c 2 are taken from Eq (20)), respectively. Mostly in level sets or in active contours, it is often required to initialize the level set function to SDF (signed distance function) and avoid it to be too steep or too flat near the interface. In this regard, re-initialization is required to maintain the stability of level set function. In this paper, the Gaussian kernel is adapted, which not only removes the re-initialization but also avoids an expensive re-initialization of the level set function.
ρ ≥ 0 is a constant value, 0 represents a region inside an initial contour, is the image domain and ∂ is an initial contour. Finally, the iterative steps of the proposed method are summarized in following algorithm: 58276 VOLUME 6, 2018 Solve φ using (33). 8) n = n + 1. 9) end while 10) Output: Final and accurate segmentation result, final φ.
IV. RESULTS
Every experiment of this paper executed in MATLAB on a Windows 10 environment installed in a PC with Intel core i7, 2.9 GHz with 16 GB RAM. The utilized parameters for proposed method are recorded in Table 1 . The first experiment is shown in Fig 3, where we show the result of the proposed method over intensity inhomogeneous image. The initial curve on original image shown in (a), the estimated bias field and the corrected image is shown in (b), (c) and the result of the proposed method is shown in (d).
We obtain some more results and its comparison on images corrupted by intensity inhomogeneity in Fig 4, where original images with initial contours are shown in the first column, next columns show the results of the Chan-Vese [6] , LBF [12] , LIF [14] , VLSBCS [23] , [26] , Zhang et al. [25] model and proposed method respectively. Results show that proposed method outperforms the previous state of art methods. In Table 2 [12] ), fourth column (LIF [14] ), fifth column (VLSBCS [23] , [26] ), sixth column Zhang et al. [25] and seventh column (proposed method) respectively.
FIGURE 5.
Proposed method results using images with multiple objects. second column (Chan-Vese [6] ), third column (LBF [12] ), fourth column (LIF [14] ), fifth column (VLSBCS [23] , [26] ), sixth column (Zhang et al. [25] ) method and seventh (proposed method) respectively.
that Chan-Vese consumed less time and iterations compared to previous methods, however, this method is not capable to yield accurate results. Proposed method on the other have produced accurate results with second least number of iterations and time. Fig 5 shows some more intensity inhomogeneous images having multiple objects with intensity variation in foreground and background. Original images with initial contour are shown in the first column followed by the results of the Chan-Vese [6] , LBF [12] , LIF [14] , VLSBCS [23] , [26] , Zhang et al. [25] and proposed method in column two, three, four, five, six and seven respectively. Results clearly specify the weaknesses of the previous methods, where Chan-Vese method is unable to get segmentation result in the presence of inhomogeneity, LBF and LIF methods are sensitive to initial position of the contour therefore these method yield inaccurate segmentation results. VLSBCS method performed well and yield accurate results in some cases, Zhang et al. [25] FIGURE 6. Proposed method using same image with different levels of intensity inhomogeneity. second column (Chan-Vese [6] ), third column (LBF [12] ), fourth column (LIF [14] ), fifth column (VLSBCS [23] , [26] ), sixth column Zhang et al. [25] and seventh column (proposed method) respectively.
does not work well in the case of multiple object segmentation. on the other hand, proposed method has outperformed previous methods and achieved the required segmentation results correctly.
CPU time and number of iterations measured for Fig 5 are shown in Table 3 , where Chan-Vese [6] did not yield accurate results but consumed least time and iterations. However, proposed method consumed less number of iterations and CPU time compared to previous method except Chan-Vese [6] and produced accurate results. In Fig 6 , the same image is used with a different level of intensity inhomogeneity. Results and its comparisons are demonstrated in second column (Chan-Vese [6] ), third column (LBF [12] ), fourth column (LIF [14] ), fifth column (VLSBCS [23] , [26] ), sixth column (Zhang et al. [25] ) and seventh column (proposed method) respectively. Results show that as the level of inhomogeneity increases the previous methods give up and perform inaccurate segmentation, while proposed method maintains its stability and perform accurate segmentation.
We have measured CPU time and iterations of each method in Table 4 Result of the proposed method on textured images. second column (Chan-Vese [6] ), third column (LBF [12] ), fourth column (LIF [14] ), fifth column (VLSBCS [23] , [26] ), sixth column Zhang et al. [25] and seventh column (proposed method) respectively.
method is conspicuous in terms of CPU time and iterations compared to previous methods.
Local region based methods [12] can handle intensity inhomogeneity to some extent however, these methods are very delicate to their initial position of the curve. Therefore, in order to validate the stability of the proposed method different initializations are used in Fig 7 including circular and squared shaped. The results show that proposed method yields accurate segmentation result regardless of different positions of the initial contour.
In Fig 8, three different textured images are taken in consideration. Results and its comparisons are demonstrated in second column (Chan-Vese [6] ), third column (LBF [12] ), fourth column (LIF [14] ), fifth column (VLSBCS [23] , [26] ), sixth column (Zhang et al. [25] ) and seventh column (proposed method) respectively. Results demonstrate that proposed method has produced better results compared to previous methods.
V. QUANTITATIVE COMPARISONS
For quantitative comparison, we perform segmentation on mammogram images in Fig 9 taken from the mini-MIAS database [29] . In Fig 9 , initial images and initial contours are shown in column 1, ground truths are shown in column2 followed by the results of the Chan-Vese [6] , LBF [12] , LIF [14] , VLSBCS [23] and proposed method in column 3,4,5,6 and 7 respectively. Regardless of complex intensity variations, proposed method achieves its goal and obtain segmentation results correctly. Moreover, we compute the accuracy, sensitivity and Dice metric values to compare our method quantitatively. The obtained result will be considered as good when the measured values of these metrics are close to 1. Accuracy metric refers to closeness of segmented region to ground truth region, sensitivity metric value defines that all detected regions (tumors) are correct and belongs to the ground truth Dice coefficient measure how much detected tumor region overlaps the ground truth. These metrics are defined as:
where TP (true positive)corresponds to segmented tumor tissues, TN (true negative) corresponds to correctly unsegmented regions, FP (false positive) corresponds to the normal regions considered as tumor regions and FN (false negative) corresponds to the undetected tumor regions, respectively. Fig 10 shows the validation metrics analysis and it shows that proposed method has achieved better result compared to previous methods.
We have also measured the average CPU time and average number of iterations of each method on mammogram images taken from [29] database in Table 5 . of iterations and CPU time, however, Chan-Vese method is unable to get desired results. Proposed method, on the other hand, achieved the desired results smoothly. 
VI. DISCUSSION
Existing local region based active contour methods are insufficient to segment inhomogeneous objects properly. Proposed method incorporated the advantages of the previous methods and formulated a new modified method. With the consideration of the bias field estimation inside of the fitted image model, the proposed method has significantly improved its performance.
A. PARAMETER w AND µ
The parameter w and µ have a vital role during level set minimization. w parameter handles the amount of local force required to handle inhomogeneities inside an image. Parameter µ has been taken into consideration and its value is chosen between 1 and 2 respectively. This parameter provides smooth contours by avoiding the occurrence of unnecessary contours and holding the curve not to pass through fuzzy boundaries.
B. p-LAPLACE REGULARIZATION EFFECT
The existence of p-Laplace regularization term helps to converge the level set smoothly. Besides, it also helps to avoid the occurrence of unimportant contours during curve minimization. This can be seen in Fig 11, where Fig 11(a) is showing the initial curve, Fig 11(b) and Fig11(c) showing the result of proposed method with p-Laplace and without p-Laplace length regularization.
VII. CONCLUSION
In this paper, we have proposed a novel active contour model based on the combination of the local and global fitted image models for intensity inhomogeneous image segmentation. Local region model acquires bias field information into a level set formulation, which increases the efficiency of the proposed method. LBF [12] and Chan-Vese [6] model intensity means are formulated in a fitted image model and integrated with bias field, which overcome the limitations of previous local and global region based methods. Furthermore, the proposed method uses a scaled p-Laplace integral length regularization term, which overcome the problems of the previous regularization and restricts the contour to object boundary. Finally, the Gaussian filter is adapted to regularize the level set and to avoid an expensive reinitialization. We have performed several experiments on images with different intensity variation. For quantitative validation, we use accuracy, sensitivity and Dice index metric analysis. Results section show that proposed method gets high accuracy, sensitivity and Dice index values compared to previous methods.
