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ABSTRACT
Convex Formulation of Controller Synthesis for Piecewise-Affine Systems
SINA KAYNAMA
This thesis is divided into three main parts. The contribution of the first part is to
present a controller synthesis method to stabilize piecewise-affine (PWA) slab systems
based on invariant sets. Inspired by the theory of sliding modes, sufficient stabilization
conditions are cast as a set of Linear Matrix Inequalities (LMIs) by proper choice of an
invariant set which is a target sliding surface. The method has two steps: the design of the
attractive sliding surface and the design of the controller parameters. While previous ap-
proaches to PWA controller synthesis are cast as Bilinear Matrix Inequalities (BMIs) that
can, in some cases, be relaxed to LMIs at the cost of adding conservatism, the proposed
method leads naturally to a convex formulation. Furthermore, the LMIs obtained in this
work have lower dimension when compared to other methods because the dimension of
the closed-loop state space is reduced.
In the second part of the thesis, it is further shown that the proposed approach is less
conservative than other approaches. In other words, it will be shown that for every solu-
tion of the LMIs resulting from previous approaches, there exists a solution for the LMIs
obtained from the proposed method. Furthermore, it will be shown that while previous
convex controller synthesis methods have no solutions to their LMIs for some examples of
PWA systems, the approach proposed in this thesis yields a solution for these examples.
The contribution of the last part of this thesis is to formulate the PWA time-delay
synthesis problem as a set of LMIs. In order to do so, we first define a sliding surface,
iii
then control laws are designed to approach the specified sliding surface and ensure that
the trajectories will remain on that surface. Then, using Lyapunov-Krasovskii functionals,
sufficient conditions for exponential stability of the resulting reduced order system will be
obtained.
Several applications such as pitch damping of a helicopter (2nd order system), rover
path following example (3rd order system) and active flutter suppression (4th order sys-
tem) along with some other numerical examples are included to demonstrate the effective-
ness of the approaches.
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Many well-established analysis and design techniques exist for linear systems. Linear sys-
tem theory has been used in industrial engineering applications for decades. However,
sometimes either the controller or the system under control or both, may not be a linear
system, and therefore linear system theory cannot necessarily be applied. Furthermore,
increase in demands on closed-loop systems characteristics have led attention to nonlinear
control theory. Nonlinear control theory allows one to study how to apply existing linear
methods to more general control systems and more importantly it provides controller de-
signers with novel nonlinear control methods that cannot be analyzed using linear system
theory.
Many of the nonlinear systems encountered in practice involve a coupling between
continuous dynamics and discrete events. Systems in which these two kinds of dynamics
coexist and interact are usually called switched or hybrid control systems. One will find
a good introduction to hybrid systems in [5], and [6] offers more details on switched
systems. A great deal of attention and effort in hybrid systems have been focused on the
modeling, stability and control design methods [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
19].
1
One important subclass of hybrid systems are piecewise-affine (PWA) systems. A
PWA system is a hybrid system with affine continuous dynamics within different discrete
modes. PWA systems are a very important and powerful modeling class for practical ap-
plications involving nonlinear dynamics because a wide variety of nonlinearities are either
piecewise-affine (e.g., a saturated linear actuator characteristic) or can be approximated
as piecewise-affine functions [20, 21, 22, 23]. There is also an intimate relation between
PWA systems and linear parameter-varying (LPV) systems, in which the focus is on sta-
bilization with additional performance objectives such as in terms of L2-gain properties.
PWA control can be seen as related to LPV control with the important difference that the
scheduling of the controllers does not depend continuously on the value of a varying pa-
rameter. Instead, the controller gains switch discontinuously among a finite number of
possible values of that parameter.
PWA systems can be used to approximate a wide variety of nonlinear systems. Cur-
rently, PWA systems are receiving wide attention due to the fact that the PWA framework
provides a way to describe dynamical systems exhibiting switching between a multitude
of linear dynamic regimes [24, 25, 26, 27]. Several promising methods have emerged for
analysis and synthesis of PWA control systems such as those proposed in [28, 23, 17, 22,
29, 30, 31, 32, 33] and references therein.
However, there are only a few controller synthesis methods for PWA systems that
can be cast as a convex optimization program. Convex optimization is a special class of
mathematical optimization that studies the problem of minimizing convex functions over
convex sets. An important advantage of formulating a problem as a convex optimization
program is that there exist several reliable solution methods that can be embedded in a
computer-aided design or analysis tools. Efficiency and reliability of finding solutions to
these problems has made them one of the most popular topics in many different areas
including control systems. However, formulating a problem as a convex optimization
might not always be trivial and sometimes it is almost impossible due to a non-convex
nature of the problem. Unfortunately, synthesis of PWA controllers also naturally leads
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to non-convex problems. These problems are N P hard and therefore solving them is a
non-trivial task.
Based on the above motivation, the first goal of this thesis is to develop a new ap-
proach to obtain a convex formulation for PWA synthesis.
One of the challenges faced by controller designers is dealing with time-delay sys-
tems. Many practical systems are subject to state delay. Time-delay is commonly encoun-
tered in various engineering systems, such as chemical processes, hydraulic, pneumatic
and economic systems. This usually results in unsatisfactory performance and is fre-
quently a source of instability, so control of time-delay systems is practically important.
Some other examples of time-delay systems include power systems [34] and communica-
tion networks [35]. Time-delays can cause poor performance or even instability if their
effect is neglected in control design. On the other hand, as it was mentioned in previous
paragraphs, there are many advantages to work with nonlinear systems, especially PWA
systems. As it was already pointed out, PWA systems provide a powerful modeling class
for practical applications involving nonlinear dynamics. Therefore, piecewise-affine time-
delay systems can be considered as an important tool for modeling nonlinear time-delay
systems.
Some of the existing results for stability of time-delay systems can be found in ref-
erences [36, 37, 38, 39, 40]. There are also a few novel contributions on the analysis of
PWA time-delay systems in the literature such as [41, 42]. Although some of these ap-
proaches lead to convex problems, to the best of the author’s knowledge, none of them
addresses the controller synthesis problem for PWA time-delay systems. Therefore, de-
signing a PWA state feedback controller for a PWA time-delay system and formulating it
as a convex feasibility and/or optimization problem is still an open problem.
Based on the above motivation, the last goal of this thesis is to propose a convex





Previous work on PWA Systems
Contributions of the Russian physicist, Aleksandr Aleksandrovich Andronov (1901-1952),
to control theory and nonlinear dynamics can be considered as the very first appearance
of PWA systems in control engineering. A brief summary of his research can be found in
[43]. Later on, the theory of PWA systems was also used in the analysis and synthesis of
nonlinear electrical circuits with most work done up until the 1970’s [44, 45].
In the early 1980’s, control and observation of piecewise-linear (PWL) systems over
finite time intervals based on piecewise-linear algebra was proposed by Sontag [46]. He
then suggested there might be a possibility of developing a systematic approach to numer-
ical nonlinear regulation, based on piecewise-linear (PWL) approximations. Pettit [47]
combined ideas and known results from linear systems, convex set theory, and computa-
tional geometry to create a new analysis tool for studying PWL systems.
In the early 90’s, investigation on Lyapunov asymptotic stability of switched systems
was proposed by Peleties, et. al., [48]. In the late 90’s Boyd and Ghaoui [49] proposed
an approach in which one can synthesize a linear state feedback for Lyapunov stability of
a linear differential inclusion (DI) by solving a set of Linear Matrix Inequalities (LMIs)
which is a convex problem. The more recent work on the analysis of PWA systems based
on Lyapunov functions and LMIs can be found in [50, 51, 52, 53, 54, 48, 17, 55].
Several promising methods have emerged for Lyapunov based analysis of PWA sys-
tems such as those proposed in [52, 53, 54, 17, 29]. One of the very first steps towards
controller synthesis of PWL systems was taken by Rantzer and Johansson in [20]. They
extended the use of piecewise-quadratic cost functions from stability analysis of PWL sys-
tems in [54] to performance analysis and optimal control. In that work, the lower bounds
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on the optimal control cost are obtained by semidefinite programming based on the Bell-
man inequality. An upper bound to the optimal cost is also obtained by another convex
optimization problem using the given control law. However, the method does not guaran-
tee that the control law is stabilizing. Furthermore, as it is mentioned in [20]
“This control law is simple but may be discontinuous and give rise to [divergent] sliding
modes” [20].
However, it is suggested in [20] that one can avoid sliding motions, which may occur
at the boundaries of the partitions, by linear interpolation between resulting vector inputs.
In [1, 55], a synthesis method based on Bilinear Matrix Inequalities (BMIs) has been
proposed for state and output feedback stabilization of PWA systems. The method has the
advantage of guaranteeing that sliding modes are not generated at the switching and the
controllers are therefore provably stabilizing. Another important feature of this method
for practical implementation of the controllers is that continuity of the control input can
also be guaranteed at the switching. However, BMI problems are not convex problems and
thus, are not easy to be solved efficiently.
The tracking problem for a class of PWA systems was addressed in [33], and also
[56]. Pavlov and Van de Wouw [57] show that for certain classes of PWA systems (both
continuous and discontinuous) the controller design is characterized in terms of LMIs only
if linear feedback is used:
“Clearly, for the case of linear feedback, LMI conditions are now available ...” [57].
Another LMI-based state feedback controller is designed based on a based on a
piecewise-quadratic Lyapunov function in [58]. However, the controllers should be linear
and moreover this approach should be applied only to PWL systems:
“Note that Proposition 1 does not apply to piecewise affine systems that have multiple
equilibria and therefore, the method in Theorem 1 does not apply in this case. This is a
limitation of the proposed method.” [58].
5
Previous Work on PWA Slab systems
PWA slab systems [30] are a subclass of PWA systems where the regions partitioning the
domain are slabs. Hassibi and Boyd in reference [23] show that sufficient conditions for
quadratic stabilization using piecewise-linear state feedback for PWA slab systems can
be cast as a convex optimization problem. Unfortunately, if affine terms are included in
the controller, the convex structure is apparently destroyed, making it hard to solve the
problem globally:
“it does not seem that the condition for stabilizability can be cast as an LMI” [23].
Rodrigues and Boyd [30] introduce sufficient conditions for asymptotic stability of
closed-loop piecewise-affine slab systems using piecewise-affine state feedback control
laws. The resulting conditions form a non-convex problem and it is mentioned there:
“this synthesis problem cannot be formulated as one convex program . . . ”
However, under certain additional assumptions and relaxing the problem, reference
[30] shows that one can develop algorithms to approximately solve these resulting non-
convex problems with optimality guarantees.
References [4, 59] present algorithms for state feedback design of PWA systems
based on LMIs which can be efficiently solved using software packages such as SeDuMi
[60] and YALMIP [61]. In fact, to the best of the author’s knowledge, the methods pro-
posed in [4, 59] are the only ones that can formulate PWA state feedback as a set of
LMIs. The method in [4] shows that one can avoid solving the Bilinear Matrix Inequali-
ties (BMIs) proposed in [30] by using a convex relaxation which leads to a set of LMIs.
Unfortunately, using more conservative conditions may lead to infeasibility. In [59] a
backstepping approach is developed for PWA systems in strict feedback form. Controller
synthesis was formulated as a convex problem but one cannot control the way in which
the trajectories converge to the origin.
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1.2.2 Piecewise-Affine Time-Delay Systems
Although, PWA systems are recently receiving significant attention, there are only a few
contributions toward PWA time-delay systems. On the other hand, stability analysis for
switched systems with time-delay can be found in many references such as [62, 63, 64]
(reference [62] also develops sufficient conditions for exponential stability of linear time-
delay systems with a class of switching signals).
The stability problem for PWA time-delay systems was first addressed in Kulka-
rni’s work, [65], where a piecewise-quadratic Lyapunov function was used to derive linear
matrix inequalities (LMIs) for stability analysis following Johansson’s approach in [66].
PWA uncertain systems with unknown time-delay were investigated in [41]. In reference
[41] LMI-based conditions for asymptotic stability were derived following the approach
of Rodrigues and How [55].
Resemblance of the sampled-data PWA systems and PWA time-delay systems have
recently resulted in novel contributions in the field. Analysis of sampled-data PWA sys-
tems consist of a continuous-time plant in feedback connection with a discrete-time emu-
lation of a continuous time state feedback controller. However, the discrete-time controller
can also be modeled as a continuous-time controller with time varying delay. Reference [2]
studies the stability of sampled-data PWA systems using Lyapunov-Krasovskii function-
als. The paper provides a set of LMIs as sufficient conditions for exponential convergence
of the sampled-data system to an invariant set containing the origin.
To the best of the author’s knowledge, references [65, 41, 2, 67] are the only avail-
able conducted research on stability analysis of PWA time-delay systems. Furthermore,
none of the above mentioned references address the controller synthesis problem for such
systems. Consequently, there is no convex formulation for controller synthesis of PWA
time-delay systems in the existing literature.
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1.3 Contributions
1.3.1 Contributions on Piecewise-Affine Controller Synthesis
One objective of this thesis is to develop a new controller synthesis method for PWA sys-
tems based on convex optimization. Considering the lack of such a powerful synthesis tool
for PWA systems in the literature, this thesis addresses the following research questions:
• How can one formulate the PWA synthesis problem as a set of LMIs?
• Is it possible to have the problem formulated in lower dimensions and reduce the
complexity of the LMIs?
• How much less conservative is the proposed approach compared to the methods
available in the literature?
One of the most important contributions of this thesis is to use invariant set ideas to formu-
late the PWA synthesis problem as a set of LMIs. Inspired by the theory of sliding modes,
sufficient stabilization conditions are cast directly as a set of LMIs by proper choice of an
invariant set which is a target sliding surface. It is further shown that the dimension of
the LMIs obtained in this thesis is lower than in the other convex methods in the literature
because the dimension of the state space is reduced, which further simplifies the synthesis
problem. Furthermore, it will be also shown that for every solution of the LMIs resulting
from previous approaches there exists a solution for the LMIs obtained from the proposed
method. Finally, it will be shown that while previous convex controller synthesis meth-
ods have no solutions to their LMIs for some examples of PWA systems, the approach
proposed in this thesis yields a solution for these examples.
8
1.3.2 Contributions on Piecewise-Affine Time-Delay Controller Syn-
thesis
Unfortunately, controller synthesis of PWA time-delay systems has not received many
research contributions. Therefore, the second objective of this thesis is to develop a con-
troller synthesis method for PWA time-delay systems based on convex optimization. This
thesis addresses the following research questions:
• Can the problem of PWA time-delay controller synthesis be cast as a linear matrix
inequality problem?
• Are the proposed control laws still in PWA state feedback form?
An important contribution of this thesis is to formulate the controller synthesis problem for
PWA slab systems for the case of a known constant time delay as a set of LMIs. In order
to do so, we first define a sliding surface and then control laws are designed to approach
the specified sliding surface and ensure that the trajectories will remain on that surface.
Using Lyapunov-Krasovskii functionals, sufficient conditions for exponential stability of
the resulting reduced order system will be proposed. Moreover, the designed control laws
are still PWA state feedback controllers.
1.4 Publications
• The proposed methods in this thesis are mainly based on the following paper
S. Kaynama, B. Samadi and L. Rodrigues, “A Convex Formulation of Controller
Synthesis for Piecewise-Affine Slab Systems Based on Invariant Sets” accepted for pub-
lication in Proceedings of the 51th IEEE Conference on Decision and Control, Maui,
Hawaii, December 10-13, 2012.
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Chapter 2
Previous Work on Piecewise-Affine
Systems
2.1 Introduction
As it was mentioned in Chapter 1, piecewise-affine (PWA) systems are an important sub-
class of hybrid systems. A PWA system is a hybrid system with affine or linear dynam-
ics within different discrete modes. It was also mentioned that PWA systems are a very
important and powerful modeling class for practical applications involving nonlinear dy-
namics because a wide variety of nonlinearities are either piecewise-affine (e.g., a satu-
rated linear actuator characteristic) or can be approximated as piecewise-affine functions
[20, 21, 22, 23]. PWA systems can also be used to approximate a wide variety of nonlinear
systems. Currently, PWA systems are receiving wide attention due to the fact that the PWA
framework provides a way to describe dynamic systems exhibiting switching between a
multitude of linear dynamic regimes [24, 25, 26, 27].
Although several promising methods have emerged for analysis of PWA control
systems (see [28, 23, 17, 22, 29, 30, 31, 32, 33] and references therein), there are only a few
controller synthesis methods for PWA systems that can be cast as a convex optimization
program.
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This chapter provides a brief review of piecewise-affine (PWA) systems and the
available convex approaches towards their controller synthesis.
2.2 Mathematical Preliminaries
2.2.1 Review of Piecewise-Affine Systems
Piecewise-affine systems inherently involve a partition of the state space into regions with
different affine dynamics. Therefore, PWA systems will be characterized by a partition of
a subset of the state spaceX into a set of regions Ri such that the dynamics within each
region are affine and strictly proper of the form
x˙(t) = Aix(t)+ai+Biu(t), x(t) ∈Ri (2.1)
y(t) =Cix(t) (2.2)
where x(t)∈Rn is the state, u(t)∈Rp the control input and a forward invariant setX ⊂Rn
is partitioned into M polytopic cells Ri, i ∈ I = {1, . . . ,M} such that ∪Mi=1Ri = X ,
Ri∩R j = /0 whereRi denotes the closure ofRi (see [22] for generating such partition).









hi1 hi2 · · · hipi
]
∈ Rn×pi , gi =
[
gi1 gi2 · · · gipi
]T
∈ Rpi and > rep-
resent an elementwise inequality. Each polytopic cell has a finite number of facets and
vertices. Any two cells sharing a common facet will be called level-1 neighboring cells.
Let Ni=level-1 neighboring cells of Ri. It is assumed that vector ci j and the scalars di j
exist such that the facet boundary between cells Ri and R j is contained in the hyper-
plane described by {x ∈ Rn | cTi jx− di j = 0}, for i = 1, . . . ,M and j ∈Ni. A parametric
description of the boundaries can then be obtained as [23] (see Figure 2.1)
Ri∩R j ⊆ {x | x = Fi js+ Ii j}, s ∈ Rn−1 (2.4)
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Figure 2.1: Two level-1 neighboring cells and their boundary, [1]
for i= 1, . . . ,M, j ∈Ni, where Fi j is a full rank matrix whose columns span the null space
of cTi j and Ii j ∈ Rn is a particular solution of cTi jx = di j given by
Ii j = ci j(cTi jci j)
−1di j. (2.5)
A slab region is defined as
Ri = {x | βi < λT x < βi+1} (2.6)
where λ ∈ Rn, λ 6= 0 and βi, βi+1 ∈ R, i = 1, . . . ,M. The slab region Ri can also be cast
as a degenerate ellipsoid
Ri = {x | ‖Lix+ li‖< 1} (2.7)
where
Li = 2λT/(βi+1−βi), (2.8)
li =−(βi+1+βi)/(βi+1−βi). (2.9)
A PWA system whose regions are slabs is called a PWA slab system [30].
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2.2.2 Schur Complement and Matrix Inversion Lemma
In this part, we will introduce some lemmas that will be frequently used in the rest of this
thesis.







C ≤ 0 (2.11)
A−BC†BT ≤ 0 (2.12)
BT (I−CC†) = 0 (2.13)
where C† is the pseudo inverse of matrix C, then, conditions (2.11), (2.12), and (2.13) are
equivalent to
X ≤ 0. (2.14)
Proof. See reference [68].
Remark 2.2.1. Note that, if C in (2.11) is strictly less than zero, then C† = C−1 and
condition (2.13) is automatically verified.







C < 0 (2.16)
A−BC−1BT < 0 (2.17)
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then, conditions (2.16) and (2.17) are equivalent to
X < 0. (2.18)
Proof. See reference [68].
Lemma 2.2.3. Matrix Inversion Lemma (Sherman-Woodbury-Morrison formula): For a
nonsingular matrix A∈Rn×n and matrices B∈Rn×p, and C∈Rp×n, the following equality
is true,
(A+BC)−1 = A−1−A−1B(I+CA−1B)−1CA−1 (2.19)
where I is the identity matrix of appropriate dimension.
Proof. See references [68, 69].
2.3 Review of Piecewise-Affine Controller Synthesis
While the analysis of PWA control systems is a well-studied subject (see [28, 23, 17,
22, 29, 30, 31, 32, 33]), unfortunately, their controller synthesis has not received many
research contributions due to the nonconvexity nature of the problem. In this section,
based on references [20, 23, 57, 30, 59, 4], we will briefly review the available convex
approaches towards PWA controller synthesis.
2.3.1 Approach From Rantzer and Johansson
Consider piecewise-affine systems of the form
























The cells are also assumed to be approximated by polyhedrons such that







and Ei ∈ Rn×n and ei ∈ Rn. The boundary of the cells then, will have the following form







with Fi ∈ Rn and a scalar fi.





s.t. x˙(t) = f (x(t),u(t))
x(0) = x0.
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It is mentioned there, the optimal cost V ∗(x0) for this problem can be characterized in









Reference [20] first, shows that every V satisfying the following inequality, is a lower
bound on the optimal cost
0≤ ∂V
∂x
f (x,u)+ l(x,u), ∀x,u. (2.27)
Rantzer and Johansson then, show for the case L is piecewise-quadratic, maximization the
lower bound in (2.27) implies a convex optimization problem in V with an infinite number
of constraints parameterized by x and u. The following lemma from [20] shows how the
maximization of the lower bound can be done numerically in terms of piecewise-quadratic






Lemma 2.3.1. [20] (Lower Bound on Optimal Cost): Assume existence of symmetric ma-
trices T and Ui, such that Ui have nonnegative entries, while Pi = FTi T Fi and Pi = F
T
i T F i
satisfy PiΛi+ΛTi Pi+Qi−ETi UiEi PiBi
BTi Pi Ri
> 0 0 ∈Ri (2.29)
PiΛi+ΛTi Pi+Qi−ETi UiE i PiBi
BTi Pi Ri
> 0 0 6=Ri (2.30)




Proof. See reference [20].
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Lemma 2.3.1 gives a lower bound on the minimal value of the cost function J. Upper










Reference [20] further shows that the exact minimization of the expression (2.32), can be
done analytically in analogy with ordinary linear quadratic control, using the notation
Li =−R−1i BTi Pi (2.33)
Li =−R−1i BTi Pi (2.34)
Ai = Ai+BiLi (2.35)
Ai = Ai+BiLi (2.36)








The minimizing control law can then be written as
u(t) = Lix, x ∈Ri. (2.39)
Remark 2.3.1. As Ranzter and Johansson also point out in [20], solving the matrix in-
equalities in Lemma 2.3.1, does not guarantee that the control law minimizing (2.32) is
even stabilizing. It is also mentioned that “ This control law is simple but may be dis-
continuous and give rise to sliding modes”, and by “sliding mode” they meant divergent
sliding mode which makes the system unstable.
2.3.2 Approach From Hassibi and Boyd
Another Convex approach towards controller synthesis of piecewise-affine systems, was








where x(t) ∈ Rn is the state, u(t) ∈ Rnu is the control input, w(t) ∈ Rnw is the exogenous
input and i as before, implies x(t) ∈Ri where, in this work, reference [23], assumes that
the region Ri can be outer approximated by a union of (possibly degenerate) ellipsoids,
εi j. In other words, matrices Li j and li j exist such that
Ri ⊆
⋃
εi j where εi j = {x |
∥∥Li jx+ li j∥∥< 1}. (2.41)







Now considering a candidate quadratic Lyapunov function of the form V = xT Px
and introducing the new variables Yi = KiQ where Q = P−1, reference [23] proposes the
following lemma.
Lemma 2.3.2. [23] If there exist variables Q, Yi and µi j satisfying
Q > 0 (2.43)








 µi jailTi j +QLTi j
(µi jailTi j +QLTi j)T −µi j(I− li jlTi j)
< 0 (2.45)
then, the piecewise-linear state feedback control command u = Kix stabilizes (2.40) with
Ki = YiQ−1.
Proof. See reference [23].
The following remark also is taken directly from reference ([23]).
Remark 2.3.2. [23]“Another natural choice of input command would be one that is affine
in the state x, i.e., u = Ki(x)x+ ki(x). However, it doesn’t seem that the condition for
stabilizability using this type of input command can be cast as an LMI.”
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2.3.3 Approach From Pavlov and Van de Wouw
For a class of PWA control systems Pavlov and Van de Wouw in reference [57] design
state feedback controllers that make the closed-loop system input-to-state convergent. The
conditions for such controller design are formulated in terms of LMIs.
Consider the following class of PWA system
x˙ = Aix+bi+Bu+Dw ifx ∈Ri
y =Cx+Ew
(2.46)
with x∈Rn, control u∈Rk, external input w∈Rm and output y∈Rp. Input u corresponds
to the feedback part of the controller. The input w includes external time-dependent inputs
such as, for example, disturbances and feedforward control signals.
The following lemma form [57] provides conditions under which there exists a state
feedback rendering the corresponding closed-loop system input-to-state convergent (see
reference [57] for the definition of the input-to-state convergence).
Lemma 2.3.3. [57] Consider the system (2.46). Suppose the right-hand side of (2.46) is
continuous and the LMI
P = PT > 0 (2.47)
AiP+PATi +BY +Y
T BT < 0 (2.48)
is feasible. Then the system (2.46) in closed-loop with the controller u = K(x+ v) with
K := Y P−1 and (v,w) as inputs is input-to-state convergent.
Proof. See reference [57].
Pavlov and Van de Wouw also proposed an approach to design an observer for sys-
tem (2.46). Using Lemma 2.3.3 and the designed observer (which will be also obtained
by LMIs), they introduce another set of convex inequalities which if they are feasible,
an output feedback can also be obtained. This output feedback makes the system (2.46)
input-to-state convergent.
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Remark 2.3.3. Note that, in the considered PWA class (2.46), matrix B must be constant
for all regions. Moreover, the designed controller is in linear state feedback form.
2.3.4 Approach From Rodrigues and Boyd
Contrary to [23], Rodrigues and Boyd in reference [30], consider piecewise-affine state
feedback controllers rather than piecewise-linear ones. The PWA control input is of the
form
u = Kix(t)+ ki, x(t) ∈Ri. (2.49)
Using (2.49) and (2.1) the closed-loop dynamics of a PWA system will be
x˙(t) = Aix(t)+ai, x(t) ∈Ri, (2.50)
where
Ai = Ai+BiKi, (2.51)
ai = ai+Biki. (2.52)
The following lemma gives sufficient conditions for asymptotic stability of closed-loop
PWA slab systems.
Lemma 2.3.4. [30] Consider the PWA slab system (2.1). Given α > 0, if there exist
Q = QT > 0 and µi > 0 satisfying
AiQ+QA
T
i +αQ < 0 if 0 ∈Ri, (2.53)AiQ+QATi +αQ−µiaiaTi −µiailTi +QLTi
−µiliaTi +LiQ µi(1− l2i )
< 0 otherwise (2.54)
where Li, li, Ai and ai were defined in (2.8), (2.9), (2.51) and (2.52), respectively, then the
origin is an exponentially stable equilibrium point.
Proof. See reference [30].
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Introducing new variables Yi =KiQ and substituting (2.51) in inequalities (2.53) and
(2.54), Rodrigues and Boyd in [30] introduce the following problem.
Definition 2.3.1. [30] The piecewise-affine state feedback synthesis problem is: for fixed
α > 0
find Q,Yi,ki,µi





i +αQ < 0 if 0 ∈RiAiQ+QATi +BiYi+Y Ti BTi +αQ−µiaiaTi −µiailTi +QLTi
−µiliaTi +LiQ µi(1− l2i )
< 0 otherwise
It is then mentioned that: “In fact, it is clear from (2.54) that this synthesis prob-
lem cannot be formulated as one convex program because (2.54) is not an LMI if the
parameters ki, i = 1, . . . ,M are unknown.” However, it is shown there, how the piecewise-
affine state feedback synthesis problem for piecewise-affine slab systems using a globally
quadratic Lyapunov function can be relaxed and solved to a point near the global optimum
by a finite set of LMIs. Reference [30] presents three algorithms to approximately solve
this problem (See [30] for more details).
Remark 2.3.4. Note that, the constraint (2.54) in Lemma 2.3.4 is nonconvex. The non-
convexity of BMIs (2.54) is due to the existence of the term
−µiaiaTi , (2.55)
which includes a product of unknown gains ki. Therefore, controller synthesis for PWA
slab systems is a non-convex problem.
2.3.5 Relaxation Approach From Samadi and Rodrigues
Another important attempt towards convex formulation of PWA controller synthesis prob-
lem was the method proposed in [4]. Reference [4] shows that one can avoid solving the
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BMIs (2.54) by ignoring the negative definite term (2.55), which is a convex relaxation.
More precisely, the following lemma taken from [4] gives sufficient conditions for asymp-
totic stability of the closed-loop PWA slab system (2.1) using the relaxation method.
Lemma 2.3.5. [4] Consider the PWA slab system (2.1) and the PWA state feedback (2.49).
Given ε > 0, if there exist P = PT > 0 and ζi > 0 satisfying
AiP+PA
T
i + εP < 0 if 0 ∈Ri, (2.56)
Γi =
AiP+PATi + εP −ζiailTi +PLTi
−ζiliaTi +LiP ζi(1− l2i )
< 0 otherwise (2.57)
where Li, li, Ai and ai were defined in (2.8), (2.9), (2.51) and (2.52), respectively, then the
origin is an exponentially stable equilibrium point.
Proof. See reference [4].
Remark 2.3.5. Note that, the conditions of Lemma 2.3.4 are sufficient conditions and
therefore, conservatism has been already introduced to the problem. Reference [4] adds
more conservativeness by ignoring the negative definite term (2.55). Unfortunately, the
resulting conditions may lead to infeasibility.
2.3.6 Backstepping Approach From Samadi and Rodrigues
Another convex approach in the literature was the work done by Samadi and Rodrigues in
reference [59]. They address backstepping controller synthesis for a class of piecewise-




































where x j ∈ Rnj , i j = 1, . . . ,M j and X j =
[
x1 . . . x j
]T
for j = 1, . . . ,n.
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The piecewise-affine controllers design procedure for this class of PWA systems can
be discussed for two cases. The first case consists of the construction of a sum of squares
(SOS) Lyapunov function for PWA systems with discontinuous vector fields. The second
case is the construction of a piecewise polynomial Lyapunov function for PWA systems
with continuous vector fields. Both cases were addressed in reference [59] and due to the
similarity of their controllers design process, we will review only the first case here (see
reference [59] for the second case design procedure).
Samadi and Rodrigues [59], propose the following controller design procedure for
PWA system (2.58):











i1 > 0 (2.59)
with i1 = 1, . . . ,M1. Then, it is assumed that there exist an SOS Lyapunov function










i1 )−αV 1 is SOS (2.60)
where α > 0 and Γ(1)i1 (x1) is an SOS vector function.
























Considering the following Lyapunov function
V (2)(X2) =V (1)(x1)+
1
2
(x2− γ(1)(x1)).(x2− γ(1)(x1)), (2.62)
reference [59] shows that the synthesis problem can be formulated as the following SOS
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program.
Find x3 = γ(2)(X2)





















−Γ(1)i1 (x1) and −Γ
(2)
i2 (X2) are SOS
(2.63)
where i1 = 1, . . . ,M1, i2 = 1, . . . ,M2 and
γ(2)(X2) = K(2)X2+ k(2). (2.64)
If this SOS program is feasible then the procedure can be repeated for the next step.
Assume that all SOS programs in the backstepping procedure are feasible, the final con-
troller u= γ(n)(Xn) will not be used to construct the SOS Lyapunov function and reference
[59] shows one can setup an SOS program to find a PWA control γ(n)(Xn).
Remark 2.3.6. Note that, reference [59] does not formulate the controller synthesis of
PWA systems with PWA controllers as linear matrix inequalities (LMIs), however, the
problem is cast as a sum of squares (SOS) program which still is a convex problem.
Remark 2.3.7. Although the backstepping method proposed by reference [59] leads to
a convex problem, one cannot control the way in which the trajectories converge to the
origin.
Motivated by the drawbacks of existing methods, the next chapters present a convex
formulation of the synthesis problem using an invariant set approach.
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2.4 Summary
This chapter of the thesis, based on the previous work from references [17, 22, 29, 30],
briefly reviews PWA systems. The available convex approaches towards their controller
synthesis are also reviewed in this chapter.
Rantzer and Johansson in [20] propose a convex approach towards PWA controller
synthesis. However, it is not guaranteed that the control law is stabilizing. Hassibi and
Boyd [23] show that sufficient conditions for quadratic stabilization using PWL state feed-
back for PWA slab systems can be cast as a convex optimization problem. However, if
affine terms are included in the controller, the convex structure is destroyed. Under certain
additional assumptions, Rodrigues and Boyd [30] show that one can develop algorithms to
approximately solve these non-convex problems with optimality guarantees. Pavlov and
Van de Wouw in [57] also formulate the PWA controller synthesis as LMIs, however, a
linear feedback control law must be used.
Among all the available convex approaches towards PWA controller synthesis (ref-
erences [20, 23, 30, 33, 4, 59]), the methods proposed in references [4, 59] are the only
ones that can formulate this problem as a convex optimization/feasibility program when
the controllers are in the PWA state feedback form. Samadi and Rodrigues [59] developed
a backstepping approach for PWA systems in strict feedback form. Controller synthesis
was formulated as a convex problem but one cannot control the way in which the trajec-
tories converge to the origin. The method proposed in reference [4] shows that one can
avoid solving the bilinear matrix inequalities (BMIs) proposed in reference [30] by using
a convex relaxation which leads to a set of LMIs. Unfortunately, using more conservative
conditions may lead to infeasibility.
The limitations from the previous sections motivate the work that will be presented
in the next chapters of this thesis.
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Chapter 3
A Convex Formulation of
Piecewise-Affine Controller Synthesis
3.1 Introduction
As it was already mentioned in the previous chapters, several promising methods have
emerged for analysis and synthesis of PWA control systems such as those proposed in
[28, 23, 17, 22, 29, 30, 31, 32, 33] and references therein. Unfortunately, synthesis of PWA
controllers naturally leads to non-convex problems. Solving these problems is therefore
a non-trivial task. To the best of our knowledge, the methods proposed in [4, 59] are
the only ones that can formulate PWA state feedback as a set of LMIs. The method in
[4] shows that one can avoid solving the Bilinear Matrix Inequalities (BMIs) proposed
in [30] by using a convex relaxation which leads to a set of LMIs. Unfortunately, using
more conservative conditions may lead to infeasibility. In [59] a backstepping approach is
developed for PWA systems in strict feedback form. Controller synthesis was formulated
as a convex problem but one cannot control the way in which the trajectories converge
to the origin. This limitation motivates the work that will be presented here. It will be
shown that the synthesis procedure proposed in this thesis leads to a convex problem in a
reduced state space and the closed-loop trajectories converge to the origin along a desired
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direction. We have considered the pitch control of a helicopter model, as an application
of our method. Simulation results will show how the method proposed in this chapter can
efficiently damp the pitch motion. Finally, through a numerical example the backstepping
method [59] will be compared to the proposed method. It will be shown that while using
backstepping method it is not possible to control the way in which the trajectories converge
to the origin, the proposed approach provides us with a surface which trajectories will slide
to the origin along that surface.
3.2 Preliminaries
Recalling from Chapter 2, the dynamics of a PWA system can be written as
x˙(t) = Aix(t)+ai+Biu(t), x(t) ∈Ri (3.1)
where x(t)∈Rn is the state, u(t)∈Rp the control input and a forward invariant setX ⊂Rn
is partitioned into M polytopic cells Ri, i ∈ I = {1, . . . ,M} such that ∪Mi=1Ri = X ,
Ri∩R j = /0 whereRi denotes the closure ofRi (see [22] for generating such partition).
A slab region is defined as
Ri = {x | βi < λT x < βi+1} (3.2)
where λ ∈ Rn, λ 6= 0 and βi, βi+1 ∈ R, i = 1, . . . ,M. The slab region Ri can also be cast
as a degenerate ellipsoid
Ri = {x | ‖Lix+ li‖< 1} (3.3)
where
Li = 2λT/(βi+1−βi), (3.4)
li =−(βi+1+βi)/(βi+1−βi). (3.5)
A PWA system whose regions are slabs is called a PWA slab system [30]. Using a PWA
control input of the form
u = Kix(t)+ ki, x(t) ∈Ri (3.6)
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into system (3.1) yields the closed-loop dynamics
x˙(t) = Aix(t)+ai, x(t) ∈Ri, (3.7)
where
Ai = Ai+BiKi, ai = ai+Biki. (3.8)
The following lemma from Chapter 2, gives sufficient conditions for asymptotic stability
of closed-loop PWA slab systems.
Lemma 3.2.1. [30] Consider the PWA slab system (3.1). Given α > 0, if there exist
Q = QT > 0 and µi > 0 satisfying













Ωi4 = µi(1− l2i )
with Li and li defined in (3.4) and (3.5), respectively, then the origin is an exponentially
stable equilibrium point.
Proof. See reference [30].
Note that the constraint (3.10) is nonconvex. The nonconvexity of BMIs (3.10) is
due to the existence of the term
−µiaiaTi (3.11)
which includes a product of unknown gains ki. Therefore controller synthesis for PWA
slab systems is a non-convex problem. The method proposed in [4], shows that one can
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avoid solving the BMIs (3.10) by ignoring the negative definite term (3.11), which is a
convex relaxation. Note that the conditions of Lemma 3.2.1 are sufficient conditions and
therefore, conservatism has been already introduced to the problem. Reference [4] adds
more conservativeness by ignoring the negative definite term (3.11). Unfortunately, the
resulting conditions may lead to infeasibility. Motivated by the drawbacks of existing
methods, the next section presents a convex formulation of the synthesis problem using an
invariant set approach.
3.3 Controller Synthesis




u(t), x(t) ∈Ri (3.12)
where u ∈ Rp, B2i ∈ Rm×p and m ∈M = {1, · · · ,n−1}, m≥ p.
Remark 3.3.1. Note that, the equations of motion of several physical systems of interest
come naturally in this form, in particular if one writes the equations of motion of mechan-
ical systems divided into the kinematics (without input forcing terms) and the dynamics
(with input forcing terms). Moreover, the introduced PWA class is not limited to single-
input single-output (SISO) systems.













u, x(t) ∈Ri (3.13)
where x1 ∈ Rn−m, x2 ∈ Rm. Assume further that in this class of PWA systems, the slab




x | ‖Lix+ li‖ =
∥∥∥[L1i 0]x+ li∥∥∥ = ‖L1ix1+ li‖ < 1} (3.14)
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where LT1i ∈ Rn−m. This chapter proposes a new method to formulate PWA controller
synthesis for system (3.13) as a convex feasibility problem. The main result is presented
in the next theorem.








for x ∈ Ri, i = 1, . . . ,M, exponentially stabilizes system (3.13) defined in a forward in-
variant set X if given γ > 0 and α > 0, there exist Q = QT > 0, µi > 0, and Y = S1Q,
satisfying the following LMIs




< 0 otherwise (3.17)
ωi0 = A11iQ+QA
T
11i−A12iS†2Y −Y T (S†2)T AT12i
ωi1 = A11iQ+QA
T
11i−A12iS†2Y −Y T (S†2)T AT12i
+αQ−µia1iaT1i
ωi2 =−µia1ilTi +QLT1i








Proof. Consider a surface of the form








with S1 ∈ Rp×(n−m) and S2 ∈ Rp×m, in which P is the number of the inputs to (3.13).
In order to make σ(x) = 0 an attractive invariant set, we define a candidate Lyapunov





Note that, although V (σ(x)) is implicitly based on x(t), it is not a Lyapunov function for x,
but it is rather a Lyapunov function for σ(x). As a function of σ(x), V (σ(x)) is obviously
positive definite because it is a norm. In order to have finite-time convergence to σ(x) = 0,
according to [70] and [71] one needs to ensure
V˙ (σ(x))≤−µ ‖σ(x)‖ (3.22)




σ˙(x) = σT (x)σ˙(x). (3.23)







with γ ≥ µ > 0, the time rate of change of the Lyapunov function in (3.21) will be





=−γ ‖σ(x)‖ ≤ −µ ‖σ(x)‖ ,
(3.25)
which verifies (3.22). Using (3.13), (3.19) and (3.20) one can write
σ˙(x) = Sx˙ = S1(A11ix1+A12ix2+a1i)
+S2(A21ix1+A22ix2+a2i)+(S2B2i)u.
(3.26)
Since B2i is either invertible or constant for all i∈I and full rank, S2B2i is invertible
(for example with the choice S2 = BT2 when B2i = B2), and replacing the PWA control law
(3.15) into (3.26) ensures that (3.25) is verified. Therefore the target surface σ(x) = 0 is
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made an attractive invariant set. We now show that the trajectories converge to this target






for the Lyapunov function defined in (3.21). This is a differential equation. Assuming










One now can see that
∃tc ∈ R, such that V (σ(x(tc))) = 0 (3.29)
where tc≥ t0 is the finite time of convergence to the surface. In fact, replacing V (σ(x(tc)))=





2 (σ(x(t0)))+ t0. (3.30)









2 (σ(x(t))) = 0, ∀t > tc (3.32)
and therefore
V (σ(x(t))) = 0, ∀t ≥ tc. (3.33)
Since the trajectories converge in finite time to the surface σ(x) = 0 and remain on
that surface for all future times, using (3.19) and (3.20), for t ≥ tc we can write
S1x1+S2x2 = 0. (3.34)
Assuming
x2 = ST2 Z (3.35)
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where Z ∈ Rp, we can rewrite (3.34) as










is the pseudo-inverse of the matrix S2. Therefore, using (3.13) and (3.37) we can rewrite
the dynamics of the PWA system (3.13) for t ≥ tc as
x2 =−S†2S1x1 (3.39)
x˙1 = (A11i−A12iS†2S1)x1+a1i, x ∈Ri. (3.40)
Due to (3.39), if x1(t) exponentially converges to the origin, then x2(t) will also exponen-
tially converge to the origin. Therefore, exponential stability of the reduced order system
(3.40) ensures that the PWA slab system (3.13) is exponentially stable under the control
law (3.15). However, exponential stability of the reduced order system (3.40) is guaranteed
if the LMIs (3.16)–(3.17) hold, based on Lemma 3.2.1 using
Ai : = (A11i−A12iS†2S1) (3.41)
ai : = a1i (3.42)
This finishes the proof
Remark 3.3.2. As one can see, Theorem 3.3.1 results in a set of LMIs. Moreover no
relaxation is used in the proof. In fact since (3.42) is always a constant vector (in each
region), the term (3.11) is known, which makes the problem convex.
Remark 3.3.3. Theorem 3.3.1 reduces the complexity of the LMIs that must be solved
because transforming the closed-loop stability problem for system (3.13) into a stability
problem for system (3.40) makes the dimension of the closed-loop state space smaller than
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Figure 3.1: Pitch Model of The Helicopter From [2]
the dimension of the open-loop state-space. The control methods in [4, 59] do not perform
this transformation and therefore are more complex because of two reasons: i) they lead
to BMIs and ii) the dimension of the state space is larger.
3.4 Application and Numerical Example
3.4.1 Application to a Helicopter Pitch Model
A two degree of freedom model of a helicopter, taken from [2], will be considered as an
application in this section. In this example, a simplified version of the pitch model of the
helicopter (Figure 3.1) is considered. This model is described by the following equations:






where x1 and x2 represent the pitch angle and pitch rate, respectively. The values of the
parameters can be found in reference [2]. First, the PWA approximation fˆ (x1) of
f (x1) =−mlcgxgcos(x1)−mlcgzgsin(x1) (3.45)
is computed based on a uniform grid for x1 (see reference [22]). A PWA model is then
























































and regions are defined as
R1 =
{
















x ∈ R2 | 3pi5 < x1 < pi
}
.
Note that, this approximation belongs to the class of PWA systems defined in (3.12).
To design the controllers, we first define
γ = 0.5 α = 0.5, (3.51)
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Figure 3.2: Designed sliding surface
and then we assign
S2 = B−12i = 0.0283. (3.52)
Using (3.51), (3.52) and solving LMIs (3.16) and (3.17), S1 is obtained as
S1 = 0.0724. (3.53)






Figure 3.2 shows this sliding surface. After computing σ(x) and using (3.15), we are able
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Figure 3.3: Simulation results for the closed-loop PWA system













































x∥∥∥[0.0724 0.0283]x∥∥∥ +0.8275 if x ∈R5 (3.59)
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Figure 3.4: Trajectories of the PWA system and the designed sliding surface






as the initial conditions. Figure 3.4 also shows the trajectories of the closed-loop PWA




In order to make a comparison between the proposed method and the backstepping method






























u if x ∈R3
(3.60)
where L = 2000 in this work and PWA regions are
R1 =
{








x ∈ R2 | 0.6 < x1 < L
}
.
Using the backstepping method proposed in reference [59], the PWA controllers















x+10−5 if x ∈R3.
(3.61)
Figure 3.5 shows the simulation results for the PWA closed-loop system (3.60) using PWA




as the initial conditions. The trajectories of the
closed-loop PWA system also is shown in Figure 3.6.
As it was shown in Figure 3.5, one can stabilize the PWA system (3.60) to the
origin, using the backstepping method [59]. However, Figure 3.6 shows one cannot control
the way in which the trajectories converge to the origin. Therefore, in the rest of this
section we design PWA controllers based on the proposed method in this thesis to make a
comparison between both approaches.
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Figure 3.5: Simulation results, using the backstepping method
Figure 3.6: Trajectories, using the backstepping method
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The procedure of the design is similar to the previous section. We first define
γ = 15 α = 0.1, (3.62)
we then assign
S2 = B−12i = 0.05. (3.63)
Using (3.62), (3.63) and solving LMIs (3.16) and (3.17), S1 is obtained:
S1 = 6.2625. (3.64)


































x∥∥∥[6.2625 0.05]x∥∥∥ −1.8889 if x ∈R3. (3.68)





Figure 3.8 also shows that trajectories of the system first converge to the sliding surface
and then slide to the origin along that surface.
3.5 Summary
The contribution of this chapter is to use invariant set ideas to formulate the PWA synthesis
problem as a set of LMIs. Inspired by the theory of sliding modes, sufficient stabilization
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Figure 3.7: Simulation results, using the proposed method
Figure 3.8: Trajectories, using the proposed method
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conditions are cast directly as a set of LMIs by proper choice of an invariant set which
is a target sliding surface. It is shown that the dimension of the LMIs obtained in this
work is lower than in the other convex methods in the literature because the dimension
of the state space is reduced, which further simplifies the synthesis problem. Application
to pitch control of helicopter, showed the effectiveness of the approach and a numerical
example showed while using backstepping method one cannot control the way in which
the trajectories converge to the origin, the proposed approach provides us with a surface on
which trajectories will slide to the origin. However, the drawback of the method can occur
in the implementation phase because the actuators are not completely perfect and they
may have delays and other imperfections. This, can lead to chattering which is a rapid
motion of the control signal caused by the switching rule. In general, chattering must
be eliminated from the controller and this can be achieved by smoothing out the control
discontinuity in a thin boundary layer neighboring the sliding surface.
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Chapter 4
Conservatism of the Piecewise-Affine
Controller Synthesis
4.1 Introduction
As it was frequently mentioned, the methods proposed in [4, 59] are the only ones that
can formulate piecewise-affine state feedback as a set of LMIs. In [59] a backstepping
approach is developed for PWA systems in strict feedback form. Controller synthesis was
formulated as a convex problem but one cannot control the way in which the trajectories
converge to the origin. The method in [4] shows that one can avoid solving the Bilinear
Matrix Inequalities (BMIs) proposed in [30] by using a convex relaxation which leads to a
set of LMIs. Unfortunately, using more conservative conditions may lead to infeasibility.
This limitation motivated the work presented in the previous chapter. It was shown that the
synthesis procedure proposed there led to a convex problem in a reduced state space and
the closed-loop trajectories converged to the origin along a desired direction. However,
the contribution of this chapter is to make a comparison between the conservatism of the
approach in [4] and the approach presented in the previous chapter.
It will be shown in this chapter that the proposed approach in Chapter 3 is less con-
servative than the proposed method in reference [4]. We will also consider unicycle path
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following problem and active flutter suppression (AFS), which is an interesting and hard
control problem in aerospace systems, as applications of our method. Unicycle and flut-
ter are inherently nonlinear phenomena. However, one can approximate the nonlinearities
by PWA functions using for example the method detailed in [22]. Simulation results will
demonstrate how the difference in the conservatism of the approaches will lead to different
results.
4.2 Reduced Conservatism of the Proposed Approach
As it was mentioned in the previous sections, the relaxation approach in [4] shows that
one can avoid solving BMIs (3.10) by ignoring the negative definite term (3.11). More
precisely, the following lemma taken from [4] (see also Section 2.3.5) gives sufficient
conditions for asymptotic stability of the closed-loop PWA slab system (3.1) using the
relaxation method.
Lemma 4.2.1. [4] Consider the PWA slab system (3.1) and the PWA state feedback (3.6).
Given ε > 0, if there exist P = PT > 0 and ζi > 0 satisfying















Li, li, Ai and ai defined in (3.4), (3.5), and (3.8), respectively, then the origin is an
exponentially stable equilibrium point.
Proof. See reference [4].
Therefore, one concludes that one might be able to synthesize a PWA state feedback
controller (3.6) for (3.13) using the results of Lemma 4.2.1. Note that, Theorem 3.3.1
and Lemma 4.2.1 state sufficient conditions and, consequently, they both are conservative
approaches. However, the following theorems show that the approach proposed in Theo-
rem 3.3.1 is less conservative than the relaxation approach of Lemma 4.2.1 for PWA slab
system (3.13).
Theorem 4.2.1. For the class of systems (3.13) with full rank B2i , for every P = PT >
0, ε > 0, ζi > 0 satisfying (4.1), (4.2), there exist Q=QT > 0, α > 0, µi > 0 and Y = S1Q
satisfying (3.16), (3.17).
Proof. Suppose (4.1) and (4.2) hold. Since Γi is negative definite and symmetric, using
the Schur complement (see Lemma 2.2.2), the following must also hold
Γi4 < 0 (4.3)
Λi = Γi1−Γi2(Γi4)−1ΓTi2 < 0. (4.4)
Note that, since li and ζi are scalars, Γi4 is also a scalar and (4.4) can be rewritten as











−ζiliPLTi aTi +PLTi LiP,
(4.6)
is a symmetric matrix.
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For system (3.13) one can rewrite Ai, ai, and P as
Ai = Ai+BiKi









where P11 = PT11 ∈ R(n−m)×(n−m) > 0, P12 = PT21 ∈ R(n−m)×(m), and P22 = PT22 ∈ Rm×m.













































































Now since (4.5) holds, the following inequality must also hold:













P11 = Q (4.15)
P21 =−S†2Y (4.16)
ζi = µi (4.17)
ε = α (4.18)
and replace them in (4.14) which yields
Ti = A11iQ+QA
T
11i−A12iS†2Y −Y T (S†2)T AT12i +αQ
−µ−1i (1− l2i )−1(µ2i l2i (a1iaT1i)−µili(a1iL1iQ)
−µili(QLT1iaT1i)+QLT1iL1iQ)< 0.
(4.19)
Therefore, taking into account that li is a scalar,
Ti−µia1iaT1i = ωi1−ωi2ω−1i4 ωTi2 < 0 (4.20)
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because Ti < 0 and
−µia1iaT1i < 0. (4.21)
Moreover, using (4.3)
µi(1− l2i ) = ζi(1− l2i )< 0. (4.22)
Note that, (4.20) and (4.22) imply that LMIs (3.17) are verified using Schur complement.
Moreover, for the case where 0 ∈Ri,
Γi1 = AiP+PA
T
i + εP < 0, (4.23)







12i + εP11 < 0. (4.24)
Again, using (4.15) to (4.18),
A11iQ+QA
T
11i−A12iS†2Y −Y T (S†2)T AT12i +αQ < 0, (4.25)
which implies that LMI (3.16) is verified. Therefore, for any solution to LMIs (4.1) and
(4.2), there will also be a solution to LMIs (3.16) and (3.17).
Theorem 4.2.2. The converse of theorem 4.2.1 does not hold.
Proof. Consider the following simple second order PWA slab system in class (3.13) de-











































x ∈ R2 | 0.6 < x1 < 1
}
.
Stability of closed-loop PWA system (4.26), (4.27) and, (4.28) with PWA state feedback
(3.6) can not be achieved by the relaxation method. In other words, the conditions of
Lemma 4.2.1 for such a system are not satisfied for any P = PT > 0, ε > 0, ζi > 0. One
can verify this fact by examining the Schur complement in (4.3) and (4.4). Note that, Γi1







12i + εP11 < 0 (4.29)
Rewriting (4.29) for the closed-loop PWA system (4.27) with the controller defined in
(3.6) yields
(2+ ε)P11 < 0. (4.30)
Since ε > 0, (4.30) implies
P11 < 0 (4.31)
which contradicts the positive definiteness of P11. Therefore (4.2) and subsequently con-
ditions of Lemma 4.2.1 are not verified.
In the following we will show that the stability of the closed-loop PWA system
(4.26), (4.27) and, (4.28) can be guaranteed by the proposed controller synthesis. In order
to do so, we will show that LMIs (3.16) and (3.17) in Theorem 3.3.1 are verified for this
system.
Assuming and replacing
α = 1 (4.32)
Q = 2, (4.33)
in LMIs (3.16) and (3.17), we will have







< 0 if x ∈R2 (4.35)
with
L1i = L12 = 10, li = l2 =−5 and µi = µ2 = 3 (4.36)





< 0 if x ∈R3 (4.37)
with
L1i = L13 = 5, li = l3 =−4 and µi = µ3 = 4. (4.38)
where L1i and l1i (i = 1, 2, 3) are obtained from (3.4), (3.5) and (3.14). Therefore (3.16)
and (3.17) are verified.
4.3 Application
Based on the previous discussions, this sections illustrates how the proposed method in
Chapter 3 is less conservative than the other available convex approaches through some
popular applications. This section is divided into two parts. First we consider the prob-
lem of active flutter suppression (AFS), and then, we consider unicycle path following
problem.
4.3.1 Active Flutter Suppression
In this section, we consider the problem of Active Flutter Suppression (AFS) to demon-
strate how the proposed method works. The flutter model for a two fold airfoil (Figure 4.1)
is taken from [3] and is given by
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U is the airspeed, CLα and Cmα are aerodynamic lift and moment coefficients, ρ is the
air density, CLβ and Cmβ are lift and moment coefficients per control surface deflection,
respectively, m is the mass of the airfoil, Iα is the mass moment of inertia about the elastic
axis, Ch and Cα are plunge and pitch structural damping coefficients, respectively, and L
and M are the aerodynamic lift and moment about the elastic axis. Structural stiffness
is represented by kh and kα for plunge and pitch motions, respectively. The source of
nonlinearity is the torsional stiffness, which is




All the model parameters are taken from [3] and are available in the appendix. A con-
troller is now designed for a PWA approximation of the system (4.39). Therefore, first we
approximate the AFS nonlinear system by a PWA model using the method explained in
[22]. The slab regions used for the approximation are defined by
R1 = {x ∈ R4 | 0.6 < x2 = α < 1}
R2 = {x ∈ R4 | −1 < x2 = α <−0.6}
R3 = {x ∈ R4 | −0.6 < x2 = α <−0.2}
R4 = {x ∈ R4 | −0.2 < x2 = α < 0.2}
R5 = {x ∈ R4 | 0.2 < x2 = α < 0.6}.
The dynamics equations in all regions will not be presented here for lack of space
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but, for example, the dynamics of the PWA model for AFS inR5 are
x˙ =

0 0 1 0
0 0 0 1
−293.27 2272.13 −5.90 −0.40



















This approximation belongs to the class of PWA systems defined in (3.12).
In order to make a comparison between the relaxation method [4] and the proposed
method in Chapter 3, we design different controllers based on theses two different ap-
proaches. First, we try to solve the LMIs (4.1) and (4.2) from [4]. After trying different
values for α , finally we found a solution to these LMIs. Figure 4.2 shows the simulation
results for the same AFS model controlled by the method proposed in [4]. The simulation
results in Figure 4.2 show that there is a high frequency oscillatory behavior of the state
variables using the approach suggested in [4].
Finally, we followed the proposed method in Chapter 3 to illustrate how the proposed
method works. The design process was as in the following:
To design the controllers, we first defined the parameters
γ = 2 α = 0.01, (4.42)
and then we assigned










Figure 4.2: AFS state variables using controller in [4]
Therefore, the sliding surface defined in (3.19) for the AFS problem was
σ(x) =
 0.0017 −0.0198 0.0002 0.0002
−0.0017 0.0320 −0.0004 −0.0002
x. (4.45)
After computing σ(x) and using (3.15), we were able to derive control laws for all five
regions. For instance, the control input for the fifth region was
u =
−0.292 12.691 −0.007 0.019
0.252 −12.334 0.006 −0.031
x
− γ
 0.0017 −0.0198 0.0002 0.0002
−0.0017 0.0320 −0.0004 −0.0002
x
∥∥∥∥∥∥
 0.0017 −0.0198 0.0002 0.0002









Figure 4.3: AFS state variables using proposed controller
Figure 4.3 shows simulation results for x(0) =
[
0.15 0.1 0.5 −0.2
]T
as the initial con-
ditions. It can be clearly seen in the figure that flutter was effectively suppressed as desired.
Remark 4.3.1. The active flutter suppression problem illustrates, while there is a solution
to LMIs (4.1) and (4.2) -for this specific example- there is also a solution to LMIs (3.16)
and (3.17). Moreover, the designed controllers based on this solution yield to even better
simulation results.
4.3.2 Unicycle Path Following
In this part, we consider the path following example from [30]. The objective of this
example is to design a controller that makes a cart on the xy plane follow the straight line
y = 0 with a constant velocity u0 = 1m/s. It is assumed that a controller has already been
designed to maintain a constant forward velocity. The carts path is then controlled by the
torque T about the z-axis according to the following dynamics:
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where ψ is the heading angle with time derivative r, I = 1kgm2 is the moment of inertia
of the cart with respect to the center of mass, k = 0.01Nms is the damping coefficient, and
T is the control torque. Assume the trajectories can start from any possible initial angle in
the range ψ0 ∈ [−3pi/5,3pi/5] and any initial distance from the line. The function sin(ψ)













































































T if x ∈R5
(4.49)
with five regions defined in the following
R1 =
{
















x ∈ R3 | pi5 < x1 < 3pi5
}
.
First we attempted to derive control laws using the relaxation method [4]. Unfortu-
nately, using different values for α in the range of
0.0001 < α < 10,
we were not able to find any solution to the LMIs (4.1) and (4.2).
On the other hand, we can easily find a solution to LMIs (3.16) and (3.17). The
controller design process, using the proposed method, for this example is as follows:
First we define
γ = 0.6 α = 0.5, (4.50)
and then we assign
S2 = 0.1B−12i = 0.1. (4.51)
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After computing σ(x) and using (3.15), we are able to derive control laws for all five













































x∥∥∥[0.8655 0.8222 0.1]x∥∥∥ −3.339 (4.58)
where T1 for example, is the designed affine controller for regionR1. Figure 4.5 shows the




as the initial conditions.
Figure 4.6 also demonstrates how the unicycle converges to the line y= 0. The trajectories
of the PWA closed-loop system are shown in Figure 4.7. As one can see, the trajectories
of the system first converge to the sliding surface and then slide to the origin.
Remark 4.3.2. The unicycle path following example, is in fact consistent with Theo-
rem 4.2.2 for wide range of α ∈ (0.001,10). In other words, while there was no solution to
the LMIs (4.1) and (4.2), LMIs (3.16) and (3.17) yielded to a solution for arbitrary value
of α within the same range.
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Figure 4.5: Time responses for unicycle path following problem
Figure 4.6: Distance of the unicycle from the y=0 line
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Figure 4.7: Trajectories of the unicycle and the designed sliding surface
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Figure 4.8: Trajectories of the unicycle and the designed sliding surface
Figure 4.9: Trajectories of the unicycle and the designed sliding surface
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4.4 Summary
This chapter shows that for every solution to the LMIs resulting from the previous LMI
approaches, there exists a solution for the LMIs obtained from the proposed method. Fur-
thermore, it is shown that while previous convex controller synthesis methods have no
solutions to their LMIs for some examples of PWA systems, the approach proposed in
this thesis yields a solution for these examples. Finally, the comparisons between the
proposed method and the relaxation method is also demonstrated through some real-life
applications. Application to active control of flutter suppression, which is considered a
hard problem in aerospace control, showed while the relaxation approach led to a high
frequency simulation results, the proposed approach was able to actively suppress flutter
in a wing section. Finally, it was shown that the designed controllers using the proposed
approach, made the cart trajectory converge to the desired straight line in the unicycle path
following problem, whereas the relaxation approach led to no solutions to its LMIs. How-
ever, the PWA class that we are considering in this work is still conservative. The special
structure of the matrix Bi, the invertibility of the matrix B2i and the partitioning of the slab




Controller Synthesis of Piecewise-Affine
Systems with Time-Delay
5.1 Introduction
While time-delay control of linear systems is a well-studied subject, unfortunately, its
extension to piecewise-affine (PWA) systems has not received many research contribu-
tions. The only available conducted research in this area, investigate the analysis problem
rather than the controller synthesis problem, see [65, 41, 2], and therefore, none of these
mentioned references address the controller synthesis problem for such systems. Conse-
quently, there is no convex formulation for controller synthesis of PWA time-delay systems
in the existing literature. In this chapter of the thesis we will extend the proposed method
in Chapter 3 to the case where a constant time-delay is involved in the dynamics of the
PWA system and will formulate this problem as a convex program based on LMIs. The




Consider a piecewise-affine system with time-delay described as
x˙(t) = Aix(t)+Adj x(t− τ)+ai+Biu(t), x(t) ∈Ri (5.1)
where x(t)∈Rn is the state at time t, u(t)∈Rp the control input and assume that a forward
invariant set X ⊂ Rn is partitioned into M polytopic cells Ri, i ∈ I = {1, . . . ,M} such
that∪Mi=1Ri =X ,Ri∩R j = /0 whereRi denotes the closure ofRi (see [22] for generating
such partition). The constant τ is a positive known delay.
Following Chapter 3, a slab region is defined as
Ri = {x | βi < λT x < βi+1} (5.2)
where λ ∈ Rn, λ 6= 0 and βi, βi+1 ∈ R, i = 1, . . . ,M. The slab region Ri can also be cast
as a degenerate ellipsoid
Ri = {x | ‖Lix+ li‖< 1} (5.3)
where
Li = 2λT/(βi+1−βi), (5.4)
li =−(βi+1+βi)/(βi+1−βi). (5.5)
A PWA system whose regions are slabs is called a PWA slab system [30].
5.3 Controller Synthesis
Consider the following class of PWA slab systems with time-delay
x˙(t) = Aix(t)+Adj x(t− τ)+ai+
 0
B2i
u(t), x(t) ∈Ri (5.6)
where u ∈ Rp, B2i ∈ Rm×p and m ∈M = {1, · · · ,n−1}, m≥ p.
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where x1 ∈ Rn−m, x2 ∈ Rm. Assume further that in this class of PWA systems, the slab




x | ‖Lix+ li‖ =
∥∥∥[L1i 0]x+ li∥∥∥ = ‖L1ix1+ li‖ < 1} (5.8)
where LT1i ∈ Rn−m. This chapter proposes a new method to formulate PWA time-delay
controller synthesis for system (5.7) as a convex feasibility problem.
Theorem 5.3.1. Assuming that either B2i is invertible or B2i = B2 is full rank, the PWA
controller
u =− (S2B2i)−1[S1(A11ix1(t)+A12ix2(t)+Ad11 jx1(t− τ)+Ad12 jx2(t− τ)+a1i)
+S2(A21ix1(t)+A22ix2(t)+A
d





for x(t) ∈Ri, i = 1, . . . ,M, exponentially stabilizes system (5.7) defined in a forward in-
variant set X if given γ > 0, τ > 0, ε > 0 and S2, there exist Q = QT > 0, µi > 0, and
Y = S1Q, satisfying the following LMIs
















−Y T S†T2 AT12i + εQ−µia1iaT1i
 (−µia1ilTi +QLT1i) Ad11 jQ−Ad12 jS†2Y
(−µia1ilTi +QLT1i)T µi(1− lTi li) 0
QAd11 j


























−Y T S†T2 AT12i + εQ



























































and N ∈ R(2(n−m)+1)×(n−m) and M ∈ R2(n−m)×(n−m).
Proof. The initial procedure of the proof is almost similar to the proof of Theorem 3.3.1.
Consider a surface of the form







with S1 ∈ Rp×(n−m) and S2 ∈ Rp×m, where p is the number of the inputs to (5.7). In order






Note that, although V (σ(x(t))) is implicitly based on x(t), it is not a Lyapunov function for
x(t), but it is rather a Lyapunov function for σ(x(t)). As a function of σ(x(t)), V (σ(x(t)))
is obviously positive definite because it is a norm. In order to have finite-time convergence
to σ(x(t)) = 0, according to [70] and [71] one needs to ensure
V˙ (σ(x(t)))≤−µ ‖σ(x(t))‖ (5.17)
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σ˙(x(t)) = σT (x(t))σ˙(x(t)). (5.18)







with γ ≥ µ > 0, and the time rate of change of the Lyapunov function in (5.16) will be





=−γ ‖σ(x(t))‖ ≤ −µ ‖σ(x(t))‖ ,
(5.20)
which verifies (5.17). Using (5.7), (5.14) and (5.15) one can write
σ˙(x(t)) = Sx˙(t) = S1(A11ix1(t)+A12ix2(t)+A
d
11 jx1(t− τ)+Ad12 jx2(t− τ)+a1i)
+S2(A21ix1(t)+A22ix2+A
d
21 jx1(t− τ)+Ad22 jx2(t− τ)+a2i)+(S2B2i)u(t)
(5.21)
Since B2i is either invertible or constant for all i∈I and full rank, S2B2i is invertible
(for example with the choice S2 = BT2 when B2i = B2), and replacing the control law (5.9)
into (5.21) ensures that (5.20) is verified. Therefore, the target surface σ(x(t)) = 0 is made
an attractive invariant set. We now show that the trajectories converge to this target surface






for the Lyapunov function defined in (5.16). This is a differential equation. Assuming










One now can see that
∃tc ∈ R, such that V (σ(x(tc))) = 0 (5.24)
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where tc≥ t0 is the finite time of convergence to the surface. In fact, replacing V (σ(x(tc)))=





2 (σ(x(t0)))+ t0. (5.25)









2 (σ(x(t))) = 0, ∀t > tc (5.27)
and therefore
V (σ(x(t))) = 0, ∀t ≥ tc. (5.28)
Since the trajectories converge in finite time to the surface σ(x(t)) = 0 and remain
on that surface for all future times, using (5.14) and (5.15), for t ≥ tc we can write
S1x1(t)+S2x2(t) = 0 ∀t ≥ tc. (5.29)
Moreover,
S1x1(t− τ)+S2x2(t− τ) = 0 ∀t ≥ tc+ τ. (5.30)
Now assuming
x2(t) = ST2 Z(t) (5.31)
x2(t− τ) = ST2 Z(t− τ) (5.32)
where Z(t) ∈ Rp, we can rewrite (5.29) and (5.30) as
Z(t) =−(S2ST2 )−1S1x1(t) (5.33)
Z(t− τ) =−(S2ST2 )−1S1x1(t− τ) (5.34)
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for all t ≥ tc+ τ . Hence
x2(t) =−S†2S1x1(t) (5.35)








is the pseudo-inverse of the matrix S2. Therefore, using (5.7) and (5.35) we can rewrite
the dynamics of the PWA system (5.7) for t ≥ tc+ τ as
x2(t) =−S†2S1x1(t) (5.38)
x˙1(t) = (A11i−A12iS†2S1)x1(t)+(Ad11 j −Ad12 jS†2S1)x1(t− τ)+a1i, x(t) ∈Ri. (5.39)
Due to (5.38), if x1(t) exponentially converges to the origin, then x2(t) will also exponen-
tially converge to the origin. Therefore, exponential stability of the reduced order system
(5.39) ensures that the PWA slab system (5.7) is exponentially stable under the control law
(5.9). Therefore, in the rest part of the proof, we show that one can ensure the exponential
stability of x1(t) using a set of linear matrix inequalities.
Consider the following candidate Lyapunov-Krasovskii functional
VT =V1+V2+V3, (5.40)
with











where P, X , and R are symmetric positive definite matrices in Rn−m×n−m.
Note that, V1, V2, and V3 are all positive definite functions. Hence, VT in (5.40) is also
positive definite. To prove exponential stability of the trajectories of x1(t) to the origin, it
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is sufficient to show that the decreasing rate of the Lyapunov-Krasovskii functional (5.40)
is negative in each regionRi.
The time derivative of VT is as follows
V˙T = V˙1+V˙2+V˙3. (5.41)
Therefore, the decreasing rate of the Lyapunov-Krasovskii functional (5.40) consists of
three different components.
The time derivative of V1 is
V˙1 = x˙T1 Px1+ x
T
1 Px˙1. (5.42)
Applying the Leibniz integral rule, the time derivative of V2 will be
V˙2 = xT1 Xx1− xT1 (t− τ)Xx1(t− τ) (5.43)









V˙3 = τ x˙T1 (t)Rx˙1(t)−
∫ 0
−τ
x˙T1 (t+ s)Rx˙1(t+ s)ds. (5.45)
Now by a change of variable, equation (5.45) will have the following form
V˙3 = τ x˙T1 (t)Rx˙1(t)−
∫ t
t−τ
x˙T1 (θ)Rx˙1(θ)dθ . (5.46)









where I is the identity matrix of order (n−m). Inequality (5.47) yields
− x˙T1 (θ)Rx˙1(θ)≤−hT (t,τ)x˙1(θ)− x˙T1 (θ)h(t,τ)+hT (t,τ)R−1h(t,τ). (5.48)
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x˙T1 (θ)Rx˙1(θ)dθ ≤−hT (t,τ)(x1(t)− x1(t− τ))− (xT1 (t)− xT1 (t− τ))h(t,τ)
+ τhT (t,τ)R−1h(t,τ).
(5.50)
Finally by replacing−∫ tt−τ x˙T1 (θ)Rx˙1(θ)dθ from (5.50) in equation (5.46), the time deriva-
tive of V3 will satisfy the following inequality
V˙3 ≤ τ x˙T1 (t)Rx˙1(t)−hT (t,τ)(x1(t)− x1(t− τ))− (xT1 (t)− xT1 (t− τ))h(t,τ)
+ τhT (t,τ)R−1h(t,τ).
(5.51)
Substituting (5.42), (5.43) and (5.51) in equation (5.41), the decreasing rate of the
candidate Lyapunov-Krasovskii functional will satisfy the following inequality
V˙T ≤x˙T1 Px1+ xT1 Px˙1+ xT1 Xx1− xT1 (t− τ)Xx1(t− τ)+ τ x˙T1 (t)Rx˙1(t)
−hT (t,τ)(x1(t)− x1(t− τ))− (xT1 (t)− xT1 (t− τ))h(t,τ)
+ τhT (t,τ)R−1h(t,τ).
(5.52)







































































for x(t) ∈Ri and x(t− τ) ∈R j, where
A1i = (A11i−A12iS†2S1) (5.55)
Ad1 j = (Ad11 j −Ad12 jS†2S1) (5.56)
and h(t,τ) was replaced by
h(t,τ) = NTξ
with arbitrary matrix N of appropriate dimension. Therefore,
V˙T ≤ξ T (Ψ1i + τΨ2i +Ψ3i + τΨ4i)ξ (5.57)
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for x(t) ∈Ri and x(t− τ) ∈R j, where
Ψ1i =

AT1iP+PA1i+X PAd1 j Pa1i
Ad
T


























Note also that, from (5.8), slab regions are described as follows
Ri = {x | ‖L1ix+ li‖< 1}. (5.58)
Therefore,








lTi L1i 0 l
T
i li−1
ξ < 0 (5.59)
with ξ defined in (5.53).
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Therefore, using (5.57), (5.59) and S-procedure, the sufficient conditions for expo-
nential stability of the system (5.39) can be described as in the following matrix inequali-
ties
P = PT > 0 (5.60)










with previously defined Ψ1i , Ψ2i , Ψ3i , Ψ4i and with λi > 0. Rearranging inequality (5.61)
yields




AT1iP+PA1i−λiLT1iL1i+X PAd1 j Pa1i−λiLT1ili
Ad
T
1 jP −X 0
aT1iP−λilTi L1i 0 λi(1− lTi li)
 . (5.63)
Using new variables Q = P−1, µi = λ−1i and left multiplying inequality (5.62) by Q and







and making X = εQ−1 and R = Q−1 yields the equivalent conditions
Q = QT > 0 (5.65)
Ξ1i +Ξ2i + τΞ3iQ
−1ΞT3i + τNQ





QAT1i+A1iQ+ εQ−µ−1i QLT1iL1iQT Ad1 jQ a1i−µ−1i QLT1ili
QAd
T
1 j −εQ 0




















N = QNQ (5.70)
and ε is a positive scalar.
Note that, the following matrix inequalities are sufficient conditions for (5.65) and
(5.66):
Q = QT > 0 (5.71)
Ξ1i < 0 (5.72)
Ξ2i + τΞ3iQ
−1ΞT3i + τNQ
−1NT ≤ 0 (5.73)
In other words, (5.71), (5.72) and (5.73) imply (5.65) and (5.66). Using Schur complement
(see Lemma 2.2.1 and Lemma 2.2.2), matrix inequalities (5.71), (5.72) and (5.73) can be
recast as












with τ > 0. Now what is left to do is to show that matrix inequalities (5.74) and (5.75) are
equivalent to (5.11) and (5.12) and prove the inequalities for the case 0 ∈Ri. Substituting
(5.67) in (5.74) we will have
QAT1i+A1iQ+ εQ−µ−1i QLT1iL1iQT Ad1 jQ a1i−µ−1i QLT1ili
QAd
T
1 j −εQ 0
aT1i−µ−1i lTi L1iQT 0 µ−1i (1− lTi li)
< 0 (5.76)
Using the Schur complement, (5.76) is equivalent to








µi(1− lTi li)−1 [aT1i−µ−1i lTi L1iQ 0]< 0
(5.78)
Expressions (5.77) and (5.78) can be rearranged to the form
(1− lTi li)< 0 (5.79)
 QAT1i+A1iQ+ εQ−µ−1QLT1iL1iQ






Again using Schur complement, conditions (5.79) and (5.80) are equivalent to
(1− lTi li)< 0 (5.81)
−εQ < 0 (5.82)
QAT1i+A1iQ+ εQ−µ−1i QLT1iL1iQ
− (a1i−µ−1i QLT1ili)µi(1− lTi li)−1(a1i−µ−1i QLT1ili)T
+ ε−1Ad1 jQAd
T
1 j < 0
(5.83)
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Using Matrix Inversion Lemma (see Lemma 2.2.3), it was shown in reference [30]
that
QATi +AiQ+αQ−µ−1i QLTi LiQ




− (−µiailTi +QLTi )µ−1i (I− lilTi )−1(−µiailTi +QLTi )T < 0.
(5.85)
The difference between conditions (5.83) and (5.84) is the fact that in (5.83) Ai = A1i,
ai = a1i, Li = L1i, α = ε and there is one extra term, namely, ε−1Ad1 jQAd
T
1 j. However,
following a similar procedure as the one used in reference [30] we can conclude that





− (−µia1ilTi +QLT1i)µ−1i (I− lilTi )−1(−µia1ilTi +QLT1i)T < 0
(5.86)
Using the fact that 1− lTi li and I− lilTi are equivalent when li is a scalar, which is the case





− (−µia1ilTi +QLT1i)µ−1i (1− lTi li)−1(−µia1ilTi +QLT1i)T < 0.
(5.87)
Therefore, conditions (5.81), (5.82) and (5.83) are equivalent to
(1− lTi li)< 0 (5.88)





− (−µia1ilTi +QLT1i)µ−1i (1− lTi li)−1(−µia1ilTi +QLT1i)T < 0
(5.90)
Note that, conditions (5.88) and (5.90) are also equivalent toA1iQ+QAT1i+ εQ−µia1iaT1i+ ε−1Ad1 jQAdT1 j (−µia1ilTi +QLT1i)
(−µia1ilTi +QLT1i)T µi(1− lTi li)
< 0 (5.91)
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One can verify this by simply using the Schur complement. Inequality (5.91) can then be
rearranged in the formA1iQ+QAT1i+ εQ−µia1iaT1i (−µia1ilTi +QLT1i)




ε−1Q−1 [QAdT1 j 0]< 0.
(5.92)





1i+ εQ−µia1iaT1i (−µia1ilTi +QLT1i) Ad1 jQ
(−µia1ilTi +QLT1i)T µi(1− lTi li) 0
QAd
T
1 j 0 −εQ
< 0. (5.93)
Hence (5.76) is equivalent to (5.93) and therefore exponential stability sufficient conditions
(5.74) and (5.75) for system (5.39) will be equivalent to












A1i = (A11i−A12iS†2S1) (5.96)
Ad1 j = (Ad11 j −Ad12 jS†2S1) (5.97)
S1Q = Y (5.98)
in (5.94) and (5.95). Therefore, exponential stability of the reduced order system (5.39) is
guaranteed if the LMIs (5.11) and (5.12) hold.
Note that, for the case 0 ∈Ri, affine term a1i is zero. Therefore, using (5.52) and a









































Ad1 j = (Ad11 j −Ad12 jS†2S1)
and h(t,τ) was replaced by
h(t,τ) = MTξ0
with arbitrary matrix M of appropriate dimension. Rearranging the above inequality, suf-

















+ τMR−1MT < 0.
(5.101)
Using new variables Q = P−1, µi = λ−1i and left multiplying inequality (5.62) by
Q0 and right multiplying it by Q
T























+ τMQ−1R−1Q−1MT < 0
(5.103)
where
M = Q0MQ. (5.104)















































This finishes the proof.
Remark 5.3.1. Note that, since the structure of the controller (5.9) depends on x1(t− τ)
and x2(t− τ), the delay considered in this work must be known. Moreover, the delay must
be constant and must also be associated with the states of the system.
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Remark 5.3.2. Note also that, although assuming an upper-bound on the delay will not
affect the derivation of the LMIs, it will destroy the structure of the control signal (5.9)
which depends on τ .
Remark 5.3.3. Although assuming unknown and/or time-varying delays would enlarge
the class considered in this work, there are still some applications that the proposed
method can be applied to, such as a water channel or liquid-level systems. In these appli-
cations the delays are caused by the connecting (long) pipes and therefore, are measurable
and constant.
5.4 Numerical Example
In order to illustrate how the proposed method work, a simple second order PWA time-














































, τ is a constant known delay and
R1 =
{








x ∈ R2 | 1 < x1 < 2
}
.
We first, consider the case when there is no time-delay involved in the dynamics of
the PWA system. In other words we first study the case where τ = 0 in state dynamics
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u if 0 ∈R3
(5.108)
where regions were previously defined. Note that, in order to design control laws for
system (5.108), one may consider two different approaches:
1. Applying the results of Theorem 3.3.1 to PWA system (5.108)
2. Applying the results of Theorem 5.3.1 to PWA time-delay system (5.107) with τ = 0
Here, we consider both approaches. Applying the conditions of Theorem 3.3.1 to PWA
system (5.108), the PWA controllers are designed. Figure 5.1 shows the simulation results




as the initial conditions.
Applying the results of Theorem 5.3.1 with τ = 0 for PWA time-delay system
(5.107) also yields to PWA controllers, which after being applied to the system the sim-





as the initial conditions.
In the next step, in order to show how the results of Theorem 5.3.1 work for the case
where time-delay is involved, we consider PWA time-delay system (5.107) with τ = 5 sec-
onds. After applying the designed controllers to the system, the simulation results are ob-








, respectively. As you can see, these simulation results demon-
strate that the trajectories of the system still converge to the origin in finite time in the
presence of a constant time-delay.
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Figure 5.1: State variables, applying Theorem 3.3.1 to PWA system (5.108)
Figure 5.2: States variables, applying Theorem 5.3.1 to PWA system (5.107) with τ = 0
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Figure 5.3: States for the case when time-delay is 5 seconds
Figure 5.4: Trajectories for the case when time-delay is 5 seconds
86
Figure 5.5: States for the case when time-delay is 5 seconds
Figure 5.6: Trajectories for the case when time-delay is 5 seconds
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5.5 Summary
The contribution of this chapter is to formulate the PWA time-delay synthesis problem
as a set of LMIs. In order to do so, we first defined a sliding surface, then control laws
were designed to make the trajectories approach the specified surface and ensure that the
trajectories would remain on that surface. Then, using Lyapunov-Krasovskii functionals,
sufficient conditions for exponential stability of the resulting reduced order system were
proposed. Moreover, the designed control laws were still in PWA state feedback form. A
numerical example demonstrated the effectiveness of the approach. However, considering
the delay known and constant is one of the limitations of this approach. Moreover, the
delay that we considered in this work is only due to the states of the system and if the





The contributions of this thesis are summarized and potential extensions of the proposed
methods are discussed in this chapter. The contributions of the first part of this thesis
answered the following popular questions:
• Is it possible to directly formulate the piecewise-affine synthesis problem as a convex
program?
• How much conservative is the proposed approach compared to the other methods?
The answer to the first question is “YES”. Chapter 3 of this thesis for the first time
proposed a novel approach that uses invariant set ideas to directly formulate the PWA syn-
thesis problem as a set of Linear Matrix Inequalities (LMIs), which are convex problems.
It was also shown that the dimension of the LMIs obtained in this work is lower than in
the other convex methods in the literature.
Furthermore, in Chapter 4, it was shown that for every solution to the LMIs resulting
from previous approaches, there exists a solution for the LMIs obtained from the proposed
method. It was also shown that while previous convex controller synthesis methods have
no solutions to their LMIs for some examples of PWA systems, the approach proposed
in this thesis yields a solution for these examples. Therefore, the answer to the second
question will be: “The proposed approach is less conservative than the other methods”.
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Although in Chapter 3 and Chapter 4 we addressed the first two questions, the fol-
lowing questions were remained:
• What will happen if the nonlinearities are associated with x2 rather than x1?
• Is it possible to come up with a larger class of PWA system that their controller
syntheses can be similarly cast as a convex optimization problem?
• How can one extend the work to the tracking problem?
As it was shown in chapter 3, the proposed method only works for a special class of PWA
system and furthermore one of the assumptions was the regions were partition based on
x1 (a subvector of the states) and therefore, no method proposed when regions partitioning
was associated with x2. Note also that, having information on trajectories of reference
signals and defining a new sliding surface based on the error signals, it seems that the
extension of the work to the tracking problem might also be possible.
The contributions of the last part of this thesis answered the following questions:
• Is it possible to directly formulate the PWA time-delay synthesis problem as a con-
vex problem too?
The answer to this question is also “YES”. Chapter 5 of this thesis proposed an ap-
proach that used sliding mode control ideas to directly formulate the PWA synthesis prob-
lem as a set of LMIs. In order to do so, we first defined a sliding surface, then control laws
were designed to make the trajectories approach the specified sliding surface and ensured
that they would remain on that surface. Then, using Lyapunov-Krasovskii functionals,
sufficient conditions for exponential stability of the resulting reduced order system were
proposed. Moreover, the designed control laws were still in PWA state feedback form.
However, the following questions were remained:
• What will happen if the delay τ is unknown or time-varying?
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• How can we come up with less conservative conditions?
• What will happen if the delay is associated with inputs or the derivative of the states?
As it was shown in chapter 5, the proposed time-delay method only works for the case of
a known constant delay. In fact, since the designed control law included a term contain-
ing τ (the delay), having information about the value of the delay was crucial. Further-
more, since the derived conditions were sufficient conditions, conservatism was already
introduced to the system and therefore, using more sufficient conditions during the proof,
increased the conservatism of the proposed approach. Note also that, considering the case
where the delay is associated with the derivative of the states and/or the inputs of the
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