Bayesian nonparametric models are theoretically suitable for streaming data due to their ability to adapt model complexity with the observed data. However, very limited work has addressed posterior inference in a streaming fashion, and most of the existing variational inference algorithms require truncation on variational distributions which cannot vary with the data. In this paper, we focus Dirichlet process mixture models and develop the corresponding variational continual learning approach by maintaining memorized sufficient statistics for previous tasks, called memorized variational continual learning (MVCL), which is able to handle both the posterior update and data in a continual learning setting. Furthermore, we extend MVCL for two cases of mixture models which can handle different data types. The experiments demonstrate the comparable inference capability of our MVCL for both discrete and real-valued datasets with automatically inferring the number of mixture components.
I. INTRODUCTION
In this Information Age, data are being generated by every animate and inanimate object on Earth at any time [1] . Often, these data arrive sequentially in time and we are tasked with performing unsupervised learning as the data stream in, without revisiting past data. More importantly, not only are data getting bigger in size, but also they are growing complexity, structure, and geometry. For example, the data may change over time, new clusters may be discovered, and old ones may emerge [2] - [4] . Hence, dealing with streaming data requires flexible models that can expand with data size and complexity. Bayesian nonparametric (BNP) models are natural to fit this purpose since it can vary the number of mixture components as new data appear. However, the challenge is that BNP models lack efficient inference methods to deal with large scale and streaming data.
Markov Chain Mote Carlo (MCMC) and deterministic variational methods are two main inference approaches for BNP models. To deal with streaming data, sequential and particle MCMC methods were developed. However, due to their slow convergence, such tools are unable to efficiently cope with large scale datasets [5] . Different from MCMC methods, deterministic variational inference may The associate editor coordinating the review of this manuscript and approving it for publication was Zhigao Zheng .
have the huge potential for large scale dataset. The underlying idea of variational inference is to cast the posterior distribution of the model to an optimization problem by introducing an approximate and tractable variational distribution. The optimization problem can be approximately resolved by minimizing the Kullback-Leibler (KL) divergence between the variational distribution and the true posterior distribution. Significant efforts on scalable variational inference learning with nonparametric Bayesian models have been made in recent years [6] - [9] , while few work based on variational inference for streaming data.
Stochastic variational inference (SVI) [10] also has become a popular method for scaling posterior inference in BNP models. Even so, SVI requires specifying the size of the dataset a priori, an inappropriate assumption for streaming data. In contrast, streaming variational Bayes (SVB) [11] handles unbounded datasets exploiting the sequential nature of Bayes theorem to recursively update an approximation of the posterior. Specifically, the variational approximation of the current posterior becomes the prior of new coming observations. While SVB is appropriate for parametric models, it cannot be directly generalized to the BNP setting for streaming data.
We seek a method for continual learning in BNP models that is more generally extensible. In this paper, we develop our MVCL algorithm with birth and merge moves for VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Dirichlet process mixture (DPM) models. In current dataset just observed for the streaming data, MVCL visits each minibatch in turn and updates a cached set of sufficient statistics which accurately reflect the entire current dataset. At each iteration, we update the local and global parameters only with a minibatch data, hence MVCL can scale with large dataset. In our algorithm, we integrate birth and merge moves within our algorithm to escape local optima in the online setting. Birth moves can add many new components at once and merge moves replace two similar components with a single merged one by computing the full evidence lower bound (ELBO) for each merge proposal, hence only useful births and merges can be accepted, and such moves enable adaptive creation and pruning of clusters on-the-fly without truncation. When the next observed dataset arrives, we combine the current posterior with the likelihood of the next dataset which yields the new posterior after multiplication and renormalization. In this continual learning fashion, our MVCL can remember previous datasets through the memorized sufficient statistics which include previous sufficient statistics, without revisiting past datasets. The experiments show that our method can achieve a state-of-the-art performance both on prediction and evaluate metrics for all datasets.
Our main contributions in this paper include: (1) continual learning for two common mixture models, which can handle different data types with large scale datasets; (2) automatically learn the number of mixture components in the continual learning setting; (3) memorized sufficient statistics which include both previous and current sufficient statistics, hence can help our model remember previous datasets without revisiting them.
II. RELATED WORK
For a fundamental building block, the earlier variational inference algorithm for the DPM, a BNP model, was developed by Blei et al. [6] . Then later works developed by Kurihara et al. [8] were which attempted to develop a collapsed variational version for the DPM models. However, these works employed variational distribution with truncation technique which needs to set the number of clusters fixed. By using truncation, these methods possess a technical limitation in growing model capacity with the constantly increasing data, which is a key beneficial feature of the nonparametric models, hence these methods can't be applied to a streaming setting. In contrast, our MVCL starts at one component and recovers necessary components on-the-fly with integrating birth and merge moves.
To circumvent the problem of truncation, Kurihara et al. [7] suggested computing the ELBO of variational approximation as criteria to increase the number of clusters. This strategy usually induces excessive computational burden. More recent works tried to avoid truncation by using simulation in each variational iteration [12] and heuristics [13] . Huynh et al. [14] circumvents the problem of truncation by considering the number of components as a variable and optimizing it. Furthermore, they also use maximization expectation scheme proposed by Welling and Kurihara [15] as an alternative strategy to overcome the truncation problem. But these strategies still have a heavyweight computational cost. Also as criteria to vary the number of clusters, we can easily obtain the ELBO through the memorized sufficient statistics for each birth or merge proposal. In addition, our method considers visiting each minibatch in turn and updating a cached set of sufficient statistics in current dataset, so it can scale with large dataset.
In terms of streaming algorithms for nonparametric models, a recent work by Tank et al. [9] is based on expectation propagation (EP) approximation in which instead of minimizing KL divergence from variational distribution q to posterior distribution p, KL(q|p), it optimizes the reverse KL divergence KL(p|q). However, it is noticed byBroderick et al. [11] that EP-based optimization is extremely computational demand, hence much less efficient. Works by Bryant and Sudderth [16] , Hughes and Sudderth [17] introduced an online learning algorithm for BNP models based on SVI framework which inherits limitation in terms of defining the number of data points in advance. Huynh et al. [14] presents two truncation-free variational algorithms, with these algorithms, they further developed a streaming learning framework for the popular DPM models. But when updating the local assignment of each observation, it is one by one due to the dependence on each other, so it has quite a large computational cost for large scale datasets.
III. BACKGROUND
Now we first review DPM models, posterior approximation and variational continual learning (VCL) scheme which are background for our algorithms in the following section.
A. DIRICHLET PROCESS MIXTURE
The Dirichlet process (DP) gives a BNP prior which can be used to divide datasets into discrete clusters [6] . The number of clusters in a DP mixture can be infinite, here we consider an instantiation G of a DP that is constructed through a stick-breaking construction as follows:
where ω k and φ k are the mixture weight and data-generating parameter of component k respectively. An observation x n is generated from a two-step process: (1) choose an assignment z n ∼ Cat(ω); (2) draw x n ∼ F(φ z n ). The parameter φ k is drawn from a base measure H with natural parameter λ 0 . Both H and F are assumed to belong to exponential families:
where a represents log-normalizers, and t means sufficient statistics.
The goal is to infer stick-breaking proportion v k and data-generating parameter φ k for each global mixture component k, and also the cluster assignments z = {z n } N n=1 for each observation. The joint distribution takes the form:
Although our method can be applicable to any DP mixture of exponential families, here we only focus on D-dimensional discrete or real-valued data x n . For discrete data x n , F is Multinomial and H is Dirichlet. For real-valued x n , we take F to be Gaussian and H Normal-Wishart.
B. POSTERIOR APPROXIMATION
Consider a DPM model [18] , with cluster parameters φ, assignments z, and observed data x. We can obtain a generative model that returns a probability distribution over an assignment z given an input x and parameters φ, that is p(z|φ, x). Below we consider two specific cases of mixture models, Gaussian mixture and Multinomial mixture with each cluster parameters. In a continual learning scenario, our goal is to learn the model parameters from a sequence of tasks, where at task t comes with data D t = {x t n } N t n=1 . Following a Bayesian approach, we usually have some prior about parameter φ, which is expressed in terms of a prior distribution p(φ). After seeing T datasets, the posterior distribution can be obtained by applying the Bayes rule:
Here we marginalize over z t n for each observation and use the shorthand D t = {x t n } N t n=1 . Importantly, we have seen and processed (T − 1) datasets from which we obtained posterior distribution denoted as p(φ|D 1:T −1 ), by taking p(φ|D 1:T −1 ) as a new prior we can compute the posterior after the T -th dataset. In other words, online updating emerges naturally from the Bayes rule.
Since the posterior distribution is mostly intractable and approximation technique is required, even when we compute the first posterior p(φ|D 1 ) ≈ q 1 (φ) = proj(p(φ)p(D 1 |φ)).
Here q(φ) = proj(p * (φ)) denotes a projection that takes the intractable distribution p * (φ) and returns a tractable approximation q(φ). Having approximated the first posterior distribution, then the subsequent approximations can be produced recursively by combining the approximate (24) or (25) . if iter%2B = 0 then Birth moves to birth new components and form q . Accept birth moves,
. end for posterior distribution with the likelihood and projecting, that is p(φ|D 1:T ) ≈ q T (φ) = proj(q T −1 (φ)p(D T |φ)). In this way online updating is formed. There are several choices for the projection, which lead to Laplace propagation [19] , online VI [20] , [21] also known as streaming variational Bayes [11] , assumed density filtering [22] and sequential Monte Carlo [23] . In this paper the online VI approach is used since it typically outperforms the other methods in the static setting [24] and yet it has not been applied to the continual learning of mixture models with large scale datasets.
C. VARIATIONAL CONTINUAL LEARNING (VCL)
VCL employs the KL divergence minimization as a projection over a set of approximate posteriors, as follows:
where the zeroth approximate distribution q 0 (φ) is defined to be the prior p(φ), and Z t is the intractable normalizing constant of p * t (φ) = q t−1 (φ)p(D t |φ). If the true posterior p(φ|D 1 , D 2 , · · · , D t ) is a member of approximating family, VCL will perform exact Bayesian inference at every task t.
Algorithm 1 describes our MVCL algorithm for DPM models. For task t, the variational distribution q t (φ) approximates the true posterior contributed by the data points in task t, then a variational recursion is developed. The Bayes rule can be used to decompose the true posterior via breaking out contributions from the data points in current task:
previous posterior from dataset in last task
Hence through the variational KL projection, propagation
In this way the data from current task is incorporated into the approximate posterior directly, which can help our model remember all previous tasks that have been seen before. From a more general perspective, our MVCL is equivalent to a message-passing implementation of VI in which the current data point updates are scheduled after updating the previous data points.
IV. MEMORIZED VARIATIONAL CONTINUAL LEARNING
In this section, we describe our memorized variational continual learning (MVCL) algorithm with birth and merge moves for DPM models in which no truncation is needed. Since our derivations for two different data types are usually assumed from two popular exponential families: Multinomial and Gaussian, here we describe the case studies of mixture of Multinomial and Gaussian distributions. Below we present the procedure of variational inference for these two mixture models. For our MVCL inference, we show the procedure in appendix.
To approximate the intractable posterior over variables z, v, φ, we consider a fully-factorized variational distribution q, with individual factors from appropriate exponential families:
The posterior approximation q(z n ) for local assignment z n of observation x n becomes:
Given estimates r n for the whole dataset, we can compute the sufficient statistics for component k:
Each stick-breaking fraction v k of the global parameters v is given an independent variational factor q(v k ), with update equations:
Given ρ a , ρ b for all components, we can compute the expected log mixture weights:
where ψ(a) is the digamma function, the first derivative of ln (a). We define a separate factor for each global data-generating parameters q(φ k ), to approximate the posterior p(φ k |x, z, · · · ). Each factor is Dirichlet distribution with parameter λ k , updated as follows:
B. MIXTURE MODEL OF MULTIVARIATE GAUSSIAN
Now we consider the case that F(x n |φ k ) is D-dimension multivariate Gaussian distribution p(x n |φ k ), which can be represented in exponential family as follows:
where φ k = {u k , k }, u k and k are the mean and precision of Gaussian distribution respectively. The approximate posterior over variables z, v are similar with the mixture model of Multinomial, below we only discuss the posterior approximation over variable
, each φ k follows a multivariate Gaussian-Wishart distribution as follows:
Given µ k , β k , ν k , W k , we can compute the expected log probability under component k for each data item x n :
Tr
Here, we use basic expectations under the Gaussian-Wishart distribution:
where
is the multivariate digamma function of dimension D.
C. MEMORIZED SUFFICIENT STATISTICS
In terms of the incremental variants of the expectation maximization (EM) algorithm [25] and recent VCL algorithm [26] , we develop the memorized sufficient statistics denoted as S 0 k = [N 0 k , s 0 k (x)] for our algorithm, which can increase with the coming new task. In each new task t, we divide the dataset into B fixed minibatches. For each minibatch b, we cache these sufficient statistics
k based on minibatch b, we will update S 0 k which includes previous and current sufficient statistics of component k learned from previous tasks and current task respectively, hence we called S 0 k the memorized sufficient statistics. By randomly visiting each distinct minibatch once in a full pass through the data, our MVCL can incrementally update the local and global parameters related to minibatch b, then we subtract the old cached sufficient statistics from S 0 k and add the new updated one.
After convergence, we can obtain the memorized summary S 0 k that can be used to update global parameters, these memorized summaries not only have the information of old tasks but also the information of new task. Furthermore, given many minibatches it can be far more scalable. Through storing cached sufficient statistics for each minibatch of current dataset, our MVCL has the same computational complexity as stochastic methods in each task, while avoiding noise and sensitivity to learning rates. Recent analysis of convex optimization algorithms [27] demonstrated theoretical and practical advantages for methods that use cached summaries to update parameters, instead of stochastic current minibatch only updates.
D. BIRTH MOVES TO BIRTH NEW CLUSTERS
Birth moves can add useful new components to the model and escape local optima in the parameter updating processes. To overcome variational truncations, several previous works [7] , [16] , [28] create just one extra component via a split move, which is slow to converge for larger number of components. Wang and Blei [12] explore the truncation-free via a local collapsed Gibbs sampler, while samplers are slow to make large changes. In contrast, births can add many components at once and apply to our two common mixture models.
Since each minibatch may not have enough examples to inspire a good proposal for a missing component, even though that component is well supported by the full current dataset. Hence, in the online setting, creating new components is challenging. Here we will follow [17] and advocate birth moves that happen in three phases, those are collection, creation and adoption over two passes of the data in current task. In the first pass, we collect a targeted data sample x which may yield some useful proposals. When targeting a single component k , we copy x n into x if r nk > thr, here we set thr = 0.1. In the second pass, by employing a DPM model with K components to fit x , we can create some new components, and we take K = 10. After expanding the model to include these (K + K ) components, we update the local and global parameters by visiting each minibatch and then adopt all these birth proposals.
At each pass, there are several births, and each birth contains several components. By adding many components at once, our model can escape from poor local optima. However, births may sometimes add some unnecessary components and cause a slight ELBO decrease. Therefore, several merge moves will be applied to remove unneeded components and maintain useful components. In our experiment, the model starts at initial K = 1 and recovers necessary components in the continual learning setting.
E. MERGE MOVES TO MERGE SIMILAR CLUSTERS
Since we always accept the births, some unnecessary components will be introduced. To remove these components, we follow [17] and advocate merge moves which can replace two components with a single merged one. Merge moves were first explored by [28] , [29] for batch variational methods. For hierarchical DP models, [16] employs SVI methods to estimate the ELBO of each merge proposal based on a randomly selected minibatch data. This will result in accepted merges that decrease the full-dataset ELBO. In contrast, though the memorized sufficient statistics, our MVCL can accurately compute the full ELBO for each merge proposal, and ensure that only useful merges can be accepted.
we form a candidate q with K −1 components by selecting two components k a , k b to merge, where the assignments of merged component k m can be obtained via r nk m = r nk a + r nk b , and also the merged global sufficient statistics S 0
Here merge move also has three steps and includes select components, form the candidate q , and accept q if the ELBO improves. But, selecting k a , k b to merge at random is unlikely to obtain an improved ELBO. Hence, after choosing k a at random, we select k b via a ratio of merged marginal likelihoods M to separated one, which can be easily computed with the memorized summaries:
M (S k ) = exp(a 0 (λ 0 + s k (x))).
With the memorized summaries including previous summaries and current summaries, our MVCL allows to exactly evaluate the difference of the full-data ELBO between the existing q and the merged q . We can compute L(q ) easily with the merged sufficient statistics. For each task, in one pass of the full data, MVCL performs several births, local and global parameter updates for each minibatch, and several merges after the final minibatch. Hence, after a few passes in each task, our algorithm can get a high quality and compact model structure.
V. EXPERIMENTS
The experiments evaluate the performance and flexibility of MVCL through prediction and three evaluate metrics. The datasets include 20Newsgroups corpus, Wikipedia corpora, MNIST dataset, embedded MNIST feature space and Artificial Characters dataset. For the baseline methods, streaming variational Bayes (streamingVB) [14] , memoized online (MOVB) [17] , stochastic online (SOVB) [10] , variational Bayes (VB) and expectation-maximization (EM) are chosen for comparison.
A. PREDICTION
We use the following predicted test log-likelihood (test-LL) to compare performance, since it is intractable for DP which is an infinite mixture model, we use the following approximations. For the dataset in each task, we held out 20% of the dataset as test data D test , with the remainder as training data D train . For testing, we predict the log-likelihood of each input x n in test data D test conditioning on the training data D train as follows:
where φ and v are learned from the training data D train , and |D test | is the number of observations in the test data D test . According to the formulation, we firstly approximate the probabilistic responsibility p(z n |−) for each observation x n in D test . Then obtain the approximated log-likelihood ln p(x n ∈ D test |−) for each observation. And finally we compute the average test-LL.
B. EVALUATE METRICS
Except the predicted test-LL to compare our method with other superior methods, we also using the data with oracle labels since clustering results are hard to be measured objectively, note that the original labels themselves are usually not purposed for clustering. We employ three metrics: purity, Adjusted Rand index (ARI) and Normalized Mutual Information (NMI).
Purity is the average of the portion of the largest class in each cluster, that is:
where m i is size of cluster i, and m ij is the number of class j instances in cluster i. Purity lies in between 0 and 1. Higher purity indicates that each cluster is more concentrated. ARI considers the number of instances that exist in the same cluster and different clusters.
where m 11 is the number of pairs of instances that are in the same cluster and have the same oracle label, and m 00 is the number of pairs of instances that are in the different cluster and have the different oracle labels. ARI lies in between 0 and 1. High ARI means that instances are clustered more correctly. NMI can effectively measure the amount of statistical information shared by random variables representing the cluster assignments and the oracle labels [30] .
where d h is the number of instances in class h, c l denotes the number of instances in cluster l. And d h,l is the number of instances in cluster l which have ground-truth label h. NMI also lies in between 0 and 1 and high NMI means cluster assignments matches ground-truth label assignments well.
C. DATA DESCRIPTION
In this section we present the experimental results on five datasets: 20Newsgroups, Wikipedia, MNIST dataset, embedded MNIST feature space and Artificial Characters dataset, and report the prediction and clustering performance of our method and other baseline methods. The 20Newsgroups corpus is a collection of 18,846 text documents which are partitioned into 20 different newsgroups, each newsgroups corresponding to a separate topic.
Wikipedia (Wiki) is a huge benchmark corpora, which consists of 10 million documents randomly downloaded from Wikipedia.
MNIST dataset is a handwriting digital dataset containing 60,000 images of size 28 by 28 pixels, and it consists of 10 classes from digit '0' to '9'. We also compare the methods in an embedded MNIST feature space, we use a fine-tuned stacked auto-encoder (SAE) to transform the original pictures to 10 dimensional feature vectors. The SAE is the same as in the DEC's paper [31] .
We finally compare the prediction performance on one UCI dataset [32] , that is Artificial Characters dataset. It is artificially generated by using first order theory which describes structure of ten capital letters of English alphabet. It contains 6000 instances with 6 features . It has 10 classes, which are A, C, D, E, F, G, H, L, P, R.
D. MODEL TRAINING
In each task, 80% of the dataset are selected as the training data to infer the variational posterior distribution of the model parameters. And the remaining data serve as the test data for model evaluation and comparison. For 20Newsgroups and Wiki corpora, the discrete datasets, a mixture model of Multinomial is required for them. For 20Newsgroups, we select ten topics as ten datasets which are received in sequence, and each dataset comprises exclusively of one topic. For Wiki, we use a vocabulary with 7,702 words, randomly select about 6,000 documents for training and about 1,500 documents for testing in each task. To verify our algorithm, we select 20 datasets as 20 tasks which are received in sequence.
For MNIST dataset, embedded MNIST feature space and Artificial Characters dataset, which are real-valued datasets, hence we fit the data with a mixture model of Gaussian. For MNIST dataset and embedded MNIST feature space, we receive the dataset in sequence with one batch by one batch, the first batch comprises exclusively of images of the digit zero, the second batch ones and so on. For Artificial Characters dataset, we divide the dataset into ten tasks which arrive in sequence, with each task comprises exclusively of one type of English alphabet.
Our MVCL algorithm for continual learning is given in Algorithm 1. For the baseline, streamingVB and MOVB are truncation-free algorithms which can learn the number of clusters automatically. While SOVB and VB need truncation, and EM also needs to set the number of clusters in advance, here we set them as learned by MOVB. For the Multinomial mixture model, we use the random parameter initialization, whereas for the Gaussian mixture model, the k-means clustering algorithm [33] is employed for parameter initialization.
E. PREDICTION RESULTS
After each task, we present the average test-LL computed by equation (19) as well as the accumulated test-LL averaged over tasks. After all tasks, we also present the clustering performance to illustrate our algorithm.
For the 20Newsgroups, a discrete dataset, we compare our MVCL with other methods based on the mixture model of Multinomial. From Figure 1 , we can see that all the methods fail to predict the log-likelihood of test data except our MVCL and streamingVB, since these methods have no memory of previous tasks after handling current task. While our method has a superior long-term memory of previous tasks which leads to better overall performance on predicting test-LL. Even though streamingVB also has a long-term memory of previous tasks, it produce a worse prediction than our method. This is because that the probability of new K + 1 in streamingVB is proportional to α 0 F(x n |φ 0 ), φ 0 is drawn from a base measure H with natural parameters λ 0 , unrelated to the training data. But new (K + K ) in our MVCL is expanded from x , related to the training data, fitted by a DP mixture model with K components, here K = 10. Thus MVCL can find more useful topics than streamingVB, which can be a better explanation for the dataset. Figure 2 shows the predicted test-LL on another discrete dataset, Wiki corpora. Since the documents are randomly selected from Wiki, this is a more complex scenario. In this scenario, the data may change over time, new topics may be discovered, and old ones may emerge. And in this experiment there are more tasks. From this figure, both our method and streamingVB have a superior test-LL prediction for all previous tasks compared with other methods, but our method gets the best performance. The same reason as 20Newsgroups, MVCL can find more useful topics and have a long-term memory, hence can have a better prediction for each task. In this experiment, about 150,000 documents are loaded to verify our method. Our MVCL can get about 5∼6 times faster than streamingVB in processing speed due to the different parameter update processes.
For the real-valued data, a mixture model of Gaussian is required. MNIST, embedded MNIST feature space and Artificial Characters dataset are chosen to illustrate our method. For MNIST, we project each image down to D = 50 dimensions via PCA. Since we divide the dataset into ten tasks which arrive in sequence, and each task only includes one type of digit, hence these ten tasks are different tasks.
From Figure 3 , we compare the test-LL on individual tasks as well as the accumulated test-LL averaged over tasks. From the results shown in the figure, our method can predict the test-LL of all previous tasks and current task better than the other methods. While the last four methods produce significantly superior performance similar to ours only in each current task because of having no memory of the previous tasks.
Except comparing the prediction performance, we also cluster MNIST dataset in the 50 dimensional feature space obtained via PCA and get the clustering performance of each method. The experiments are repeated 10 times to report the means and standard deviations, as listed in Table 1 . We can observe that our method has significantly higher scores than all the other methods on all three metrics. It achieves about 3% ∼ 4% higher than the runner-up. Except our MVCL, streamingVB performs well on ARI and NMI, but reverses on Purity. MOVB, SOVB, VB and EM perform overall similar with each other, which are slightly worse in ARI and NMI, and slightly better in purity than streamingVB.
We then investigate how sensitive our MVCL is to the data scale. We experimented on MNIST dataset using different data scales. We train on 100%, 50%, 10% of MNIST dataset separately and assign the clusters on the whole dataset. In this experiment, we repeat five times to report the means and standard deviations. The results are shown in Figure 4 . It can be observed that even on 10% of the data, our method still has a significantly superior performance than the other methods on all the three metrics. Since MVCL accepts births and merges according to the full-dataset ELBO, hence has less sensitive to the data scale. Figure 5 shows the mean digit images of the discovered clusters from MNIST data by our method in each task. With data from the first task, which comprises exclusively of images of the digit zero, we can see that our algorithm can find different types of handwriting digit 0. When the second task comes, which comprises exclusively of the digit one, our algorithm can also find different types of digit 1, while still maintaining the types of digit 0 learned from the first task. With the remaining tasks arrive in sequence, our algorithm finds different handwriting types for the remaining digits. The clustering results show that our MVCL can incrementally discover more clusters with the coming new task, without revisiting previous tasks.
We finally compare the predicted test-LL on embedded MNIST feature space and Artificial Characters dataset. Figure 6 and 7 present the test-LL on individual tasks as well as the accumulated test-LL averaged over tasks. It can be observed that in Figure 6 , MVCL consistently has a better performance than the other methods on embedded MNIST feature space. From Figure 7 , MVCL performs similar with streamingVB, but slightly better. The last four methods sometimes can predict other tasks well, such as when predicting test-LL of character 'A' after seeing character 'H', this is because 'A' looks like 'H' for some handwritings, things like this are 'C' and 'G', 'D' and 'P', 'E' and 'F' and so on. These results imply that MVCL can be applied in various situations.
VI. CONCLUSION
We developed memorized variational continual learning (MVCL) inference algorithm with birth and merge moves for the Dirichlet process mixture models, which can automatically learn the number of clusters with large scale datasets in the continual learning setting. We validate our method on multiple public datasets with two common mixture models under continual learning scenarios, on which they mostly outperform the comparison methods, obtaining almost the optimal prediction and clustering performance. Though our method is developed for Dirichlet mixture models, extensions to other BNP models, such as Hierarchical Dirichlet process [34] are straightforward by using stick-breaking process representation.
APPENDIX A MVCL FOR DIRICHLET PROCESS MIXTURES
For Multinomial mixture and Gaussian mixture, we present the procedure of MVCL inference for the global parameters. From the procedure of MVCL inference, we can see that the memorized sufficient statistics can be obtained naturally from our MVCL inference. For the stick-breaking fraction v k of v after seeing the t-th dataset, Multinomial mixture has the same approximation with Gaussian mixture, and the update equation for Beta distribution q t (v k ) with parameters ρ a and ρ b becomes:
where N 1:t−1 k is the memorized number of observations that belong to component k from task 1 to task t − 1, and N t k the number of observations that belong to component k in current task t. K 1:t−1 represents each learned number of components from task 1 to task t −1, K t the learned number of components in current task t.
For Multinomial mixture, the update equation for global data-generating Dirichlet distribution q t (φ k ) with parameter λ k is as follows: represents the memorized sufficient statistics in cluster k from task 1 to task t − 1, and N t n=1 r t nk x t n the sufficient statistics in cluster k at task t. For Gaussian mixture, the update equations for global data-generating parameters q t (φ k ) = q t (u k , k ) which follows a Gaussian-Wishart distribution are as follows: T is the memorized sufficient statistics in cluster k from task 1 to task t − 1, and N t n=1 r t nk x t n (x t n ) T the sufficient statistics in cluster k at task t.
APPENDIX B ADDITIONAL EXPERIMENTAL RESULTS
In this section, we present two additional experimental results to illustrate our MVCL algorithm. Since SOVB, VB and EM set the number of clusters as learned by MOVB, hence we only present the number of clusters learned by MVCL, streamingVB and MOVB for each dataset, as shown in Figure 8 . For 20Newsgroups, MNIST, embedded MNIST feature space and Artificial Characters dataset, each new task is a different task, MVCL and streamingVB can increase the number of clusters with the coming new task, our MVCL can learn more clusters than streamingVB after each task, while MOVB only learns the number of clusters for each current task. For Wiki, a more complex scenario, from task 6 to task 9, the number of clusters learned by MVCL and streamingVB remains unchanged, indicating that some old clusters emerge again. After task 10, the increase in the number of clusters indicates that some new clusters have appeared. Table 2 only lists the training time by MVCL and stream-ingVB which can handle the streaming data, since the other comparison algorithms have no the ability of handling them. From the table, we can see that MVCL can always get several times faster than streamingVB in processing speed, which can serve as a strong argument in favor of our MVCL for large scale datasets in the continual learning setting.
