We study the thermodynamic formalism of locally compact Markov shifts with transient potential functions. In particular, we show that the Ruelle operator admits positive continuous eigenfunctions and positive Radon eigenmeasures in forms of Martin kernels. These eigenmeasures can be characterized in terms of the direction of escape to infinity of their orbits, when viewed inside a suitable Martin-like compactification of the underlying shift space. We relate these results to first-order phase transitions in one-dimensional lattice gas models with infinite set of states. This work complements earlier works by Sarig [32, 33] who focused on the recurrent scenario.
Introduction
The main tool in the study of Thermodynamic Formalism for topological Markov shifts (or shortly TMS, see definition in Section 1.1) is the Ruelle operator (L φ f )(x) = y:T y=x e φ(y) f (y) and in particular its eigenfunctions and eigenmeasures, see for example [4, 32, 24, 38, 31, 22, 2, 3] . For a topologically transitive one-sided TMS (X + , T ) with finite set of states S and a Hölder continuous function φ : X + → R, Ruelle [31] and Bowen [4] showed that there is a positive continuous eigenfunction L φ h = λh and a positive eigenmeasure L * φ ν = λν with ν(h) = 1 and log λ is the pressure of φ. The eigenvectors ν, h are unique up to scaling and the measure µ = hν is the unique equilibrium state which maximizes h µ (T ) + µ(φ). The eigenmeasures of the Ruelle operator are also called conformal measures and their Jacobian dν dν•T is λ −1 exp φ. For a topologically transitive TMS with countable number of states, |S| = ∞, Sarig [33] showed that the behaviour of a Hölder continuous potential function φ with finite Gurevich pressure can be characterized either as positive recurrent, null recurrent or transient. If φ is positive recurrent, then the situation is similar to the finite case: the eigenfunction, eigenmeasure and the equilibrium state exist and are unique if X + is topologically mixing [5] . If φ is null recurrent, h and ν still exist and unique but now hdν is an infinite conservative measure, which makes the discussion on entropy and equilibrium states more subtle.
As for transient φ, for a locally compact X + , Cyr [8] showed the existence of a totally-dissipative eigenmeasure, as a weak * -converging sub-sequence of
where T k x − −−− → k→∞ ∞ (escapes every compact set) and o ∈ S is arbitrary. Later on, motivated by the study of KMS states, Thomsen had analyzed the class of conformal measures of Markovian potentials on countable-states Markov shifts, and produced examples where the dependence of this class on the potential exhibits a phase transition, see [39] and also [40] . Stadlbauer used the PattersonSullivan approach to construct eigenmeasures and eigenfunctions for a class of topological Markov shifts obtained from countable group extensions of topological Markov shifts with the big images and pre-images property, see [37] . For more on the Thermodynamic Formalism of a transient potential function, see [16] . The purpose of this paper is to complete the analysis on the eigenmeasures and the eigenfunctions in the transient case. For a locally compact topologically transitive Markov shift equipped with a λ-transient potential function (see definitions in Section 1.1), we show the following:
1. Existence of eigenvectors: There exist a positive Radon measure µ and a positive continuous function h s.t. L for some finite measure ν on M. We provide a similar representation for positive eigenfunctions using a compactification of the negative one-sided Markov shift X − (see definitions in Section 5).
3. Direction of escape to ∞: We show that every extremal λ-eigenmeasure can be represented by ν ∝ δ ω , for some ω ∈ M. For this ω,
so the extremal eigenmeasures are characterized by the almost-sure direction of escape to infinity of their orbits. 4 . Duality: We show that positive λ-eigenfunctions with uniformly continuous logarithm can be canonically identified with λ-eigenmeasures for a "reversed" Ruelle operator on the negative one-sided Markov shift X − . This duality is valid for the recurrent case as well.
Representation of dominated eigenfunctions:
We show that any λ-eigenfunction f which is dominated by a positive λ-eigenfunction h is fully characterized by an almost-everywhere bounded function ϕ on a suitable Poisson boundary and that ϕ describes the limiting behaviour of f h . 6. First-order phase transitions: We apply the main results of this work to the study of Gibbs states and first-order phase transitions. In particular, we show that a phase transition occurs when the Martin boundary has more than a single point and provide an analogues interpretation of a thermodynamic limit in the transient case.
As in [8, 39] , our approach is motivated by the theory of the Martin boundary for random walks. Recall that for a transient random walk on a locally finite graph, one can represent every positive harmonic function in terms of Martin kernels and show that the walk almost surely converges to a boundary point, see Section 8. We emphasize that unlike in the probabilistic settings, where a compactification of the set of states S is considered, our proposed compactification is of the space of paths X + . For an alternative approach of a compactification of Markov shifts, see [12, 11] . Observe that d graph is not necessarily a metric. For numbers r 1 , r 2 , c ∈ R + , we write r 1 = e ±c r 2 if e −c r 2 ≤ r 1 ≤ e c r 2 . We write o n (1) for a small quantity, converging to zero as n tends to infinity.
We denote by C c (X + ) the space of all continuous functions from X + to R with compact support, by C + (X + ) the space of all non-negative continuous functions and by C + c (X + ) = C + (X + ) ∩ C c (X + ) the space of all non-negative continuous functions with compact support.
The m-th variation of a function φ : X + → R is V ar m (φ) = inf{|φ(x) − φ(y)| : x, y ∈ X + , (x) i = (y) i , 0 ≤ i < m − 1}.
Henceforth we always assume that φ has summable variations: m≥2 V ar m (φ) < ∞. Notice that this is satisfied by all Markovian potential functions, φ(x) = φ((x) 0 , (x) 1 ), and by all Hölder-continuous functions as well. where φ n (x) = n−1 i=0 φ(T i x). Observe that when X + is locally compact, (L n φ f )(x) < ∞ for all n ≥ 0, f ∈ C c (X + ) and x ∈ X + . The Gurevich pressure of φ is defined to be the limit
for some a ∈ S and x ∈ X + . It can be shown that if (X + , T ) is topologically mixing then the limit exists and independent of the choice of a, see [32] . Definition 1.2. The Green's function for a function f ∈ C + (X + ) and λ > 0 evaluated at a point x ∈ X + is (the possibly divergent) sum
We now introduce the notion of λ-recurrence and λ-transience, for an arbitrary λ ∈ (0, ∞). 
Notice that φ is λ-recurrent for all λ < exp P G (φ) and λ-transient for all λ > exp P G (φ).
In this paper we adapt the notion of λ-recurrence and λ-transience as it appears in common probability literature. In [32] , the term recurrent or transient is actually interpreted as exp(P G (φ))-recurrent or exp(P G (φ))-transient, with finite P G (φ). To obtain more general results, we considered arbitrary value of λ, rather than the specific but important value λ = exp(P G (φ)). If φ is λ-transient with λ = 1, we simply say that φ is transient. Then, we write
Recall that a measure µ is called a Radon measure if it is a Borel measure which is finite on compacts. For two positive, possibly infinite, Radon measures µ and ν on X + , we write µ ≤ ν if µ(K) ≤ ν(K), for every compact set K ⊆ X + . We say that a measure µ is non-singular if µ• T −1 ∼ µ i.e. for every measurable set E, µ(E) = 0 ⇔ µ(T −1 E) = 0. Recall that a sequence of Borel measures µ n converges to a measure µ in the weak * topology if for every f ∈ C c (X + ),
For two Radon measures µ 1 and µ 2 , we write µ 1 ∝ µ 2 if the two measures are proportional, i.e. there exists c ∈ R s.t. µ 1 = cµ 2 . We use the same notation for functions as well:
We denote by Conf(λ) the space of all positive Radon λ-conformal measures. If X + is transitive and µ = 0 is conformal then for every state a ∈ S, µ([a]) > 0; see Lemma A.2 in the appendix.
Standing assumptions
In this work, we make the following assumptions: (A1) (X + , T ) is topologically transitive with |S| = ∞.
(A2) For every a ∈ S, b A a,b < ∞ (equivalently, X + is locally compact).
(A3) φ has summable variations,
) and x ∈ X + (equivalently for some 0 = f ∈ C + c (X) and some x ∈ X + ).
Assumption (A2) is crucial. See [8] for an example of a non locally-compact Markov shift and a potential function with no conformal measures. Though assumption (A2) excludes several interesting models, it is satisfied by the symbolic models for non-uniformly hyperbolic diffeomorphisms in [34, 25] . By definition, assumption (A4) is equivalent to the assumption that P G (φ) < ∞.
Observe that for all λ > 0,
Hence in order to study the λ-conformal measures of φ one can study the 1-conformal measures of φ − log λ. We use this reduction frequently. In Section 5 we shall consider two-sided and negative one-sided topological Markov shifts. The following assumption is essential to ensure that these topological Markov shifts are locally compact; (A5) For every b ∈ S, a A a,b < ∞.
Martin boundary and the existence of eigenmeasures
In this section we construct a special compactification of X + and use it to show the following result of Cyr [8] :
) and x ∈ X + , then there exists a positive Radon measure µ s.t. L * φ µ = λµ, In the following two sections we will use this compactification to describe all conformal measures µ and to describe the asymptotic behaviour of T n x as n → ∞ for µ-typical x ∈ X + . The construction is motivated by the well-known Martin compactification of transient Markov chains, but differs from it by at least one important aspect: we compactify the space of infinite paths X + and not the set of states S. See [36, 41] for a detailed exposition of the probabilistic Martin boundary.
Recall the definition of Green's function;
Definition 2.2. Let o ∈ S be an arbitrary "origin state". The Martin kernel
Later on we show that the choice of the origin state is not crucial (see Corollary 3.11). We write K(f, x) = K(f, x|1).
When X + is locally compact and φ has summable variations, the Green's function and the Martin kernel are continuous, see Lemma A.1 in the appendix.
To construct the compactification, we introduce a new metric ρ on X + , which coincides with the convergence according to the original metric d and for which the Martin kernels K(f, x|λ) are ρ-continuous for every f ∈ C c (X + ). The Martin boundary is then the set of all new points in the completion of X + w.r.t. ρ.
We start by showing that for every fixed f ∈ C c (X
Lemma 2.3. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Then, for every a, b ∈ S, there exist 0 < c a,b ≤ C a,b s.t.
Proof. Let N = d graph (b, a), the graph distance from b to a, and let a 1 , . . . , a N a path from
Therefore,
where all inner sums range over all admissible paths. Then, the inequalities in Eq. (4) hold with
Lemma 2.4. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Then, for
Then, by the linearity of the Ruelle operator and by Lemma 2.3,
Proposition 2.6. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations.
(1) Let x n , x ∈ X + . Then,
and can be extended uniquely to a continuous function on X + (λ).
Definition 2.7. Given ω ∈ M(λ), let µ ω denote the measure
By Proposition 2.6, µ ω is a λ-conformal measure. Since X + is not compact but X + (λ) is compact, the boundary is not empty and Theorem 2.1 follows. In fact, the conformal measure constructed by Cyr in [8] to prove Theorem 2.1 is of the form K(·, ω|λ) for some ω ∈ M(λ). The assumption that |S| = ∞ is crucial; otherwise X + is compact and the boundary is empty. In the next section, we show that all extremal conformal measures correspond to boundary points.
Integral representation of eigenmeasures
In this section we describe all positive λ-eigenmeasures using an integral formula: Theorem 3.1. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Then, for every µ ∈ Conf(λ), there exists a finite measure ν on M(λ) s.t. for every f ∈ C c (X + ),
Later on in this section, we will introduce the minimal Martin boundary which yields a unique representation.
To prove Theorem 3.1 we need the following lemmas.
Lemma 3.2. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let µ be a λ-excessive measure. Then the limit µ
Proof. We write
Since µ is λ-excessive,
n µ is a well-defined positive linear functional on C c (X + ). As such, it defines a non-negative Radon measure on X + which is obviously conformal. In particular, the infinite sum
converges for all f ∈ C c (X + ) and the lemma follows.
Definition 3.3. The minimum µ 1 ∧ µ 2 of two measures µ 1 , µ 2 is defined by
Lemma 3.4. Let (X + , T ) be a locally compact one-sided TMS. Then, for every two positive Radon measure µ 1 , µ 2 on X + ,
Proof.
and µ ≤ µ i . Let µ ′ be a positive Radon measure with
Inequality (6) extends to all non-negative measurable functions. By decomposing
we obtain that
Corollary 3.5. Let (X + , T ) be a locally compact one-sided TMS and let φ be a potential function. If µ 1 and µ 2 are λ-excessive, then µ 1 ∧ µ 2 is λ-excessive.
Proof of Theorem 3.1. Assume w.l.o.g. that λ = 1. Let W n be a sequence of compact sets increasing to X + and let
Clearly η n are positive Radon measures. Consider µ n = µ ∧ η n . Let f ∈ C + c (X) and let N be an integer large enough so that supp(f ) ⊆ W n for all n ≥ N . Let µ ′ = µ |supp(f ) , the restriction of µ to supp(f ). Clearly µ ′ ≤ µ and µ ′ (f ) = µ(f ). Moveover, for every g ∈ C + c (X + ) and n ≥ N ,
Thus, by Lemma 3.4,
and thus η n is excessive. By Corollary 3.5, µ n is excessive as well. By the bounded convergence theorem, for every fixed n and every f ∈ C
Then, by Lemma 3.2 there exists a measure ν n on X + s.t. for every f ∈ C c (X + ),
) for all n, there exists a weak * -converging subsequence ν
Next, we show that that supp(ν) ⊆ M. According to Proposition 2.6, for every
Moreover, for every x ∈ X + and a ∈ S,
.
is positive and continuous, it is bounded away from zero on any compact set [a] . Hence,
Remark 3.6. If we assume that µ is only λ-excessive, then we obtain similar results except that ν may charge X + .
Next, we study the extremal points of the cone Conf(λ).
Recall the definition of the measure µ ω ;
Therefore, for all ω 1 = ω 2 , µ ω1 = µ ω2 and vice versa. Moreover, since µ ωi ([o]) = 1, µ ω1 and µ ω2 are not proportional.
Lemma 3.8. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let µ ∈ Conf(λ) and assume that µ is extremal. If µ = M µ ω dν(ω) where ν is a positive and finite Borel measure on M, then there exists ω ∈ M(λ) s.t. ν ∝ δ ω .
Proof. Assume w.l.o.g. that µ([o]) = 1 and that λ = 1. We follow the proof of Theorem 24.8 in [41] . Let ν be a positive finite measure on M s.t.
We define
and
Observe that µ 1 and µ 2 are conformal measures as well since
and µ is extremal, we have that
, we have that µ 1 = µ 2 = µ. However, µ 1 and µ 2 charge B and M \ B respectively, which contradicts the existence of the set B. In particular, for all Borel B ⊆ M, ν(B) ∈ {0, ν(M)}, whence ν ∝ δ ω , for some ω ∈ M.
Corollary 3.9. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let µ ∈ Conf(λ) and assume that µ is extremal. Then, then there exists ω ∈ M(λ)
Proof. The corollary follows by Theorem 3.1 and Lemma 3.8. The minimal boundary is a Borel set, see Proposition A.3 in the appendix. Corollary 3.9 yields that {cµ ω : ω ∈ M m (λ), c ≥ 0} is in fact the collection of all extremal points of Conf(λ). 
Proof. For every i, every point of the minimal Martin boundary w.r.t. an origin point o i corresponds to an extremal conformal measure (up to a constant) and vice versa. Therefore the choice of the origin state only affects the normalizing factor.
It is natural to ask if the measure ν in Theorem 3.1 is unique. In general, ν may be non-unique. However, if we restrict the support of ν to M m (λ), then we do obtain uniqueness.
Theorem 3.12. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let µ ∈ Conf(λ). Then, there exists a unique finite measure ν on M m (λ) s.t.
Proof. Assume w.l.o.g. that λ = 1. To prove the theorem, we first recall the notion of a lower semilattice. Definition 3.13. Let V be a topological vector space with a partial ordering ≤. An element u ∈ V is the called the meet of two elements v 1 ∈ V and v 2 ∈ V if for every w ∈ V with w ≤ v i (i = 1, 2) we have that w ≤ u. The vector space V is called a lower semilattice if every two elements have a meet. For more on on this subject, see [6] .
Our aim is to apply the following version of Choquet's theorem; Theorem 3.14 (Furstenberg [14] ). Let V be a weak * -closed cone of positive measures on a separable, locally compact space and let E denote the extremal rays of V . Suppose that there is a positive function of compact support ψ with µ(ψ) > 0 for all µ ∈ V , µ = 0, and let V 1 = {µ ∈ V : µ(ψ) = 1}. Then, for each µ ∈ V there exists a measure ν on a Borel subset
If V is a lower semilattice, then the measure ν is unique.
It is easy to verify that Conf is weak * -closed. By Lemma A.2, µ(1 [o] ) > 0 for every µ ∈ Conf. Thus, to obtain uniqueness it suffices to show that Conf is a lower semilattice.
Let µ 1 , µ 2 ∈ Conf and let µ ′ = µ 1 ∧ µ 2 . By Corollary 3.5, µ ′ is excessive and the limit measure
n µ ′ for every n, which implies that µ 3 ≤ µ ′′ and Conf is indeed a lower semilattice.
Convergence to the boundary
We saw in the previous section that every λ-conformal measure µ can be uniquely presented in the form
for some boundary measure ν on the minimal Martin boundary. In this section we show that ν is determined by the µ-almost sure behaviour of T n x as n → ∞:
Theorem 4.1. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let µ ∈ Conf(λ). Then, 1. For µ-a.e. x ∈ X + , the ρ-limit lim n→∞ T n x exists and belongs to M m (λ).
3. For every Borel set E ⊆ M(λ),
When φ is λ-transient, all λ-conformal measures admit a dissipative behaviour. For a set F ⊆ X + let
Proposition 4.2. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let F ⊆ X + be a compact set. Then, for every µ ∈ Conf(λ), µ(F ∞ ) = 0.
Proof. This result is well-known, see [1] . For completeness, we provide a proof in the appendix.
For a measure µ and a set F ⊆ X + let µ |F (f ) = µ(f · 1 F ), the restriction of µ to F . A measure µ on X + (possibly non-invariant or infinite) is said to be ergodic if for every measurable set A ⊆ X + with
Lemma 4.3. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let ω ∈ M m (λ). Then, µ ω is ergodic.
Proof. We write µ = µ ω . Let A be a T -invariant set, with
Similarly, L * φ µ |A c = λµ |A c . Clearly µ |A , µ |A c are Radon, and thus µ |A , µ |A c ∈ Conf(λ). Since µ = µ |A + µ |A c and µ is extremal, we must have that µ |A , µ |A c ∝ µ. Since µ |A and µ |A c are mutually singular, µ |A ≡ 0 or µ |A c ≡ 0 which implies that either µ(A) = 0 or µ(A c ) = 0.
Remark 4.4. Observe that µ ω is not necessarily T -invariant. In fact, µ ω is T -invariant iff L φ 1(x) = 1 for µ ω -a.e. x, see [20] . One can easily "fix" µ ω to be T -invariant with a positive eigenfunction as a density. For more on the positive eigenfunctions see Section 5.
For a set F ⊆ X + let
We denote by F the topological closure of F in ( X + , ρ).
Lemma 4.5. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let µ ∈ Conf(λ) and let F ⊆ X + be a Borel set. Then, there exists a finite measure ν with supp(ν) ⊆ F s.t.
Proof. Assume w.l.o.g. that λ = 1. Assume first that F is compact. Observe that if T x ∈ F + then x ∈ F + as well, whence
Hence µ |F+ is excessive and by Lemma 3.2 we can write
Observe that n T −n F + = F ∞ . By the bounded convergence theorem, for every
By Proposition 4.2, µ(F ∞ ∩ K) = 0, which leads to 
and the measures ν m are uniformly bounded. Working in the compact space X + , we can find a weak
and K(f, x) is ρ-continuous on X + , we have that
Lemma 4.6. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Let µ ∈ Conf(λ) and let F ⊆ X + be a Borel set. Then, there exists a finite measure ν with
Proof. Assume w.l.o.g. that λ = 1. Recall that T −n F + is a non-increasing sequence of sets and that n T −n F + = F ∞ . Thus, by the dominated convergence theorem, for every f ∈ C
Observe that for every x ∈ X + and every f ∈ C
. By Lemma 4.5 and the bounded convergence theorem, we obtain that
Proof of Theorem 4.1. Assume w.l.o.g. that λ = 1. Assume first that µ = µ ω for some ω ∈ M m . For ǫ > 0 let
and let
T n x ∈ F ǫ for infinitely many n}.
Clearly T n x → ω iff x ∈ A ǫ for every ǫ > 0. Thus it suffices to show that µ ω (A ǫ ) = 0, for every ǫ > 0.
Since A ǫ is a T -invariant set and µ ω is an extremal measure, we have by Lemma 4.3 that either µ ω (A ǫ ) = 0 or µ ω (A c ǫ ) = 0 and we only have to exclude the second case. Assume that µ ω (A ǫ ) = 0. Then µ ω = µ ω|Aǫ . According to Lemma 4.6 there exists a measure ν with supp(ν) ⊆ F ǫ ∩ M s.t.
Since µ ω is extremal, by Lemma 3.8 we must have that ν ∝ δ ω . This implies that ω ∈ F ǫ , which is clearly a contradiction. Hence µ ω (A ǫ ) = 0. Next, consider some arbitrary µ ∈ Conf. Let
Let ν be the measure from Theorem 3.12 s.t.
Since µ ω (A) = 0 for every ω ∈ M m , µ(A) = 0 as well. In particular, for µ-a.e. x ∈ X + , T n x converges. By Proposition 4.2, T n x must converge to a boundary point. For all ω ∈ M m ,
and therefore for µ-a.e. x ∈ X + , T n x converges to a point in M m . As for Eq. (8), since for every ω ∈ M m ,
we have that
The reversed Martin boundary and positive eigenfunctions
So far we have focused on positive λ-eigenmeasures. We now turn our attention to the positive λ-eigenfunctions, specifically to positive eigenfunctions with uniformly continuous logarithm:
The uniform regularity condition in the definition of H appears naturally when trying to represent eigenfunctions in forms of Martin kernels.
One possible approach to study the positive eigenfunctions is via a direct construction of a suitable Martin boundary, as in the study of the eigenmeasures. However, this approach tends to be technical, leads to redundant proofs and does not establish any connection between the eigenfunctions and the eigenmeasures. Thus we take a different approach; studying the eigenmeasures on the negative one-sided TMS. In particular, we establish a 1 − 1 correspondence between eigenfunctions on the positive one-sided TMS and eigenmeasures on the negative one-sided TMS. For a similar duality in the probabilistic settings, see [21] and also [29] .
We start with definitions.
and let X − = {y ∈ S −N∪{0} : A (y)i,(y)i+1 = 1, ∀i < 0}.
To avoid confusions, in this section points of X + will be denoted by x, points of X − will be denoted by y and points of X by z. The (two-sided) left shift T : X → X is the transformation (T z) i = (z) i+1 , the (two-sided) right shift
is the negative (one-sided) topological Markov shift and (X, T ) is the two-sided topological Markov shift.
For z ∈ X + , let z + be the projection of z to X
and let z − the projection of z to
The notion of cylinder sets, the metric d and the variation of a function (Eq.
(1)-(3)) can be naturally extended to X and X − as well, by allowing negative indices.
For a potential function φ
In particular,
To simplify the notations we write T, T −1 and d without stating which type of a TMS we acting on. The intention should be clear from the context. When handling a two-sided point z ∈ X, the zero entry may be marked with a dot over it, e.g. z = (. . . ,
Our approach to the problem is via the Martin boundary of the negative onesided shift X − , which we denote it by ← − M. In order for ← − M to exist, we need X − to be locally compact as well. For this reason we add assumption (A5). This, together with assumption (A2), implies that b A a,b + b A b,a < ∞ for all a ∈ S and that X is locally compact. Before stating and proving the main results of this section, we first handle the question which potential function should we equip X − in order to construct ← − M. The following propositions provides us with a natural one.
Proposition 5.4. Let φ + : X + → R be a potential function with summable variations. Then, there exists φ − : X − → R with summable variations and a uniformly continuous function ψ : X → R s.t. φ + and φ − are cohomologous via ψ.
Proof. See [4, 7, 9] . Proposition 5.5. Let (X, T ) be a transitive locally compact two-sided TMS and let φ + : X + → R, φ − : X − → R be two potential functions with summable variations and which are cohomologous via a uniformly continuous transfer function
In what follows, we assume that φ + : X + → R and φ − : X − → R are λ-transient potential functions with summable variations which are cohomologous via a uniformly continuous transfer function ψ : X → R.
Denote by ← − K (·, ·|λ) the Martin kernel w.r.t. (X − , φ − ), by ← − M(λ) the corresponding Martin boundary and by ← − M m (λ) the minimal boundary. We show that the eigenfunctions on the positive one-sided TMS are in fact equivalent, via a simple reduction, to the conformal measures of the negative one-sided TMS.
and let χ x : X − → R,
Clearly
Theorem 5.7. Let (X , T ) be a transitive locally compact two-sided TMS and let φ : X + → R be a potential function with summable variations. Then, there is a 1-1 linear correspondence between the λ-conformal measures on (X − , T − , φ − ) and the eigenfunctions in H(λ) via the mapping π,
To prove the theorem, we will use to following elementary lemma.
Lemma 5.8. Let (X, T ) be a transitive locally compact two-sided TMS and let φ + : X + → R, φ − : X − → R be two potential functions with summable variations and which are cohomologous via a uniformly continuous transfer function ψ : X → R. Let x ∈ X + , y ∈ X − and a 1 , . . . , a n ∈ S s.t. (y, a n , . . . , a 1 ,ẋ) ∈ X. Then, e Proof. By Equation (9),
Proof of Theorem 5.7. Assume w.l.o.g. that λ = 1.
Since ψ is uniformly continuous, for n ≥ 2 and
and log h is uniformly continuous. Next, we write
. . , a n ∈ S with [a n , . . . , a 1 ] = ∅ and let
e φn(an,...,a1x)−ψ(yȧn,...,a1x) dµ(y) (∵ Lemma 5.8) =e φ n (an,...,a1x) µ(χ an,...,a1x ).
π is onto: We first show that if L φ 1 = 1 then there is a conformal measure µ with π(µ)=1. For this, we introduce a collection of finite measures {µ x } x∈X + and construct a conformal measure µ with µ and µ x can be extended to a probability measure on X − via Carathéodory's extension theorem.
Let a ∈ S. We show that if x 1 , x 2 ∈ T [a] then e ψx 1 µ x1 = e ψx 2 µ x2 on [a]. Since every measurable set with finite measure can be approximated by a finite union of cylinders, it is suffices to consider cylinders of constant length. Let a 1 , . . . , a n with a 1 = a and [a n , . . . , a 1 ] = ∅ and let y 0 ∈ T −1 [a n ]. Then, [ Since n can be arbitrarily large and o n (1) is uniform in a 1 , . . . , a n ,
Let {b i } be an enumeration of S and let
where
Clearly µ is a positive Radon measure. We show that µ x = χ x µ. Then, since µ x are probability measures,
To show that µ is conformal, it is suffices to consider only cylinders. Let [a n , . . . , a 1 ] = ∅, let x ∈ T [a 1 ] and let y 0 ∈ T −1 [a n ]. Then, 
Again, since n can be taken to be arbitrarily large and o n (1) is uniform in a 1 , . . . , a n , µ is indeed conformal w.r.t. φ − . Now, assume h is an arbitrary positive eigenfunction with uniformly continuous logarithm and consider the potential φ h = φ + log h − log h • T . Then,
Hence, the transfer function of φ h and φ − is ψ h = ψ + log h. Observe that in the construction of µ in Eq. (10), we only assumed that φ and ψ are uniformly continuous. Since log h is uniformly continuous, φ h and ψ h are uniformly continuous as well. Since L φ h 1 = 1, there exists a measure µ which is conformal w.r.t. φ − and µ(e
Remark 5.9. We emphasize that the correspondence established in Theorem 5.7 is valid also for the recurrent potentials ( n≥0 λ −n L n φ 1 [a] = ∞, λ = exp P G (φ)) where the λ-eigenfunction and the λ-eigenmeasure are both unique up to a constant by [33] .
Since the reversed Martin boundary is not empty, Theorem 5.7 implies directly the existence of positive eigenfunctions. With the correspondence of Theorem 5.7, one can easily obtain analogues to the results of Section 3:
Theorem 5.12. Let (X , T ) be a transitive locally compact two-sided TMS and let φ : X + → R be a λ-transient potential function with summable variations. Then, for every h ∈ H(λ), there exists a unique finite measure ν on ← − M m (λ) s.t.
Moreover, h is λ-minimal iff ν is a dirac measure, meaning π
Proof. The existence follows directly from Theorem 3.12 and Theorem 5.7. Since π is linear, so is π −1 and thus h is minimal iff π −1 h is extremal. As for the uniqueness, if there exist ν and ν ′ s.t.
By Theorem 3.12 we must have that ν = ν ′ .
In several applications, we consider T -invariant measures on X of the form m = hµ, where h is a positive eigenfunction and µ is a positive eigenmeasure. The main results of Theorem 3.1 and Theorem 5.12 lead to a different interpretation for such a construction:
1. Pick a finite measure ν + on M m and set µ + = Mm µ ω dν + (ω).
Pick a finite measure ν
3. The resulting T -invariant measure m is, with f ∈ C c (X),
Theorem 5.7 is valid in the recurrent case as well and so does Eq. (11), although the measures µ − and µ + are unique up to normalization. See [17, 18] for similar decompositions in different settings.
To conclude the discussion on the reversed Martin boundary, we provide an example which shows that M and ← − M can be different. Example 1. Consider S = Z ∪ {n ′ : n ∈ N}, where n ′ is a different copy of n and consider the transition matrix A with A a,b = 1 iff one of the following cases
• a = 1 ′ , b = 0.
• a, b ∈ Z \ {0} and b = a + sign(a).
• a ∈ Z \ {0}, b = n ′ with |a| = n.
• a = (n + 1)
See Figure 1 . Clearly the corresponding TMS is locally finite and transitive.
Proposition 5.13. There is α < 0 s.t. the potential function φ ≡ α is transient, M contains at least two points and ← − M contains a single point alone.
Proof. Since the out-degree of any state is bounded by 2, for any
n whence, with α < − log 2, G(1 [o] , x) < ∞ and the potential φ ≡ α is indeed transient.
In the reversed graph, n ′ with n → ∞ is the only possible direction which escapes every finite set. Hence ← − M cannot contain more than a single point. In the original graph, n → ∞ or n → −∞ are the only two possible directions to escape every finite set. We show that they may correspond to two different points in M. Let x Observe that
#{paths from a to (x) 0 of length n}.
Since every path from −1 to n must pass through 1,
. By the symmetry of the graph, G(1 [1] 
Since F (α, −1, 1) varies with α, we can decrease α so that F (α, −1, 1) = 1. Observe that decreasing α does not affect the transience of φ. Then,
and in particular K(·, ∞) = K(·, −∞). 
Poisson boundary and dominated eigenfunctions
The purpose of the probabilistic Poisson boundary is to describe all bounded harmonic functions, equivalently all positive eigenfunctions which are bounded by the eigenfunction h ≡ 1; see Section 8 for the connection between the eigenfunctions and the harmonic functions. For more on the probabilistic Poisson boundary, see [19] . In the non-probabilistic setup, with general φ, the constant function h ≡ 1 may not be an eigenfunction of the Ruelle operator. In particular, there is no canonical choice for the dominating eigenfunction. Here, we generalize the notion of the Poisson boundary to study all eigenfunctions which are dominated by some fixed eigenfunction h. In particular, we derive an integral representation of dominated eigenfunctions on the boundary and prove an almost-sure convergence to some ratio.
In contrast to the previous parts of this paper, the discussion in this section has a measure-theoretic flavour. In particular, the Poisson boundary is studied as a measure space unlike the Martin boundary which is studied as a topological space.
Definition 6.1. Let h ∈ H + (λ), let µ h = π −1 (h) be the corresponding measure on X − and let ν h be the unique measure on
See Theorems 5.7 and 5.12. Let
and log f is uniformly continuous .
We show that every
To prove these results, we introduce the boundary map and show that it is Borel-measurable.
Definition 6.2. Given a Poisson boundary (
By Theorem 4.1, the limit µ h -a.s. exists and Bnd is well-defined. 
and for µ h -a.e.
Proof. Assume w.l.o.g. that λ = 1. Assume first that 0 ≤ f ≤ h. Then, f ∈ H + and by Theorem 5.12 there is measure ν h on ← − M m s.t.
Since the bijection π from Theorem 5.7 is linear and f ≤ h, we have that ν f ≤ ν h and the Radon-Nikodym ϕ f = dν f dν h exists and is bounded by 1. In particular,
Then, with ϕ f = 2cϕ f1 − c,
Let µ
Let y ∈ X − be a typical point w.r.t. the measure µ ω , namely
The lemma follows by taking n → ∞.
By the auxiliary lemma,
Let B n be the σ-algebra generated by the cylinders of length n in X − and let
the conditional expectation ofφ f w.r.t. the σ-algebra B n . We show that
Then, by the martingale convergence theorem,
The conditional expectation on the σ-algebra B n has the following formula
We derive, with a n , . . . , a 1 ∈ S admissible,
g(y)e φn(an,...,a1x)−ψ(yȧn,...,a1x) dµ h (y) (∵ Lemma 5.8) = e φ n (an,...,a1x) µ h (gχ an,...,a1x ).
Since µ h (χ an,...,a1x ) = h(a n , . . . , a 1 x),
7 Applications to first-order phase transitions
Background
In this section we apply our results to the theory of Gibbs states and first order phase transitions. Recall that a thermodynamic system is said to undergo a phase transition of the first order if there are several possible equilibrium values to some of its thermodynamic quantities. The question of how to formalize this was studied extensively in the sixties, see e.g. [30, 22, 10] . Here we follow the program of Dobrushin, Lanford and Ruelle which formalizes a phase transition of the first order as a situation where there are several Dobrushin-Lanford-Ruelle (DLR) measures, see Section 7.2 below. An alternative approach to first-order phase transitions is to view them as situations where the thermodynamic limit is not unique, see Section 7.3 below. The two approaches are often equivalent, see [31] . We show here that if φ is transient with a Martin Boundary bigger than one point, then there are several different non-singular DLR states, each of which corresponds to thermodynamic limits where the "boundary conditions" escape to infinity in different directions. Compare with [13] .
Existence and non-uniqueness of DLR measures
Recall that (X + , T ) is a topologically mixing locally compact countable Markov shift and that φ : X + → R is a potential function with summable variations and finite Gurevich pressure. The following definition is a version of the classical definition of a DLR measure, tailored to fit our one-dimensional, one-sided, infinite state scenario. See [10, 22, 15] for more general cases. Definition 7.1. We say that a probability measure m is a Dobrushin-LanfordRuelle measure for φ if for all n ≥ 1 and m-a.e. x ∈ X + ,
y:T n y=T n x e φn(y) (12) where B is the Borel σ-algebra of X + and E m [·|T −n B] is the conditional expectation of m w.r.t. the σ-algebra T −n B.
Recall that a positive Radon measure µ is non-singular if for every Borel set
The connection between DLR measures and eigenmeasures is explained in the following propositions. Proposition 7.2. Let φ : X + → R be a Borel function and let ν be a nonsingular probability measure with L * φ ν = λν for some λ > 0. Then ν is a non-singular DLR measure for φ.
Proof. See [26, 35] . Proposition 7.3. Let ν be a non-singular DLR measure for φ. Then, there exists a function h : X + → R, which is measurable w.r.t. the σ-algebra
Proof. See appendix.
In the infinite state case, there may exist DLR measures which are not non-singular. These measures may not correspond to eigenmeasures of L φ , see Example 2 in the appendix.
We would like to relate the richness of the Martin boundary to first-order phase-transitions. However, the resulting conformal measures in Section 2 may be infinite. To overcome this problem, one can "adjust" the conformal measures by a uniformly continuous density to obtain conformal probability measures w.r.t. a different but cohomologous potential function.
Proposition 7.4. Assume that X + is locally compact and topologically mixing and that φ : X + → R is λ-transient and has summable variations. Then, there exists a uniformly continuous function h : X + → R s.t. for every µ ∈ M(λ), the measure 1 µ(h) hµ is a DLR measure w.r.t. φ − log h + log h • T .
Proof. Let C a > 0 the constant from Lemma 2.3 and consider the function
where {a n } is an enumeration of S. Then, for every µ ∈ M(λ), the measure dµ h = hdµ is finite and
h is a DLR measure.
Proposition 7.4 implies that if the Martin Boundary of φ − log h + log h • T contains more than one point, then φ − log h + log h • T has more than one nonsingular DLR state, namely a first order phase transition. Examples include simple random walks on d-regular trees (d ≥ 3) [36] and Example 1 in Section 5.
Thermodynamic limits
We will now interpret the DLR states arising from different points in the Martin boundary as thermodynamic limits with different boundary conditions.
In our context, thermodynamic limits arise from the following scheme:
1. Approximate X + with finite subsets X N by imposing a boundary condition which rules out all but a discrete collection of configurations.
2. Define the "canonical ensemble" µ N on X N by giving configurations weights according to the Gibbs formula and then normalizing as possible.
3. Pass to the limit in some regime where X N fills X + densely. The weak star limit points of µ N are called thermodynamic limits or Gibbs states.
The mathematical question is which limiting regimes give weak-star convergence, and what are the limiting measures.
We describe here the limiting regimes which work in the positive recurrent and the null recurrent scenarios. For more on positive and null recurrence, see [33] . To simplify calculations, we assume that P G (φ) = 0 and that T : X + → X + is topologically mixing.
The positive recurrent case:
is eventually bounded below [33] .
1. Fix x ∈ X + and let
. By the generalized Ruelle's PerronFrobenius theorem [32, 33] 
where µ is the unique eigemeasure (which is also a DLR state).
The null recurrent case:
= ∞. Now, the previous procedure is problematic because the numerator and denominator both tend to zero. So we use the following alternative scheme.
Fix x ∈ X
+ and let
Set
Again, by the generalized Ruelle's Perron-Frobenius theorem [33] 
where µ is the unique eigenmeasure (which is also a DLR state for φ − log h + log h • T , see Proposition 7.4). The transient case:
< ∞ . Now the "edge effects" do not vanish in the limit and a different procedure is required. We suggest here the following limiting regime which avoids this issue. Let M = M(exp P G (φ)) the Martin boundary of φ. 
is the symbolic analogue of the weak-star manifold of x.
By Proposition 2.6,
where µ ω is given in Definition 2.7. Again, since µ ω is an eigenmeasure, the thermodynamic limit is a DLR state for φ − log h + log h • T , see Proposition 7.4. However, this time the choice of boundary condition x matters; if we work with a different boundary condition
thermodynamic limit we will get is µ ω ′ = µ ω .
The Martin boundary of a transient random walk
In this section we illustrate why the boundaries constructed in Section 2 and Theorems 3.12 and 4.1 are, in some sense, a generalization of the probabilistic Martin boundary. Let (Z, P ) be a random walk on a countable set S, with random variable Z = (Z n ) ∈ X + and P : S × S → [0, 1] a probability transition matrix. Recall that a function h : S → R is P -harmonic if
Theorem 8.1. Assume that the walk is transient, locally finite and irreducible.
1. Let h : S → R + be a positive P -harmonic function. Then, there exists a unique measure ν on M m s.t.
where the Martin kernel and Martin boundary are obtained from the potential function φ(x) = log P ((x) 0 , (x) 1 ).
For every a ∈ S, and A
where ν 1 is the measure from 1) with the harmonic function h ≡ 1.
Remark 8.2. Notice that a P -harmonic function is not an eigenfunction of L φ , but rather an eigenfunction of L φ − , with φ − (y) = log P ((y) −1 , (y) 0 ). In particular, in the following proof, to simplify calculations we explicitly present the correspondence between the P -harmonic functions and the conformal measures, rather than applying Theorem 5.7 or Theorem 5.12.
and φ is indeed transient.
1. We define a measure
µ([a 1 , . . . , a n ]) = e φ(a1,a2) · · · e φ(an−1,an) h(a n ).
µ can be extended to a measure via Carathéodory's extension theorem. Moreover, since
we have that µ ∈ Conf. This establish a linear 1 − 1 correspondence between the positive P -harmonic functions and the conformal measures. Theorem 3.12 implies that there exists a unique measure ν s.t.
and in particular
2. Since b P (a, b) = 1, for every a ∈ S, 1 is a positive P -harmonic function. Let µ 1 be the measure following Eq. (13) with h ≡ 1, and let ν 1 the corresponding measure from Theorem 3.12. Fix A ⊆ M m , and let
By definition,
Therefore, for any event B ⊆ X + ,
According to Theorem 4.1, for every ω ∈ M m ,
Thus,
A Appendix
Lemma A.1. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a λ-transient potential function with summable variations. Then, for every f ∈ C c (X) the Green's function G(f, x|λ) and the Martin kernel K(f, x|λ) are continuous in X + .
Proof. Assume w.l.o.g. that λ = 1. Assume first that f = 1 [b1,...,bm] for some admissible b 1 , . . . , b m ∈ S. Let a ∈ S and let x, y ∈ [a] with d(x, y) < 2 −N namely (x) i = (y) i for all 0 ≤ i ≤ N . Given a 0 , . . . , a n ∈ S admissible with a n = a, 
where C a is the constant from Lemma 2.3. Fix x ∈ X + . Since the function K(
Then, for all such y,
This implies that K(f, ·) is continuous, for all f ∈ C c (X + ). Lastly, since the Green's function G(f, ·) is a multiplication of two continuous functions,
, it is a continuous function as well.
Lemma A.2. Let (X + , T ) be a transitive locally compact one-sided TMS and let φ be a continuous potential function. Then, for every non-zero µ ∈ Conf(λ) and a ∈ S, µ([a]) > 0.
Proof. Let a ∈ S. Since µ = 0, there is a state b ∈ S s.t. µ([b]) > 0. Let a 0 , . . . , a n ∈ S be an admissible word from a 0 = a to a n = b. Then,
Proof of Proposition 2.6. Assume w.l.o.g. that λ = 1.
(1) Assume that x n d − → x ∈ X + . Let ǫ > 0 and m be large enough s.t.
Since G(f, x) and K(f, x) are continuous functions of x for fixed every f ∈ C c (X + ) (see Lemma A.1), we can find n large enough s.t.
Then ρ(x n , x) < ǫ and {x n } converges to x w.r.t. ρ.
Next, assume that x n ρ − → x ∈ X + . Since for every finite word w ∈ S * , there exists C > 0 s.t.
for n large enough. Therefore, for every m, we can find n large enough s.t.
(2) If there exists a compact set A ⊆ X + s.t. x n ∈ A infinitely many times, then we can find a sub-sequence
x ∈ A ⊆ X + which contradicts the convergence of x n to a boundary point.
(3) Let {x n } be an arbitrary sequence in X + . By definition, X + is dense in X + . If {x n } ∩ M = ∅, we replace every point x n ∈ M with some x ′ n ∈ X + s.t. ρ(x n , x ′ n ) < 1/n. We will use diagonalization argument to show that {x ′ n } has a Cauchy sub-sequence. Since ρ(x n , x ′ n ) ≤ 1/n, the original sequence will have a Cauchy sub-sequence as well. Thus we can assume w.l.o.g. that {x n } ⊆ X + .
Since g 1 and f 1 are bounded, we can find a sub-sequence
We show that x n k k is a Cauchy sequence. Let ǫ > 0, and let N be large enough s.t.
Let K be large enough s.t. for every k 1 , k 2 ≥ K and every i < N
Hence {x n k } is a ρ-Cauchy sequence and X + is compact.
Next we show that M is closed. Let ω n ∈ M m be a sequence of boundary points which ρ-converges to a point x ∈ X + . Assume by contradiction that x ∈ X + . For every n, let x n ∈ X + s.t. ρ(x n , ω n ) ≤ 1/n. Then, − → x. By part (2) of the proposition, x n can be chosen so that x n ∈ [(x) 0 ] for all n, which contradicts the d-convergence of x n to to x.
for n large enough x n ∈ X + and x n d − → x as well. Since x n ∈ A for all n, we must have that x ∈ A and thus A c is indeed ρ-closed.
(5) By the construction of X + and ρ, for every w ∈ S * , K(1 [w] , ·) : X + → R extends uniquely to a ρ-continuous function on X + . Let f ∈ C c (X + ), and let x n ∈ X + , ω ∈ M with x n → x. We show that the limit lim n→∞ K(f, x n ) exists and does not depend on x n but only on ω. Since supp(f ) is compact, there exist a i1 , . . . , a iM ∈ S s.t. supp(f ) ⊆ ∪ j [a ij ]. Moreover, since the collection {1 [w] } w∈S * spans linearly a dense subset of C c (X + ) w.r.t. the sup-norm || · || ∞ , for every ǫ > 0 we can find w 1 , . . . , w N and
Then, for some constant
where C a is the constant from Lemma 2.3. From this we deduce that K(f, x n ) is a Cauchy sequence of real numbers and that the limit lim n→∞ K(f, x n ) exists. Let K(f, ω) = lim n→∞ K(f, x n ). Since the limit K(1 [wi] , ω) = lim n→∞ K(1 [wi] , x n ) does not depend on the choice of x n , so is K(f, ω).
(6) Since K(·, x) defines a positive linear functional on C + c (X + ), we can apply the Riesz representation theorem to obtain a Radon measure µ x s.t.
and µ ω is conformal. We remark that 
where C f is the bound from Lemma 2.4. In particular, this uniform bound and the fact that 1 [o] is a continuous functions in X + imply that every sequence in Conf o (λ) has a subsequence that converges w.r.t. the weak * topology to a measure µ with µ([o]) = 1. Since L φ f ∈ C c (X + ) for all f ∈ C c (X + ) (see proof of part (6) in Proposition 2.6), the limiting measure µ is a conformal measure as well and thus Conf o (λ) is a compact set.
We define a metric on Conf o (λ): for µ 1 , µ 2 ∈ Conf o (λ), let
where {w i } is an enumeration of all admissible words over S and C 1 [w] is the bound from Lemma 2.4. The uniform bound in Eq. (14) implies that δ is always finite and thus it is indeed a metric. Let We show for all N ∈ N, the set F N is closed in the weak * topology. Let µ n ∈ F N s.t. µ n → µ and let µ Then, since 1 [wi] is continuous for all i,
Passing to the limit as m → ∞, we obtain that δ(µ 1 , µ 2 ) ≥ Clearly {ω ∈ M(λ) : µ ω ∈ F N } ∩ M m (λ) = ∅, so we have ⊆. We prove ⊇.
Let ω ∈ M(λ) \ M m (λ). We show that µ ω ∈ F N for some N > 0. By the construction of the Martin kernels, µ ω ([o]) = 1 and thus µ ω ∈ Conf o (λ). Since µ ω is not extremal in Conf(λ), we can find two non-proportional measures µ 1 , µ 2 ∈ Conf(λ) s.t. µ = µ 1 + µ 2 . By Lemma A. Fix a ∈ S, x ∈ X + ∩ T [a], y ∈ X − ∩ T −1 [a] . For every admissible word (a 1 , . . . , a n ) with a 1 = a n = a, we write z = (. . . , (y) −1, (y) 0 , a 1 , . . . , a n , (x) 0 , (x) 1 , . . . ). From the cohomology property in Eq. (9), φ + (a i , . . . , a n x) − φ − (ya 1 , . . . , a i ) = ψ(T i z) − ψ(T i+1 z).
In particular, φ + n (a 1 , . . . , a n x) =φ − n (ya 1 , . . . , a n ) + ψ(T z) − ψ(T n+1 z) ≥φ − n (ya 1 , . . . , a n ) − C 1 − C 2 .
Then, for every n ≥ 2 Let h = φ − φ ′ . We show by induction that for any such admissible a, b and for ν-a.e. x ∈ X + , h(ax ∞ n ) = h(bx ∞ n ). This will imply that h is measurable w.r.t. the σ-algebra ∩ ∞ i=0 T −i B. Clearly the statement is true for n = 0. For n > 0, let a, b be two admissible words of length n which ends with the same symbol. By the induction assumption, for every 1 < k ≤ n − 1,
Therefore, for ν-a.e. x ∈ T −n [a n ], h(ax
Example 2 (Non-conformal DLR measure). Consider S = Z and the transition matrix 
