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Abstract
Inspired by the mutation operator in genetic algorithms, we construct a complete weighted graph
G from the n-cube Qn. The eigenvalues and conductance of G are determined first, then we show
the rapid mixing of the random walk on G.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
A random walk on a graph is a walk X0X1 · · · obtained in a certain random fashion.
A (discrete-time) Markov chain on a finite set V of states is a sequence of random vari-
ables X0, X1, . . . taking values in V such that for all x0, . . . , xt+1 ∈ V, the probability of
Xt+1 = xt+1, conditional on X0 = x0, . . . ,Xt = xt , depends only on Xt . In fact, there is
not much difference between the theory of random walks on graphs and the theory of finite
Markov chains, see Kemeny and Snell [10]; every Markov chain can be viewed as a random
walk on a directed weighted graph. Similarly, time-reversible Markov chains can be viewed
as random walks on undirected weighted graphs. In this paper, the weighted graph is con-
nected and undirected, so the random walk on it is a reversible, irreducible Markov chain.
The classical theory of random walks deals with random walks on simple, but infinite
graphs, like grids, and studies their qualitative behaviour: does the random walk return to
its starting point with probability one? does it return infinitely often? how to determine
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Thomassen [15]. But finite graphs have received much attention recently, and the aspects
studied are more quantitative: how long we have to walk before we return to the starting
point? before we hit a given point? how fast does the distribution of the walking point tend
to its stationary distribution?
Much of the recent interest in random walks is motivated by important algorithmic
applications [9]. Random walks can be used to reach “obscure” parts of large sets, and
also to generate random elements in large and complicated sets, such as the set of lattice
points in a convex body or the set of perfect matching in a graph (which, in turn, can
be used for the asymptotic enumeration of these objects). In those applications, to show
that the random walk “mixes rapidly”—i.e., is close to the stationary distribution after a
number of steps which is bound above by a polynomial input is often the important and
challenging part. So far, various methods have been developed to prove the rapid mixing
of a random walk: eigenvalues, coupling, conductance, strong stopping times, etc. [2]. In
this paper, we use eigenvalues and conductance to prove the rapid mixing of random walks
on a special kind of weighted graph. Incidently, we point out, in general, the computation
of the eigenvalues is difficult because the underlying graph is exponentially large. The
conductance, a combinatorial quantity introduced by Jerrum and Sinclair [8], on one hand,
has turned out to be of great use in practice, on the other hand, the conductance itself is
not an easy parameter to handle. It is NP-hard to determine it even for an explicitly given
random walk. However, for the special random walk in this paper, we can not only compute
the eigenvalues but also the conductance explicitly.
The remainder of the paper is organized as follows. In Section 2, we introduce some
definitions and notations, and give three theorems we need in the following sections. In
Sections 3, we mainly compute the eigenvalues of transition probability matrix P . In
Section 4, we derive the conductance and prove the rapid mixing of the random walk.
2. Definitions and notations
Let Qn denote the n-cube, that is, V (Qn) = {(xi)ni=1 | xi = 0 or 1}, two vertices are
adjacent if and only if they differ in exactly one coordinate. It is known, Qn is not only
a vertex-transitive graph but a distance-regular graph with 2n vertices and diameter n [5].
From Qn, we construct a complete weighted graph G with one loop attaching to each
vertex such that V (G) = V (Qn) and the weight of edge uv is ω(u, v) = pd(1 − p)n−d ,
where d = dQn(u, v) is the distance between u and v in Qn, p (< 1) is a fixed positive
number. Now, for every vertex u ∈ V (G), let ωu =∑v∈Γ (u) ω(u, v), and for u,v ∈ V (G),
define
puv = ω(u, v)
ωu
.
Thus P = (puv) is an n × n doubly-stochastic matrix. In the following, by a random walk
(RW) on G we shall mean a RW with P as its transition probability matrix, in other words,
puv is the probability of going from u to v. Let kr be the number of vertices at distance r
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(
n
r
)
is independent of u since Qn is a distance-
regular graph, furthermore, we can easily obtain some facts about the RW on G defined
above:
(i) for any u ∈ V (G), ωu =∑nr=0 krpr(1 −p)n−r = 1;
(ii) the RW on G is a reversible, aperiodic and irreducible Markov chain with π =
(1/2n,1/2n, . . . ,1/2n) as its stationary distribution.
Thus let p0 be the initial probability distribution on V (G), and pt = p0P t the
distribution of Xt . Then pt tends to the stationary distribution π . Our main aim in this paper
is to judge whether the RW on G is rapid mixing. More precisely, a RW on a weighted
graph G of order N is rapidly mixing if there is a polynomial f such that if 0 < ε < 1/3
and t  f (logN) log (1/ε), then d1(t) = ∑i |pt (i) − π(i)|  ε. To this end, just as we
have pointed out in the introduction, we will use eigenvalues and conductance. So let us
first give the relationships between them and rapid mixing. For notational simplicity, we
take V (G) = {1,2, . . . ,N}. Let λ1  λ2  · · ·  λN be the eigenvalues of the transition
probability matrix P , enumerated with multiplicities, we know from linear algebra that
1 = λ1 > λ2  λ3  · · · λN −1. Then we have
Theorem 2.1 [9]. For a finite reversible Markov chain, with π0 = mini π(i), for any t ,
d1(t) =
∑
i
∣∣pt(i) − π(i)∣∣ 1
π 0
[
max
(
λ2, |λN |
)]t
.
In fact, the crucial quantity here is λ2, rather than |λN |. This can be made sure by
“slowing down” our random walk, as we shall do below. Let P ′ = (I + P)/2 be the new
transition probability matrix. Then this new random walk, named the lazy random walk
(LRW), stays at the current state with probability more than 1/2 and ensures all eigenvalues
of P ′ nonnegative, while converging at least about half as fast as the old one. So the rapid
mixing of RW on G is equivalent to the rapid mixing of LRW on G. For the LRW, it is
easy to see that λN  0 and the maximum is λ2 [3,9]. Then from the definition of rapid
mixing and Theorem 2.1, if λ2 is bound away from 1, then the LRW is rapid mixing, so is
the RW. As to the other concept we will discuss, the conductance, defined as
Φ = min
π(U)1/2
∑
i∈U
∑
j∈V \U π(i)p(i, j)
π(U)
,
where π(U) =∑i∈U π(i),U ⊆ V .
Theorem 2.2 [11]. Every LRW on a weighed graph G of order N with conductance Φ
satisfies
d1(t) =
∑
i
∣∣pt (i) − π(i)∣∣ (2N)1/2(1 − Φ2)t/2.
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is rapid mixing. So the main work in the following is to compute the eigenvalues and
conductance, but before that we will give one more theorem we need below.
Theorem 2.3 [1,13]. For a LRW on a weighted graph G with conductance Φ , we have
1 − 2Φ  λ2  1 − 12Φ
2.
3. The eigenvalues of P
Let A be the adjacency matrix of Qn, Ai (i = 0,1, . . . , n) be the ith distance matrix
of G, that is,
Ai(u, v) =
{1, if dQn(u, v) = i;
0, otherwise.
Then Ai is a polynomial of degree i in A1 (= A) for all i since Qn is the distance-regular
graph [5]. If the polynomial denoted by pi(x), then Ai = pi(A), i = 0,1, . . . , n. Let G be
the weighted graph, and P be the transition probability matrix of the RW on G defined as
in Section 2, we have
Lemma 3.1. P =∑ni=0 pi(1 − p)n−iAi .
Proof. In view of the definition of G, the weight of uv only depends on the distance of
u, v in Qn. 
From this lemma we see the eigenvalues of P can be expressed by the eigenvalues
of A. To compute the eigenvalues of P explicitly, we must do more preparative work. Fix
a vertex u in Qn, let sr = {v | d(u, v) = r}, then
ar =
∣∣Γ (v) ∩ sr ∣∣, br = ∣∣Γ (v) ∩ sr+1∣∣, cr = ∣∣Γ (v) ∩ sr−1∣∣
are independent of the choice of v in sr . It is clearly that b0 = n, c1 = 1, and a0 = c0 =
bn = 0, furthermore we have the following lemma:
Lemma 3.2. For Qn, ar = 0, cr = r, br = n − r (r = 0,1, . . . , n).
Proof. ar = 0 is trivial.
For cr , br , first by counting the edges joining a vertex in sr−1(u) to a vertex in sr (u),
we have the equality
kr−1br−1 = krcr, (3.1)
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(
n
r
)
. So
cr
br−1
= r
n − (r − 1) . (3.2)
By (3.2) and c0 = 1, c1 = 1, bn = 0, b0 = n we obtain
cr = r, br = n − r, for r = 0,1, . . . , n. 
Lemma 3.3 [5]. Let G be a distance-regular graph. Then
A1Ai = bi−1Ai−1 + aiAi + ci+1Ai+1.
From Lemmas 3.2 and 3.3, for Qn, we have
xpi(x) =
(
n − (i − 1))pi−1(x)+ (i + 1)pi+1(x),
and thus
ipi(x) = xpi−1(x) −
(
n − (i − 2))pi−2(x). (3.3)
Let {pi(x)}i0 be a sequence of polynomials determined by recurrence-relation (3.3),
where p0(x) = 1, p1(x) = x. Let f (x, t) denotes the generating function of {pi(x)}i0,
that is
f (x, t) =
∑
i0
pi(x)t
i . (3.4)
Then we have the following theorem:
Theorem 3.4. f (x, t) = (1 + t) n+x2 (1 − t) n−x2 .
Proof. By (3.4)
∂f (x, t)
∂t
=
∑
i1
ipi(x)t
i−1.
Substituting (3.3) to the right-hand side of this equality, we have
∂f (x, t)
∂t
=
∑
i2
(
xpi−1(x)−
(
n − (i − 2))pi−2(x))t i−1 + x
= x
∑
i1
pi−1(x)ti−1 − n
∑
i2
pi−2(x)ti−1 +
∑
i3
(i − 2)pi−2(x)ti−1
= xf (x, t) − ntf (x, t) + t2 ∂f (x, t) .
∂t
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∂f (x, t)
∂t
= x − nt
1 − t2 f (x, t). (3.5)
The general solution of (3.5) is
f (x, t) = c exp
∫
x−nt
1−t2 dt = c explog(1−t2)n/2+x log
( 1+t
1−t
)1/2
= c(1 + t) n+x2 (1 − t) n−x2 .
Since p0(x) = 1, so the constant c = 1, the result is obtained. 
Lemma 3.5 [12]. The eigenvalues of Qn are n − 2k, k = 0, . . . , n, the multiplicity is
(
n
k
)
.
After the preparation we have done, we are ready to prove one of the main results in
this paper.
Theorem 3.6. If P is the transition probability matrix of RW on G, then its eigenvalues
are (1 − 2p)k, k = 0,1, . . . , n. The multiplicity is (n
k
)
.
Proof. By definition
P = (1 − p)nA0 + p(1 −p)n−1A1 + · · · + pnAn
= (1 − p)nI +p(1 − p)n−1p1(A) + · · · + pnpn(A).
Then the eigenvalues of P are
(1 − p)n + p(1 − p)n−1p1(λ) + · · · + pnpn(λ),
where λ are the eigenvalues of A. Let p/(1 − p) = t , then
(1 − p)n + p(1 − p)n−1p1(λ) + · · · + pnpn(λ)
= (1 − p)n(1 + p1(λ)t + · · · + pn(λ)tn)
= (1 − p)n
n∑
i+j=0
(−1)j
(n+λ
2
i
)(n−λ
2
j
)
t i+j .
Using n − 2k to substitute λ, we obtain
(1 − p)n
n∑
pi(n − 2k)
(
p
1 − p
)ii=0
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n∑
i+j=0
(−1)j
(
n − k
i
)(
k
j
)(
p
1 −p
)i+j
= (1 −p)n
(
1
1 − p
)n−k(1 − 2p
1 − p
)k
= (1 − 2p)k.
Apparently the multiplicity is
(
n
k
)
. 
4. Conductance and rapid mixing
In this section, we shall show that the RW on G is rapidly mixing by showing that the
LRW on G is rapidly mixing. First from Theorem 3.6, we immediately derive the following
theorem:
Theorem 4.1. Let P ′ be the transition probability matrix of the LRW on G. Then the
eigenvalues of P ′ are
1 + (1 − 2p)k
2
, k = 0,1, . . . , n,
and the multiplicity is
(
n
k
)
. Furthermore, the second-largest eigenvalue of P ′ is
λ2 =
{1 − p, if p  1/2;
1 − 2p + 2p2, if p > 1/2.
Proof. By the definition of LRW on G, P ′ = (I +P)/2, from Theorem 3.6, the results are
trivial. 
Now we will turn to compute the conductance of the LRW on G by its definition and
relationship with eigenvalues of P ′ showed by Theorem 2.3. By definition the conductance
Φ ′ = min
|U |2n−1
∑
i∈U,j∈U
p′(i, j)/|U | = 1
2
min
|U |2n−1
∑
i∈U,j∈U p(i, j)
|U | =
1
2
Φ.
Theorem 4.2. For LRW on G, we have
Φ ′ =
{
p/2, if 0 < p  1/2;
p(1 − p), if 1/2 < p < 1.
Proof. (i) For 0 < p  1/2, first by Theorems 2.3 and 4.1, we obtain
1 − p  1 − 2Φ ′,
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Φ ′  p
2
. (4.1)
On the other hand, let us consider the subset U = {(xi) ∈ V (G): x1 = 1} and U = {(xi) ∈
V (G): x1 = 0}, clearly |U | = 2n−1. Since Qn is vertex-transitive, we have
∑
i∈U,j∈U
p(i, j)
|U | = p(1 − p)
n−1 +
(
n − 1
1
)
p2(1 − p)n−2 + · · · +
(
n − 1
n − 1
)
pn
= p
(
(1 − p)n−1 +
(
n − 1
1
)
p(1 − p)n−2 + · · · +
(
n − 1
n − 1
)
pn−1
)
= p.
In fact, for any i ∈ U , there are (n−1
k
)
vertices in U with distance k + 1 from i , hence by
definition
Φ ′  p
2
. (4.2)
By (4.1) and (4.2) we have
Φ ′ = p
2
, if 0 < p  1/2.
(ii) For 1/2 < p < 1, first also by Theorems 2.3 and 4.1, we obtain
1 − 2Φ ′  1 − 2p + 2p2,
whence
Φ ′  p(1 − p). (4.3)
On the other hand, let us consider the subset U = {(xi) ∈ V (G): x1 = x2} and U = {(xi) ∈
V (G): x1 = x2}, clearly |U | = 2n−1. Since Qn is vertex-transitive, we have
∑
i∈U,j∈U
p(i, j)
|U | = 2p(1 − p)
(
(1 − p)n−2 +
(
n − 2
1
)
p(1 − p)n−3 + · · · +
(
n − 2
n − 2
)
pn−2
)
= 2p(1 − p).
In fact, for every i ∈ U , there are 2(n−2
k
)
vertices in U with distance k + 1 from i , hence
by definition
Φ ′  p(1 − p). (4.4)
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Φ ′ = p(1 − p). 
From the procedure of proving the above theorem, we see the lower bound of
Theorem 2.3 is tight, but in general it is not the case. So the method we use to compute the
conductance is not suitable to RW on a general graph.
From Theorems 4.1 and 4.2, we observe that the second-largest eigenvalue and the
conductance of LRW on G only depend on parameter p. So by Theorems 2.1 or 2.2, we
immediately obtain the aim of this paper.
Theorem 4.3. The LRW on G is rapid mixing, so the RW on G.
Remark 1. We deal with the rapid mixing of RW on this kind of weighted graph mainly
motivated by mutation operator in standard genetic algorithms. Clearly the RW on G
defined in this paper acts just as the mutation operator acts on V (G) (the individual space in
standard genetic algorithms), p as the mutation rate. So from above results, we derive that
the mutation operator in standard genetic algorithm is rapidly mixing. Furthermore, when
the mutation rate 0 < p  1/2, the convergent speed of the mutation operator increases
with p; while when the mutation rate 1/2 < p < 1, the convergent speed decreases as p
increases.
Remark 2. Although the work in this paper was motivated by mutation operator in
standard genetic algorithms, one can see that the Markov chain considered in this paper
is the strong product of the two-point space. (The “strong product” of Markov chains has
underlying state space given by the Cartesian product, but with transition probability given
by p(x, y) =∏ni=1 p(xi, yi), for strictly definition, see [6,7].) As a rough heuristic it seems
that spectral values and conductance of a Markov chain on the strong product Xns should
be around n times larger than those of the regular cross product, since all n terms change
simultaneously, and perhaps λ2(Xns ) = λ2(X) or Φ(Xns ) = Φ(X). But in [7], the authors
pointed out, in general the strong product does not have this property because the strong
product of non-lazy two points space does not. Then how about the case of lazy Markov
chain? Theorems 4.1 and 4.2 in this paper show that the strong product of a lazy two point
space (i.e., 0 < p  1/2) satisfies λ2(Xns ) = λ2(X) and Φ(Xns ) = Φ(X), while the strong
product of a non-lazy two points space (i.e., 1/2 < p < 1) does not.
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