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Abstract
Existence results are presented for the nonresonant singular fourth-order boundary value problem
u(4)(t) + βu′′(t) = f (t, u(t)), 0 < t < 1,
u(0) = u(1) = u′′(0) = u′′(1) = 0,
where f : [0, 1] × (0,∞) → (0,∞) is continuous and β < π2. Existence is established via the fixed point
theorem in cones.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
The deformations of an elastic beam in the equilibrium state, whose two ends are simply supported,
can be described by the fourth-order boundary value problem
u(4)(t) = g(t, u(t), u′′(t)), 0 < t < 1,
u(0) = u(1) = u′′(0) = u′′(1) = 0,
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where g : [0, 1] × R × R → R is continuous [4,5]. Owing to its importance in physics, the existence
of solutions to this nonsingular problem has been studied by many authors; see for example [1–11].
However, in practice only its positive solutions are significant.
In this work, we discuss the existence of positive solutions for the nonresonant singular fourth-order
boundary value problem (BVP)
u(4)(t) + βu′′(t) = f (t, u(t)), 0 < t < 1, (1)
u(0) = u(1) = u′′(0) = u′′(1) = 0. (2)
For β = 0, the existence of positive solutions of the BVP (1) and (2) has been studied by Ma and
Wang [11]. They showed the existence of one positive solution when f (t, u) is nonsingular and either
superlinear or sublinear in u by employing a cone extension or compression theorem.
Let λ1 be the first eigenvalue of the problem u(4) +βu′′ = λu, u(0) = u(1) = u′′(0) = u′′(1) = 0. We
know [7,8] that
λ1
π4
+ β
π2
= 1,
and φ1(t) = sin π t is the first eigenfunction.
Motivated by the example
f (t, u) = u−a + σu + ub, 0 < a < 1, 0 ≤ b < 1, 0 ≤ σ < λ1,
the following hypotheses are satisfied:
(H1) f : [0, 1] × (0,∞) → (0,∞) is continuous and
(H2) β ∈ R with β < π2.
(H3) There exists an ε0 > 0 such that f (t, u) is nonincreasing in u ≤ ε0, for each fixed t ∈ [0, 1].
(H4) For each fixed 0 < θ ≤ ε0,
0 <
∫ 1
0
f (s, θs(1 − s))ds < ∞.
(H5) lim supu→∞
f (t,u)
u
< λ1 uniformly on [0,1].
Clearly, our hypotheses allow but do not require f (t, u) to be singular at u = 0. (H5) implies that
f (t, u) is uniform nonresonant at the first eigenvalue.
In Section 3, we will prove the following theorem, which is our new existence result.
Theorem 1. Assume that (H1)–(H5) hold. Then the BVP (1) and (2) has at least one positive solution
u. Moreover, there exists a θ∗ > 0 such that
u(t) ≥ θ∗t (1 − t) on [0, 1].
Remark 1.1. When f (t, u) is nonincreasing in u for each fixed t , (H5) is not required in Theorem 1.
In this work, we obtain positive solutions to the BVP (1) and (2) by means of arguments involving
only positivity properties of the Green’s function and a general fixed point theorem in cones [3,12].
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2. Preliminaries
Suppose that u is a positive solution of the BVP (1) and (2). Then
u(t) =
∫ 1
0
∫ 1
0
G1(t, τ )G2(τ, s) f (s, u(s))dsdτ, 0 ≤ t ≤ 1, (3)
where G1(t, s) is the Green’s function for −u′′ = 0, u(0) = u(1) = 0, and G2(t, s) is the Green’s
function for −u′′ − βu = 0, u(0) = u(1) = 0. In particular,
G1(t, s) =
{
t (1 − s), 0 ≤ t ≤ s ≤ 1,
s(1 − t), 0 ≤ s ≤ t ≤ 1,
and one can show that
t (1 − t)G1(s, s) ≤ G1(t, s) ≤ G1(s, s) = s(1 − s), (t, s) ∈ [0, 1] × [0, 1]. (4)
Set ω = √|β|. If β < 0, then G2(t, s) is explicitly given by
G2(t, s) =


sinh ωt sinh ω(1 − s)
ω sinh ω
, 0 ≤ t ≤ s ≤ 1,
sinh ωs sinh ω(1 − t)
ω sinh ω
, 0 ≤ s ≤ t ≤ 1.
If β = 0, then G2(t, s) = G1(t, s). If 0 < β < π2, then G2(t, s) is explicitly given by
G2(t, s) =


sin ωt sin ω(1 − s)
ω sin ω
, 0 ≤ t ≤ s ≤ 1,
sin ωs sin ω(1 − t)
ω sin ω
, 0 ≤ s ≤ t ≤ 1.
Clearly G2(t, s) > 0 for (t, s) ∈ (0, 1) × (0, 1).
By using (3) and (4), we see that for every positive solution u of the BVP (1) and (2), one has
‖u‖ ≤
∫ 1
0
∫ 1
0
G1(τ, τ )G2(τ, s) f (s, u(s))dsdτ,
u(t) ≥ t (1 − t)
∫ 1
0
∫ 1
0
G1(τ, τ )G2(τ, s) f (s, u(s))dsdτ,
≥ t (1 − t)‖u‖, (5)
where ‖u‖ = sup{|u(t)|; 0 ≤ t ≤ 1}.
3. Proof of main result
Existence in this work will be established using a general cone fixed point theorem given in [3,12].
Lemma 3.1 ([3]). Let E = (E, ‖ · ‖) be a Banach space and let K ⊂ E be a cone in E, and
let ‖ · ‖ be increasing with respect to K . Also, r, R are constants with 0 < r < R. Suppose that
A : (Ω¯R \Ωr )∩ K → K (here ΩR = {x ∈ E, ‖x‖ < R}) is a continuous, compact map and assume that
the conditions
‖Ax‖ > ‖x‖, for x ∈ ∂Ωr ∩ K
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and
x = µA(x), for µ ∈ [0, 1) and x ∈ ∂ΩR ∩ K
hold. Then A has a fixed point in K ∩ {x ∈ E : r ≤ ‖x‖ ≤ R}.
Let K be a cone in E given by
K := {u ∈ E; u(t) ≥ t (1 − t)‖u‖ on [0, 1]}
while E is the Banach space of continuous functions defined on [0,1] with the norm
‖u‖ := max{|u(t)| : 0 ≤ t ≤ 1}.
Now, let r > 0 be such that
r < min
{
ε0,
∫ 1
0
∫ 1
0
G1(1/2, τ )G2(τ, s) f (s, ε0)dsdτ
}
, (6)
and let R > r be chosen large enough later.
Let us define an operator A : (Ω¯R \ Ωr ) ∩ K → E by
(Au)(t) =
∫ 1
0
∫ 1
0
G1(t, τ )G2(τ, s) f (s, u(s))dsdτ. (7)
First we show that A is well defined. To see this, notice that if u ∈ K ∩ (Ω¯R \ Ωr ) then r ≤ ‖u‖ ≤ R
and u(t) ≥ t (1 − t)‖u‖ ≥ t (1 − t)r, 0 ≤ t ≤ 1. Also notice by (H3) that
f (t, u(t)) ≤ f (t, rt (1 − t)), when 0 ≤ u(t) ≤ r,
and
f (t, u(t)) ≤ max
u∈[r,R]
max
t∈[0,1]
f (t, u), when r ≤ u(t) ≤ R.
These inequalities with (H4) guarantee that A : K ∩ (Ω¯R \ Ωr ) → E is well defined. Next we show that
A : K ∩ (Ω¯R \ Ωr ) → K . If u ∈ K ∩ (Ω¯R \ Ωr ), then we have
(Au)(t) ≥ t (1 − t)
∫ 1
0
∫ 1
0
G1(τ, τ )G2(τ, s) f (s, u(s))dsdτ
≥ t (1 − t)‖Au‖, t ∈ [0, 1],
i.e., Au ∈ K so A : K ∩ (Ω¯R \ Ωr ) → K . Now we show that A : K ∩ (Ω¯R \ Ωr ) → K is
continuous and compact. Let un, u0 ∈ K ∩ (Ω¯R \ Ωr ) with ‖un − u0‖ → 0 as n → ∞. Of course
r ≤ ‖un‖ =≤ R, r ≤ ‖u0‖ ≤ R, un(t) ≥ t (1 − t)r , for 0 ≤ t ≤ 1. Notice also that
ρn(t) = | f (t, un(t)) − f (t, u0(t))| → 0, as n → ∞, t ∈ (0, 1),
and
ρn(t) ≤ f (t, un(t)) + f (t, u0(t)), t ∈ (0, 1);
f (t, un(t)) ≤ f (t, rt (1 − t)), when 0 ≤ un(t) ≤ r,
f (t, un(t)) ≤ max
u∈[r,R]
max
t∈[0,1]
f (t, u), when r ≤ un(t) ≤ R;
f (t, u0(t)) ≤ f (t, rt (1 − t)), when 0 ≤ u0(t) ≤ r,
f (t, u0(t)) ≤ max
u∈[r,R]
max
t∈[0,1]
f (t, u), when r ≤ u0(t) ≤ R.
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Now these together with the Lebesgue dominated convergence theorem guarantee that
‖Aun − Au0‖ ≤ sup
t∈[0,1]
∫ 1
0
∫ 1
0
G1(t, τ )G2(τ, s)ρn(s)dsdτ → 0 as n → ∞,
so A : K ∩ (Ω¯R \ Ωr ) → K is continuous. Also for u ∈ K ∩ (Ω¯R \ Ωr ) we have
f (t, u(t)) ≤ f (t, rt (1 − t)) + max
u∈[r,R]
max
t∈[0,1]
f (t, u);
then we have
‖Au‖ = sup
t∈[0,1]
∫ 1
0
∫ 1
0
G1(t, τ )G2(τ, s) f (s, u(s))dsdτ
≤
∫ 1
0
∫ 1
0
G1(τ, τ )G2(τ, s) f (s, rs(1 − s))dsdτ
+ max
u∈[r,R]
max
t∈[0,1]
f (t, u)
∫ 1
0
∫ 1
0
G1(τ, τ )G2(τ, s)dsdτ,
and for t, t ′ ∈ [0, 1] we have
|(Au)(t) − (Au)(t ′)| ≤
∫ 1
0
∫ 1
0
|G1(t, τ ) − G1(t ′, τ )|G2(τ, s) f (s, u(s))dsdτ
≤
∫ 1
0
∫ 1
0
|G1(t, τ ) − G1(t ′, τ )|G2(τ, s) f (s, rs(1 − s))dsdτ
+ max
u∈[r,R]
max
t∈[0,1]
f (t, u)
∫ 1
0
∫ 1
0
|G1(t, τ ) − G1(t ′, τ )|G2(τ, s)dsdτ.
The Arzela–Ascoli theorem guarantees that A : K ∩ (Ω¯R \ Ωr ) → K is compact.
We now show that
‖Au‖ > ‖u‖ for u ∈ K ∩ ∂Ωr . (8)
To see this, let u ∈ K ∩ ∂Ωr . Then ‖u‖ = r and u(t) ≥ t (1 − t)r for t ∈ [0, 1]. So by (H3) and (6),
we have
(Au)(1/2) =
∫ 1
0
∫ 1
0
G1(1/2, τ )G2(τ, s) f (s, u(s))dsdτ
≥
∫ 1
0
∫ 1
0
G1(1/2, τ )G2(τ, s) f (s, r)dsdτ
≥
∫ 1
0
∫ 1
0
G1(1/2, τ )G2(τ, s) f (s, ε0)dsdτ
> r = ‖u‖,
so (8) is satisfied.
On the other hand, since lim supu→∞ f (t, u)/u < λ1 uniformly on [0,1], there exist 0 < ε < 1 and
H > r such that
f (t, u) ≤ (λ1 − ε)u, ∀t ∈ [0, 1], u ≥ H. (9)
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Let C = maxr≤u≤H max0≤t≤1 f (t, u); it is clear as above that
f (t, u(t)) ≤ f (t, rt (1 − t)) + C + (λ1 − ε)u(t), ∀t ∈ (0, 1), u ∈ K and ‖u‖ ≥ r.
Next we show that if R is large enough, then µAu = u for any u ∈ K ∩ ∂ΩR and 0 ≤ µ < 1. If this
is not true, then there exist u0 ∈ K ∩ ∂ΩR and 0 ≤ µ0 < 1 such that µ0 Au0 = u0. Thus ‖u0‖ = R > r
and u0(t) ≥ t (1 − t)R. Clearly µ0 > 0. Note that u0(t) satisfies
u
(4)
0 (t) + βu′′0(t) = µ0 f (t, u0(t)), 0 ≤ t ≤ 1, (10)
and the boundary condition (2). Multiply Eq. (10) by φ1(t) and integrate from 0 to 1, using integration
by parts in the left side, to obtain
(π4 − βπ2)
∫ 1
0
u0(t)φ1(t)dt = µ0
∫ 1
0
φ1(t) f (t, u0(t))dt,
i.e.,
λ1
∫ 1
0
u0(t)φ1(t)dt = µ0
∫ 1
0
f (t, u0(t))φ1(t)dt
≤ (λ1 − ε)
∫ 1
0
u0(t)φ1(t)dt + C
∫ 1
0
φ1(t)dt +
∫ 1
0
φ1(t) f (t, rt (1 − t))dt.
Consequently, we obtain that∫ 1
0
u0(t)φ1(t)dt ≤ 1
ε
[
C
∫ 1
0
φ1(t)dt +
∫ 1
0
φ1(t) f (t, rt (1 − t))dt
]
. (11)
We also have∫ 1
0
u0(t)φ1(t)dt ≥ ‖u0‖
∫ 1
0
t (1 − t)φ1(t)dt,
and this together with (11) yields
‖u0‖ ≤ C
∫ 1
0 φ1(t)dt +
∫ 1
0 φ1(t) f (t, rt (1 − t))dt
ε
∫ 1
0 t (1 − t)φ1(t)dt
=: R¯. (12)
Let R > max{R¯, H }. Then for any u ∈ K ∩ ∂ΩR and 0 ≤ µ < 1, we have µAu = u. Hence all
the hypotheses of Lemma 3.1 hold. Then A has a fixed point u in K ∩ {x ∈ E : r ≤ ‖x‖ ≤ R}, and
u(t) ≥ t (1 − t)r for t ∈ [0, 1]. Let θ∗ := r ; then we complete the proof of Theorem 1. 
References
[1] A.R. Aftabizadeh, Existence and uniqueness theorems for fourth-order boundary value problems, J. Math. Anal. Appl.
116 (1986) 415–426.
[2] R.P. Agarwal, On fourth-order boundary value problems arising in beam analysis, Differential Integral Equations 26 (1989)
91–110.
[3] R.P. Agarwal, D. O’Regan, Existence theorem for single and multiple solutions to singular position boundary value
problems, J. Differential Equations 175 (2001) 393–414.
[4] C.P. Gupta, Existence and uniqueness results for a bending of an elastic beam equation at resonance, J. Math. Anal. Appl.
135 (1988) 208–225.
[5] C.P. Gupta, Existence and uniqueness theorem for a bending of an elastic beam equation, Anal. Appl. 26 (1988) 289–304.
D. Jiang et al. / Applied Mathematics Letters 18 (2005) 69–75 75
[6] C.P. Gupta, Existence and uniqueness results for some fourth order fully quasilinear boundary value problems, Anal. Appl.
36 (1990) 169–175.
[7] M.A. Del Pino, R.F. Manasevich, Existence for a fourth-order boundary value problem under a two-parameter
nonresonance condition, Proc. Amer. Math. Soc. 112 (1991) 81–86.
[8] C. De Coster, C. Fabry, F. Munyamarere, Nonresonance conditions for fourth order nonlinear boundary value problems,
Internat. J. Math. Sci. 17 (1994) 725–740.
[9] R.A. Usmani, A uniqueness theorem for a boundary value problem, Proc. Amer. Math. Soc. 77 (1979) 327–335.
[10] Y. Yang, Fourth-order two-point boundary value problem, Proc. Amer. Math. Soc. 104 (1988) 175–180.
[11] R.Y. Ma, H. Wang, On the existence of positive solutions of fourth-order ordinary differential equations, Anal. Appl. 59
(1995) 225–231.
[12] D. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cones, Academic Press, New York, 1988.
