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Abstract
The discrete-time positive periodic Lyapunov equations
have important applications in the balancing and poten-
tially also in the model reduction of discrete-time periodic
systems. Efficient numerically reliable algorithms based
on periodic Schur decomposition are proposed for the so-
lution of these equations. The proposed algorithms are
extensions of the method of Hammarling for the case of
positive semidefinite solution. Special methods were de-
veloped to solve efficiently small order periodic Lyapunov
and Sylvester equations.
1 Introduction
In the last few years there has been a constantly increas-
ing interest for the development of numerical algorithms
for the analysis and design of linear periodic discrete-time
control systems [2, 8, 10, 12] of the form
xk+1 = Akxk +Bkuk
yk = Ckxk +Dkuk
(1)
where the matrices Ak ∈ Rn×n, Bk ∈ Rn×m, Ck ∈ Rp×n
and Dk ∈ Rp×m are periodic with period K ≥ 1. Of
particular interest in many applications is the efficient
and numerically reliable solution of various types of dis-
crete periodic Lyapunov equations (DPLEs). Several pos-
sible computational approaches to solve DPLEs are dis-
cussed in [10]. A particular family of periodic Lyapunov
equations with interesting applications in balancing and
model reduction are the positive discrete periodic Lya-
punov equations (PDPLEs). Because the periodic solu-
tions in this case are positive semidefinite, these equations
can be solved directly for the Cholesky factors of the so-
lutions.
In this paper we propose new algorithms to solve
PDPLEs which represent extensions of the method for
standard systems proposed by Hammarling [7]. The pro-
posed approach resembles with the method of Bartels and
Stewart [1] and relies on an initial reduction of the Lya-
punov equation to a simpler form by using the periodic
Schur decomposition of a matrix product [3]. The re-
duced equations are solved by using a special forward sub-
stitution algorithm. Important computational subprob-
lems are the efficient and numerically stable solution of
order one or order two PDPLEs and of discrete periodic
Sylvester equations (DPSEs). Several computational ap-
proaches for these subproblems are also described.
Notation and notational conventions. For a
square time-varying matrix Ak, k = 0, 1, . . . , we denote
ΦA(j, i) = Aj−1Aj−2 · · ·Ai for j > i and ΦA(i, i) := I.
The matrix ΦA(τ + K, τ) is called the monodromy ma-
trix of system (1) at time τ and its eigenvalues, inde-
pendent of τ , are called characteristic multipliers. For
a periodic matrix Xk of period K we use alternatively
the script notation X which associates the block-diagonal
matrix X = diag (X0, X1, . . . , XK−1) to the cyclic matrix
sequence Xk, k = 0, . . . ,K−1. This notation is consistent
with the standard matrix operations as for instance addi-
tion, multiplication, inversion as well as with several stan-
dard matrix decomposition (Cholesky, SVD). We denote
with σX theK-cyclic shift σX = diag (X1, . . . , XK−1, X0)
applied to the cyclic sequence Xk, k = 0, . . . ,K−1. The
notation Xij is used to refer simultaneously to all (i, j)
elements or all (i, j) blocks in the cyclic sequence Xk,
k = 0, . . . ,K−1. This notation also applies in the case
of matrix partitioning. For instance the partitioning
X =
[ X11 X12
X21 X22
]
refers to the same partitioning of all matrices of the cyclic
sequence Xk, k = 0, . . . ,K−1. We will also use the no-
tation
[
X
Y
]
(k)
to refer to the compound periodic matrix[
Xk
Yk
]
.
2 Balancing of Periodic Systems
The reachability gramian of an exponentially stable time-
variant system of the form (1) is defined as Pk =∑k−1
i=−∞ ΦA(k, i + 1)BiB
T
i ΦA(k, i + 1)
T . For the peri-
odic system (1) Pk is a periodic matrix and satisfies the
forward-time positive discrete periodic Lyapunov equation
(FTPDPLE)
σP = APAT + BBT . (2)
The system (1) is uniformly controllable iff P > 0 [6].
Similarly, the observability gramian of the periodic system
(1) defined as Qk =
∑∞
i=k ΦA(i, k)
TCTi CiΦA(i, k), satis-
fies the reverse-time positive discrete periodic Lyapunov
equation (RTPDPLE)
Q = ATσQA+ CTC (3)
and the system (1) is uniformly observable iff Q > 0 [6].
For an exponentially stable periodic system the grami-
ans are non-negative definite and thus can be expressed
in Cholesky factorized forms P = STS and Q = RTR.
These factors are useful for instance in determining a bal-
ancing transformation for a given uniformly controllable
and uniformly observable periodic system.
Let Tk be a periodic invertible matrix of period K. Two
periodic systems (A,B, C,D) and (A˜, B˜, C˜, D˜) related by
the transformation
(A˜, B˜, C˜, D˜) = (σT −1AT , σT −1B, CT ,D) (4)
are called similar and (4) is called a Lyapunov similar-
ity transformation. The gramians P˜ and Q˜ of the trans-
formed system (A˜, B˜, C˜, D˜) satisfy
P˜ = T −1PT −T , Q˜ = T TQT .
For a uniformly controllable and observable periodic sys-
tem, we can determine T such that the transformed grami-
ans are equal and diagonal, that is
P˜ = Q˜ = Σ = diag (Σ0,Σ1, . . . ,ΣK−1),
where Σk = diag (σk,1, σk,2, · · · , σk,n). In analogy with the
standard case [11], by using the singular value decompo-
sition
RST = UΣVT ,
T results as
T = STVΣ−1/2.
The balancing transformation of could be useful for in-
stance to perform model reduction of periodic systems in
analogy with standard systems. Notice that T can be
computed exclusively on the basis of square-root informa-
tion (the Cholesky factors of gramians) and this leads to a
guaranteed enhancement of numerical accuracy of compu-
tations. The quantities σk,i, i = 1, . . . , n, representing the
eigenvalues of the product PkQk, are called the Hankel-
singular values and the maximum of them over all k’s
defines the Hankel-norm of the given periodic system [6].
To compute the balancing transformation it is impor-
tant to solve the periodic Lyapunov equations (2) and (3)
directly for the Cholesky factors of the gramians. A nu-
merically reliable procedure for this purpose is proposed
in the next section.
3 Solution of PDPLEs
In this section we propose a new method to solve the RT-
PDPLE
UT U = AT σUT σUA+RTR (5)
directly for the Cholesky factor U . A completely analog
method can be derived for the FTPDPLE of the form
(2). To solve (5) we assume that the monodromy matrix
ΦA(K, 0) has all characteristic multipliers in the interior
of the unit circle.
One class of available methods to solve positive peri-
odic Lyapunov equations [10] is based on reducing these
equations to a single standard positive discrete Lyapunov
equation to compute a periodic generator, say U0, which
satisfies
UT0 U0 = Φ
T
A(K, 0)U
T
0 U0ΦA(K, 0)
+
K−1∑
j=0
ΦTA(j, 0)R
T
j RjΦA(j, 0). (6)
U0 can be computed by using Hammarling’s method [7]
and the rest of matrices Uk, k = 1, . . . ,K−1 results by
recursion. Even with the enhancements proposed in [10],
this approach is generally not recommendable because of
implied matrix products and sums of matrix products.
However, as it will be shown later, an iterative variant of
this approach is well suited to solve low order PDPLEs.
The approach which we propose essentially parallels the
Hammarling’s method for standard systems [7]. The key
role in the new method plays the recent discovery of the
periodic Schur decomposition (PSD) of a cyclic matrix
product and of the corresponding algorithms for its com-
putation [3, 8]. According to [3], given the matrices Ak,
k = 0, 1, . . . ,K−1, there exist orthogonal matrices Zk,
k = 0, 1, . . . ,K−1 such that A˜K−1 = ZT0 AK−1ZK−1 is in
real Schur form (RSF) and the matrices A˜k = ZTk+1AkZk
for k = 0, . . . ,K−2 are upper triangular. Thus by using
the PSD algorithm, we can determine the orthogonal ma-
trices Zk, k = 0, . . . ,K−1 to reduce the cyclic product
AK−1 · · ·A1A0 to the RSF without forming explicitly this
product. The transformation to compute the PSD of the
product AK−1 · · ·A1A0 is useful to simplify the solution
of the RTPDPLE (5).
The approach which we propose essentially parallels the
method of [7] for standard systems including also some
enhancements of this method proposed recently by [9].
Let Z be an orthogonal Lyapunov transformation to com-
pute the PSD of the monodromy matrix ΦA(K, 0) and
define A˜ = σZTAZ and the upper triangular R˜ such
that R˜T R˜ = ZTRTRZ. The equation (5) becomes after
premultiplication with ZT and postmultiplication with Z
U˜T U˜ = A˜TσU˜TσU˜A˜+ R˜T R˜ (7)
where U˜ = UZ. After solving this reduced equation for
U˜ , the solution of (5) results as U = U˜ZT . In order to
simplify the notations, we assume in what follows that the
equation (5) is already in the reduced form (7) and R is
upper triangular.
Let us partition A, U and R analogously as
A =
[A11 A12
0 A22
]
, U =
[U11 U12
0 U22
]
, R =
[R11 R12
0 R22
]
where the upper left blocks are n1 by n1 matrices (n1 = 1
or 2). Assuming U11 non-singular we can derive recursive
formulas which are analogous with those in the standard
case. By rewriting (5) for the partitioned matrices, we
obtain
UT11U11 = AT11σUT11σU11A11 +RT11R11
U12 = MT1 σU12A22 +MT1 σU11A12 +MT2R12
UT22U22 = AT22σUT22σU22A22 +RT22R22 + YTY
(8)
where M1 = σU11A11U−111 , M2 = R11U−111 , and Y is de-
fined by the periodic matrix
Yk = Nk
[ R12
σU11A12 + σU12A22
]
(k)
, k = 1, . . . ,K−1
with each Nk satisfying
Pk = I2n1 −
[ M2
M1
]
(k)
[ M2
M1
]T
(k)
= NTk Nk.
It can be shown that Pk = P 2k ≥ 0 and rankPk = n1.
Moreover, because
Pk
[ M2
M1
]
(k)
= 0,
Nk can be computed as Nk = QT2k from the QR-
decomposition[ M2
M1
]
(k)
=
[
Q1k Q2k
] [ Vk
0
]
.
Thus by solving successively the first and second equa-
tion from (8) for U11 and U12, respectively, it remains to
solve the third equation of lower order n−n1 for U22 which,
after updating a Cholesky factorization, is in the standard
form. The following algorithm applies systematically this
technique on the partitioned matrix A
A =

A11 A12 · · · A1n¯
0 A22 · · · A2n¯
...
...
. . .
...
0 0 · · · An¯n¯
 (9)
resulted by computing the PSD of the product
AK−1 · · ·A1A0. We also assume compatible partitioning
of the matrices U and R.
Algorithm 1. Periodic Schur Method to Solve the
RTPDPLE.
Compute the orthogonal Z to reduce ΦA(K, 0) to the
PSD; A ← σZTAZ.
Compute the QR decomposition of RZ as RZ = QR˜; put
R = R˜.
for r = 1, . . . , n¯
Solve UTrrUrr = ATrrσUTrrσUrrArr +RTrrRrr
(use Algorithm 4, see Section 5))
M1 = σUrrArrU−1rr , M2 = RrrU−1rr
Compute the QR-decompositions[
M2
M1
]
(k)
=
[
Qk N
T
k
] [ Vk
0
]
(k = 0, . . . ,K−1)
for j = r + 1, . . . , n¯
Gj =
∑j−1
i=r σUriAij
Solve Urj = MT1 σUrjAjj + MT1 Gj + MT2Rrj
(use Algorithm 2 or 3, see Section 4)
Yjk = Nk
[
Rrj
σUrjAjj + Gj
]
(k)
(k = 0, . . . ,K−1)
end
for i = r + 1, . . . , n¯
Compute the QR-decomposition[
Rii
Yi
]
(k)
= Qk
[
Wk
0
]
(k = 0, . . . ,K−1)[
Rij
Yj
]
(k)
← Qk
[
Rij
Yj
]
(k)
(j = i, . . . , n¯)
(k = 0, . . . ,K−1)
end
end
Compute the QR decomposition of UZT as UZT = QU˜ ;
put U = U˜ .
Special care is necessary to handle the cases when diag-
onal blocks of R are zero or when the computed diagonal
blocks Urr are not invertible. Details on how to handle
these cases in a numerically sound way are discussed in
[7]. An algorithm similar to Algorithm 1 can be devised
to solve the FTPDPLE.
Algorithm 1 allows to overwrite R with the computed
Cholesky factor U and thus its implementation requires
(K + 1)n2 + O(Kn) additional storage. Neglecting the
costs to solve the low order PDPLEs and DPSEs, Algo-
rithm 1 performs about 14Kn3 flops (floating point oper-
ations).
4 Solution of Low Order DPSEs
The computation of Urj for r 6= j in Algorithm 1 requires
the solution of a low order discrete periodic Sylvester equa-
tion (DPSE) of the form
Yk = ETk Yk+1Fk +Gk, k = 0, . . . ,K−1; Y0 = YK (10)
where Ek ∈ Rn1×n1 , Fk ∈ Rn2×n2 and Gk ∈ Rn1×n2 with
1 ≤ n1, n2 ≤ 2.
We discuss two methods to solve these equations. The
first method relies on rewriting the above equations with
the help of Kronecker products as a system of n1n2K si-
multaneous linear equations Hy = g, where the coefficient
matrix H is a highly structured sparse matrix. Ignoring
the sparse structure of H in solving Hy = g leads, even for
moderate values of K, to rather expensive computations.
To exploit the structure of H, we can arrange by an ap-
propriate grouping of unknowns in the vector y and by a
suitable ordering of the equations, to obtain the coefficient
matrix H in a block-Hessenberg form.
For the equation (10), let y and g be defined as
y =:

y1
y2
...
yK
 =

vec(YK−1)
vec(YK−2)
...
vec(Y0)
 ,
g =:

g1
g2
...
gK
 =

vec(GK−1)
vec(GK−2)
...
vec(G0)
 ,
where the operator vec(·) generates a vector from the
stacked columns of a matrix. By using the ⊗ notation
for the Kronecker product, the corresponding H is given
by (only nonzero elements are shown)
H =:

I H1,K
H21 I
. . . . . .
...
HK,K−1 I

where Hi+1,i = −FTK−i−1 ⊗ ETK−i−1 for i = 1, . . . ,K−1,
H1,K = −FTK−1 ⊗ ETK−1.
The standard Gaussian elimination method [5] to solve
the linear equation Hy = g has two main steps. First
the LU factorization of H is computed by using partial
pivoting, to obtain PH = LU , where P is a permuta-
tion matrix, L is a unit lower triangular matrix and U
is an upper triangular matrix. Then by using forward
and backward substitutions the solution y is computed
as y = U−1L−1Pg. For the particular structure of H
above, it can be easily observed that the resulting L is
block-bidiagonal and U has nonzero diagonal and supra-
diagonal blocks as well a nonzero last block column. For
the efficient solution of the equation Hy = g, it is ad-
vantageous to combine the LU factorization step with the
solution steps by applying the elementary row transfor-
mations also to the right hand side g, such that in parallel
with the computation of nonzero blocks of U we compute
also L−1Pg. The following algorithm can be used for this
purpose:
Algorithm 2. Kronecker-Products Method to Solve the
DPSE.
if K = 1, then solve (I − FT0 ⊗ ET0 )y = g and exit
Comment. Compute the block-LU factorization PH =
LU and g ← L−1Pg.
for i = 1, . . . ,K−1
Compute the LU factorization
Pi
[
Hii Hi,i+1
Hi+1,i Hi+1,i+1
]
= Li
[
Uii Ui,i+1
0 Ui+1,i+1
]
Put Hi+1,i+1 = Ui+1,i+1 and compute[
Hi,K gi
Hi+1,K gi+1
]
:= L−1i Pi
[
Hi,K gi
Hi+1,K gi+1
]
end
Comment. Compute y = U−1g by backward substitution.
Solve UKK yK = gK and UK−1,K−1 yK−1 = gK−1 −
UK−1,K yK .
for i = K−2, . . . , 1
Solve Uiiyi = gi − Ui,i+1yi+1 − Ui,K yK
end
The cost to solve the equation Hy = g with the
above algorithm can be roughly estimated as ( (2n1n2)
3
3 +
(n1n2)
3
2 )K ≈ 3(n1n2)3K flops. In the worst case of only
2 by 2 blocks in the PSD, this equation must be solved
about n2/8 times, so that the cost to solve the low order
DPSEs amounts to about 24n2K. The implementation of
Algorithm 3 requires about 12nK additional storage.
The second approach which we discuss is based on an
iterative technique. By using the splitting H as H = I −
N , it can be shown that the eigenvalues of N are the K-th
roots of the eigenvalues of the matrix ΦTF (K, 0)⊗ΦTE(K, 0).
Notice that each of above monodromy matrices is 2 by 2
only if its eigenvalues are complex conjugated. Therefore
we can in general determine the spectral radius of N as
ρ(N) = |λ1(ΦE(K, 0))|1/K · |λ1(ΦF (K, 0))|1/K ,
where λ1(·) is any of the eigenvalues of the respective ma-
trix. Because ρ(N) < 1 then the solution y of the equation
Hy = g can be computed by using the following iteration
[5]
y(i+1) = Ny(i) + g (11)
initialized with any starting vector y(0).
The efficient implementation of the iterative method re-
quires the full exploitation of the problem structure. In
the following algorithm, the iterative computations are
initialized by computing first a periodic generator say Y0
of equation (10) by solving the discrete Sylvester equation
Y0 = ΦTE(K, 0)Y0ΦF (K, 0) +
K−1∑
j=0
ΦTE(j, 0)GjΦF (j, 0)
(12)
and then generating the rest of solution by backward re-
cursion.This approach corresponds to an accelerated it-
eration and leads to very efficient implementation of the
solution method.
Algorithm 3. Iterative Method to Solve the DPSE.
Comment. Compute the initializing periodic generator Y0.
ΦE = I, ΦF = I, Q = 0.
for i = 0, . . . ,K−1
Q← Q+ΦTEGiΦF , ΦE ← EiΦE , ΦF ← FiΦF .
end
Solve Y0 = ΦTEY0ΦF +Q; set YK = Y0 and i = 0.
Comment. Iterate by using backward recurrence.
while ‖Y0 − YK‖ > ε‖YK‖ or i < 1
YK = Y0
for k = K−1, . . . , 0
Compute Yk = ETk Yk+1Fk +Gk .
end
i← i+ 1
end
By examining the above algorithm it is clear that the
iterates Y˜ (i+1)k computed at the i-th iteration step are dif-
ferent from Y (i+1)k resulted by using (11). Notice that,
instead of using (11), each computed new value Y˜ (i+1)k
in Algorithm 3 is immediately used to generate the next
value Y˜ (i+1)k+1 in the same iteration step. This leads to a
substantial acceleration of the convergence which can be
explained easily by comparing Y (i+1)0 computed with the
iteration formula (11) and Y˜ (i+1)0 computed with Algo-
rithm 3 with the same Y (i)k , k = 0, 1, . . . ,K−1. In the
former case we have
Y
(i+1)
0 = E
T
0 Y
(i)
1 F0 +G0
while in the latter case
Y˜
(i+1)
0 = Φ
T
E(K, 0)Y
(i)
0 ΦF (K, 0)+
K−1∑
j=0
ΦTE(j, 0)GjΦF (j, 0).
It is easy to observe that the value Y˜ (i+1)0 produced by
Algorithm 3 in one complete iteration equals the value
Y
(i+K)
0 computed afterK iterations by using formula (11).
Experimentally it was observed that when using the ini-
tialization (12), 2-3 iterations in Algorithm 3 are always
sufficient to attain the limiting accuracy solution.
The number of operations to solve K DPSEs inm itera-
tions with Algorithm 3 is K[(n1+n2)(n21+n
2
2)+m(n
2
1n2+
n1n
2
2)]. In the worst case of only 2 by 2 blocks in the PSD,
the total cost to solve the low order discrete Sylvester
equations amounts to about (4 + 2m)n2K. Because usu-
ally one or two iterations are sufficient to achieve the lim-
iting accuracy with the proposed iterative method, Algo-
rithm 3 is more efficient than Algorithm 2 based on LU
decomposition. An additional advantage of Algorithm 3 is
that it needs practically no additional memory to perform
the computations. Moreover, we observed experimentally
that, the accuracy achieved with the iterative approach
is systematically better than the accuracy resulted with
Algorithm 2.
5 Solution of Low Order PDPLEs
The iterative Algorithm 3 to solve DPSEs can be read-
ily adapted to solve the low order PDPLEs necessary to
compute the diagonal blocks Urr in Algorithm 1. The fol-
lowing algorithm, although mainly intended to solve small
order RTPDPLEs, can be also seen as a general iterative
method to solve (5).
Algorithm 4. Iterative Solution of RTPDPLE.
Comment. Compute the Cholesky factor U0.
Φ = I, V = 0.
for i = 0, . . . ,K−1
V TV ←
[
V
RiΦ
]T [
V
RiΦ
]
, Φ← AiΦ.
end
Solve UT0 U0 = Φ
TUT0 U0Φ+V
T
0 V0; set UK = U0 and i = 0.
Comment. Iterate by using backward recurrence.
while ‖UT0 U0 − UTKUK‖ > ε‖UTKUK‖ or i < 1
UK = U0
for k = K−1, . . . , 0
Compute the Cholesky factorization
UTk Uk =
[
Rk
Uk+1Ak
]T [
Rk
Uk+1Ak
]
.
end
i← i+ 1
end
It is important to notice that this algorithm works ex-
clusively with the Cholesky factors and relies heavily on
updating techniques of the Cholesky factorization [4]. To
attain the limiting accuracy solution usually at most two
iterations are sufficient.
6 Conclusion
A numerically reliable computational algorithm has been
proposed to solve RTPDPLEs. A dual version of this
algorithm can be easily devised to solve FTPDPLEs as
well. The new algorithms are extensions of an algorithm
to solve standard DPLEs. The effectiveness of the pro-
posed methods heavily relies on the efficiency of solving
low order DPSEs and PDPLEs. Special methods have
been developed for this purpose. The main application
of the proposed method is the enhanced accuracy square
root balancing of periodic systems.
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