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Vapor deposition can yield glasses that are more stable than those obtained by the traditional
melt-quenching route. However, it remains unclear whether vapor-deposited glasses are "allowable"
or "forbidden," that is, if they are equivalent to glasses formed by cooling extremely slowly a liquid
or if they differ in nature from melt-quenched glasses. Here, based on reactive molecular dynamics
simulation (MD) of silica glasses, we demonstrate that the allowable or forbidden nature of vapor-
deposited glasses depends on the temperature of the substrate and, in turn, is found to be encoded
in their medium-range order structure.
If quenched fast enough, liquids can avoid crystal-
lization and remain in the metastable supercooled liq-
uid state [1]. At the glass transition, the relaxation
time eventually exceeds the observation time—so that
melts experience a kinetic arrest and enter the out-of-
equilibrium glassy state [2, 3]. As out-of-equilibrium
phases, the structure and properties of glasses depend
on their history. In particular, the use of lower cool-
ing rates results in the formation of more stable glasses
that occupy lower states in the energy landscape [1]. As
an alternative route to melt-quenching, vapor deposition
can yield ultrastable glasses [4, 5]—the degree of stability
depending on the substrate temperature and deposition
rate [4, 6–9]. The ultrastable nature of vapor-deposited
glasses has been suggested to result from the enhanced
mobility of the atoms at the surface of the deposited
glass as compared to those in the bulk, thereby allow-
ing deposited glasses to access lower energy states in an
accelerated fashion [10, 11]. However, it remains unclear
whether ultrastable vapor-deposited glasses are allowable
(i.e., equivalent to glasses formed with a very slow cooling
rate) or forbidden (i.e., glasses that cannot be formed
via any thermal route) [12]. Although previous atom-
istic simulations have suggested that vapor-deposited and
melt-quenched glasses exhibit a similar structure, they
have thus far primarily been limited to model glasses,
e.g., Lennard-Jones glasses [7, 10, 13].
Here, based on reactive MD simulations, we compare
the structure of melt-quenched and vapor-deposited silica
(SiO2) glasses. Importantly, we demonstrate that vapor-
deposited glasses are allowable in the case of high sub-
strate temperatures, but forbidden for low substrate tem-
peratures. We find that the forbidden nature of glasses
deposited on low-temperature substrates is encoded in
their ring size distribution.
To establish our conclusions, we conduct a series of MD
simulations of vapor-deposited SiO2 glasses. A tetrago-
nal simulation box with a height of 75 Å (z-axis) and
lateral dimensions of 28 Å (x- and y-axis) is first created.
The box is surrounded by two reflective walls on top and
bottom, while periodic boundary conditions are imposed
laterally. A melt-quenched silica glass with a vertical
thickness of 14 Å is placed at the bottom and serves as
substrate. The deposition process is then simulated by
iteratively placing new SiO2 molecules at the top of the
box (70 < z < 75 Å) with a downward velocity of 0.02
Å/fs, wherein the initial horizontal position of inserted
molecules is randomly chosen [7, 10]. We find that a de-
position rate of 0.5 SiO2/ps is slow enough to ensure a fair
convergence of the potential energy of the deposited glass
(see Supplementary Material). Hence, this deposition
rate is kept constant in all simulations. The substrate
temperature used herein ranges from 500 to 3500 K—as
we observe that, at higher temperature, the inserted par-
ticles remain in a gas phase and do not deposit on the
substrate. The dynamics of the deposited atoms is de-
scribed in the microcanonical ensemble (NV E) coupled
with a Langevin thermostat [14], as the use of the NV E
ensemble has been shown to yield more stable vapor-
deposited configurations than those obtained within the
canonical (NV T ) ensemble [7, 10, 15]. The deposition
process is continued until 512 SiO2 molecules are de-
posited on the substrate, which results in the formation
of a vapor-deposited glass that is about 35 Å high. The
vapor-deposited configuration is eventually subjected to
an energy minimization using the FIRE algorithm [16] to
obtain the inherent configuration [7, 10]. Note that, to
avoid any spurious effect of the substrate and free surface,
only a sub-portion of the vapor-deposited configuration
is considered for all subsequent analysis (that is at least
5 Å away from the substrate at the bottom and from the
free surface at the top).
To compare vapor-deposited to melt-quenched SiO2
glasses, we run some melt-quenching simulations [17].
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FIG. 1. Inherent structure average potential energy per Q4
Si atom in both (i) vapor-deposited glasses as a function of
the temperature of the substrate and (ii) a melt-quenched
glass prepared with a cooling rate of 1 K/ps as a function of
temperature. The solid lines are to guide the eye. The dashed
line is an extrapolation of the supercooled liquid domain.
First, initial configurations are created by randomly plac-
ing 512 SiO2 molecules in a cube with periodic boundary
conditions, while ensuring the absence of any unrealis-
tic overlap. The system is then relaxed at 5000 K and
zero pressure in the isothermal-isobaric ensemble (NPT )
for 100 ps. The obtained liquid is then subsequently
quenched into a glass by linearly cooling the system from
5000 to 300 K under zero pressure in the NPT ensem-
ble. Varying cooling rates ranging from 10,000 down to
0.1 K/ps are used to generate glasses exhibiting varying
fictive temperatures [18], i.e., differing thermal histories.
All glasses are eventually subjected to an energy mini-
mization to access their inherent configuration.
To ensure a consistent comparison between vapor-
deposited and melt-quenched glasses, all simulations are
conducted with the same forcefield. We adopt the reac-
tive ReaxFF potential parameterized by Fogarty et al.
[19] with a timestep of 0.5 fs. Importantly, ReaxFF can
(i) account for charge transfers and dynamic formations
of interatomic bonds [20], (ii) handle coordination defects
[20, 21], and (iii) realistically describe the structure of
glassy SiO2 [22]. Thanks to these features, ReaxFF can
properly describe both the vapor deposition and melt-
quenching processes with a constant set of parameters
[23]. All simulations are conducted with LAMMPS [24].
We first assess the thermodynamic stability of the
vapor-deposited glasses as a function of the substrate
temperature. To this end, rather than relying on the
total potential energy of the system, we compute the po-
tential energy per Q4 Si atom (i.e., Si atom connected to
4 bridging oxygen atoms) to filter out the contribution
of coordination defects and isolate the intrinsic thermo-
dynamic stability of the network. Figure 1 shows the
inherent structure potential energy per Q4 Si atom in
vapor-deposited glasses as a function of the substrate
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FIG. 2. Mean squared displacement (MSD) after 250 ps of
dynamics of Si atoms located in the bulk or surface of vapor-
deposited SiO2 glasses as a function of temperature. The inset
shows the MSD for bulk and surface Si atoms at 2500 K.
temperature. The results are compared with the inher-
ent structure potential energy of a melt-quenched glass
prepared with a cooling rate of 1 K/ps [22, 25, 26]. Over-
all, we observe that the potential energy per Q4 Si atom
in vapor-deposited glasses exhibits a "V-shape" depen-
dence on the substrate temperature, in agreement with
previous results obtained for a 2D model glass [4, 6]. The
total potential energy per atom exhibits a similar trend
(see Supplementary Material). The most stable vapor-
deposited glass is obtained for a substrate temperature of
about 2500 K, which is slightly lower than the computed
fictive temperature of the melt-quenched glass, that is,
the temperature at which the energy exhibits a break
in slope (see Fig. 1)—note that both of these tempera-
tures are here shifted toward higher values as compared
to experiments due to the limited timescale accessible to
MD simulations. This trend echoes previous simulation
and experimental results [6, 15]. Notably, at the sub-
strate temperature of 2500 K, the vapor-deposited glass
is slightly more stable than the melt-quenched glass—
although this observation is specific to the deposition
and cooling rates used herein. Overall, these results high-
light that the behaviors of realistic (e.g., SiO2) and model
(e.g., Lennard Jones) vapor-deposited glasses appear to
be governed by the same underlying physics.
We now investigate the origin of the high stability fea-
tured by vapor-deposited SiO2 glasses at 2500 K (see Fig.
1). In line with results obtained for 2D model glasses
[10], we suggest that the minimum of potential energy
arises from a competition between thermodynamics and
kinetics. To establish this picture, we explore the dy-
namics of the vapor-deposited glasses by computing the
mean squared displacement (MSD) of the Si atoms as a
function of temperature [15, 27–29]. All calculations are
conducted in the NV T ensemble over a duration of 250
ps. As expected, the MSD exhibits three stages, that is,
(i) ballistic regime at short time (slope of 2 in log-log
3scale), (ii) cage-effect plateau at intermediate time, and
(iii) diffusive regime, which manifests itself by a slope of
1 in log-log scale [30, 31] (see the inset of Fig. 2 and
Supplementary Material). Notably, the dynamics of the
surface atoms (i.e., within a 5 Å-thick region at the top
of the sample) differs from those in the bulk. In details,
we find that the MSD of the surface atoms is system-
atically larger than in the bulk (see Fig. 2)—albeit to
a lesser extent at higher temperature. We also observe
that the duration of the cage effect is about one order of
magnitude shorter at the surface than in the bulk (see
the inset of Fig. 2). This likely arises from the fact that
surface atoms are less constrained than bulk atoms [32]
and, hence, have access to additional relaxation channels
in the energy landscape [33].
Based on these results, the V-shape of the potential
energy can be rationalized as follows [10]. At high tem-
perature, the relaxation time of both vapor-deposited
and melt-quenched systems is smaller than the observa-
tion time. Hence, both systems can reach the metastable
equilibrium supercooled liquid state. As temperature de-
creases, lower-energy supercooled liquid states become
more thermodynamically favored, so that both vapor-
deposited and melt-quenched systems reach more sta-
ble positions in the energy landscape. However, at
the vicinity of the glass transition, due to the kinet-
ics slowdown, the relaxation time of bulk melt-quenched
systems becomes longer than the observation time—so
that they become out-of-equilibrium glasses and remain
stuck in unstable positions in the energy landscape. In
contrast, at constant observation time, vapor-deposited
glasses relax faster than melt-quenched glasses thanks
to the faster kinetics of their surface atoms. Hence,
vapor-deposited glasses remain in the metastable equi-
librium supercooled liquid state down to lower tempera-
tures (and, hence, reach more stable basins in the energy
landscape) than melt-quenched glasses at constant ob-
servation time. However, as the substrate temperature
continues to decrease, the increased slowdown in relax-
ation kinetics eventually prevents the atoms from relax-
ing toward low-energy states when they get deposited at
the glass surface, which results in an increase in poten-
tial energy. Overall, the substrate temperature at which
vapor-deposited glasses feature minimum potential en-
ergy is controlled by the competition between thermody-
namics (i.e., increased thermodynamic propensity to re-
lax toward lower-energy states as temperature decreases)
and kinetics (i.e., decreased ability to reach such stable
states as temperature decreases).
We now interrogate whether vapor-deposited glasses
are forbidden or allowable. That is, do vapor-deposited
glasses differ in nature from melt-quenched glasses or
can they also be formed by melt-quenching with a given
(slow) cooling rate? Specifically, can the increase in the
potential energy of vapor-deposited glasses with low sub-
strate temperature (see Fig. 1) be understood as an
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FIG. 3. Inherent structure average potential energy as a
function of the average Voronoi volume per Q4 Si atom in (i)
vapor-deposited glasses prepared with varying substrate tem-
perature and (ii) melt-quenched glasses prepared with varying
cooling rates (i.e., varying fictive temperature). The green re-
gion is a rough indication of the range of "allowable" states,
whereas other states are "forbidden."
increase in fictive temperature? To answer this ques-
tion, Fig. 3 shows the inherent structure average poten-
tial energy as a function of the average Voronoi volume
per Q4 Si atom in vapor-deposited glasses prepared with
varying substrate temperature and melt-quenched glasses
prepared with cooling rates varying from 10,000 to 0.1
K/ps (i.e., varying fictive temperature) [25]. Although
the potential energy and volume do not uniquely charac-
terize a glass [34], the potential energy captures the de-
gree of stability of a glass and, to the first order, largely
depends on the short-range order, whereas the volume
captures the overall compactness of the glass, which is
strongly affected by the medium-range order [25]. As
such, the energy-volume space shown in Fig. 3 offers a
convenient map to compare vapor-deposited and melt-
quenched glasses.
We first focus on the melt-quenched glasses. For the
range of cooling rates considered herein (which remain
significantly larger than in typical experiments [17]), the
average Voronoi volume per Q4 Si atom decreases with
decreasing cooling rate (i.e., the system becomes more
optimally packed), while the average potential energy per
Q4 Si atom decreases and eventually plateaus (i.e., the
system becomes more stable and achieves a lower fictive
temperature) [25]. These states define the range of allow-
able states that are accessible to melt-quenched glasses
within the time scale accessible to our MD simulations
(i.e., as roughly indicated by the green region in Fig. 3).
We now place our attention to the states occupied by
vapor-deposited glasses in the energy-volume map. We
find that, at high substrate temperature, vapor-deposited
glasses are equivalent to hyperquenched melt-quenched
glasses prepared with high cooling rates (see Fig. 3).
This signals that, in this regime, vapor-deposited glasses
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FIG. 4. Ring size distribution in vapor-deposited glasses
prepared with a substrate temperature of 2500 K (allowable)
and 500 K (forbidden). The ring size distribution in a melt-
quenched glass prepared with a cooling rate of 1 K/ps is added
for comparison. The lines are to guide the eye.
are allowable and the increase in potential energy upon
increasing substrate temperature can be understood in
terms of an increase in fictive temperature. This echoes
the fact that, in this range of temperature, both vapor-
deposited and melt-quenched glasses are able to relax to-
ward the same metastable equilibrium supercooled liquid
state. In sharp contrast, at low substrate temperature,
vapor-deposited glasses deviate from the states occupied
by melt-quenched glasses in the energy-volume map (see
Fig. 3). Namely, upon decreasing substrate tempera-
ture, the potential energy per Q4 Si atom increases while
the volume per Q4 Si atom keeps decreasing. This indi-
cates that, in this regime, the increase in potential en-
ergy exhibited by vapor-deposited glasses upon increas-
ing substrate temperature cannot be understood in terms
of an increase in fictive temperature—so that such vapor-
deposited glasses are forbidden. These results demon-
strate that the allowable vs. forbidden nature of vapor-
deposited glasses depends on the substrate temperature.
Finally, we investigate how the allowable vs. forbid-
den nature of vapor-deposited glasses is encoded in their
structure. First, we note that the pair distribution func-
tions and bond angle distributions of vapor-deposited
and melt-quenched glasses do not reveal any obvious dif-
ferences (see Supplementary Material). This signals that
the allowable vs. forbidden nature of vapor-deposited
glasses is not encoded in their short-range order—which
may explain why vapor-deposited glasses have previously
been assumed to be structurally similar to melt-quenched
ones [10]. The short-range order analysis being incon-
clusive, we focus on the medium-range order, which, in
silicate glasses, is described by the ring size distribution
[35–38]—wherein a ring is defined as a closed path made
of Si–O bonds in the network with a size being given by
the number of Si atoms. All ring size distributions are
computed using RINGS [37].
Figure 4 shows the ring size distribution of an al-
lowable vapor-deposited glass prepared with a substrate
temperature of 2500 K, i.e., the substrate temperature
at which the deposited glass exhibits maximum stability.
We find that, as expected, the distribution is centered
around 5-to-6 membered rings [39]. No significant differ-
ence with the ring size distribution of a melt-quenched
glass prepared with a cooling rate of 1 K/ps is observed
(see Fig. 4). However, in contrast, we observe that
the ring size distribution of forbidden vapor-deposited
glasses (i.e., prepared with low substrate temperatures)
exhibit distinct features. In details, we find that the
ring size distribution of forbidden vapor-deposited glasses
presents an excess of small rings (i.e., 4-membered rings
and smaller) as compared to allowable glasses (see Fig.
4). Such small rings have been shown to be topolog-
ically overconstrained and to constitute a signature of
instability [35, 39]. In turn, such small rings result
in the formation of efficiently-packed structures—since
small rings are associated with low diameters, whereas
larger rings present more open structures [40]. As such,
the existence of a large fraction of small rings explains
why forbidden vapor-deposited glasses prepared with low
substrate temperatures simultaneously exhibit high po-
tential energy and high packing efficiency. Such small
rings can be formed when atoms get randomly deposited
at the surface of the glass—irrespectively of the sub-
strate temperature. However, due to their unstable
nature, small rings are likely to quickly disappear as
the surface atoms relax toward more stable configura-
tions. However, the slowdown in relaxation kinetics ex-
perienced by vapor-deposited glasses prepared with low-
temperature substrates prevents the efficient relaxation
of such energetically-unfavorable small rings.
Overall, these results highlight that the forbidden or
allowable nature of vapor-deposited glasses depends on
the temperature of the substrate used during deposi-
tion and is controlled by a competition between thermo-
dynamics and kinetics—wherein thermodynamics drives
the relaxation of vapor-deposited glasses toward allow-
able metastable supercooled liquids, whereas kinetics can
prevent such relaxation and tend to freeze some unreal-
istic small ring defects formed during deposition that are
otherwise virtually absent from allowable melt-quenched
glasses. More generally, these results suggest that the
allowable vs. forbidden nature of disordered networks is
encoded in their medium-range (rather than short-range)
order. These results also suggest that, in addition to be-
ing a promising route toward the synthesis of ultrastable
allowable glasses, vapor deposition offers an intriguing
pathway toward the design of forbidden glasses that are
not accessible to the melt-quench route and, hence, could
exhibit unusual properties (e.g., enhanced mechanical
properties, low propensity for relaxation, etc.).
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