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Abstract 
Social media channels, such as Facebook or Twitter, allow for people to express their views and opinions about any 
public topics. Public sentiment related to future events, such as demonstrations or parades, indicate public atti-
tude and therefore may be applied while trying to estimate the level of disruption and disorder during such events. 
Consequently, sentiment analysis of social media content may be of interest for diﬀerent organisations, especially in 
security and law enforcement sectors. This paper presents a new lexicon-based sentiment analysis algorithm that has 
been designed with the main focus on real time Twitter content analysis. The algorithm consists of two key compo-
nents, namely sentiment normalisation and evidence-based combination function, which have been used in order 
to estimate the intensity of the sentiment rather than positive/negative label and to support the mixed sentiment 
classification process. Finally, we illustrate a case study examining the relation between negative sentiment of twitter 
posts related to English Defence League and the level of disorder during the organisation’s related events.
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Background
Social media is one of the most significant information 
exchange technology of the 21st century. People of all 
ages use social media to post messages, photos and vid-
eos about their daily activities. Social media channels, 
such as Twitter and Facebook, provide very convenient 
and eﬃcient ways of communicating and sharing infor-
mation publically. Consequently, the role of social media 
in crime investigation and prevention is growing rapidly. 
Social media are rapidly becoming a source of informa-
tion for early warning systems in public safety. According 
to the LexisNexis report [1] four out of five law enforce-
ment professionals utilise social media for investigation 
purposes. According to the statistics given in [1], 69 % are 
using social media tools for gathering information about 
crimes and about 41 per cent are using social media for 
crime anticipation.
Sentiment analysis has been already applied in a num-
ber of diﬀerent, non-security domains for monitor-
ing and forecasting public opinions. In [2] the authors 
applied a domain-specific lexicon in order to classify 
customer reviews of hotels into five star categories. Senti-
ment analysis performed on Twitter was applied in [3] in 
an eﬀort to forecast box-oﬃce revenues for movies. Fol-
lowing their study it was found that there was a relation-
ship between the rate of movie tweets and the real-world 
box-oﬃce performance. A similar application of social 
media analysis was presented in [4]. In their study the 
authors uncovered a relationship between online discus-
sion on the Internet Movie Database and the Academy 
Awards nominations and the box-oﬃce success. In [5] 
the authors developed a new model for event analytics. 
Their proposed framework characterizes the segments 
and topics of an event via Twitter sentiment. In their 
study they focused on two public events, namely the U.S. 
Presidential debate in 2012 and President Obama’s Mid-
dle East speech in 2011. The application of sentiment 
analysis in the tourism domain was presented in [6]. The 
authors introduced the use of lexicon databases for sen-
timent analysis of user reviews acquired from TripAd-
visor for accommodation and food. In [7] social media 
was presented as a new opportunity to study bullying in 
the physical and cyber worlds. In their study the authors 
developed a text classification model that recognised 
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diﬀerent emotions (anger, embarrassment, empathy, 
fear, pride, relief, sadness) in Twitter posts. In [8] Twitter 
data was applied in an eﬀort to identify the correlation 
between public and market sentiment. The authors clas-
sified messages into four diﬀerent mood classes, namely 
calm, happy, alert and kind. Following this, the identified 
moods and previous day’s Dow Jones Industrial Average 
were used to predict future stock movements.
The aforementioned studies demonstrate that social 
media and sentiment analysis have been considered in 
many diﬀerent application domains. Some research has 
been already directed towards designing social media-
based intelligent systems for the purpose of supporting 
decisions in the area of public safety. In [9] a topic detec-
tion technique was proposed that allows the retrieval 
in real-time of the most emerging topics expressed by a 
community through social media. A probabilistic model 
was developed in [10] that can predict the risk of falling 
ill for individuals on the basis of their social ties and co-
location with other people, as revealed by their Twitter 
posts. Twitter corpus was also suggested as a source of 
information that can be applied in monitoring the dif-
fusion of an epidemic disease such as seasonal influenza 
[11]. The general problem of Web-based security infor-
matics was addressed in [12]. In their work the authors 
referred to three fundamental objectives, namely the dis-
covery of security-relevant data and information, target 
situational awareness and predictive analysis. They pro-
posed an analysis methodology and evaluated it through 
a series of real-world examples, such as detection of 
cyber incidents in near real-time, estimation of public 
opinions in contentious situations, discovery of emerg-
ing topics and trends, and early warning analysis for 
mobilization and protest events. In [13] Twitter data was 
applied in order to detect online communities involved 
in conversations around the 2013 Syrian Sarin gas attack 
topic. Following this, diﬀerent types of leaders were 
identified within the communities. A work related to 
predicting popularity of forum threads related to public 
events was undertaken in [14]. In [15] a method based 
on trigger keywords and contextual cues was proposed 
for detecting threatening messages on social media. 
A Violence Detection Model was proposed in [16] for 
identification of violence related topics being discussed 
on a micro blog. Social media traﬃc around the Great 
Eastern Japan Earthquake was analysed in [17] in order 
to investigate the relation between people’s activities 
and the series of events occurring in the event’s after-
math. Similar research with respect to the 2011 Tohoku 
Earthquake has been undertaken in [18], where both, 
English and Japanese tweets were analysed to determine 
diﬀerent reaction attitudes between local and foreign 
residents.
To date, little research has focused on inferring the sen-
timent of social media content for the purpose of secu-
rity analysis. In [19, 20] lexicon-based sentiment analysis 
algorithms were introduced and presented in a number 
of diﬀerent case studies. In [19] the potential of the meth-
ods was illustrated by estimating regional public opinion 
regarding two events: the 2009 Jakarta hotel bombing and 
the 2011 Egyptian revolution. In [20] authors investigated 
the relationship between regional online sentiment about 
Palestinian suicide bombing attacks against Israel and 
actual bombing events. In the same work they also stud-
ied the impact of public sentiment on the epidemic risk 
of H1N1 vaccination. Sentiment analysis was applied in 
[21] for identifying top malware sellers and stolen credit 
card sellers in the online underground economy. Public 
opinion around the 2012 Pussy Riot event was evaluated 
through sentiment analysis of social media posts in [22]. 
In some work [23, 24], sentiment analysis was studied as 
a technique for detecting radicalisation in social media. 
In work presented in [23], sentiment analysis together 
with lexical and social network analysis was applied to 
examine and characterise the users of radicalised forums. 
In [23] sentiment analysis was suggested as one of a set 
of linguistic markers that could be applied for identifying 
potential lone wolf terrorism.
In this work we focus on the application of sentiment 
analysis of Twitter content in estimating the level of dis-
ruption and disorder during public events. We developed 
a lexicon-based sentiment analysis algorithm that diﬀers 
from existing models in the way that it aggregates the 
sentiment values of positive and negative words within 
a message. Through the application of a normalisation 
function the sentiment of a message is represented as a 
value from a range of −100 to 100. Consequently, a more 
comprehensive analysis can be undertaken regarding the 
sentiment as opposed to positive–negative-neutral clas-
sification. Besides this, such an approach is more appro-
priate for real time analysis given that it allows detailed 
visualisation of the sentiment over time. In an eﬀort to 
increase the accuracy of the algorithm we proposed an 
evidence-based combination function that is applied 
in the case when positive and negative words co-occur 
in a message. Furthermore, a modified manner of han-
dling negation and intensification within a message was 
introduced. Finally, we illustrate a case study examin-
ing the relationship between sentiment about English 
Defence League (EDL) prior to EDL demonstration and 
the level of disruption and disorder during the event. 
The method has been already introduced in one of our 
previous papers [32]. In this manuscript we described in 
much more detail the theoretical aspects of the approach. 
We explained step by step how the sentiment normali-
sation function had been developed. Following this, we 
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evaluated how the method performed with long mes-
sages, such as movie reviews. In this work, the algo-
rithm has been modified in the way that it can perform 
sentiment analysis on sentence level. In this manner we 
wished to investigate how sentence level analysis aﬀects 
the sentiment’s classification accuracy.
The paper is organised as follows. In the following sec-
tion we present the new lexicon-based approach. Results 
of the empirical evaluation of the algorithm are dem-
onstrated in “Empirical evaluation”. In “Discussion” we 
illustrate the case study followed by summary and future 
work in “Case study: English defence league”.
Lexicon-based sentiment analysis
Application of a lexicon is one of the two main 
approaches to sentiment analysis and it involves calculat-
ing the sentiment from the semantic orientation of word 
or phrases that occur in a text [25]. With this approach 
a dictionary of positive and negative words is required, 
with a positive or negative sentiment value assigned to 
each of the words. Diﬀerent approaches to creating dic-
tionaries have been proposed, including manual [26] 
and automatic [27] approaches. Generally speaking, in 
lexicon-based approaches a piece of text message is rep-
resented as a bag of words. Following this representation 
of the message, sentiment values from the dictionary are 
assigned to all positive and negative words or phrases 
within the message. A combining function, such as sum 
or average, is applied in order to make the final predic-
tion regarding the overall sentiment for the message. 
Apart from a sentiment value, the aspect of the local con-
text of a word is usually taken into consideration, such as 
negation or intensification.
In our work we have decided to apply a lexicon-based 
approach in order to avoid the need to generate a labelled 
training set. The main disadvantage of machine learning 
models is their reliance on labelled data. It is extremely 
diﬃcult to ensure that suﬃcient and correctly labelled 
data can be obtained. Besides this, the fact that a lexicon-
based approach can be more easily understood and mod-
ified by a human is considered a significant advantage for 
our work. We found it easier to generate an appropriate 
lexicon than collect and label relevant corpus. Given that 
the data pulled from social media are created by users 
from all over the globe, there is a limitation if the algo-
rithm can only handle English language. Consequently, 
sentiment analysis algorithm should be more easily trans-
formable into diﬀerent languages. Later in the paper we 
discuss how a lexicon-based sentiment analysis algorithm 
can be adapted to diﬀerent languages by an appropriate 
translation of the sentiment lexicon and application of 
string similarity functions.
The following five sub-sections describe in details the 
development of the algorithm applied in this study.
Sentiment lexicon
The sentiment lexicon constructed contains about 6300 
words. It was generated manually with application of Sen-
tiWordNet [28] as a baseline. Each word in the lexicon 
has assigned a value representing sentiment in the range 
of −100 (most negative) to 100 (most positive). From an 
empirical knowledge it is known that some of the positive 
and negative words sometime occur with neutral meaning 
in a sentence context. For example, sentence “Enjoying my 
lazy Sunday!!” represents a positive message that contains 
one positive (enjoying) and one negative (lazy) word. It may 
be diﬃcult in such a case to decide between positive and 
negative. In an eﬀort to alleviate this issue, besides the sen-
timent value, for each word from the lexicon we estimated a 
conditional probability (denoted by P) as presented in Eq. 1.
Based on a set of labelled data, for each positive word 
we estimated the probability that a random message 
containing this word is positive. In the same manner 
the probabilities were estimated for each negative word. 
We intended to investigate if application of such infor-
mation in the sentiment classification process can help 
to handle messages with mixed (positive and negative) 
sentiment. For the purpose of calculating the probabili-
ties we applied a training data set provided by Stanford 
[29] that contains 1.6 million (including 800,000 posi-
tive and 800,000 negative) labelled tweets. The training 
dataset was created automatically based on the absence 
of emoticons within a message. It was assumed that any 
tweets with positive emoticons were positive and tweets 
with negative emoticons were negative. List of emoti-
cons was applied as query for Twitter API and the col-
lected messages were automatically labelled as positive 
or negative, depending on the type of emoticon they con-
tained. The process of calculating the probabilities has 
been performed as follow. A sample of 100,000 positive 
and 100,000 negative tweets has been selected randomly. 
Following this, for each word form the lexicon, denoted 
as w, its frequency among the selected positive and nega-
tive messages was calculated. Depending if the word was 
positive or negative, the conditional probability was cal-
culated as presented in Eq. 2.
(1)
P(positive |w) for positive w
P
(
negative |w
)
for negative w
(2)
P (positive|w) =
P
(
positive
⋂
w
)
P(w)
=
#wP
#w
P
(
negative|w
)
=
P
(
negative
⋂
w
)
P(w)
=
#wN
#w
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where #wP and #wN stand for the number of messages 
from the sample that contains word w and are positive 
and negative, respectively. The two formulas were applied 
in order to estimate the probabilities for positive and neg-
ative words, respectively. In order to obtain more precise 
result, the process was repeated 100 times and the aver-
age probability obtained for each word has been stored in 
the lexicon. The probabilities are referred to as pieces of 
evidence later in the paper.
Negation
The most common approach to handling negation with 
a lexicon-based approach is by reversing the polar-
ity of the lexicon item that stands next to the negator 
in a sentence [30] (e.g. good: 100 and not good: −100). 
In our work we proposed to take a diﬀerent approach. 
Rather than reversing the sentiment value we proposed 
to formulate a negating function that calculates the 
sentiment value of a negated word. First, we manually 
created a lexicon composed of 38 negating words. Fol-
lowing this, applying the Twitter corpus, we selected 
most commonly used phrases containing negation of 
verbs and adjectives. In the next step, a group of 20 peo-
ple was asked to rank the expressions from both of the 
list from most positive to most negative. Taking under 
consideration all the results, the final two rankings were 
estimated. Based on the two rankings we determined 
the most corresponding negating function represented 
as follow:
where final negation is denoted by FN and S represents 
a sentiment value from the lexicon. Once a negation 
is recognised in a sentence, the first non-neutral word 
that occurs within the following three positions after 
the negator is searched. If a positive or negative word is 
identified, its new sentiment value is calculated by using 
Eq. (3) (e.g. enjoy: 20, do not enjoy: −40).
The advantage of our approach, in comparison to the 
polarity reversion, is the resulting more accurate man-
ner of assigning the sentiment values to negated words. 
For instance, in sentence “I don’t hate this city”, the senti-
ment assigned to the sentence according to the inversion 
rule will be 100 (“hate” has value −100 in the lexicon) 
and the sentence will be considered as positive. In fact, 
it will have the same sentiment as sentence “I love this 
city”, what is not the expected result. With the introduc-
tion of a negating function the sentiment of the sentence 
will be 10. As we will see later in the paper, a sentence 
is classified as positive if the total sentiment is greater 
than 25. Consequently the above sentence would not be 
(3)FN (S) =
⎧⎨
⎩
max
{
S + 100
2
, 10
}
if S < 0
min
{
S − 100
2
, −10
}
if S > 0
considered as positive. Dividing the value by 2 in Eq. 2, 
it ensures that a very high or low sentiment cannot be 
obtained by negation.
Intensity
Intensifiers refer to words such as very, quite, most, etc. 
These are the words that change sentiment of the neigh-
bouring non-neutral terms. They can be divided into two 
categories [29], namely amplifiers (very, most) and down-
toners (slightly) that increase and decrease the inten-
sity of sentiment, respectively. In our approach 25 most 
frequently applied intensifiers were selected and then, 
depending on their polarity, they were divided into 3 cat-
egories, namely downtoners, weak amplifiers and strong 
amplifiers. Empirically downtoners represent intensifiers 
that decrease value of the sentiment by 50 %. Weak and 
strong amplifiers increase sentiment by 50 and 100 %, 
respectively.
None of the negators and intensifiers is included in 
the sentiment lexicon. Consequently, if they appear in a 
sentence surrounded by only neutral text, they are con-
sidered as neutral words. However, if they appear in a 
neighbourhood of positive or negative words they are 
considered as non-neutral given that they influence the 
final sentiment of a sentence.
Combining function
Once all positive and negative words are identified in a 
sentence and their local context is verified, a combin-
ing process is performed in order to obtain the final 
sentiment value. In most of the existing approaches to 
sentiment analysis, the output of the process is repre-
sented as a positive or negative class label. In our work 
we attempted to design a sentiment combining function 
that, based on the sentiment of single words, provides 
the absolute sentiment of the message as a normal-
ised value from the range of −100 to 100. The motiva-
tion for such an approach was the possibility to analyse 
the sentiment in the degree of intensity as opposed to 
positive and negative only. Apart from the polarity, we 
wanted to be able to determine how strongly positive/
negative a sentence is and which of any two sentences is 
more positive/negative than the other. Consequently, the 
combining function should be able to model the relation 
between sentences depending on the number of non-
neutral words and the value of the sentiment they con-
tain. In the first attempt an average was considered as a 
combining function for the sentiment within a message. 
This solution, however, did not provide an accurate dif-
ferentiation between sentences. For example, for the two 
sentences presented below, based on the average we are 
not able to recognise correctly which sentence express 
more positive opinion.
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“The hotel is beautiful (100).”
“The hotel is beautiful (100) and the staﬀ are out-
standing (80)”
The numbers in brackets represent the sentiment val-
ues taken from the sentiment lexicon. We can find out 
from the above example that both words, beautiful and 
outstanding, are positive with sentiment values of 100 
and 80, respectively. Intuitively we can say that the sec-
ond sentence expresses stronger positive opinion than 
the first one. However, taking under consideration the 
average sentiment, the first sentence is more positive. 
Consequently, we can infer from this that the average 
cannot be an optimal sentiment combining function. In 
this study, we proposed a new normalisation formula that 
combines the average sentiment of a sentence and the 
number of words to calculate the average. The idea was 
that, for a given average sentiment of a message, the dif-
ference between the overall positive and overall negative 
sentiments should also depend on the number of positive 
and negative words in the message. Therefore, the over-
all positive/negative sentiment should be represented as 
a product of the average sentiment and a coeﬃcient that’s 
value depends on the number of positive/negative words. 
Following this rationale, we developed the normalisation 
formulas, denoted by FP and FN that calculate the overall 
positive and negative sentiment in a sentence as follow:
where AP, AN stand for an average of positive and nega-
tive sentiment respectively, and WP, WN represent the 
number of positive and negative words applied while cal-
culating AP and AN, respectively. The idea was to apply 
the logarithmic function in order to model the relation 
between the number of positive/negative words and FP/
FN for a given value of the average positive/negative sen-
timent in a sentence. The parameter p determines shape 
of the logarithmic function. The greater the value of p the 
faster the value of FP/FN increases as the number of non-
neutral words changes. In order to determine the optimal 
value of p we performed a simple statistical analysis of 
13,500 tweets and analyse non-neutral words’ distribu-
tion across messages. Figure 1 demonstrated the results 
we obtained.
It can be observed that very small number of messages 
contain more than 3 non-neutral words. Consequently 
we assumed that for the value of average sentiment 
equals 100, the FP/FN is equals 100 for the number of 
(4)
FP = min
{
AP
2− log(p×WP)
, 100
}
FN = max
{
AN
2− log(p×WN )
, −100
}
non-neutral words being equal to 3. In order to achieve 
this, we need to select value p that will give a value of the 
coeﬃcient in Eq. 5 equalling 1 for Wp = 3. The graphs 
in Fig.  2 demonstrate how the value of the coeﬃcient 
changes for diﬀerent values of p.
We can observe for the table that for three non-neutral 
words in a message, the coeﬃcient is equal to 1 if p = 3.5. 
Consequently, we selected p = 3.5 to be applied in the 
sentiment combining formula Eq.  4. Figure  3 demon-
strates how, for an average value of sentiment being equal 
to 20, 40, 60, 80 and 100, the value of FP/FN changes for 
diﬀerent number of non-neutral words (1…5). Each line 
represents value of FP/FN for diﬀerent values of the aver-
age sentiment. We can observe, for example, that for the 
messages with average sentiment equalling 20, the value 
of FP/FN changes from around 15 up to 30. For the aver-
age sentiment 100, the value changes from 70 to 100.
Following the aforementioned evaluation, the formu-
las for calculating the overall positive and negative senti-
ment of a sentence were written as Eq. 6.
where IP and IN stand for the number of intensifiers that 
refer respectively to positive and negative words in a sen-
tence. Instead of decreasing or increasing values of word’s 
sentiment by 50 or 100 %, we simply decrease or increase 
the number of words by appropriate values of 0.5 or 1, 
respectively.
As an output of the sentiment combination and nor-
malization process we obtain two values. One is from 
range 0–100 representing total positive sentiment of a 
tweet and another from range −100 to 0 standing for the 
total negative sentiment. Initially the algorithm compared 
the absolute values of the two sentiments and classified 
tweet as positive or negative, depending on which of the 
values was greater. The normalised value representing the 
(5)
1
2− log(p×WP)
(6)
FP = min
{
AP
2− log(3.5 × WP + IP)
, 100
}
FN = max
{
AN
2− log(3.5 × WN + IN )
, −100
}
Fig. 1 Distribution of non-neutral words among 13,500 Twitter mes-
sages
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intensity of the positive or negative sentiment was then 
provided as an output.
The same formula Eq. 6 has been applied to combine 
pieces of evidence for all positive and negative words in 
case that a message contains mix sentiment. The com-
bination formula is only applied for words with the evi-
dence greater than 0.5. We assumed that probabilities 
lower than 0.5 should not be considered as evidence. 
While combining pieces of evidence, the max and min 
possible values were considered as 1 and −1 rather than 
100 and −100, as given in Eq. 7.
where eP and eN represent overall positive and negative 
evidence in a sentence. Positive and negative evidence 
were combined separately and the outputs were consid-
ered as the final evidence that the message is positive or 
negative. These two values were taken under considera-
tion in the sentiment classification process.
Sentiment classification
For a given message, in the first step of the classification 
process, all evidence and sentiment values are combined 
(7)
eP = min
{
AP
2− log(3.5×WP)
, 1
}
eN = max
{
AN
2− log(3.5×WN )
, −1
}
by using Eqs. 6 and 7. Following this, the decision process 
is performed as presented in Fig. 4.
The final Sentiment function validates the value of FP/
FN and eP/eN. Depending on if the absolute value of the 
sentiment is greater than 25 or the absolute value of the 
evidence is higher than 0.5, it returns the sentiment or 0. 
If there are only positive words in the message, the final 
value of the sentiment is selected based on FP and eP only. 
The same happens if there are only negative words in 
the message. In case when there is a mixture of positive 
and negative words, the message is classify as positive 
or negative, depending on which, positive or negative, 
words are stronger. First, the diﬀerence between posi-
tive and negative evidence is calculated. If one piece of 
the evidence is much higher than the other (greater than 
0.1) then the positive or negative sentiment is returned, 
respectively. In case when there is no evidence available 
or they do not diﬀer strongly enough from each other, the 
final decision is made based on the diﬀerence between 
positive and negative sentiment. If the positive sentiment 
is greater than the negative sentiment the sentence is 
classify as positive and vice versa.
Empirical evaluation
The purpose of this study was to evaluate the perfor-
mance of the new lexicon-based sentiment analysis algo-
rithm within the domain of security and social media 
Fig. 2 Values of the coeﬃcient presented in Eq. 5 for diﬀerent numbers of non-neutral words and diﬀerent values of p
Fig. 3 Values of FP/FN obtained for diﬀerent numbers of words and diﬀerent values of the average sentiment
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analytics. In addition, we evaluated how the algorithm 
performed with longer messages, such as movie reviews. 
The same lexicon has been applied with both of the data 
sets. In the experiment we compared performances of 
five sentiment analysis algorithms, namely:
L general lexicon based technique that includes nega-
tion and intensification. Instead of application of Eq. 6 it 
simply sums sentiment’s values of all positive and nega-
tive words within a sentence. It further classifies mes-
sages as positive, negative or neutral if the obtain value is 
positive, negative or equal zero, respectively.
LN performs in the same manner analysis as L, how-
ever, instead of summing it applies Eq. 6 to combine the 
sentiment’s values of positive and negative sentiment.
LNS performs LN for each sentence within a message 
and calculated overall positive/negative sentiment of a 
sentence as an average of the values obtained for all of the 
sentences within a message.
LNW performs as LN but in case of mixed sentiment 
within a message it applies the evidence-based function 
presented in Eq. 7 and follows the process from Fig. 4 to 
classify the message as positive or negative.
LNWS performs LNW for each sentence within a mes-
sage. The process from Fig. 4 is repeated for each of the 
sentences. The final sentiment is calculated as an average 
of the values obtained for all the sentences.
All the algorithms were evaluated with two data sets. 
The evaluation results are presented in the two following 
sections. In order to provide more insight, for each data-
set, the best performing method was further evaluated in 
term of precision, recall and F-measure.
Social media
The aforementioned techniques were evaluated with 
the Stanford test Twitter corpus [29]. With the Stanford 
train dataset that was used for generating the lexicon, the 
sentiment was assigned automatically based on the pres-
ence of emoticons in the messages. Therefore it is not 
guaranteed that the labels were determined with 100 % 
accuracy. As opposed to the train dataset, the Stanford 
test dataset was manually collected and labelled hence 
it is more appropriate for evaluation of the classification 
models’ performance. It contains 177 negative, 182 posi-
tive and 139 neutral manually labelled tweets. The clas-
sification accuracy of all the algorithms described in the 
previous section is presented in Table 1.
In an eﬀort to gain a better insight into the obtained 
results, a confusion matrix was constructed for the LNW 
method that obtained the best results. Table 2 presents 
results obtained by the LNW method applied with the 
Stanford Twitted dataset.
Columns in the table refer to actual sentiment of the 
tweets from the testing set. Rows represent the sentiment 
predicted by the LNW method. The diagonal represents 
the true positive indicating the instances, which were 
correctly classified by the method. Based on the confu-
sion matrix the precision, recall and F-Measure of the 
method were calculated and presented in Fig. 5.
Movie reviews
The proposed sentiment analysis method was designed 
particularly for social media data. In the future we wish 
to evaluate the method with data pulled from diﬀerent 
sources such as Facebook, where messages are longer 
and contain multiple sentences. However, for this work 
Fig. 4 Sentiment classification process
Table 1 Classification accuracy of  the five algorithms 
applied with Stanford Twitter dataset
Classification method Classification accuracy
L 69.1
LN 72.6
LNS 63.1
LNW 77.3
LNWS 72.7
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Twitter corpus was the only one, manually labelled and 
publicly available, that we could find. In order to evalu-
ate specific parts of the algorithm in more details, it was 
necessary to apply our algorithm with a set of more com-
plex documents. Because of lack of social media data, the 
Internet Movie Database (IMDB) [31] with 25,000 movie 
reviews including 12,500 positive and 12,500 negative 
was selected for this purpose. The main objective for this 
experiment was to investigate how the proposed method 
performs on sentence level in comparison to docu-
ment level. It was observed during the experiment with 
the Twitter dataset that better result could be obtained 
when no sentence analysis was applied. In this experi-
ment we wanted to examine whether the same situation 
takes place for longer messages such as movie reviews. 
Given that we aimed to compare LN with LNS and LNW 
with LNWS, rather than to test the method in the movie 
domain, we used the lexicon trained with the Twitter 
data. The classification accuracy of all the algorithms 
described in the previous section is presented in Table 3.
Table  4 represents results obtained by the LNWS 
method that obtained the greatest accuracy with the 
IMDB dataset.
Figure 6 represents the precision, recall and F-Measure 
calculated for each of the classes based on the confusion 
matrix.
Discussion
Twitter dataset
We can observe from Table 1 that the traditional lexicon 
based method obtained accuracy of 69.1 % with the Twit-
ter data set. It can be noticed that the accuracy increased 
when the sentiment normalisation had been applied, 
indicating that the normalization function expresses 
more accurately the intensity of the sentiment of mes-
sages in comparison to the sum function. Besides this, 
we can find from the results presented in Table  1 that 
application of the evidence-based function improves the 
performance of the proposed method (77.3 %). Follow-
ing this, we investigated whatever better performance 
can be achieved while performing sentence or message 
level sentiment analysis. From the obtained results it can 
be noticed that for short messages such as tweets better 
accuracy was achieved for message level sentiment analy-
sis. Finally, it can be inferred from the results that LNW 
was the most appropriate sentiment analysis method for 
Twitter data.
It can be observed, based on the results presented in 
Fig.  5 that in term of F-measure LNW performed the 
worst with the neutral messages. The precision obtained 
Table 2 Confusion matrix generated based on  the results 
obtained by the LNW method
Assigned sentiment Labelled sentiment
Positive Neutral Negative
Positive 127 11 8
Neutral 32 110 29
Negative 15 18 149
Fig. 5 Precision, recall and F-measure of the LNW method for each 
of the classes
Table 3 Classification accuracy of  the five algorithms 
applied with Stanford IMDB
Classification method Classification accuracy
L 67.5
LN 51.4
LNS 71
LNW 60
LNWS 74.2
Table 4 Confusion matrix generated based on  the results 
obtained by the LNWS method
Assigned sentiment Labelled sentiment
Positive Neutral Negative
Positive 8720 0 2346
Neutral 442 0 324
Negative 3338 0 9830
Fig. 6 Precision, recall and F-measure of the LNWS method for each 
of the classes
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by LNW for the neutral class was only 0.64, which 
indicates that the most common mistake made by the 
method, is misclassifying positive and negative messages 
as being neutral. We can see from Table 2 that 32 of posi-
tive and 29 of negative messages were classified as neu-
tral. The misclassified positive and negative tweets were 
assigned as neutral in majority of the cases. Only 15 posi-
tive messages were classified as negative and only 8 of 
negative tweets were assigned as positive.
Movies review dataset
It can be observed from the results presented in Table 3 
that, as opposed to the Twitter data, application of the 
normalisation function with the lexicon-based method 
caused decrease in the accuracy from 67.5 to 51.4 %. At 
the same time, application of normalisations improved 
the performance significantly (71 %) while the sentiment 
analysis was performed on sentence level. This indicates 
that the normalisation process is more appropriate for 
short messages or sentences, rather than a long docu-
ment. Following this, we can see that LNW and LNWS 
achieved 60 and 74.2 % accuracy, respectively. This shows 
that application of the evidence function improve the 
performance only in the case of sentence level senti-
ment analysis. Lastly, it can be inferred from the obtained 
results that the LNWS method was the most accurate 
while applied with the IMDB dataset.
It can be noticed from Table  4 that the misclassi-
fied positive reviews were more often assigned as nega-
tive (3338) rather than neutral (442). Similarly, negative 
reviews were more often misclassified as positive (2532) 
than as neutral (324). In term of precision and recall, the 
LNWS method performed on a similar level for both, 
positive and negative classes.
Following the aforementioned evaluation of the new 
lexicon based approach, we can conclude that for short 
messages, such as tweets, the method performs better 
on document level (LNW). For longer messages, on the 
other hand, the most optimal results are obtained when 
the method is performed on the sentence level (LNWS).
Case study: English defence league
English defence league
The English defence league (EDL) is a right wing politi-
cal organisation that opposes what is considered to be 
the “Spread of Islamism in the United Kingdom” (http://
www.englishdefenceleague.org). EDL was formed in 2009 
and its principal activities have been regular street dem-
onstrations in English and Welsh towns and cities. In this 
manner the group attempts to influence public opinion. 
EDL has number of opponents, such as Unite Against 
Fascism (UAF), that attend to counter their demonstra-
tions. Even though it aims to demonstrate peacefully, 
conflicts with the counter demonstrators often led to 
street violence, anti-social behaviours and arrests. Due 
to the high likelihood of violence there is usually heavy 
policing required during EDL or opposing demonstra-
tions. The cost of policing these demonstrations is esti-
mated to be from £300,000 to £1 million for an event. In 
the past 5 years, a number of EDL and opposing demon-
strations took place in England. Some of them were very 
peaceful without any major incidents. A few of them, 
however, required a large police presence.
We selected the EDL related events as a case study for 
our work. We aim to investigate the relation between 
negative sentiment of messages related to the events 
being posted on Twitter and the amount of disorder dur-
ing the demonstrations. For this purpose we selected four 
EDL events described below.
20th July 2013 Birmingham
The Birmingham demonstration was organized by EDL 
and violent disorder with a number of clashes between 
EDL supporters, anti-fascist protesters and police was 
reported in the press. Smoke bombs, stones and bottles 
were thrown at the police as the EDL and the opponents 
gathered in the city centre for simultaneous demonstra-
tions. According to the Birmingham Mail,1 close to 50 
people have been charged by West Midlands Police for 
criminal damage and assault relating to the protests.
6th February 2014 Slough
The Slough March was organized by EDL and it involved 
a number of counter protests. The two opposing demon-
strations passed oﬀ without incident for the police. Only 
a very small amount of disorder broke out during the 
March. The local police commander for Slough said2: “I 
am pleased that these demonstrations have passed oﬀ 
without major incident. Disruption was kept to a mini-
mum and we are grateful for the support received from 
local communities.”
27th April 2014 Brighton
The Brighton demonstration was organized by the 
‘March for England’ (MfE) organisation. During the pro-
test the police were trying to separate 150 nationalists 
from more than a thousand anti-fascists demonstrators. 
This was considered as one of the largest police opera-
tions in Brighton. A number of violent clashes between 
members of each group took place followed by 27 
arrests.3
1 http://www.birminghammail.co.uk/news/local-news/violence-at-edl-bir-
mingham-rally-5165256.
2 http://www.bbc.co.uk/news/uk-england-berkshire-25999527.
3 http://www.theargus.co.uk/news/11175736.Violent_clashes_as_March_
for_England_returns_to_Brighton/?ref=var_0.
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10th May 2014 Rotherham
The Rotherham demonstration was organized by EDL 
and it involved hundreds of people marching through the 
town centre. Even though a large group of UAF members 
was holding a counter-protest at the same time, police 
said the event saw minimal disruption and no disorder.4
Public sentiment for EDL
The focus of this study has been directed towards the 
analysis of the relationship between public sentiment and 
tension of EDL related events. In our work we attempted 
to investigate if the public sentiment regarding the EDL 
can be applied to predict (to a certain extent) the level of 
disruption during the event. As the first step we decided 
to consider Twitter as a data source, given that it is con-
sidered as the most popular social media channel. Our 
goal was to analyse the negative sentiment of all the mes-
sages related to EDL that had been posted on Twitter 
prior to each of the four events mentioned in the previ-
ous sub-section. Following this, we were able to observe 
if there is any relationship between the negative senti-
ment and the level of disruption and disorder.
For the purpose of this study we gathered data from 
24  days (6  days prior to each of the events). The data 
was gathered through the RepKnight platform. All the 
obtained tweets were associated to EDL and they were 
identified through keyword searches. The data is summa-
rized in Table 5 below.
For each tweet, the lexicon-based sentiment analy-
sis algorithm introduced in “Empirical evaluation” was 
applied. We decided to decrease the size of the sentiment 
lexicon and make it more domain-specific by removing 
irrelevant words. For this purpose we applied a data set 
with 1 million EDL related tweets. For each word from 
the general lexicon we calculated its frequency occurred 
in the corpus. It appeared that only a subset of 1500 
words out of 4000 had been used. From this observation, 
we reduced the size of the lexicon from 6000 to 1500 
words. Given that we are interested in predicting levels 
of violence and disorder during public events, we take 
under consideration only the negative sentiment. As a 
result of the sentiment analysis process, each tweet was 
assigned with a normalised value from a range 0–100, 
where 100 represents the greatest negative sentiment’s 
value. The two factors that we intend to analyse were the 
number of negative tweets posted during 6  days prior 
to the event and the level of negative sentiment within 
these messages. The data selected for each day was first 
analysed separately and then aggregated. Tweets selected 
from each day were grouped into five categories related 
to the strength of the negative sentiment (0–20, 20–40, 
4 http://southyorks.police.uk/news-syp/protest-rotherham-town-centre.
40–60, 60–80 and 80–100). Messages from the catego-
ries 0-20 and 80-100 are considered to be the least and 
the most negative, respectively. Each of the figures below 
presents two diagrams representing data related to one 
of the four events from Table 5. The diagrams on the left 
hand side (doughnuts) present all the data selected dur-
ing the 6 day period. Each of the doughnuts demonstrates 
the distribution of the negative tweets over the five cate-
gories. Each category is represented by a diﬀerent colour. 
The diagrams on the right hand side present the distri-
bution of the tweets from each category over the 6 days 
prior to the event.
Following the information that has been provided in 
“Public sentiment for EDL” we can infer that the Bir-
mingham EDL demonstration was the most violent one. 
It caused the highest level of disorder and was followed 
by the highest number of arrests. Based on the results 
presented in Fig. 7 it can be noticed that the Birmingham 
demonstration obtained the highest attention of Twit-
ter’s users comparing to the other events. The number 
of negative messages posted during the 6 days prior to 
the protest in Birmingham (18,038) is almost three times 
higher than those in Brighton (5558) and Rotherham 
(5352). It can be found that the number of the most nega-
tive tweets (from categories 60–80 and 80–100) is greater 
than the number of all negative messages gathered for 
the other events. The second demonstration that caused 
street violent and disorder was the MfE in Brighton. The 
other two events, namely EDL Slough and EDL Rother-
ham revealed minimal disruptions and can be considered 
as peaceful. We can observe from Fig. 8 that the protest 
in Slough obtained the least attention from Twitter’s 
users. The number of negative messages and the level of 
the negative sentiment were much lower comparing to 
the two demonstrations where violence was reported. 
The significant diﬀerence that can be found between the 
graphs presented in Figs. 7 and 8 indicates that there is 
some correlation between the level of negative sentiment 
around a demonstration and the level of tension during 
the event. The relation between the negative sentiment 
and the degree of violence is not, however, noticeable 
from Figs.  9 and 10. Both of the events, EDL Brighton 
and EDL Rotherham, obtained similar amount of nega-
tive tweets, namely 5558 and 5352 respectively. In the 
Table 5 EDL related tweets
Period Event Number of tweets
14–19 July Birmingham 38,408
26–31 January Slough 7662
21–26 April Brighton 16,056
4–10 May Rotherham 29,104
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same time, the event in Brighton was violent while the 
demonstration in Rotherham was peaceful.
The obtained results suggest that the negative senti-
ment around an event can be, to a certain extent, applied 
as an indicator for the level of disorder. Such a tool could 
be useful as an additional support for the police ser-
vices while planning the resources around safeguarding 
of public events. Social media is the easiest and fastest 
way to source and identify what people are saying and 
how they are feeling about diﬀerent events, for example. 
Analysis of negative sentiment of messages related to a 
public event provides information related to the state of 
mind of people that are going to attend or are attending 
the event. Such an analysis can be applied for prediction 
as well as monitoring disorder during public events.
Conclusions and future work
In this work we presented a new approach to lexicon-
based sentiment analysis of Twitter messages. In the new 
approach, the sentiment is normalised, which allows us 
Fig. 7 Negative sentiment analysis results for EDL from the period 14–19 July 2013 prior to the EDL demonstration in Birmingham. Total number of 
negative tweets collected is 18,038
Fig. 8 Negative sentiment analysis results for EDL from the period 26–31 January 2014 prior to the EDL demonstration in Slough. Total number of 
negative tweets collected is 2849
Fig. 9 Negative sentiment analysis results for EDL from the period 21–26 April 2014 prior to the MfE demonstration in Brighton. Total number of 
negative tweets collected is 5558
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to obtain the intensity of sentiment rather than posi-
tive/negative decision. A new evidence-based combining 
function was developed in an eﬀort to improve perfor-
mance of the algorithm in the cases where a mixed senti-
ment occurs in a message. The evaluation was performed 
with the Stanford Twitter test set and IMDB data set. It 
was found from the results that the two new functions 
improve performance of the standard lexicon-based sen-
timent analysis algorithm. It could be noticed that the 
method is more appropriate for short messages such as 
tweets. When applied with long documents the method 
performed significantly better on the sentence than on 
the document level. Following this, our intention was 
to investigate the relationship between the amount and 
the level of negative sentiment related to a public dem-
onstration and the level of violence and disorder during 
the event. In other words, we aimed to ascertain if senti-
ment analysis could be applied as a supportive tool while 
predicting a level of disruption prior to public events. As 
a first step in this study we decided to examine Twitter 
as a source of data. Four diﬀerent demonstrations were 
selected and the negative sentiment related to these 
events was analysed over 6 days prior to each event.
Following the case study and a number of analyses we 
were able to reveal that there was a relationship to some 
extent between the negative sentiment and the level 
of disorder during the EDL events. Further research is 
however required in this area in an eﬀort to provide 
more accurate findings and conclusions. At the cur-
rent stage we can, however, conjecture that sentiment 
analysis of social media content can provide valuable, 
security-related information regarding some upcoming 
public events. In the next step we wish to collect more 
data related to public events and further investigate the 
relationship between negative sentiment and the level of 
violence and disorder during events. Following this, we 
aim to develop a predictive model that can be used by 
police services as a single tool to help indicate violence 
propensity.
In future work we wish to focus more on multilingual 
sentiment analysis. Given that data pulled from social 
media are created by users from all over the globe, there 
is a consequent demand to perform sentiment analysis 
in more than just one language. The most challenging 
problem while trying to translate sentiment lexicon in a 
diﬀerent language is inflection and conjugation of words 
applied in some of the languages. Unlike in English, some 
languages make use of grammatical gender and plural. 
Following this, verbs, nouns and adjectives are inflected 
for person or number and verbs are marked for tense. 
For example, while in English the verb “love” can be used 
in 4 diﬀerent forms (love, loved, loving, loves), in Polish 
language there are 20 diﬀerent forms depending of tense 
and person. Besides this, the adjective “nice”, for example, 
in Polish language can be used in 5 diﬀerent forms. Con-
sequently, it would be very ineﬃcient to include all the 
diﬀerent forms of words in the lexicon, especially when 
talking about real time analysis. In some preliminary 
work we were able to demonstrate that by application 
of an appropriate string similarity function it is possible 
to perform sentiment analysis with the lexicon contain-
ing only regular form of words. Another important issue 
while translating a lexicon into another language is dis-
ambiguation. It is important to ensure that for ambiguous 
words, the appropriate meanings have been translated 
and included into new lexicon. Consequently, an auto-
matic translation may not provide the desired results. In 
our work, semi-automatic translation has been applied 
where all ambiguous words were translated manually. 
We were able to show that by translating words from the 
English lexicon into regular Polish and Portuguese words 
and by application of a string similarity function, the sen-
timent analysis of Polish/Portuguese tweets can be per-
formed on a similar level of accuracy as for the English 
language. At the same time, some preliminary experi-
ments demonstrated that the proposed method could 
be easily adapted to languages such as Malay, where no 
inflection or conjugation is being applied to the words. 
Fig. 10 Negative sentiment analysis results for EDL from the period 4–10 May 2014 prior to the EDL demonstration in Rotherham. Total number of 
negative tweets collected is 5352
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In the future work we intend to evaluate the multilingual 
version of the method in more details.
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