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LOCALLY CONSTRAINED INVERSE CURVATURE FLOWS
JULIAN SCHEUER AND CHAO XIA
Abstract. We consider inverse curvature flows in warped product manifolds,
which are constrained subject to local terms of lower order, namely the radial
coordinate and the generalized support function. Under various assumptions
we prove longtime existence and smooth convergence to a coordinate slice. We
apply this result to deduce a new Minkowski type inequality in the anti-de-
Sitter Schwarzschild manifolds and a weighted isoperimetric type inequality in
the hyperbolic space.
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1. Introduction
In this paper we deduce convergence results for hypersurface flows in (n + 1)-
dimensional warped product spaces
Nn+1 = (a, b)× Sn.
The metric on N is supposed to have the form
g¯ = dr2 + λ2(r)σ,
where λ is a positive warping factor and σ is the round metric on Sn. Precisely, let
M =Mn be a closed, connected and orientable smooth manifold, then for a family
of embeddings
x : [0, T ∗)×M → N,
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which satisfy the flow equation
(1.1)
x˙ =
(
n
F
−
u
λ′(r)
)
ν
x(0, ·) = x0,
we will prove long time existence and smooth convergence to a slice {r = const}.
F is a function of the principal curvatures satisfying several natural properties to
be specified later, u is the support function
(1.2) u = g¯(λ(r)∂r , ν)
and x0 is an initial embedding of M , the image of which is a graph over S
n,
M0 = x0(M) = {(r0(y), y) : y ∈ S
n}.
Before we state the main results in detail, cf. Theorem 1.1, Theorem 1.3 and
Theorem 1.5, let us give a brief overview over recent related work and our motivation
to consider this flow.
Curvature driven hypersurface flows have attracted a lot of attention for about
the last four decades, starting with the mean curvature flow of convex hypersurfaces,
[5, 29, 30], and several fully nonlinear (1-homogeneous) analogues involving the
scalar curvature, the Gaussian curvature and more general functions of the principal
curvatures, [2, 3, 10, 11]. Beside these contracting flows also expanding flows for
star-shaped hypersurfaces have been considered, [17, 21, 22, 23, 39, 40, 42]. The
most prominent example of an expanding flow is the inverse mean curvature flow,
a weak notion of which was used by Huisken and Ilmanen to prove the Riemannian
Penrose inequality, [32]. Various other applications of contracting and expanding
flows include a classification of 2-convex n-dimensional hypersurfaces using the
mean curvature flow with surgery, due to Huisken and Sinestrari for n ≥ 3, [34],
various extensions of geometric inequalities of Alexandrov-Fenchel-type to non-
convex hypersurfaces, [8], [25], new Alexandrov-Fenchel-type inequalities in the
hyperbolic space [15, 44, 45] and in the sphere [12, 24, 36, 45].
These contracting and expanding flows all have the property of some sort of
singularity formation, where however, in the optimal case, the singularities in the
expanding case are quite easy to deal with and only manifest themselves in a uniform
convergence to infinity or to a minimal hypersurface, if present. Still it seems
tempting to directly define a flow which prevents this singularity formation, for
example by adding a constraining term. The first example of such flows is the
volume preserving mean curvature flow which has the form
(1.3) x˙ =
(
1
|Mt|
ˆ
Mt
H −H
)
ν.
It has the nice property that additionally to keeping the enclosed volume fixed it also
decreases the surface area, making it a natural candidate to prove the isoperimetric
inequality, once one can show that it drives hypersurfaces to round spheres. In
[31] this was accomplished for strictly convex hypersurfaces of the Euclidean space.
Similar flows, which preserve higher order curvature integrals, where considered
for example in [37, 38] and in [9] for flows in the hyperbolic space. Note however
that the global term involved in this equation adds such heavy complications, that
these nonlocal flows until know only allowed a quite restricted class of hypersurfaces,
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namely convex ones in the Euclidean space and horo-convex1 ones in the hyperbolic
space. Beside some perturbation results, in the sphere there are even no results at
all, [1].
However, using the Minkowski identity in Rn+1,ˆ
M
H 〈x, ν〉 = n|M |,
it is possible to define a constrained flow, which involves no global term and still
preserves enclosed volume while decreasing the surface area. In the Euclidean space
it reads
x˙ = (n−H 〈x, ν〉)ν
and in warped products as above with warping factor λ(r) it has to be
(1.4) x˙ = (nλ′(r) −Hu)ν,
where u is defined as (1.2). This beautiful flow was invented by Guan and Li in
[26], where they proved longtime existence and smooth convergence to a round
sphere when the ambient space is a space form. Together with Mu-Tao Wang they
generalized this result to a broader class of ambient warped products with mild
assumptions on λ in [28]. The major advantage compared to the classical volume
preserving mean curvature flow (1.3) is that the C0-estimates a.k.a. barriers are
for free due to the maximum principle. Hence only the starshapedness of the initial
hypersurface is required, namely that it is a graph in the warped product (a, b)×Sn
over the base Sn. This result allows to deduce an isoperimetric inequality for such
graphs in quite general warped products. See also [27] for a fully nonlinear extension
of this flow.
On the other hand, Brendle, Guan and Li [7] designed an inverse type constrained
curvature flow in space forms,
(1.5) x˙ =
(
nλ′
F
− u
)
ν.
Compared to the mean curvature type constrained flow (1.4), this flow seems
more appropriate for higher order isoperimetric type inequalities – the Alexandrov-
Fenchel type inequalities for quermassintegrals – in space forms, for the reason that
the higher order Minkowski identities imply that for
F = n
Hk
Hk−1
the k-th quermassintegral is preserved, while the (k + 1)-th quermassintegral is
decreasing. However, the study of (1.5) is quite subtle from the PDE point of
view and until today no satisfactory complete result has been achieved. Some
convergence results are proved in [7] when the initial hypersurface is already close
to a sphere. A full convergence result for closed, starshaped and k-convex initial
hypersurfaces would prove the quermass Alexandrov-Fenchel inequalities for such
hypersurfaces. For horo-convex domains these have been established by Wang and
the second author [44] using a global quermassintegral preserving curvature flow.
1A hypersurface in the hyperbolic space is called horo-convex if all its principal curvatures are
greater or equal than 1.
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Guan-Li’s considerations motivate us to study another kind of constrained flow,
the constrained inverse curvature flow (1.1) in general warped product spaces. Com-
pared to (1.5), we are able to prove the longtime existence and smooth convergence
of (1.1) to a coordinate slice under mild assumptions on the curvature function
F , the warping factor λ and the initial hypersurface. We use this result to de-
duce a new geometric inequality in the anti-de-Sitter Schwarzschild manifolds, cf.
Theorem 1.5, on which we will give more comments later.
Let us first state the main results of this paper. Since our assumptions on the
curvature function and the initial embedding depend on the structure of the warping
factor λ, we split our flow results into two theorems. We start with the ambient
space N = Sn+1+ , in which case λ(r) = sin r, r ∈ [0,
π
2 ).
1.1. Theorem. Let x0(M) be the embedding of a closed n-dimensional manifold M
into Sn+1, such that x0(M) is strictly convex. Let
F = n
Hk
Hk−1
,
where Hk is the k-th normalized elementary symmetric polynomial of the principal
curvatures. Then any solution x of (1.1) exists for all positive times and converges
to a geodesic slice in the C∞-topology.
Now we come to ambient spaces satisfying λ′′ ≥ 0. We obtain convergence results
for a large class of speeds and therefore make the following assumption.
1.2. Assumption. Let Γ ⊂ Rn be a symmetric, convex, open cone containing
Γ+ = {(κi) ∈ R
n : κi > 0}
and suppose that F is positive in Γ, strictly monotone, homogeneous of degree one
and concave with
F|∂Γ = 0, F (1, . . . , 1) = n.
1.3.Theorem. Let a, b ∈ R and (N, g¯) be the warped space ((a, b)×Sn, dr2+λ2(r)σ)
with λ > 0, λ′ > 0 and λ′′ ≥ 0. Let F ∈ C∞(Γ) satisfy Assumption 1.2 and
let x0(M) be the embedding of a closed n-dimensional manifold M into N , such
that x0(M) is a graph over the domain S
n and such that κ ∈ Γ for all n-tuples
of principal curvatures along x0(M). Then any solution x of (1.1) exists for all
positive times and converges to a geodesic slice in the C∞-topology.
1.4. Remark. The assumption λ′′ ≥ 0 is only used for deriving the uniform lower
bound for F . This assumption resembles the non-positivity of the ambient sectional
curvature in the radial direction, a property which was also crucial in the deduction
of long-time existence of the inverse mean curvature flow in warped product spaces,
cf. [40].
Note that compared to the purely expanding inverse mean curvature flow
(1.6) x˙ =
1
H
ν,
which was treated in general warped products in [40], the set of assumptions on
the warping factor in Theorem 1.3 is quite small. In order to obtain convergence
results of a purely expanding flow, ones needs a lot of more global information about
the ambient space. From the viewpoint of geometric inequalities for hypersurfaces,
only local information is required and hence a constrained flow seems to be more
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promising than a flow of the form (1.6). Indeed, in this paper, we use Theorem 1.3 to
obtain the following geometric inequalities, one weighted Minkowski-type inequality
and one weighted isoperimetric type inequality.
1.5. Theorem. Let N = (a, b) × Sn be equipped with one of the anti-de-Sitter
Schwarzschild metrics or the hyperbolic metric, i.e.
λ′ =
√
1 + λ2 −mλ1−n, m ≥ 0.
Let Σ ⊂ N be a closed, star-shaped and mean-convex hypersurface, given by the
function r : Sn → (a, b), and let
Ω = {(s, y) ∈ N : a ≤ s ≤ r(y), y ∈ Sn}.
Then there hold
(1.7)
ˆ
Σ
Hλ′dµ− 2n
ˆ
Ω
λ′λ′′
λ
dN ≥ ξ1(|Σ|)
and
(1.8)
ˆ
Σ
Hλ′dµ− 2n
ˆ
Ω
λ′λ′′
λ
dN ≥ ξ0
(ˆ
Ω
λ′dN
)
,
where ξ0, ξ1 are the associated monotonically increasing functions for radial coor-
dinate slices. Equality holds if and only if Σ is a radial coordinate slice.
In particular, in the hyperbolic space, due to λ′′ = λ, inequality (1.8) reduces to
(1.9)
ˆ
Σ
Hλ′dµ− (n+ 1)n
ˆ
Ω
λ′dN ≥ n|Sn|
2
n+1
(
(n+ 1)
ˆ
Ω
λ′dN
)n−1
n+1
,
where λ′(r) = cosh r. Equality in (1.9) holds if and only if Σ is a geodesic sphere
centered at the origin. The second author proved a Minkowski type inequality in
[46] stating that for a closed horo-convex hypersurface Σ ⊂ Hn+1 there holds(ˆ
Σ
λ′dµ
)2
≥
n+ 1
n
ˆ
Σ
Hλ′dµ
ˆ
Ω
λ′dN.
Combining this with (1.9), we get:
1.6. Theorem. Let Σ be a closed horo-convex hypersurface in Hn+1 with the origin
lying inside Ω. Then
ˆ
Σ
λ′dµ ≥
[(
(n+ 1)
ˆ
Ω
λ′dN
)2
+ |Sn|
2
n+1
(
(n+ 1)
ˆ
Ω
λ′dN
) 2n
n+1
] 1
2
.
Equality holds if and only if Σ is a geodesic sphere centered at the origin.
1.7. Remark. Theorem 1.6 already appeared in the paper [16], where it is the case
k = 0 in Thm. 9.2. However, their proof relies on an invalid inequality, namely [16,
equ. (9.8)], which states
|Σ|
n+1
n ≥ |Sn|
1
n
ˆ
Σ
udµ
(
= |Sn|
1
n
ˆ
Ω
λ′dN
)
.
This inequality is already incorrect on geodesic spheres not centered at the origin.
Theorem 1.6 fixes this gap in the proof of [16, Thm. 9.2].
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1.8. Remark. By using the classical inverse mean curvature flow, Brendle-Hung-
Wang proved in [8] for a closed, star-shaped and mean-convex hypersurface Σ in
anti-de-Sitter Schwarzschild space, that
(1.10)
ˆ
Σ
Hλ′dµ− (n+ 1)n
ˆ
Ω
λ′dN ≥ n|Sn|
1
n
(
|Σ|
n−1
n − |∂N |
n−1
n
)
.
In particular, in the hyperbolic space, they getˆ
Σ
Hλ′dµ− (n+ 1)n
ˆ
Ω
λ′dN ≥ n|Sn|
1
n |Σ|
n−1
n .
(1.10) is different from (1.7), in the sense that the right hand side of (1.7) does not
depend on the horizon {a} × Sn.
Another nice corollary is given by the following area bound for star-shaped and
mean convex hypersurfaces in ambient spaces of non-positive radial curvature. It is
neither clear to the authors, whether this bound is evident by other means, nor if
it has been recorded before. It follows from Theorem 1.3, the monotonicity of area
in these spaces, cf. (8.2), and Remark 4.2.
1.9.Corollary. Let a, b ∈ R and (N, g¯) be the warped space ((a, b)×Sn, dr2+λ2(r)σ)
with λ > 0, λ′ > 0 and λ′′ ≥ 0. Let Σ ⊂ N be a closed, star-shaped and mean-convex
hypersurface,
Σ = {(r(y), y) ∈ N : y ∈ Sn}.
Then the area of Σ satisfies
|Σ| ≤ |Sn|λ (rmax)
n
,
where rmax = maxSn r.
It would be very interesting to find further monotone quantities along these flows,
in particular in a spherical ambient space.
The paper is organized as follows. In sections 2 and 3, we collect the notation
and derive the fundamental evolution equations for several geometric quantities. In
sections 4 to 7, we derive a priori estimates under various conditions on F and λ
and in section 8 we complete the proof of Theorem 1.1 and Theorem 1.3. Section 9
is devoted to prove monotonicity for various geometric quantities and in turn the
geometric inequalities in Theorem 1.5.
2. Notation and conventions
2.1. Conventions on Riemannian geometry.
Intrinsic Curvature. Let (Mn, g) be a Riemannian manifold. With respect to a local
frame (ei)1≤i≤n of the tangent bundle, let (gij) denote the coordinate functions of
g with respect to the basis (ǫi⊗ ǫj)1≤i,j≤n, where ǫ
i denote the basis elements dual
to ei. Let (g
ij) denote the inverse matrix of (gij). For a (k, l)-tensor field T , the
coordinates of which with respect to this frame are given by
T = (T i1...ikj1...jl ),
we can define (k+1, l−1)-tensor fields by using the tangent-cotangent isomorphism
induced by g, e.g.
T
i1...ik+1
j1...jl−1
= T i1...ikj1...jl g
jlik+1 .
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Of course we can also raise other indices to different slots, but it will always be
apparent, or explicitly stated, which one is meant.
The Lie-Bracket of two vector fields X,Y on M is given by
[X,Y ]ϕ = X(Y ϕ)− Y (Xϕ) ∀ϕ ∈ C∞(M).
Let ∇ be the Levi-Civita connection of g, then for a (k, l) tensor field T , its
covariant derivative ∇T is a (k, l+ 1) tensor field given by
(∇T )(Y 1, . . . , Y k, X1, . . . , Xl, X)
= (∇XT )(Y
1, . . . , Y k, X1, . . . , Xl)
= X(T (Y 1, . . . , Y k, X1, . . . , Xl))− T (∇XY
1, Y 2, . . . , Y k, X1, . . . , Xl)− . . .
− T (Y 1, . . . , Y k, X1, . . . , Xl−1∇XXl).
We denote by ∇mT the m-th covariant derivative of T and its coordinates with
respect to a basis (ei)1≤i≤n are denoted by
∇mT =
(
T i1...ikj1...jl;jl+1...jl+m
)
,
where all indices appearing after the semicolon indicate covariant derivatives. The
(1, 3) Riemannian curvature tensor is defined by
(2.1) Rm(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
or with respect to the basis (ei),
Rm(ei, ej)ek = Rijk
lel,
where we use the summation convention (and will henceforth do so). The coordinate
expression of (2.1), the so-called Ricci-identities, read
(2.2) Xk;ij −X
k
;ji = −Rijm
kXm
for all vector fields X = (Xk). We also denote the (0, 4) version of the curvature
tensor by Rm,
Rm(W,X, Y, Z) = g(Rm(W,X)Y, Z).
The Ricci curvature can unambiguously defined in coordinates by
Rc(ei, ej) = Rij = Rkij
k.
The scalar curvature is
R = R ii = g
kiRki.
Extrinsic curvature. When dealing with immersed hypersurfaces
x : M →֒ N
of a Riemannian manifold Mn into an ambient Riemannian manifold Nn+1, we
furnish all the previous geometric quantities of N with an overbar, e.g. g¯ = (g¯αβ),
where greek indices run from 0 to n, ∇¯ etc. We keep using latin indices, running
from 1 to n, for geometric quantities of M , e.g. the induced metric g = (gij). The
induced geometry of M is governed by the following relations. The (local) second
fundamental form h = (hij) is given by the Gaussian formula
(2.3) ∇¯XY = ∇XY − h(X,Y )ν,
where ν is a local normal field. Note that here (and for the rest of the paper), we
will abuse notation by disregarding the necessity to distinguish between a vector
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X ∈ TpM and its push-forward x∗X ∈ TpN . The Weingarten endomorphism
A = (hij) is given by h
i
j = g
kihkj and there holds the Weingarten equation
(2.4) ∇¯Xν = A(X),
or in coordinates
να;i = h
k
i x
α
;k.
We also have the Codazzi equation
(2.5) ∇Zh(X,Y )−∇Y h(X,Z) = −Rm(ν,X, Y, Z),
or
hij;k − hik;j = −R¯αβγδν
αx
β
;ix
γ
;jx
δ
;k,
and the Gauss equation
(2.6) Rm(W,X, Y, Z) = Rm(W,X, Y, Z) + h(W,Z)h(X,Y )− h(W,Y )h(X,Z)
or
Rijkl = R¯αβγδx
α
;ix
β
;jx
γ
;kx
δ
;l + hilhjk − hikhjl.
Graphs in warped products. In this paper we deal with warped products
N = (a, b)× Sn
with metric
g¯ = dr2 + λ2(r)σ,
where σ is the round metric of Sn. We need the specific structure of the Ricci
curvature tensor in such a warped product. There holds
(2.7) Rc = −
(
λ′′
λ
− (n− 1)
1− λ′2
λ2
)
g¯ − (n− 1)
(
λ′′
λ
+
1− λ′2
λ2
)
dr ⊗ dr,
cf. [6, Prop. 2.1].
Our hypersurfaces
x : M →֒ N
will all be graphs over Sn,
x(M) = {(r(y), y) : y ∈ Sn} = {(r(y(ξ)), y(ξ)) : ξ ∈M},
where we do not make a notational difference between the radial coordinate r of N
and the function r|M . Along M we will always pick the outward pointing normal
ν = v−1(1,−λ−2σik∂kr),
where
v2 = 1 + λ−2σij∂ir∂jr,
and use this normal in the Gaussian formula (2.3). The support function of M is
defined by
u = g¯(λ∂r, ν) =
λ
v
.
There is also a relation between the second fundamental form and the radial func-
tion on the hypersurface. Let
h¯ = λ′λσ,
then there holds
v−1h = −∇2r + h¯,
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cf. [20, equ. (1.5.10)]. Since the induced metric is given by
gij = r;ir;j + λ
2σij ,
we obtain
(2.8) v−1hij = −r;ij +
λ′
λ
gij −
λ′
λ
r;ir;j .
Define
ϕ(r) =
ˆ r
a
1
λ(r)
.
Regarding r as a function on Sn, we have
hij =
λ′
λv
δ
j
i −
1
λv
g˜jkϕ,ki,
where
g˜ij = σij −
ϕ i, ϕ
j
,
v2
and the covariant derivative and index raising is performed with respect to the
spherical metric σij , cf. [21, equ. (3.26)]. We will use ∇ˆ to denote the covariant
derivative on Sn throughout this paper.
Anti-de-Sitter Schwarzschild space. The anti-de-Sitter Schwarzschild manifolds are
asymptotically hyperbolic Riemannian warped products of the form
N = (r0,∞)× S
n
equipped with the warped product metric
g¯ = dr2 + λ2(r)σ,
where λ satisfies
λ′ =
√
1 + λ2 −mλ1−n
with m > 0 and horizon ∂N = {r0}×S
n. The limiting case m = 0 is the hyperbolic
metric. These Riemannian manifolds carry the property to be static, i.e.
∆¯λ′g¯ − ∇¯2λ′ + λ′Rc = 0,
which ensures that the Lorentzian warped product −λ′2dt2 + g¯ is a solution to
Einstein’s equation.
2.2. Curvature functions. In Assumption 1.2, the part of our normal variation
that depends on the curvature of the hypersurface, was stipulated to depend on the
principal curvatures
F = F (κi).
However, in the calculation of the evolution equations it is often useful to consider
F as a function of the diagonalizable Weingarten operator A,
F = F (A) := F (EV(A)),
where EV(A) is the unordered n-tuple of eigenvalues of A. This is well-defined due
to the symmetry of F . However, when using this definition, F is not defined on the
whole endomorphism bundle, but only on the diagonalizable operators. It is thus
most convenient to consider the function defined by,
Fˆ (g, h) := F
(
1
2
gik(hkj + hjk)
)
10 J. SCHEUER AND C. XIA
for all positive definite g and all bilinear forms h ∈ T 0,2p M . Then
Fˆ ij =
∂F
∂hij
is a (2, 0)-tensor and we also write
Fˆ ij,kl =
∂F
∂hij∂hkl
.
Furthermore, if F = F (κi) is strictly monotone, then Fˆ
ij is strictly elliptic. If F is
concave, then
Fˆ ij,klηijηkl ≤ 0
for all symmetric (ηij). We refer to [4], [20, Ch. 2] and [41] for more details on
curvature functions.
Furthermore we will abuse notation and also write F for Fˆ , since no confusion
will be possible. E.g., when writing F ij , we can only mean Fˆ ij , since there are two
contravariant indices.
Let us denote by σk the k-th elementary symmetric polynomial and define the
k-th normalized elementary symmetric polynomial by
Hk =
1(
n
k
)σk.
Denote by Γk the connected component of {σk > 0} which contains the point
(1, . . . , 1).
3. Evolution equations
In this section we deduce the evolution equations relevant to study the flow
(3.1) x˙ =
( n
F
−
u
λ′
)
ν ≡ Fν.
The following basic evolution equations are well known and can be found in many
places. We use the reference [20, Ch. 2.3], where we note that we use the other sign
on the curvature tensor.
3.1. Lemma. Along (3.1) the following evolution equations hold:
g˙ = 2Fh,
∇¯
dt
ν = − gradF ,
(3.2) h˙ji = −F
j
;i −Fh
j
kh
k
i −FR¯αβγδx
α
;iν
βνγxδ;kg
kj ,
and
(3.3) h˙ij = −F;ij + Fhikh
k
j −FR¯αβγδx
α
;iν
βνγxδ;j .
We need some further special evolution equations.
3.2. Lemma. Define the operator L by
L = ∂t −
n
F 2
F ij∇2ij −
λ
λ′
r;
k∇k.
Along the flow (3.1) of graphs
Mt = {(r(t, y), y) : y ∈ S
n}
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we have the following evolution equations for the radial function r, the support
function u and the curvature function F :
(3.4) Lr =
2n
vF
−
λ
λ′
−
nλ′
λF 2
F ijgij +
nλ′
λF 2
F ijr;ir;j ,
(3.5)
Lu =
n
F 2
(
F ijhikh
k
j −
1
n
F 2
)
u−
λ′′λ
λ′2
‖∇r‖2u
+
nλ
F 2
F ijR¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m,
(3.6)
LF = −
2n
F 3
F ijF;iF;j −
n
F
(
F ijhjkh
k
i −
1
n
F 2
)
+
u2λ′′
λλ′2
F −
uλ′′
λλ′
F ijgij
+
u
λ′2
(
λ′λ′′
λ
− λ′′′ +
2λ′′
2
λ′
)
F ijr;ir;j −
2λ′′
λ′2
F iju;ir;j
−
λ
λ′
F ijR¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m −
( n
F
−
u
λ′
)
F ijR¯αβγδx
α
;iν
βνγxδ;j .
Proof. The 0-component of (3.1) gives
r˙ = Fv−1 =
( n
F
−
u
λ′
)
v−1,
while from (2.8) we see, using the 1-homogeneity of F ,
−
n
F 2
F ijr;ij =
n
vF
−
nλ′
λF 2
F ijgij +
nλ′
λF 2
F ijr;ir;j .
Adding up gives (3.4).
To prove (3.5), note that λ∂r is a conformal vector field, i.e. for all ambient
vector fields X¯ there holds
∇¯X¯(λ∂r) = λ
′X¯.
Hence
u˙ = g¯(λ′x˙, ν) + g¯(λ∂r , ∇¯x˙ν) = λ
′F − g¯(λ∂r , gradF).
Furthermore there holds
Xu = g¯(λ∂r, A(X))
and
∇2u(X,Y ) = Y (Xu)− (∇YX)u
= λ′h(X,Y ) + g¯(λ∂r ,∇YA(X))− h(Y,A(X))u ∀X,Y ∈ TM.
We use the Codazzi equation (2.5) to deduce
g¯(λ∂r ,∇YA(X)) = λg¯αβr
αx
β
;kh
k
i;jX
iY j
= λg¯αβr
αx
β
;khij;
kX iY j − λg¯αβr
αx
β
;kR¯αβγδν
αx
β
;ig
kmxγ;mx
δ
;j .
Note
g¯αβr
αx
β
;k = r;k,
we thus get
(3.7) u;ij = λ
′hij + λr;khij;
k − hki hkju− λR¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m.
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Since
F;k = −
n
F 2
F ijhij;k −
u;k
λ′
+
λ′′u
λ′2
r;k,
we obtain (3.5).
From (3.2), we have
F˙ = −F ijF;ij − F
ijFhjkh
k
i − F
ijFR¯αβγδx
α
;iν
βνγxδ;j
=
n
F 2
F ijF;ij −
2n
F 3
F ijF;iF;j +
1
λ′
F iju;ij −
u
λ′2
F ijλ′;ij +
2u
λ′3
F ijλ′;iλ
′
;j
−
2λ′′
λ′2
F iju;ir;j −
( n
F
−
u
λ′
)
F ijhjkh
k
i −
( n
F
−
u
λ′
)
F ijR¯αβγδx
α
;iν
βνγxδ;j.
Using (3.7) and (2.8), we get (3.6). 
We also need the parabolic equation satisfied by the Weingarten operator. A
similar calculation was performed in [20, Lemma 2.4.1], but since our flow speed is
not directly covered by this reference, we deduce it for convenience.
3.3. Lemma. Along (3.1) the following evolution equation holds.
(3.8)
Lhji = −
2n
F 3
F;iF;
j +
n
F 2
F kl,rshkl;ihrs;
j −
λ′′
λ′2
(
u;ir;
j + r;iu;
j
)
−
u
λ′2
(
λ′′′ −
2λ′′2
λ′
−
λ′′λ′
λ
)
r;ir;
j +
(
1 +
uλ′′
λ′2v
)
h
j
i
−
uλ′′
λ′λ
δ
j
i −
λ
λ′
R¯αβγδν
αx
β
;ix
γ
;mx
δ
;lr;
mglj
−
( n
F
−
u
λ′
)
R¯αβγδx
α
;iν
βνγxδ;mg
mj +
n
F 2
F klhrkh
r
l h
j
i −
2n
F
h
j
kh
k
i
+
n
F 2
F klR¯αβγδ
(
xα;lx
β
;rx
γ
;kx
δ
;mh
m
i + x
α
;lx
β
;ix
γ
;kx
δ
;mh
m
r
)
grj
+
2n
F 2
F klR¯αβγδx
α
;lx
β
;rx
γ
;ix
δ
;mh
m
k g
rj +
n
F 2
F klR¯αβγδν
αx
β
;kx
γ
;lν
δh
j
i
+
n
F
R¯αβγδν
αx
β
;iν
γxδ;mg
mj −
n
F 2
F klR¯αβγδ;ǫν
αx
β
;kx
γ
;lx
δ
;ix
ǫ
;mg
mj
−
n
F 2
F klR¯αβγδ;ǫν
αx
β
;ix
γ
;kx
δ
;mx
ǫ
;lg
mj.
Proof. We use (3.3) and calculate −F;ij step by step. We use
F =
n
F
−
u
λ′
, −F;i =
n
F 2
F;i +
u;i
λ′
−
uλ′′r;i
λ′2
,
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(3.7) as well as (2.8), to deduce
(3.9)
−F;ij = −
2n
F 3
F;iF;j +
n
F 2
F;ij +
u;ij
λ′
−
λ′′
λ′2
(u;ir;j + r;iu;j)
− u
(
λ′′′
λ′2
−
2λ′′2
λ′3
)
r;ir;j −
uλ′′
λ′2
r;ij
= −
2n
F 3
F;iF;j +
n
F 2
F;ij −
λ′′
λ′2
(u;ir;j + r;iu;j)
− u
(
λ′′′
λ′2
−
2λ′′2
λ′3
)
r;ir;j + hij +
λ
λ′
r;khij;
k −
u
λ′
hikh
k
j
−
λ
λ′
R¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m +
uλ′′
λ′2
(
v−1hij −
λ′
λ
gij +
λ′
λ
r;ir;j
)
= −
2n
F 3
F;iF;j +
n
F 2
F;ij −
λ′′
λ′2
(u;ir;j + r;iu;j) +
λ
λ′
r;khij;
k
−
u
λ′2
(
λ′′′ −
2λ′′2
λ′
−
λ′′λ′
λ
)
r;ir;j +
(
1 +
uλ′′
λ′2v
)
hij −
u
λ′
hikh
k
j
−
uλ′′
λ′λ
gij −
λ
λ′
R¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m.
We have to transform F;ij . Using the Codazzi equation (2.5)and the Ricci identities
(2.2), we obtain
F;ij = F
kl,rshkl;ihrs;j + F
klhkl;ij
= F kl,rshkl;ihrs;j + F
klhki;lj − F
kl
(
R¯αβγδν
αx
β
;kx
γ
;lx
δ
;i
)
;j
= F kl,rshkl;ihrs;j + F
klhki;jl + F
klRljk
ahai + F
klRlji
ahka
− F kl
(
R¯αβγδν
αx
β
;kx
γ
;lx
δ
;i
)
;j
= F kl,rshkl;ihrs;j + F
klRljk
ahai + F
klRlji
ahka + F
klhij;kl
− F kl
(
R¯αβγδν
αx
β
;kx
γ
;lx
δ
;i
)
;j
− F kl
(
R¯αβγδν
αx
β
;ix
γ
;kx
δ
;j
)
;l
Differentiating the big brackets by the product rule gives, using the Weingarten
equation (2.4) and the Gauss equation (2.6)
F;ij = F
klhij;kl + F
kl,rshkl;ihrs;j
+ F kl(hlahjk − hlkhja + R¯αβγδx
α
;lx
β
;jx
γ
;kx
δ
;a)h
a
i
+ F kl(hlahji − hlihja + R¯αβγδx
α
;lx
β
;jx
γ
;ix
δ
;a)h
a
k
− F klR¯αβγδ;ǫν
αx
β
;kx
γ
;lx
δ
;ix
ǫ
;j − F
klR¯αβγδx
α
;mx
β
;kx
γ
;lx
δ
;ih
m
j
+ F klR¯αβγδν
αx
β
;kν
γxδ;ihlj + F
klR¯αβγδν
αx
β
;kx
γ
;lν
δhij
− F klR¯αβγδ;ǫν
αx
β
;ix
γ
;kx
δ
;jx
ǫ
;l − F
klR¯αβγδx
α
;mx
β
;ix
γ
;kx
δ
;jh
m
l
+ F klhklR¯αβγδν
αx
β
;iν
γxδ;j + F
klR¯αβγδν
αx
β
;ix
γ
;kν
δhjl
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and after some rearranging, using the homogeneity of F ,
(3.10)
F;ij = F
klhij;kl + F
kl,rshkl;ihrs;j + F
klhrkh
r
l hij − Fhikh
k
j
+ F klR¯αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
m
i + x
α
;lx
β
;ix
γ
;kx
δ
;mh
m
j
)
+ 2F klR¯αβγδx
α
;lx
β
;jx
γ
;ix
δ
;mh
m
k + F
klR¯αβγδν
αx
β
;kx
γ
;lν
δhij
+ FR¯αβγδν
αx
β
;iν
γxδ;j − F
klR¯αβγδ;ǫν
αx
β
;kx
γ
;lx
δ
;ix
ǫ
;j
− F klR¯αβγδ;ǫν
αx
β
;ix
γ
;kx
δ
;jx
ǫ
;l.
From (3.3), inserting (3.9), we get
h˙ij = −F;ij + Fhikh
k
j −FR¯αβγδx
α
;iν
βνγxδ;j
= −
2n
F 3
F;iF;j +
n
F 2
F;ij −
λ′′
λ′2
(u;ir;j + r;iu;j) +
λ
λ′
r;khij;
k
−
u
λ′2
(
λ′′′ −
2λ′′2
λ′
−
λ′′λ′
λ
)
r;ir;j +
(
1 +
uλ′′
λ′2v
)
hij −
u
λ′
hikh
k
j −
uλ′′
λ′λ
gij
−
λ
λ′
R¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m +
( n
F
−
u
λ′
)
hikh
k
j
−
( n
F
−
u
λ′
)
R¯αβγδx
α
;iν
βνγxδ;j .
Inserting (3.10) into this equation gives
h˙ij =
n
F 2
F klhij;kl +
λ
λ′
r;khij;
k −
2n
F 3
F;iF;j +
n
F 2
F kl,rshkl;ihrs;j
−
λ′′
λ′2
(u;ir;j + r;iu;j)−
u
λ′2
(
λ′′′ −
2λ′′2
λ′
−
λ′′λ′
λ
)
r;ir;j +
(
1 +
uλ′′
λ′2v
)
hij
−
2u
λ′
hikh
k
j −
uλ′′
λ′λ
gij −
λ
λ′
R¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m
−
( n
F
−
u
λ′
)
R¯αβγδx
α
;iν
βνγxδ;j +
n
F 2
F klhrkh
r
l hij
+
n
F 2
F klR¯αβγδ
(
xα;lx
β
;jx
γ
;kx
δ
;mh
m
i + x
α
;lx
β
;ix
γ
;kx
δ
;mh
m
j
)
+
2n
F 2
F klR¯αβγδx
α
;lx
β
;jx
γ
;ix
δ
;mh
m
k +
n
F 2
F klR¯αβγδν
αx
β
;kx
γ
;lν
δhij
+
n
F
R¯αβγδν
αx
β
;iν
γxδ;j −
n
F 2
F klR¯αβγδ;ǫν
αx
β
;kx
γ
;lx
δ
;ix
ǫ
;j
−
n
F 2
F klR¯αβγδ;ǫν
αx
β
;ix
γ
;kx
δ
;jx
ǫ
;l.
Using
h˙ij = g˙
ikhkj + g
ikh˙kj = −g
ilg˙lmg
mkhkj + g
ikh˙kj = 2
( u
λ′
−
n
F
)
hikh
k
j + g
ikh˙kj
gives the result. 
In particular, when the ambient space N is a space form of sectional curvature
KN , then
R¯αβγδ = KN (g¯αδg¯βγ − g¯αγ g¯βδ)
and
λ′′ = −KNλ, λ
′′′ = −KNλ
′ =
λ′′λ′
λ
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and (3.8) reduces to
(3.11)
Lhji = −
2n
F 3
F;iF;
j +
n
F 2
F kl,rshkl;ihrs;
j −
λ′′
λ′2
(
u;ir;
j + r;iu;
j
)
−
u
λ′2
(
λ′′′ −
2λ′′2
λ′
−
λ′′λ′
λ
)
r;ir;
j +
(
1 +
uλ′′
λ′2v
)
h
j
i
−
uλ′′
λ′λ
δ
j
i −
( n
F
−
u
λ′
)
KNδ
j
i +
n
F 2
F klhrkh
r
l h
j
i −
2n
F
h
j
kh
k
i
+
n
F 2
F klKN(hilδ
j
k + h
j
l gik − 2gklh
j
i )
+
2n
F 2
F klKN(hklδ
j
i − glih
j
k) +KN
n
F 2
F klgklh
j
i −KN
n
F
δ
j
i
= −
2n
F 3
F;iF;
j +
n
F 2
F kl,rshkl;ihrs;
j +KN
λ
λ′2
(
u;ir;
j + r;iu;
j
)
+K2N
2uλ2
λ′3
r;ir;
j +
(
1−KN
u2
λ′2
+
n
F 2
F klhrkh
r
l −
n
F 2
KNF
klgkl
)
h
j
i
+ 2
u
λ′
KNδ
j
i −
2n
F
h
j
kh
k
i .
4. Upper bounds for the curvature function
In this section we show that the curvature function F is bounded from above
along the flow (3.1) in the case F = n Hk
Hk−1
for very general λ. For this paper, we
only apply it in the case λ = sin, but due to its generality it might be of use in
further situations.
4.1. Proposition. Let a, b ∈ R and (N, g¯) be the warped space ((a, b) × Sn, dr2 +
λ2(r)σ) with λ, λ′ > 0. Let
F = n
Hk
Hk−1
and let x0(M)be the embedding of a closed n-dimensional manifold M into N , such
that x0(M) is a graph over the domain S
n and such that κ ∈ Γk for all n-tupels of
principal curvatures along x0(M). Then along any solution x of (3.1) with initial
embedding x0 there exists a constant c = c(n, k, sup r0, inf r0, λ), such that
F ≤ c.
4.2. Remark. Note that under the hypothesis of Proposition 4.1 we have
r ≤ sup r0, r ≥ inf r0
along the flow, due to the maximum principle. This assertion also holds for arbitrary
monotone curvature functions F .
Now we prove Proposition 4.1.
Proof. Consider the test function
Φ = logF +
u
λ
+ αr
with a large constant α to be determined. Assume Φ attains its maximum at p.
By a suitable choice of coordinate we can assume gij |p = δij , hij |p is diagonal and
in turn F ij is diagonal at p. Assume F |p ≥ C for some sufficient large constant C.
In the following, we compute at p.
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From Lemma 3.2 we deduce
L
(u
λ
)
=
1
λ
Lu−
uλ′
λ2
Lr +
n
F 2
2λ′
λ2
F iju;ir;j −
n
F 2
u
λ3
(
2λ′2 − λλ′′
)
F ijr;ir;j
=
n
F 2
(
F ijhikh
k
j −
1
n
F 2
)
g¯(∂r , ν)−
λ′′
λ′2
‖∇r‖2u
−
uλ′
λ2
(
2n
vF
−
λ
λ′
−
nλ′
λF 2
F ijgij +
nλ′
λF 2
F ijr;ir;j
)
+
n
F 2
2λ′
λ2
F iju;ir;j −
n
F 2
u
λ3
(
2λ′2 − λλ′′
)
F ijr;ir;j
+
n
F 2
F ijR¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m
≤
n
F 2
(
F iih2ii −
1
n
F 2
)
g¯(∂r, ν) +
C
F
F ii|u;i||r;i|+ C +
∑
i
CF ii.
We also have
L logF = −
n
F 2
F ij(logF );i(logF );j −
n
F 2
(
F ijhjkh
k
i −
1
n
F 2
)
+
u2λ′′
λλ′2
−
uλ′′
λλ′F
F ijgij +
u
λ′2F
(
λ′λ′′
λ
− λ′′′ +
2λ′′
2
λ′
)
F ijr;ir;j −
2λ′′
λ′2F
F iju;ir;j
−
λ
λ′F
F ijR¯αβγδν
αx
β
;ix
γ
;mx
δ
;jr;
m −
1
F
( n
F
−
u
λ′
)
F ijR¯αβγδx
α
;iν
βνγxδ;j
≤ −
n
F 2
F ii(logF );i(logF );i −
n
F 2
(
F iih2ii −
1
n
F 2
)
+
C
F
F ii|u;i||r;i|+ C +
∑
i
CF ii.
Thus
LΦ = L logF + L
(u
λ
)
+ αLr
≤ −
n
F 2
F ii(logF );i(logF );i −
n
F 2
(
F iih2ii −
1
n
F 2
)
(1− g¯(∂r, ν))
− α
λ
λ′
+ α
C
F
+ α
C
F
∑
i
F ii +
C
F
F ii|u;i||r;i|+ C + CF
ii.
A calculation using the Newton-MacLaurin inequalities gives for our special F :
F iih2ii −
1
n
F 2 ≥ 0
and
F ii ≤ C(n, k),
see [33, Prop. 2.2] for useful formulas for this calculation.
Thus
LΦ ≤ −
n
F 2
F ii(logF );i(logF );i − α
λ
λ′
+ α
C
F
+
C
F
F ii|u;i||r;i|+ C.
From the maximal property of Φ at p, we have
∇ logF = −
1
λ
∇u+
uλ′
λ2
∇r − α∇r.
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Therefore
0 ≤ LΦ ≤ −
n
F 2
F ii
(
−
1
λ
u;i +
uλ′
λ2
r;i − αr;i
)2
− α
λ
λ′
+ α
C
F
+
C
F
F ii|u;i||r;i|+ C
≤ −
n
2F 2λ2
F iiu;i
2 +
n
F 2
F ii
(
uλ′
λ2
r;i − αr;i
)2
+
C
F
F ii|u;i||r;i|
− α
λ
λ′
+ α
C
F
+ C
≤ −
n
2F 2λ2
F ii
(
|u;i| −
CFλ2
n
|r;i|
)2
− α
λ
λ′
+ α
C
F
+ C + C
α2
F 2
≤ −α
λ
λ′
+ α
C
F
+ C + C
α2
F 2
.
Assume F |p ≥ α. Then by choosing α large enough, we get the RHS of above
inequality is negative, a contradiction. Therefore, F |p ≤ α for our choice of α and
in turn Φ|p is bounded. Since Φ attains its maximum at p, we conclude that F is
bounded from above. 
5. Gradient estimates
In this section we show that the graph function has a uniform C1 bound along
the flow (3.1) for very general F and λ.
5.1. Proposition. Let a, b ∈ R and (N, g¯) be the warped space ((a, b) × Sn, dr2 +
λ2(r)σ) with λ, λ′ > 0. Let F ∈ C∞(Γ) be a 1-homogeneous and strictly mono-
tone curvature function and let x0(M) be the embedding of a closed n-dimensional
manifold M into N , such that x0(M) is a graph over the domain S
n with graph
function r and such that κ ∈ Γ for all n-tuples of principal curvatures along x0(M).
Then along any solution x of (3.1) with initial embedding x0, there exists a constant
c = c(n, sup r0, inf r0, λ), such that
|∇ˆr| ≤ c.
Proof. Recall
(5.1) ϕ =
ˆ r
a
1
λ(s)
ds
To simplify the notation, we just use ϕi = ϕ,i, etc., i.e., we omit the comma when
taking covariant derivative on Sn.
We rewrite the flow equation as a scalar equation on ϕ:
(5.2)
∂tϕ =
1
λ

 n
F
(
λ′
λv
δ
j
i −
1
λv
g˜jkϕki
) − u
λ′

 v
=
nv2
F (λ′δji − g˜
jkϕki)
−
1
λ′
=: G(ϕ, ∇ˆϕ, ∇ˆ2ϕ),
where g˜ij = σij − ϕ
iϕj
v2
. For simplicity, we denote by F = F (λ′δji − g˜
jkϕki) and F
i
j
the derivative of F with respect to its argument.
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We compute
(5.3)
Gij :=
∂G
∂ϕij
=
nv2
F 2
F ikg˜
kj ,
Gϕp :=
∂G
∂ϕp
=
2nϕp
F
+
nv2
F 2
F ij
(
−
σjpϕk + σkpϕj
v2
+
2ϕjϕkϕp
v4
)
ϕki,
Gϕ :=
∂G
∂ϕ
= −
nv2λ′′λ
F 2
F ii +
λ′′λ
λ′2
.
Using the 1-homogeneity of F , we have
(5.4)
Gijϕij =
nv2
F 2
F ikg˜
kjϕij
= −
nv2
F 2
F ik(λ
′δki − g˜
kjϕij) +
nv2λ′
F 2
F ii = −
nv2
F
+
nv2λ′
F 2
F ii
and
(5.5) Gijϕiϕj =
nv2
F 2
F ik g˜
kjϕiϕj =
n
F 2
F ikϕ
kϕi.
Let L = ϕt−G
ij∇2ij be the parabolic operator. Using the Ricci identities on S
n
we get
(5.6)
L|∇ˆϕ|2 = −2Gijϕikϕ
k
j − 2G
ijσij |∇ˆϕ|
2 + 2Gijϕiϕj
+Gϕp(|∇ˆϕ|2)p + 2G
ϕ|∇ˆϕ|2.
Let f : [0,∞) → (0,∞) be an auxiliary function to be determined. Consider a
test function
Φ = log
|∇ˆϕ|2
f(ϕ)
.
In the following we compute at a maximal point of Φ. Due to the maximal property,
∇ˆ|∇ˆϕ|2 =
f ′
f
|∇ˆϕ|2∇ˆϕ.
By a suitable choice of the coordinates, we may assume σij = δij and |∇ˆϕ| = ϕ1.
Then
ϕ11 =
1
2
f ′
f
|∇ˆϕ|2, ϕ1j = 0 for j = 2, · · · , n.
Then g˜ij is diagonal with
g˜11 =
1
v2
, g˜ii = 1 for i 6= 1.
We may further assume ϕij is diagonal and in turn F
k
i is diagonal. Thus we have
−2Gijϕikϕ
k
j = −
2nv2
F 2
F il g˜
ljϕikϕ
k
j
= −
2n
F 2
F 11
1
4
(
f ′
f
)2
|∇ˆϕ|4 −
2nv2
F 2
∑
k≥2
F kkϕ2kk,
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−2Gijσij |∇ϕ|
2 + 2Gijϕiϕj = −
2nv2
F 2
F ik g˜
kj(σij |∇ˆϕ|
2 − ϕiϕj)
= −
2nv2
F 2
∑
k≥2
F kk|∇ˆϕ|2,
Gϕp(|∇ˆϕ|2)p =
(
2nϕp
F
+
nv2
F 2
F ij
(
−
σjpϕk + σkpϕj
v2
+
2ϕjϕkϕp
v4
)
ϕki
)
f ′
f
|∇ˆϕ|2ϕp
=
f ′
f
2n
F
|∇ˆϕ|4 −
(
f ′
f
)2
n
v2F 2
F 11|∇ˆϕ|6
and
2Gϕ|∇ˆϕ|2 =
(
−
2nv2λ′′λ
F 2
F ii +
2λ′′λ
λ′2
)
|∇ˆϕ|2.
On the other hand, using (5.2), (5.4) and (5.5) we get
(5.7)
L(f(ϕ)) = f ′
(
nv2
F
−
1
λ′
)
− f ′Gijϕij − f
′′Gijϕiϕj
= f ′
(
2nv2
F
−
1
λ′
)
− f ′
nv2λ′
F 2
F ii − f
′′ n
F 2
F 11|∇ˆϕ|2.
Using (5.6)–(5.7) and the maximal property of Φ at p, we have
0 ≤
L(|∇ˆϕ|2)
|∇ϕ|2
−
Lf
f
= −
2n
F 2
F 11
1
4
(
f ′
f
)2
|∇ˆϕ|2 −
2nv2
F 2|∇ˆϕ|2
∑
k≥2
F kkϕ2kk −
2nv2
F 2
∑
k≥2
F kk
+
f ′
f
2n
F
|∇ˆϕ|2 −
(
f ′
f
)2
n
v2F 2
F 11|∇ˆϕ|4 −
2nv2λ′′λ
F 2
F ii + 2
λ′′λ
λ′2
−
f ′
f
(
2nv2
F
−
1
λ′
)
+
f ′
f
nv2λ′
F 2
F ii +
f ′′
f
n
F 2
F 11|∇ˆϕ|2
= −
2n
F 2
F 11
1
4
(
f ′
f
)2
|∇ˆϕ|2 −
2nv2
F 2|∇ˆϕ|2
∑
k≥2
F kkϕ2kk −
2nv2
F 2
∑
k≥2
F kk
−
f ′
f
2n
F
−
[(
f ′
f
)2
|∇ˆϕ|2
v2
−
f ′′
f
]
n
F 2
F 11|∇ˆϕ|2
−
nv2
F 2
(
2λ′′λ− λ′
f ′
f
)
F ii +
f ′
f
1
λ′
+ 2
λ′′λ
λ′2
.
Note that
−
f ′
f
2n
F
= −
f ′
f
2n
F 2
F ik(λ
′δki − g˜
kjϕij)
= −
f ′
f
2nλ′
F 2
F ii +
(
f ′
f
)2
n
F 2
1
v2
F 11|∇ˆϕ|2 +
f ′
f
2n
F 2
∑
k≥2
F kkϕkk.
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Therefore
(5.8)
0 ≤ −
2n
F 2
F 11
1
4
(
f ′
f
)2
|∇ˆϕ|2 −
2nv2
F 2|∇ˆϕ|2
∑
k≥2
F kkϕ2kk −
2nv2
F 2
∑
k≥2
F kk
−
f ′
f
2nλ′
F 2
F ii +
(
f ′
f
)2
n
F 2
1
v2
F 11|∇ˆϕ|2 +
f ′
f
2n
F 2
∑
k≥2
F kkϕkk
−
[(
f ′
f
)2
|∇ˆϕ|2
v2
−
f ′′
f
]
n
F 2
F 11|∇ˆϕ|2
−
nv2
F 2
(
2λ′′λ− λ′
f ′
f
)
F ii +
f ′
f
1
λ′
+ 2
λ′′λ
λ′2
and, completing the square,
0 ≤ −
n
F 2
F 11
[
1
2
(
f ′
f
)2
+
(
f ′
f
)2
|∇ˆϕ|2
v2
−
f ′′
f
+ 2λ′′λ−λ′
f ′
f
]
|∇ˆϕ|2
+
n
F 2
F 11
[
−2λ′
f ′
f
+
(
f ′
f
)2
|∇ˆϕ|2
v2
− 2λ′′λ+ λ′
f ′
f
]
−
2n
F 2
∑
k≥2
F kk
(
ϕkk −
1
2
f ′
f
)2
−
2n
F 2|∇ˆϕ|2
∑
k≥2
F kkϕ2kk
+
2n
F 2
(
1
4
(
f ′
f
)2
− λ′
f ′
f
− v2
(
1 + λ′′λ−
1
2
λ′
f ′
f
))∑
k≥2
F kk
+
f ′
f
1
λ′
+ 2
λ′′λ
λ′2
.
Choose f(ϕ) = e−aϕ with a > 0 large enough so that the first term on RHS of
(5.8) have negative sign and when |∇ˆϕ|2 is large enough, this term dominates the
second term. Also, by choosing a > 0 large enough and then |∇ˆϕ|2 is large enough,
the fourth line and the fifth line are both negative. We get a contradiction. Thus
|∇ˆϕ|2 ≤ C. 
6. Preserved convexity in the sphere
In ambient spaces where λ′′ can be negative it is very difficult to control F from
below, if the flow hypersurfaces are not convex. Hence we assume strict convexity
in these cases and we have to restrict to space forms to show that this property is
preserved.
6.1. Proposition. Let x0(M) be the embedding of a closed n-dimensional manifold
M into Sn+1, such that x0(M) is strictly convex. Let F be a 1-homogeneous,
monotone and inverse concave2 curvature function. Then along any solution x of
(3.1) with initial embedding x0 all flow hypersurfaces are strictly convex.
2F (κ1, · · · , κn) is called inverse concave if F˜ (κ1, · · · , κn) = F−1(κ
−1
1
, · · · , κ
−1
n ) is concave.
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Proof. Let b be the inverse of the Weingarten map, which exists at least for a short
time. We show that for a smooth solution
x : [0, T ∗)×M → Sn+1
all Mt, t < T
∗, are strictly convex. From
b˙km = −b
k
j h˙
j
i b
i
m, F
qsbkm;qs = 2F
qsbkjh
j
p;qb
p
rh
r
i;sb
i
m − F
qsbkph
p
l;qsb
l
m,
u;i = λh
k
i r;k
and (3.11) we deduce
(6.1)
Lbkm =
n
F 2
(
2
F
F rsF pq − 2F qsbpr − F pq,rs
)
bkj b
i
mhrs;ihpq;
j
−
λ2
λ′2
(
bkl r;
lr;m + r;
kblmr;l
)
−
2uλ2
λ′3
bkj r;
jbimr;i
+ ψ1b
k
m −
2u
λ′
bkl b
l
m + ψ2δ
k
m,
where ψi, i = 1, 2 are some functions, which are bounded on every compact interval
[0, T0] ⊂ [0, T
∗). If the convexity is lost at some time T0 < T
∗, then the largest
eigenvalue of b blows up at T0. Although the largest eigenvalue is not a smooth
function, we can still apply (6.1) to estimate it by using the following well known
trick, compare e.g. the proof of [18, Lemma 6.1]:
Define
φ = sup{bijη
iηj : gijη
iηj = 1}
and suppose this function attains a maximum at (t0, ξ0), t0 < T0. Using normal
coordinates around (t0, ξ0) with
gij = δij , bij = κ
−1
i δij , κ
−1
1 ≤ · · · ≤ κ
−1
n .
Around (t0, ξ0) let η be the vector field
η = (0, . . . , 0, 1)
and define
φ˜ =
bijη
iηj
gijηiηj
,
then locally around (t0, ξ0) we have φ˜ ≤ φ and at this point there holds
˙˜
φ = b˙nn + 2F = b˙
n
n
and the spatial derivatives also coincide. Thus at (t0, ξ0) the function φ˜ and b
n
n
satisfy the same evolution equation, whence it suffices to show that the right hand
side of (6.1) is negative at the point (t0, ξ0).
The first line is negative due to the inverse concavity of F , compare the proof in
[43, p. 112], while for the rest the good terms involving bkl b
l
m are surely dominating.
This completes the proof. 
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7. Bounds on the speed and the curvature
In this section we deduce the remaining ingredients which are necessary to obtain
longtime existence, namely we need a full bound on the second fundamental form
and in turn, to apply the Krylov-Safonov theory, we need a lower bound on the
curvature function to show that the operator L is uniformly parabolic along the
flow. We start with the spherical case.
7.1. The spherical case.
7.1. Lemma. Let x0(M) be the embedding of a closed n-dimensional manifold M
into Sn+1, such that x0(M) is strictly convex. Let
F = n
Hk
Hk−1
.
Then along any solution x of (3.1) with initial embedding x0 there exists a constant
c = c(n, k, sup r0, inf r0, λ), such that
‖A‖2 ≤ c.
Proof. Due to the convexity preservation, Proposition 6.1, it suffices to bound the
mean curvature H from above. Note u ≥ c0 > 0 by Proposition 5.1 (we may also
use the convexity to get this, cf. [20, Lemma 2.7.10]). We use the auxiliary function
w = logH − log u
and deduce from (3.5), (3.11), the concavity of F and
u;i = λh
k
i r;k,
that at a maximal point of w:
0 ≤ Lw =
1
H
LH −
1
u
Lu
≤ c+
c
H
−
2n
FH
‖A‖2
≤ c+
c
H
−
2
F
H.
Since F is bounded from above by Proposition 4.1, we get a upper bound of H
from above. 
We use the previous result to get bounds from below on F .
7.2. Lemma. Under the assumptions of Lemma 7.1 there exists a constant 0 < c =
c(n, sup r0, inf r0, λ) such that
F ≥ c.
Proof. We use the same method as in [36, Prop. 5.3] and bound the auxiliary
function
z = − logF + f(r),
where
f(r) = − log (λ′ − α) , 0 < α <
1
2
λ′(sup r0).
Since λ′′ = −λ, it is direct to check that
(7.1) 1− f ′
λ′
λ
= −
α
λ′ − α
, f ′2 + f ′
λ′
λ
− f ′′ = 0.
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From the convexity, the 1-homogeneity of F and Lemma 7.1, we see
(7.2)
n
F 2
F ijhikh
k
j ≤
nH
F
≤
c
F
.
Using (3.4), (3.6) and (7.2),
Lz = −
1
F
LF −
n
F 4
F ijF;iF;j + f
′Lr − f ′′
n
F 2
F ijr;ir;j
≤
n
F 2
F ij(logF );i(logF );j +
c
F
+ c+
n
F 2
F ijgij
+ f ′
c
F
− f ′
nλ′
λF 2
F ijgij + f
′ nλ
′
λF 2
F ijr;ir;j − f
′′ n
F 2
F ijr;ir;j .
At a maximal point of z, we use (logF );i = f
′r;i and (7.1) to obtain
0 ≤ Lz ≤
n
F 2
F ijr;ir;j
(
f ′2 + f ′
λ′
λ
− f ′′
)
+
n
F 2
F ijgij
(
1− f ′
λ′
λ
)
+
c
F
+ c+ f ′
c
F
= −
α
λ′ − α
n
F 2
F ijgij +
c
F
+ c
< 0,
if F is small enough, since F ijgij ≥ n. 
Now we finish the a priori estimates in the spherical case.
7.3. Proposition. Let x0(M) be the embedding of a closed n-dimensional manifold
M into Sn+1, such that x0(M) is strictly convex. Let
F = n
Hk
Hk−1
.
Then any solution x of (3.1) with initial embedding x0 exists for all positive times
with uniform C∞-estimates.
Proof. We have uniform C2-bounds from Proposition 6.1 and Lemma 7.1. Due to
Lemma 7.2 we know that the principal curvatures range within a compact subset
of the domain on definition of F . Hence we have the uniform parabolicity of the
operator L. Due to the concavity of the operator, we can apply the regularity
theory of Krylov and Safonov, [35], to deduce C2,α bounds and in turn C∞ bounds
using the Schauder theory. Thus we can extend the flow beyond any finite T . 
7.2. The general case. We provide the bounds on the principal curvatures and
on the curvature function from below in case of mild assumptions on the warping
factor.
7.4. Proposition. Let a, b ∈ R and (N, g¯) be the warped space ((a, b) × Sn, dr2 +
λ2(r)σ) with λ > 0, λ′ > 0 and λ′′ ≥ 0. Let F ∈ C∞(Γ) be a 1-homogeneous,
strictly monotone and concave curvature function and let x0(M) be the embedding
of a closed n-dimensional manifold M into N , such that x0(M) is a graph over
the domain Sn and such that κ ∈ Γ for all n-tupels of principal curvatures along
x0(M). Then along any solution x of (3.1) with initial embedding x0 there exists
a positive constant c = c(n, sup r0, inf r0, λ), such that
F ≥ c.
7.5. Remark. Proposition 7.4 is the only place where we use λ′′ ≥ 0 for proving
Theorem 1.3.
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Proof. We deduce the evolution of the function ∂tϕ, where ϕ is defined as in (5.1).
Recall that there holds (5.2),
∂tϕ =
1
λ

 n
F
(
λ′
λv
δ
j
i −
1
λv
g˜jkϕki
) − u
λ′

 v
=
nv2
F (λ′δji − g˜
jkϕki)
−
1
λ′
=: G(ϕ, ∇ˆϕ, ∇ˆ2ϕ),
where g˜ij = σij − ϕ
iϕj
v2
. Differentiation gives
∂t(∂tϕ) = G
ij(∂tϕ)ij +G
ϕp(∂tϕ)p +G
ϕ∂tϕ.
From (5.3) we obtain
Gϕ ≤ −
n2v2λ′′λ
F 2
+
λ′′λ
λ′2
= −
λ′′λ
v2
n2v4
F 2
+
λ′′λ
λ′2
= −
λ′′λ
v2
(
∂tϕ+
1
λ′
)2
+
λ′′λ
λ′2
.
Since we already have v ≤ c due to Proposition 5.1, the third order leading term
is dominating with a non-positive sign. The maximum principle gives an upper
bound for ∂tϕ and hence the result. 
7.6. Proposition. Under the assumptions of Proposition 7.4 there exists a positive
constant c = c(n, sup r0, inf r0, λ), such that
‖A‖2 ≤ c.
Proof. In applying the maximum principle to the evolution of (hij) we proceed
similarly to the proof of Proposition 6.1. Define
φ = sup{hijη
iηj : gijη
iηj = 1}
and suppose the function
w = logφ+ f(u) + αr
attains a maximum at (t0, ξ0), t0 < T0, where f is defined by
f(u) = − log(u− β),
where β = 12 minu. Note that
1 + f ′u =
−β
u− β
< 0.
Using normal coordinates around (t0, ξ0) with
gij = δij , hij = κiδij , κ1 ≤ · · · ≤ κn,
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and using (3.4), (3.5) and (3.8), we may pretend that the evolution equation of w
at the point (t0, ξ0) is given by
(7.3)
Lw ≤
n
F 2
2
κn − κ1
n∑
k=1
(Fnn − F kk)(hnk;n)
2(hnn)
−1 + c+
c
κn
+
n
F 2
F klhrkh
r
l
−
2n
F
κn +
c(1 + κ−1n )
F 2
F ijgij +
n
F 2
F ij(log hnn);i(log h
n
n);j
+
n
F 2
(
F klhrkh
r
l −
1
n
F 2
)
f ′u− f ′
λ′′λ
λ′2
‖∇r‖2u+ c|f ′|
− f ′′
n
F 2
F iju;iu;j +
αc
F
− α
λ
λ′
−
nαλ′
λF 2
F ij(gij − r;ir;j),
where we used a trick that already appeared in the proof of [14, Prop. 6.3] and in a
similar fashion in [19, Thm. 9.7], namely that due to the concavity of F there holds
F kl,rsηklηrs ≤
∑
k 6=l
F kk − F ll
κk − κl
η2kl ≤
2
κn − κ1
n∑
k=1
(Fnn − F kk)η2nk
for all symmetric matrices (ηkl), cf. [20, Lemma 2.1.14]. Furthermore we have
Fnn ≤ · · · ≤ F 11,
cf. [13, Lemma 2]. In order to estimate (7.3), we distinguish two cases.
Case 1: κ1 < −ǫ1κn, 0 < ǫ1 <
1
2 . Then
F ijhikh
k
j ≥ F
11κ21 ≥
1
n
F ijgijκ
2
1 ≥
1
n
F ijgijǫ
2
1κ
2
n.
We use ∇w = 0 to estimate
n
F 2
F ij(log hnn);i(log h
n
n);j = f
′2 n
F 2
F iju;iu;j + f
′ 2nα
F 2
F iju;ir;j +
nα2
F 2
F ijr;ir;j .
If κn is sufficiently large, in this case (7.3) becomes
Lw ≤
1
F 2
F ijgij(ǫ
2
1κ
2
n(1 + f
′u) + (c+ |f ′|α)κn + cα
2 + c) + c(|f ′|+ 1)
−
2n
F
(κn − αc)− α
λ
λ′
−
n
F 2
F iju;iu;j(f
′′ − f ′2),
which is negative for large κn, after fixing α0 = α0(M0, sup r0, inf r0, λ) large enough
to ensure
c(|f ′|+ 1)− α0
λ
λ′
< 0.
We also use 1+ f ′u ≤ c < 0 and f ′′− f ′2 = 0. Hence in this case any α ≥ α0 yields
an upper bound for κn.
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Case 2: κ1 ≥ −ǫ1κn. Then
2
κn − κ1
n∑
k=1
(Fnn − F kk)(hnk;n)
2(hnn)
−1
≤
2
1 + ǫ1
n∑
k=1
(Fnn − F kk)(hnk;n)
2(hnn)
−2
≤
2
1 + ǫ1
n∑
k=1
(Fnn − F kk)(hnn;k)
2(hnn)
−2 + c(ǫ1)
n∑
k=1
(F kk − Fnn)κ−2n
+
4
1 + ǫ1
n∑
k=1
(Fnn − F kk)hnn;kR¯αβγδν
axβ;nx
γ
;nx
δ
;k(h
n
n)
−2
≤
2
1 + 2ǫ1
n∑
k=1
(Fnn − F kk)(hnn;k)
2(hnn)
−2 + c(ǫ1)
n∑
k=1
(F kk − Fnn)κ−2n ,
where we used the Codazzi equation (2.5) and the Cauchy-Schwarz inequality. We
deduce further:
F ij(log hnn);i(log h
n
n);j +
2
κn − κ1
n∑
k=1
(Fnn − F kk)(hnk;n)
2(hnn)
−1
≤
2
1 + 2ǫ1
n∑
k=1
Fnn(log hnn)
2
;k −
1− 2ǫ1
1 + 2ǫ1
n∑
k=1
F kk(log hnn)
2
;k + c(ǫ1)F
ijgijκ
−2
n
≤
n∑
k=1
Fnn(log hnn)
2
;k + c(ǫ1)F
ijgijκ
−2
n
= c(ǫ1)F
ijgijκ
−2
n + f
′2Fnn‖∇u‖2 + 2αf ′Fnn 〈∇u,∇r〉+ α2Fnn‖∇r‖2.
We plug this into (7.3) and obtain for large κn:
Lw ≤ c+
n
F 2
Fnnκ2n(1 + f
′u)−
2n
F
(κn − αc) +
1
F 2
F ijgij
(
c+ c(ǫ1)−
nαλ′
v2λ
)
− f ′′
n
F 2
F iju;iu;j − α
λ
λ′
+ f ′2
n
F 2
Fnn‖∇u‖2 +
2nαf ′
F 2
Fnn 〈∇u,∇r〉
+
nα2
F 2
Fnn‖∇r‖2
≤
n
F 2
Fnn
(
κ2n(1 + f
′u) + 2α|f ′|cκn + α
2‖∇r‖2
)
−
2n
F
(κn − αc)
+ c− α
λ
λ′
+
1
F 2
F ijgij
(
c+ c(ǫ1)−
nαλ′
v2λ
)
< 0
after possibly enlarging α even further (compared to case 1) and for large κn. This
completes the proof. 
As in Proposition 7.3 we conclude:
7.7. Proposition. Under the assumptions of Proposition 7.6 the flow (3.1) exists
for all times with uniform C∞-estimates.
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8. Proofs of the main theorems
We give the final arguments to complete the proofs concerning the flow results
and start with the spherical case.
Proof of Theorem 1.1. In order to complete the proof of Theorem 1.1 with the help
of Proposition 7.3, all we have to show is that each subsequential limit is a sphere
independent of the subsequence as t→∞.
The evolution of the weighted enclosed volume
V (t) =
ˆ
Ωt
λ′dN
is
V˙ (t) =
ˆ
Mt
(
nλ′
F
− u
)
dµt ≥
ˆ
Mt
(
nλ′
H
− u
)
dµt ≥ 0.
The first inequality is due to the concavity of F which implies F ≤ H, [20, Lemma
2.2.20] and the second one is due to Brendle’s Heintze-Karcher type inequality, [6,
equ. (4)]. That is, V is increasing. Since V is obviously bounded we haveˆ ∞
0
ˆ
Mt
(
nλ′
H
− u
)
dµtdt <∞
and hence ˆ
Mt
(
nλ′
H
− u
)
dµt → 0.
So any convergent subsequence ofMt must converge to a sphere, due to the charac-
terization of the limiting case in the Heintze-Karcher inequality. Due to the spher-
ical barriers this sphere is unique and we conclude the proof of the theorem. 
Now we turn to the other case and prove Theorem 1.3.
Proof of Theorem 1.3. Again it suffices to prove that there exists a subsequence
that converges to a sphere. If no subsequence converges to a geodesic sphere then
there can not be any subsequence for which ‖∇r‖ → 0. Hence there exists a positive
constant c such that for all times t > 0 we have
(8.1) max
Mt
‖∇r‖2 ≥ c.
The area evolves according to
(8.2)
d
dt
|Mt| =
ˆ
Mt
FH ≥
ˆ
Mt
(
n−
Hu
λ′
)
=
ˆ
Mt
div(λ∇r)
λ′
=
ˆ
Mt
λ′′λ
λ′2
‖∇r‖2 ≥ 0.
The inequality in (8.2) is again due to F ≤ H . The last two equalities in (8.2)
follow from the fact div(λ∇r) = nλ′ −Hu and integration by parts respectively.
Due to the C1-estimates the area is bounded and hence, because of λ′′ ≥ 0, every
subsequential limit Mt → M˜ must satisfyˆ
M˜
λ′′λ
λ′2
‖∇r‖2 = 0,
whence
(8.3) λ′′‖∇r‖2 = 0
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throughout any subsequential limit. For all t > 0, let
ξt := argmaxMt ‖∇r‖
2.
We obtain that
λ′′(ξt)→ 0, t→ 0,
for otherwise we reach a contradiction to (8.1) and (8.3). From (5.6) we obtain at
the points (t, ξt),
L|∇ˆϕ|2 ≤ −2Gijσij |∇ˆϕ|
2 + 2Gijϕiϕj + 2G
ϕ|∇ˆϕ|2
≤ −
2nv2
F 2
F ikg˜
kjσij |∇ˆϕ|
2 +
2nv2
F 2
F ik g˜
kjϕiϕj + cλ
′′|∇ˆϕ|2
≤ −ǫ|∇ˆϕ|2,
for some suitable ǫ > 0. Thus |∇ˆϕ|2 actually has to decay exponentially and we
obtain a contradiction to (8.1). 
9. Geometric inequalities
In this section we complete the proof of the geometric inequalities. First of all,
along the flow d
dt
x = Fν, we have the following variational formulas.
9.1. Proposition. Let Mt ⊂ N be a family of closed hypersurfaces evolving by
d
dt
x = Fν. Denote by Ωt the enclosed domain by Mt and {a} × S
n. Then
d
dt
ˆ
Ωt
f =
ˆ
Mt
fF ∀f ∈ C∞(M),(9.1)
and
d
dt
|Mt| =
ˆ
Mt
HF .(9.2)
If ∆¯λ′g¯ − ∇¯2λ′ + λ′Rc = 0, then
d
dt
ˆ
Mt
Hλ′ =
ˆ
Mt
(2σ2λ
′ + 2H
〈
∇¯f, ν
〉
)F .(9.3)
Proof. The first and second ones are well known and have already been used in
section 8. We compute the third one.
d
dt
ˆ
Mt
Hλ′ =
ˆ
Mt
λ′(−∆F − F|A|2 −FRc(ν, ν))
+
ˆ
Mt
(
H
〈
∇¯λ′, ν
〉
+H2λ′
)
F
=
ˆ
Mt
−(∆¯λ′ − ∇¯2λ′(ν, ν)−H
〈
∇¯λ′, ν
〉
+ λ′Rc(ν, ν))F
+
ˆ
Mt
(
H
〈
∇¯λ′, ν
〉
+ (H2 − |A|2)λ′
)
F
=
ˆ
Mt
2σ2λ
′F + 2H
〈
∇¯f, ν
〉
F .

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9.2. Proposition. Let Σ ⊂ N be a closed hypersurface. If Σ is star-shaped and
λ′′
λ
+ 1−λ
′2
λ2
≥ 0, then
(9.4)
ˆ
Σ
(n− 1)Hλ′ ≤
ˆ
Σ
2σ2u.
Proof. Multiplying σij2 to (2.8), summing over i, j, integrating over Σ and using
∇iσ
ij
2 = h
i
i;mg
mj − hij ;i = −Rc(ν, x;m)g
mj ,
we haveˆ
Σ
(n− 1)Hλ′ − 2σ2u =
ˆ
Σ
σ
ij
2 (λr;j);i
=
ˆ
Σ
λRc(ν, x;m)r;
m
=
ˆ
Σ
−(n− 1)
[
λ′′
λ
+
1− λ′2
λ2
]
λ‖∇r‖2 〈∂r, ν〉
≤ 0,
where we used the starshapedness and (2.7). 
Now we choose the flow as
d
dt
x =
( n
H
−
u
λ′
)
ν.(9.5)
Along this flow the area |Mt| is non-decreasing and the quantity
ˆ
Mt
Hλ′dµt − 2n
ˆ
Ωt
λ′λ′′
λ
dN
is non-increasing.
9.3. Proposition. Under the assumptions of Theorem 1.5, let Mt ⊂ N be a family
of closed star-shaped hypersurfaces evolving by (9.5). Then
d
dt
ˆ
Ωt
λ′dN ≥ 0,(9.6)
d
dt
|Mt| ≥ 0(9.7)
and
d
dt
(ˆ
Mt
Hλ′dµt − 2n
ˆ
Ωt
λ′λ′′
λ
dN
)
≤ 0.(9.8)
Proof. We first note that all the assumptions in Proposition 9.1 and Proposition 9.2
are satisfied by the anti-de-Sitter Schwarzschild space and the hyperbolic space.
Also the Heintze-Karcher type inequality holds for the anti-de-Sitter Schwarzschild
space and the hyperbolic space. Thus inequality (9.6) is proved in the same way as
the proof of Theorem 1.1 in section 8. Inequality (9.7) was proved in the proof of
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Theorem 1.3 in section 8. Next we show (9.8). From (9.3) and (9.1), we have
(9.9)
d
dt
(ˆ
Mt
Hλ′ − 2n
ˆ
Ωt
λ′λ′′
λ
)
=
ˆ
Mt
(
2σ2λ
′ + 2H
〈
∇¯λ′, ν
〉
− 2n
λ′λ′′
λ
)( n
H
−
u
λ′
)
=
ˆ
Mt
2σ2λ
′
( n
H
−
u
λ′
)
+
ˆ
Mt
λ′′
λ
(2Hu− 2nλ′)
( n
H
−
u
λ′
)
≤
ˆ
Mt
((n− 1)Hλ′ − 2σ2u)−
ˆ
Mt
2H
λ′λ′′
λ
( n
H
−
u
λ′
)2
≤ 0.
In the second equality, we used
〈
∇¯λ′, ν
〉
= λ
′′
λ
u and in the last two inequalities we
used Newton-Maclaurin inequality, (9.4) and λ′′ ≥ 0. 
The inequalities in Theorem 1.5 follows immediately from the monotonicity in
Proposition 9.3 and the convergence result of the flow. The classification of the
equality case follows easily by checking the equality in (9.9). 
Acknowledgements. Part of this work was done while CX was visiting the math-
ematical institute of Albert-Ludwigs-Universita¨t Freiburg. He would like to thank
the institute for its hospitality. The authors are grateful to Professor Pengfei Guan
for his comments and for sending us their private note. The authors would also
like to thank Professor Guofang Wang for bringing the paper [16] to their atten-
tion. Research of CX is supported in part by NSFC (Grant No. 11501480) and the
Natural Science Foundation of Fujian Province of China (Grant No. 2017J06003).
References
1. Nicholas Alikakos and Alexandre Freire, The normalized mean curvature flow for a small
bubble in a Riemannian manifold, J. Differ. Geom. 64 (2003), no. 2, 247–303.
2. Ben Andrews, Contraction of convex hypersurfaces in Euclidean space, Calc. Var. Partial
Differ. Equ. 2 (1994), no. 2, 151–171.
3. , Contraction of convex hypersurfaces in Riemannian spaces, J. Differ. Geom. 39
(1994), no. 2, 407–431.
4. , Pinching estimates and motion of hypersurfaces by curvature functions, J. Reine
Angew. Math. 608 (2007), 17–33.
5. Kenneth Brakke, The motion of a surface by its mean curvature, Mathematical Notes, Prince-
ton University Press, Princeton, NJ, 1978.
6. Simon Brendle, Constant mean curvature surfaces in warped product manifolds, Publ. Math.
de l’IHES 117 (2013), no. 1, 247–269.
7. Simon Brendle, Pengfei Guan, and Junfang Li, An inverse curvature type hypersurface flow
in Hn+1, private note.
8. Simon Brendle, Pei-Ken Hung, and Mu Tao Wang, A Minkowski inequality for hypersurfaces
in the anti-de Sitter-Schwarzschild manifold, Commun. Pure Appl. Math. 69 (2016), no. 1,
124–144.
9. Esther Cabezas-Rivas and Vicente Miquel, Volume preserving mean curvature flow in the
hyperbolic space, Indiana Univ. Math. J. 56 (2007), no. 5, 2061–2086.
10. Bennett Chow, Deforming convex hypersurfaces by the n-th root of the Gaussian curvature,
J. Differ. Geom. 22 (1985), no. 1, 117–138.
11. , Deforming convex hypersurfaces by the square root of the scalar curvature, Invent.
Math. 87 (1987), no. 1, 63–82.
CONSTRAINED INVERSE CURVATURE FLOWS 31
12. Levi Lopes De Lima and Frederico Girao, An Alexandrov-Fenchel-type inequality in hyperbolic
space with an application to a Penrose inequality, Ann. Henri Poincare´ 17 (2016), no. 4, 979–
1002.
13. Klaus Ecker and Gerhard Huisken, Immersed hypersurfaces with constant Weingarten curva-
ture, Math. Ann. 283 (1989), no. 2, 329–332.
14. Christian Enz, The scalar curvature flow in Lorentzian manifolds, Adv. Calc. Var. 1 (2008),
no. 3, 323–343.
15. Yuxin Ge, Guofang Wang, and Jie Wu, Hyperbolic Alexandrov-Fenchel quermassintegral in-
equalities 2, J. Differ. Geom. 98 (2014), no. 2, 237–260.
16. , The GBC mass for asymptotically hyperbolic manifolds, Math. Z. 281 (2015), no. 1–2,
257–297.
17. Claus Gerhardt, Flow of nonconvex hypersurfaces into spheres, J. Differ. Geom. 32 (1990),
no. 1, 299–314.
18. , Closed Weingarten hypersurfaces in space forms, Geometric analysis and the calculus
of variations (Ju¨rgen Jost, ed.), International Press of Boston Inc., 1996, pp. 71–98.
19. , Hypersurfaces of prescribed scalar curvature in Lorentzian manifolds, J. Reine
Angew. Math. 554 (2003), 157–199.
20. , Curvature problems, Series in Geometry and Topology, vol. 39, International Press
of Boston Inc., Sommerville, 2006.
21. , Inverse curvature flows in hyperbolic space, J. Differ. Geom. 89 (2011), no. 3, 487–
527.
22. , Non-scale-invariant inverse curvature flows in Euclidean space, Calc. Var. Partial
Differ. Equ. 49 (2014), no. 1-2, 471–489.
23. , Curvature flows in the sphere, J. Differ. Geom. 100 (2015), no. 2, 301–347.
24. Frederico Girao and Neilha Pinheiro, An Alexandrov-Fenchel-type inequality for hypersurfaces
in the sphere, Ann. Glob. Anal. Geom. (2017), doi:10.1007/s10455-017-9562-4.
25. Pengfei Guan and Junfang Li, The quermassintegral inequalities for k-convex starshaped do-
mains, Adv. Math. 221 (2009), no. 5, 1725–1732.
26. , A mean curvature type flow in space forms, Intern. Math. Res. Not. 2015 (2015),
no. 13, 4716–4740.
27. , A fully-nonlinear flow and quermassintegral inequalities (in chinese), Sci. Sin. Math.
(2017), doi:10.1360/N012017-00009.
28. Pengfei Guan, Junfang Li, and Mu Tao Wang, A volume preserving flow and the isoperimetric
problem in warped product spaces, preprint, arxiv:1609.08238, 2016.
29. Gerhard Huisken, Flow by mean curvature of convex surfaces into spheres, J. Differ. Geom.
20 (1984), no. 1, 237–266.
30. , Contracting convex hypersurfaces in Riemannian manifolds by their mean curvature,
Invent. Math. 84 (1986), no. 3, 463–480.
31. , The volume preserving mean curvature flow, J. Reine Angew. Math. 382 (1987),
35–48.
32. Gerhard Huisken and Tom Ilmanen, The inverse mean curvature flow and the Riemannian
Penrose inequality, J. Differ. Geom. 59 (2001), no. 3, 353–437.
33. Gerhard Huisken and Carlo Sinestrari, Convexity estimates for mean curvature flow and
singularities of mean convex surfaces, Acta Math. 183 (1999), no. 1, 45–70.
34. , Mean curvature flow with surgeries of two-convex hypersurfaces, Invent. Math. 175
(2009), 137–221.
35. Nicolai Krylov, Nonlinear elliptic and parabolic equations of the second order, Mathematics
and its applications, vol. 7, Springer, 1987.
36. Matthias Makowski and Julian Scheuer, Rigidity results, inverse curvature flows and
Alexandrov-Fenchel type inequalities in the sphere, Asian J. Math. 20 (2016), no. 5, 869–
892.
37. James McCoy, The surface area preserving mean curvature flow, Asian J. Math. 7 (2003),
no. 1, 7–30.
38. James A. McCoy, Mixed volume preserving curvature flows, Calc. Var. Partial Differ. Equ. 24
(2005), no. 2, 131–154.
39. Julian Scheuer, Non-scale-invariant inverse curvature flows in hyperbolic space, Calc. Var.
Partial Differ. Equ. 53 (2015), no. 1, 91–123.
32 J. SCHEUER AND C. XIA
40. , The inverse mean curvature flow in warped cylinders of non-positive radial curvature,
Adv. Math. 306 (2017), 1130–1163.
41. , Isotropic functions revisited, preprint, arxiv:1703.03321, 2017.
42. John Urbas, On the expansion of starshaped hypersurfaces by symmetric functions of their
principal curvatures, Math. Z. 205 (1990), no. 1, 355–372.
43. , An expansion of convex hypersurfaces, J. Differ. Geom. 33 (1991), no. 1, 91–125.
44. Guofang Wang and Chao Xia, Isoperimetric type problems and Alexandrov-fenchel type in-
equalities in the hyperbolic space, Adv. Math. 259 (2014), 532–556.
45. Yong Wei and Changwei Xiong, Inequalities of Alexandrov-Fenchel type for convex hypersur-
faces in hyperbolic space and in the sphere, Pac. J. Math. 277 (2015), no. 1, 219–239.
46. Chao Xia, A Minkowski type inequality in space forms, Calc. Var. Partial Differ. Equ. 55
(2016), no. 4, 96.
Albert-Ludwigs-Universita¨t, Mathematisches Institut, Abteilung Reine Mathematik,
Eckerstr. 1, 79104 Freiburg, Germany
E-mail address: julian.scheuer@math.uni-freiburg.de
School of Mathematical Sciences, Xiamen University, 361005, Xiamen, P.R. China
E-mail address: chaoxia@xmu.edu.cn
