A method is presented for detecting weak coupling between (chaotic) dynamical systems below the threshold of (generalized) synchronization. This approach is based on reconstruction of mixed states consisting of delayed samples taken from simultaneously measured time series of both systems.
Introduction
When dealing with multivariate time series an important question one may ask is whether the measured signals are independent or not. Any interrelation can, for example, provide information about the underlying physical mechanisms or may be used to exploit possible redundancy in order to reduce the number of measurement channels. In linear systems theory the standard tool for detecting dependencies between two time series {x n } and {y n } is the linear correlation coefficient r (or Pearson's r) r = n (x n − x)(y n − y)
where x, y are the mean values of x, y, respectively, and −1 ≤ r ≤ 1. A value of r near 0 indicates that the data are linearly uncorrelated, for r = 1 we have complete positive correlation and for r = −1 the data are negatively correlated. Correlations may also be investigated in frequency space in terms of cross spectra and coherence functions that are obtained as (normalized) Fourier transforms of cross correlation functions [Priestly, 1989] (see [Timmer et al., 2000] for a recent application to tremor time series). These measures of interdependence are symmetric with respect to x and y and thus cannot distinguish a symmetrical interaction from an asymmetric one (e.g. due to a unidirectional coupling between some dynamical systems that generated the time series {x n } and {y n }). Furthermore, linear measures of correlation detect only linear interactions but not nonlinear dependencies [Čenys et al., 1991] . An alternative to the linear correlation coefficient are statistical concepts like mutual information I(x, y) = H(x) + H(y) − H(x, y)
which is based on the Shannon entropies H(x) and H(y) of both time series, respectively, and the entropie H(x, y) = − m,n p m,n log p m,n of the joint probability function (estimated using a partitioned phase space). I(x, y) measures the information content of the x time series contained in the y time series (and vice versa, for details see [Pompe, 1993; Tanaka et al., 2000] ). This measure detects linear and nonlinear dependencies but is again symmetric. Other statistical methods are based on comparisons of the probability density functions of both systems. This can be done for the measured variables (e.g. using Pearson's χ 2 -statistics) or in a reconstructed state space [Kantz, 1994; Diks et al., 1996] . Only recently, Schreiber [2000] proposed an improved information theoretic approach for measuring the information transfer between coupled dynamical systems from time series.
In nonlinear dynamics detection methods have been proposed which are based on state space reconstruction for the x and y time series. The basic idea of all these approaches is that due to the coupling states x n = (x n , x n−1 , x n−2 , . . .) which are close to each other in the x reconstruction space should correspond to states y n = (y n , y n−1 , y n−2 , . . .) which are close neighbors in the y reconstruction space. The first quantity to detect this relation was (to our knowledge) proposed byČenys et al. [1991] . These authors start from the assumption that if two states of the x system are close neighbors, x i − x j < ε, then "it should be expected" that the corresponding states of the y system are also close, y i − y j ≈ ε. If both systems are not related at all the distance of the states y i and y j equals (on average) the mean distance. In order to measure this relationČenys et al. introduced the so-called mean conditional dispersion:
where Θ is the Heaviside function with Θ(z >0) = 1 and Θ(z ≤ 0) = 0. If the x and y systems are related (in the assumed sense) then σ xy should decrease with decreasing ε. If they are not related then σ xy will not depend on ε. The difference between both cases should thus become visible in the limit of vanishing ε andČenys et al. [1991] provide an example where their measure σ clearly detects the interrelation while the correlation coefficient r indicates no significant linear correlation. Furthermore, this quantity may be used to detect coupling directions because it is not symmetric (σ xy = σ yx ). Later similar measures were used to detect functional relations between time series due to generalized synchronization [Rulkov et al., 1995; Kocarev & Parlitz, 1996; Kocarev et al., 2000] . This phenomenon may occur, for example, with unidirectionally coupled chaotic systems such that due to the synchronization the state of the response system is a nonlinear continuous function of the state of the driving system. In such a case, this function would map neighboring states of the driving system to close neighbors of the response system. Analyzing the mapping properties of neigboring states the proposed methods give evidence for the existence of such a function serving as an indicator for generalized synchronization. We want to stress, however, that in the presence of such a synchronization induced functional relationship a unidirectional coupling may not be distinguished any more from a bidirectional coupling when using state space reconstructions from measured data. Furthermore, these functional relations may be implicit or rather complicated (including continuous but nowhere differentiable functions) [Kocarev et al., 2000] and the assumed preservation of neighborhoods may not be existing or difficult to detect.
Finally, we want to consider another nearest neighbors based method that was recently proposed by Quian Quiroga et al. [2000] . Let x i = (x i , . . . , x i−m+1 ) and y i = (y i , . . . , y i−m+1 ) be mdimensional delay vectors of both time series and let r i,j and s i,j (j = 1, . . . , k) be the indices of the k nearest neighbors of x i and y i , respectively. Then one may compare for each x i the mean squared Euclidean distance to the k neighbors
and the y-conditioned mean squared Euclidean distance
that is computed using the indices s i,j of the nearest neighbors in y space. By comparing these two distances one obtains a measure of interdependence
with 0 ≤ S (k) (x|y) ≤ 1 where low values close to zero indicate independence of both time series and values close to one occur for synchronized signals. This measure is not symmetric, i.e. in general S (k) (x|y) = S (k) (y|x). An alternative is the second measure of interdependence defined as
where the nearest neighbor distances R 
Mixed State Prediction
The basic assumption of the state space based methods presented in the previous section is the existence of a continuous function mapping close neighbors in the x state to neighbors in the y state (and vice versa, depending on the coupling). As pointed out in the previous section, it is known from investigations of synchronization phenomena of (chaotic) dynamical systems that such a function may indeed exist when the coupling strength between both systems exceeds some critical value. The onset of "generalized synchronization" in this sense is thus almost equivalent to the occurrence of "interrelation" in the sense of [Čenys et al., 1991] and similar definitions. In the following we shall try to characterize the case of very weak coupling below the threshold of synchronization where one may not assume that close neighbors in the x reconstruction space correspond to neighbors in the y space. On the other hand even with very weak coupling both systems (mutually) perturb the dynamics of each other and this should be measurable. In the case of unidirectional coupling, for example, any delay reconstruction using a time series from the response system with a dimension that would be sufficient for the uncoupled (autonomous) case will not provide a complete description of the perturbed system. Therefore, the basic question of our approach is whether a given delay reconstruction using the time series from one of the systems will be improved (in the sense of smaller prediction errors, for example) when additional data from the second system are included in the state space reconstruction. To answer this question we consider mixed states
that contain delayed elements of the time series from both systems. A similar reconstruction was proposed by Casdagli [1992] for time series analysis of input-output systems. In order to illustrate the main features of this reconstruction and its dependence on the (sub)dimensions m and n we shall use as an example two coupled Hénon maps
i ) (10) that provide two simultaneously sampled time series {x i } and {y i }. The time lags k and l may, in this case, both be chosen equal to one. The mixed states p i (m, n) are used to predict either the future values of the x system or those of the y system by means of a nearest neighbor prediction scheme using a fast search algorithm [Merkwirth et al., 2000] . The resulting averaged single step prediction error (SSPE) for the x time series is given by
where m and n are the dimension parameters of the mixed states p i (n, m). x i+1 denotes the (true) future value to be predicted and x nn(i)+1 the predicted value given by the index nn(i) of the future value of the nearest neighbor state p nn(i) (m, n) of the reference state p i (m, n). N r denotes the number of reference states. The single step prediction error SSPE y for the y time series is defined in an analogous manner. The resulting diagram for the prediction error of x without any coupling (c = 0) is shown in Fig. 1 . The first (left) column corresponds to predictions with mixed states where no values of the x time series are used (m = 0). Independent of the number n of y samples that are included in the state vectors the prediction error SSPE x remains on a relatively high level. The y time series thus contains no useful information for predicting the x time series as we expect it for uncoupled systems. There is no difference between using samples from the y time series (i.e. n > 0) or predicting the x series by randomly chosen x values from the training set (the latter corresponds to the cell (m, n) = (0, 0) in the lower left corner of the diagram).
When including just a single sample of the x time series (m = 1, second column in Fig. 1 ) the prediction error SSPE x still remains almost independent from the number n of y values in the mixed state. For m ≥ 2, however, the mixed state contains at least two values from the x-Hénon system (9) which provides a complete description of the states of the x system and this is sufficient for (in principle) perfect predictions. This can be seen in the bottom row of the diagram (n = 0) where the error drops to its minimum for m ≥ 2. If additional y values are included in the mixed state the error SSPE x increases again, because (true) close neighbors in the case of a "pure" reconstruction based on x values may only now be separated by their additional y coordinates which are (due to the lack of coupling) practically randomly distributed. In this way true neighboring mixed states are replaced by false ones and this degrades, of course, the performance of the prediction. Another reason for the slightly nonhomogeneous pattern is the finite size of the data set (10 000 samples) which leads to sparsely occupied state spaces which also degrades the quality of the predictions, in particular for large values of the total dimension m + n.
Unidirectional Coupling
Firstly we shall now consider the case of unidirectionally coupled Hénon maps where the x system (9) drives the y system (10) one element from each time series is used for constructing the mixed state (m = n = 1) the prediction is as worse as with a single element (m = 1, n = 0 or m = 0, n = 1), because due to the synchronization the second element does not contain any new information in this case. With weak coupling (c = 0.2) both systems are not synchronized. Nevertheless the prediction error SSPE x decreases for m = 0 (first column) when data from the y time series are included in the mixed state. This behavior is in contrast to the case of no coupling (c = 0) and can be explained as follows. The y time series is an observable of the full coupled system that may be used for state space construction of the full system. If this reconstruction fulfills for sufficiently high dimensions n, the prerequisites of Takens's theorem (almost) perfect predictions of any variable of the full x-y system are possible (including forecasts of x i+1 that enter SSPE x here) [Takens, 1981; Sauer et al., 1991] . (a) (b) For strong coupling slightly below the synchronization threshold (c = 0.49) the pattern already resembles the case of perfect synchronization. Figure 3 shows for comparison the prediction error SSPE y of the y time series. The main difference occurs for the case of weak coupling (c = 0.2) when comparing the bottom row (n = 0) of this pattern with the corresponding first columns (m = 0) of the diagram in Fig. 2 . Including x samples (m > 1) does not significantly improve the predictions here, because due to the lack of synchronization the y dynamics is not determined uniquely by the x dynamics. Nevertheless, the influence of the x system on the y system is already visible when comparing the pattern for c = 0.2 with the results for c = 0 (no coupling). Predictions using mixed states thus allow to detect the existence and direction of weak coupling below the threshold of synchronization. This feature makes them more sensitive than methods that compare closeness of states in x space with closeness of the corresponding points in y space. For the present example of two unidirectionally coupled Hénon maps the measures of interdependence S (k) (x|y) and H (k) (x|y) introduced by Quian Quiroga et al.
[2000] turned out to be less effective as can be seen in Fig. 4 . Both measures give little evidence for the existence of a coupling mechanism for values of the coupling constant c below the onset of synchronization near c = 0.5. For c = 0.2, for example, only H(x|y) deviates slightly from the value it takes in the case of no coupling.
Similar difficulties to detect weak coupling occur with the mean conditional dispersion (3) introduced byČenys et al. [1991] that is given for the Hénon example in Fig. 5 . Again, the onset of synchronization near c = 0.5 is clearly visible but for smaller coupling constants the curves show no significant difference compared to the case without coupling.
The observed insensitiveness of the measures of Cenys et al. [1991] and Quian Quiroga et al. [2000] below the threshold of synchronization is an immediate consequence of the fact that only for synchronized systems the basic assumption of both approaches is fulfilled and nearest neighbors in the reconstructed state space of the x time series correspond to close neighbors in the reconstructed y state space. This assumption is not made with the mixed state prediction approach introduced above.
Bidirectional Coupling and Noise
In order to investigate whether the mixed state prediction method can distinguish unidirectional from bidirectional coupling in Fig. 6 we compare the prediction errors SSPE x and SSPE y of two unidirectionally coupled Hénon systems (c xy = 0.25 and c yx = 0) with results for two bidirectionally coupled maps (c xy = 0.40 and c yx = 0.05). In particular when comparing the bottom row in Figs. 6(b) and 6(d) the distinction between these two cases becomes immediately visible. Finally we briefly want to address the robustness of the proposed detection method with respect to measurement noise. Figure 7 shows the same diagrams as Fig. 6 but with noise of power −10 dB added to the time series. As can be seen the main structures of the pattern of prediction errors are still visible.
Conclusion
A state space reconstruction based method for detecting interrelations between time series has been presented that is capable to detect weak interactions below the threshold of (generalized) synchronization. In contrast to many previously suggested measures for interrelation we do not start from the assumption that interrelation manifests itself in some neighborhood relation between states reconstructed from the individual time series of each system involved. The key idea of the present approach is to measure the (mutual) influence of the time series (or systems) onto each other in terms of prediction errors. The predictions are computed using mixed state vectors that consist of varying numbers of delayed samples from both systems. This approach can of course be extended to detect dependencies between more than two time series. In this case, however, graphical representations like those in Figs. 1-3 are very inconvenient. Therefore, a more compact description derived from the pattern of prediction errors would be a very useful future development of the presented approach. Finally, we want to stress that the method described in this article is subject to the same restrictions as all other concepts for detecting interrelations. Given two time series only, it is in principle impossible to make detailed statements about the underlying physics in order to answer, for example, the question whether the underlying systems are coupled directly or just commonly driven by another third system. Such questions are (unfortunately) out of the scope of purely time series based methods and overinterpretations of data analysis have to be carefully avoided.
