Abstract: This paper concerns the adaptive finite element method for elliptic Dirichlet boundary control problems in energy space. The contribution of this paper is twofold. Firstly, we rigorously derive efficient and reliable a posteriori error estimates for finite element approximations of the Dirichlet boundary control problems. As a byproduct, a priori error estimates can be derived in a simple way by introducing appropriate auxiliary problems and establishing certain norm equivalence. Secondly, for the coupled elliptic partial differential system involving the control, the state and the adjoint state which resulted from the first order optimality system, we prove that the sequence of adaptively generated discrete solutions, guided by our newly derived a posteriori error indicators, converge to the true solutions along with the convergence of the error estimators. We give some numerical results to confirm our theoretical findings.
Introduction
In this paper we consider the following elliptic Dirichlet boundary control problem: In this case the governing state equation (1.2) has to be understood in the very weak sense, since the inhomogeneous Dirichlet boundary condition for elliptic equation is only in L 2 (Γ). This formulation is easy to implement numerically and usually results in optimal controls with low regularity. There are extensive numerical studies for elliptic Dirichlet boundary control problems based on this formulation, we refer to [1, 4, 9, 28] for the a priori error estimates. In [12] this formulation is extended to study parabolic Dirichlet boundary control problems. With the choice of L 2 (Γ) as control space, we should also mention [13] for the numerical scheme based on mixed variational scheme and [5] for the Robin penalization which transforms the Dirichlet control problem into a Robin control problem.
The second approach is to find optimal controls in the energy space, i.e., H .
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We refer to [31] for this approach where pointwise control constraints of box type are also imposed. With this choice of control space one can define the standard weak solution for the state equation (1.2) . However, we have to resort to the Steklov-Poincare operator to derive the optimality condition on the boundary, which may cause some difficulties in numerical implementation. Note that we have an equivalent form of the norm in H It is well-known that there exists the harmonic extension y u ∈ H 1 (Ω) for any u ∈ H This leads to the penalization of the control in H 1 (Ω) as (1.1). This modified scheme for elliptic Dirichlet boundary control problem was first studied in [6] . The advantage of the Dirichlet boundary control problem in energy space lies in that we do not need to impose convexity assumption on the domain when we study the well-posedness of the problem and intend to derive a priori and a posteriori error estimates.
It is well-known that the solution of Dirichlet boundary control problems usually exhibits low regularity (see, e.g., [4] ). Thus, the well-developed adaptive finite element method provides the possibility to enhance the approximation accuracy by less computational cost. But so far we do not aware of any work on adaptive finite element method to solve Dirichlet boundary control problems, except the attempt in [6] , possibly due to the specifically chosen variational formulations. For instance, if we use the first approach (1.3) to study Dirichlet boundary control problem, the mismatch between the H 1 -norm and the L 2 -norm on the boundary for discrete finite element functions introduces the inverse estimate which may cause difficulty when we intend to derive a posteriori error estimate. In [6] the authors attempted to derive a posteriori error estimate, however, the proof contains some flaws. In this paper we intend to give a rigorous proof.
The contribution of this paper is twofold. Firstly, we rigorously derive efficient and reliable a posteriori error estimates for finite element approximations of the Dirichlet boundary control problems. As a byproduct, a priori error estimates can be derived in a simple way by introducing appropriate auxiliary problems and establishing certain norm equivalence. Secondly, for the coupled elliptic partial differential system involving the control, the state and the adjoint state which resulted from the first order optimality system, we prove that the sequence of adaptively generated discrete solutions, guided by our newly derived a posteriori error indicators, converge to the true solutions along with the convergence of the error estimators.
We note that with the new error analysis the results can be generalized to three dimensional case and more general governing state equations trivially. We also note that the first order optimality system of the Dirichlet boundary control problem in energy space can be viewed as a strongly coupled partial differential system. Thus, the techniques developed in current paper can be generalized to prove the convergence of AFEM for such kind of coupled partial differential equations. However, at this moment we can not prove the error reduction property and optimality of the adaptive algorithm, as done in [10, 29] for elliptic boundary value problems and [14] [15] [16] for elliptic optimal control problems with distributed control, due to the lack of (quasi-)orthogonality of the strongly coupled elliptic system. For the similar plain convergence of adaptive algorithm for elliptic distributed control problem we refer to [20] , and to [34] and [35] for parameter identification problems which share some similarities with PDE-constrained optimal control problems. The proof of plain convergence of adaptive algorithm is based on the techniques developed in [30] and [33] .
The remaining of this paper is organized as follows: In Section 2 we recall the formulation of the Dirichlet boundary control problems in energy space, and give some important observations which will play crucial role in following error analysis. A priori error estimate is derived with newly developed techniques compared to [6] . In Section 3 we derive efficient and reliable a posteriori error estimates for finite element approximations of the Dirichlet boundary control problems by introducing appropriate auxiliary problems. Section 4 is devoted to convergence analysis of the adaptive algorithm. At last, In Section 5 we carry out some numerical experiments to confirm our theoretical findings.
Let Ω ⊂ R 2 be a bounded polygonal domain which is not necessarily convex. We denote by W m,q (Ω) the usual Sobolev space of order m ≥ 0, 1 ≤ q < ∞ with norm · m,q,Ω and seminorm
We denote C a generic positive constant which may stand for different values at its different occurrences but does not depend on mesh size. We use the symbol A B to denote A ≤ CB for some constant C that is independent of mesh size. We write A ≈ B if A B and B A.
Optimal control problem and its finite element approximation
The weak formulation of (1.2) can be stated as: Given u ∈ H 1 (Ω), find y ∈ H 1 (Ω) such that y| ∂Ω = u and
By invoking the harmonic extension of u we can define an alternative weak formulation:
We may introduce the solution operator G :
. Therefore, we can introduce the solution operator for the state equation
Then we are led to a reduced optimization problem
,Ω is not necessarily coercive and strictly convex in H 1 (Ω) since ∇u 0,Ω is not a norm.
However, due to the dependence on u of y through the state equation we can conclude thatĴ(u) is coercive in H 1 (Ω) and also strictly convex. By using standard arguments (see for instance [22] ) we can prove that the above reduced optimization problem admits a unique solution.
Similar to [6] we can derive the first order optimality condition for the optimal control problem (1.1)-(1.2) as follows: there exists (u,
where 
and (a i j ) 2×2 is symmetric and positive definite. Let
The corresponding Dirichlet boundary control problem in energy space can be formulated as
Next, let us consider the finite element approximation of (1.1). Let T h be a regular triangulation of Ω such thatΩ = ∪ τ∈T hτ . In this paper, we use E 
Similarly, we can define the discrete solution operator G h :
The first order optimality system for the discrete optimal control problem (2.9)-(2.10) is as follows: 
Therefore, u h = S h (0, u h ) and the first equation in (2.12) can be written as
The following norm equivalence property plays very important role in our error analysis. 
where
In [6] the authors derived a priori error estimate in the energy norm and L 2 -norm. Here we intend to give a convergence analysis in a simpler way. For compactness we postpone the proof in Appendix A.
(Ω) be the solution of the optimal control problem (2.4) and (u
h be the solution of the discrete control problems (2.12) . Assume that Ω is convex. Then we have
A posteriori error estimate
Now we are in the position to derive a posteriori error estimates. To begin with, we introduce some auxiliary problems:
It is clear that y f h and p h are the finite element approximations of y f (u h ) and p(y h ) in V h 0 , respectively. Moreover, u h is the finite element approximation ofû in V h in the sense of (2.13). Furthermore, we define
h be the solution of the discrete control problems (2.12) .
the solutions of the auxiliary problems (3.1). Then we have
Proof. At first, we prove the upper bound. From (2.4), (3.1) and (3.2) we have
From the triangle inequality it suffices to prove u −û 1,Ω . We can derive by setting v = u −û in (3.6) that
Therefore, we are led to
Moreover, we can derive
It follows from Lemma 2.2 that y − y(û)
,Ω . Cauchy-Schwarz and Young's inequalities yield
We thus arrive at
We thus complete the proof of the upper bound. Now we turn to the proof of the lower bound. It follows from the triangle inequality that
Moreover, we can conclude from (3.6) that
this together with the triangle inequality yields
Combining the above estimates we prove the lower bound. 
However, it is obvious that the above equation does not admit a unique solution since a(·, ·) is not coercive in H 1 (Ω).
Moreover, the fact that ∇(u −û) 0,Ω is not a norm in H 1 (Ω) also causes some problems to prove Lemma 5.1 in [6] . In current paper we are able to rigorously derive a posteriori error estimate with the aid of (2.8 ) and the correct auxiliary problem (3.1) . 7 To derive a posteriori error estimates for the optimal control problem we introduce some notations. For each element T ∈ T h , we define the local error indicators
where [∇v h ·n E ] denotes the jump of the outward normal of v h across the edge E with outward normal vector n E . Then on a subset ω ⊂ T h , we define the error estimators
) constitute the error estimators for the control equation, the state equation and the adjoint state equation on T h . For ease of exposition we also define the following quantities:
and the straightforward modifications for η
). Now we can derive the following a posteriori upper bound.
h be the solution of the optimal control problem (2.12) 
the solution of the auxiliary problems (3.1). Then we have
Proof. From (2.12) and (3.1) we have
, we can derive from the orthogonality and the interpolation error estimates that
We also have
h the Scott-Zhang type interpolation operator (see [32] ) we have
Similarly, we can derive
This completes the proof.
Then we have the following a posteriori lower bound.
Proof. By using the bubble function techniques of [36] we can prove the lower bound. For simplicity we omit the proof.
Then we can derive reliable and efficient a posteriori error estimators for the finite element approximations of the Dirichlet boundary control problems by collecting the results of Theorem 3.1, Lemmas 3.3 and 3.4. 
4. Adaptive algorithm for the optimal control problems and its convergence
In this section we present the adaptive finite element algorithm to solve the Dirichlet boundary control problems. By establishing some properties for the energy norm errors of the control, the state and adjoint state we prove the convergence of the adaptive algorithm.
4.1. Adaptive algorithm. The adaptive finite element procedure consists of the following loops
The ESTIMATE step is based on the a posteriori error indicators presented in Section 3, while the step REFINE can be done by using iterative or recursive bisection of elements with the minimal refinement condition (see [36] ). There are several alternatives for MARK procedure like Max strategy or Dörfler's strategy ( [10] ). Note that there are three error estimators η u,h (u h , y h , p h , T ), η y,h (y h , T ) and η p,h (y h , p h , T ) contributed to the control approximation, the state approximation and adjoint state approximation, respectively. We use the sum of them as our error indicators.
To begin with, let T 0 be a conforming and quasi-uniform partition ofΩ into disjoint triangles. Each element in T 0 is assumed to be shape regular in the usual sense (see [7] ). We denote the set of all conforming descendants T of T 0 by T, which can be generated through uniform or local refinements by newest vertex bisection algorithm. Given a fixed number b ≥ 1, for any T h k ∈ T and M h k ⊂ T h k of marked elements,
outputs a conforming triangulation T h k+1 ∈ T, where at least all elements of M h k are bisected b times. We denote ω T the patch of elements sharing a vertex or a facet with T .
In the following, we frequently use the notations V k and T k to denote V h k and T h k . We also denote (u h k , y h k , p h k ) by (u k , y k , p k ). Now we describe the adaptive finite element algorithm for the optimal control problem (2.12) as follows: (2.12) 
and go to Step (3).
For the marking algorithm we require the following property holds
This property allows many marking algorithms, for example, the well-known bulk criteria selects a minimal subset M k ⊂ T k such that
and the Max strategy chooses elements satisfying
where θ ∈ (0, 1) is referred to marking parameter.
4.2.
Convergence to the limiting problem. In this subsection we prove the convergence of the sequence {(u k , y k , p k )} generated by Algorithm 4.1 to the solution of a limit optimal control problem. To begin with, we define two limiting spaces subject to
Similar to the control problem (1.1)-(1.2) we can prove the above limiting control problem admits a unique
We may introduce the solution operator
Now we can derive the first order optimality system of problem (4.2)-(4.3): There exists (u
where y ∞ = y f ∞ + u ∞ ∈ V ∞ . As the state equation is self-adjoint we use the notation p ∞ = G ∞ (y ∞ − y d , 0). From (4.5) we conclude that u is harmonic in the sense that
Therefore, u ∞ = S ∞ (0, u ∞ ) and the first equation in (4.5) can be written as
Moreover, the third equation in (4.5) can be written as
Firstly, we recall the following results concerning the convergence of solution operators G ∞ and S ∞ , whose proof is very similar to that of [30, Lemma 4.2] .
Secondly, we prove the convergence of the discrete solutions (u k , y k , p k ) to the solutions of limiting control problem (4.2)-(4.3). 
Proof. The proof is very similar to the proof of Theorem 2.3. First, we introduce some auxiliary problems: 
It is not difficult to prove
and
From the triangle inequality we also have
(4.14)
So it suffices to estimate ũ k − u k 1,Ω . From (2.12), (4.9) and (4.10) we have
We can derive by setting
Furthermore, we can derive
,Ω . Therefore, Cauchy-Schwarz and Young's inequalities give
Thus, we arrive at
Combining (4.11)-(4.14) and (4.22) we finish the proof of the theorem.
4.3.
Convergence of the error and estimator. In this subsection we intend to prove that the discrete solutions (u k , y k , p k ) generated by Algorithm 4.1 converge to the solutions of continuous optimal control problem (1.1)-(1.2) and the error estimator
Firstly, we introduce a classification of the elements generated by the adaptive algorithm. For each triangulation T k we define following the line of [33] :
It is clear that the set T 
With the help of the convergence of the mesh-size function h k in Ω 0 k we can prove the convergence of the maximal error indicator in T k .
Lm:3.4
Lemma 4.5. Let η k ((u k , y k , p k ), T ), T ∈ T k be the local error indicator defined in Section 3. Then the following convergence holds:
Proof. Recall the assumption on the marking algorithm in (4.1)
where M k is the set of marked elements generated in Algorithm 4.1. Therefore, it suffices to prove
Let T k be the element with maximal error indicator among M k . It is clear that T k ∈ M k ⊂ T 0 k . Using the trace theorem, the inverse inequality and the triangle inequality we can derive
It follows from the local quasi-uniformity of T k and Lemma 4.4 that
Thus, the terms involving the integrals on T k or ω T k vanish as k → ∞ by the continuity of · 0,Ω with respect to the Lebesgue measure. The terms involving the difference of (u k , y k , p k ) and (u ∞ , y ∞ , p ∞ ) converge due to Lemma 4.3. We thus prove that
The assertion of the lemma follows immediately.
For the following purpose we introduce the residuals with respect to the control equation, the state equation and the adjoint state equation:
We note that R u , R y and R p define three sequences of uniformly bounded linear functionals in H 1 (Ω) and H 1 0 (Ω), respectively. Moreover, the orthogonality properties hold
Now we can show that the residuals of the control, the state and adjoint state equations in the limiting first order optimality system vanish. The proof follows from the techniques of [33, Proposition 3.1], we also refer to [20] for the related results for optimal control problems. 
Proof. We only prove the vanishing property for the residuals of the control equation, the others can be proved along the same lines. We prove the result by using a density argument, so it suffices to show that
) and any refinement of T k does not affect any element in T + l . Let Π k be the Lagrange interpolation operator which is well-defined for the function in H 2 (Ω). For any v ∈ H 2 (Ω) with |v| 2,Ω = 1, it follows from the orthogonality property (4.32), integration by parts and interpolation error estimate that
. By using the trace inequality, the inverse estimate we have
, where we used the uniform boundedness of y k 0,Ω , u k 1,Ω and p k 1,Ω . In view of Lemma 4.4, for any given ǫ > 0 we may choose some sufficiently large l such that
On the other hand, we see that h k L ∞ (Ω + l )
1. Proceeding as above we have
In addition, the marking strategy (4.1) and Lemma 4.4 imply
Thus, we can choose K > l for some fixed l such that when k ≥ K there holds
Combining the above results we see that R u (u k , y k , p k ), v is controlled by ǫ for any k ≥ K and v ∈ H 2 (Ω), that is to say,
where we used the continuity of R u with respect to its arguments and the convergence result in Lemma 4.3. Since v is arbitrary we have R u (u ∞ , y ∞ , p ∞ ), v = 0 for any v ∈ H 1 (Ω). Similarly, we can prove
(Ω). This finishes the proof.
Furthermore, we define the following auxiliary problems:
It is clear that
(Ω) be the solution of the limiting control problem (4.2)-(4.3) and (ũ, y(u
∞ ), p(y ∞ )) ∈ H 1 (Ω) × H 1 (Ω) × H 1
(Ω) be the solution of the auxiliary problem (4.41). Then there holds
Proof. Firstly, we can conclude from Lemma 4.5 and the third equation in (4.41) that
which implies the first assertion that u ∞ =ũ. Secondly, it follows from Lemma 4.6 and the first equation in (4.41) that 
this gives p ∞ = p(y ∞ ). We thus completes the proof. Now we are in the position to prove the main result of this section. 
Proof. It follows from Theorem 3.1 that
which gives the convergence of the error.
To prove the convergence of the error estimator we follow the same lines as in the proof of Lemma 4.6 to give the splitting for k ≥ l that
For the second term of the above splitting we can conclude from the lower bound in Theorem 3.5 and the local quasi-uniformity of T k that 
We recall by Lemma 4.4 that h l L ∞ (Ω 0 l ) → 0 as l → ∞. Thus, the second term of above inequality can be made small enough by choosing l large enough. For fixed l we may choose sufficiently large k ≥ l so that η
is small, similar to the proof of Lemma 4.6. The last term can also be small if we increase k further in viewing of (4.46). Therefore, for any ǫ > 0 we can find k large enough such that η k ((u k , y k , p k ), T k ) ≤ ǫ, which implies the convergence to zero of the error estimator. This completes the proof.
Numerical experiments
In this part, we will give some numerical examples to validate our theoretical results. In the first example we consider the case Ω is convex. We test the convergence behavior of the finite element approximations to the Dirichlet boundary control problem with quasi-uniform meshes. In the second example we consider a nonconvex domain Ω. We test the efficiency and reliability of our a posteriori estimators and show the convergence of the error and estimators. All these numerical results are accordance with the theoretical predictions.
For the convenience of constructing numerical examples with exact solution, we add a priori control u d in the objective functional. We consider the following problem
The first order optimality system is as follows: there exists (u,
(Ω) and we define
Then all the results in previous sections hold with the similar analysis. We denote the L 2 -norm error, the H 1 -norm error and the values of the estimators by e 0,h = u In our numerical test we take α = 1, k 1 = k 2 = 1. The mesh is refined uniformly to test a priori error estimate. The L 2 -norm error, H 1 -norm error and the orders of convergence with respect to the mesh size are listed in Table 1 . Figure 1 shows the convergence rate with slope. According to these results, we know that the orders of convergence of L 2 -norm and H 1 -norm errors are 2 and 1, respectively, which agrees with the theoretical analysis in [6] and current paper. In this numerical test we choose α = 1 and k = 1. We adopt Dörfler's strategy for the MARK procedure and the newest vertex bisection algorithm for the mesh refinements. The H 1 -norm error, the values of the estimators and the reduction rates of the H 1 -norm error and the estimator with respect to degrees of freedom (denoted by N) of the finite element space are listed in Table 2 . The reduction rate is shown in Figure 2 and Figure 3 gives the adaptively refined mesh. As shown in these results, the reduction rate of the H 1 -norm error and the estimator is approximately N −1/2 , which is the optimal rate we can expect with linear finite elements. We can observe from the refined mesh shown in Figure 3 that the estimator can capture the singularity of the solutions. These results validate the efficiency and reliability of our a posteriori estimator and indicate, to some extent, the convergence of the estimator to 0 and the solution to the exact solution as the adaptive loops increase, just as we expected from the theoretical analysis. We intend to derive a priori error estimates by following the standard approach of introducing some auxiliary approximations. To begin with, we introduce the following problems: Find (y 
