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Abstract
A predominant purpose of vision is to facilitate inter-
action with the world. Motivated by biological vision, we
argue that many common vision-guided activities can be
carried out directly on the basis of features of appearance,
and do not require elaborate world models. We describe
a visual feature learning system that supports a haptically-
guided, dextrous robotic grasping system. It learns features,
combinations of Gaussian-derivative filter responses, that
correlate well with successful grasping parameters. With-
out explicit knowledge of object identities or categories,
the system learns to propose object-specific grasp param-
eters, considerably improving the quality of haptically-
guided grasps with respect to the “blind” system. The com-
bined system is loosely anthropomorphic in that it is guided
by vision for hand pre-shaping, and by haptics during exe-
cution of a grasp, without explicit object recognition, scene
reconstruction, or path planning.
1 Vision For Action
From the perspective of biological and artificial au-
tonomous systems, the purpose of vision is to facilitate in-
teraction with the world. It has long been known that the rel-
atively primitive neural systems of many animals are highly
effective at closing the loop between perception and action.
A frequently-cited example is the vision-guided behavior
of frogs that is controlled by several distinct and hard-wired
neural pathways [8], including retinal “bug detectors” [2].
The visual flight control of house flies is well described by
a small set of differential equations [17].
Tasks such as these still pose challenges to computer vi-
sion research, even though they can evidently be performed
by quite simple computational devices. It can safely be as-
serted that neither fly nor frog brains maintain elaborate
world models. In contrast, most current research in com-
puter vision is based on Marr’s proposal that the immediate
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purpose of human vision is to build mental representations
of the world [11]. However, recent research in psychol-
ogy and neurophysiology has accumulated considerable ev-
idence that even the human visual system contains distinct
visual pathways dedicated to particular visual tasks, many
of which do not involve elaborate representations of the
world. In particular, the primary task of the dorsal visual
stream (from the primary visual cortex into the posterior
parietal cortex) appears to be visual control of motor be-
havior, with little or no involvement of the persistent visual
representations formed by the ventral stream (into the infer-
otemporal cortex) [12].
Evidently, humans perform everyday manipulations to a
large extent using model-free visuomotor control based on
rather direct links from perception to action. This motivates
research of vision as task-driven, interactive learning sys-
tems. In robotics research, the success of image-space vi-
sual servoing methods indicates the promise of appearance-
based control [13, 9].
We describe a visual learning system that discovers vi-
sual features to support a haptically-guided robotic grasping
system. By observing grasps, the visual system learns fea-
tures of object appearance that robustly predict successful
grasp parameters. Object-specific predictions are formed
directly on the basis of observed features, without explicit
object recognition or geometric interpretation, and are used
to pre-shape the dextrous hand before haptic contact with
the target object is made. The grasp itself is then performed
using haptic feedback alone. We demonstrate that the ex-
pected quality of grasps is drastically improved as a result
of this learning procedure.
2 Haptically-Guided Grasping
Coelho [4] describes a framework for closed-loop grasping
using a dextrous robotic hand equipped with touch sensors
at the fingertips. Reference and feedback error signals are
expressed in terms of the residual forces and torques acting
on the object. These are locally estimated using sensor feed-
back in the form of fingertip contact positions and normals.
On the basis of error signals, the grasp controller computes
incremental displacements for a subset of the contacts so as
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Figure 1. The Stanford/JPL dextrous hand perform-
ing haptically-guided closed-loop grasp synthesis.
(a) (b) (c) (d)
Figure 2. By Coelho’s formulation, some objects
are better grasped with two fingers (a), some with
three (b), and for some it is unimportant (c, d).
to reduce the error. As a result, the fingers probe the sur-
face of the object until their positions converge to a local
minimum in the force/torque error surface.
The three-fingered Stanford/JPL robotic hand (Fig. 1)
employed in this work can perform grasps using any two-
or three-fingered grasp configuration. Each of these finger
combinations c gives rise to an individual grasp controller
pic, yielding a total of four controllers. For the purpose of
this paper, it is sufficient to distinguish between two classes
of grasp controllers, namely, two- and three-fingered grasps.
The quality of a grasp is characterized by the minimum
friction coefficient µ0 required for the object to resist the
residual forces exerted by the fingertips in their current po-
sitions. For an ideal grasp, µ0 = 0, meaning that the grasp
configuration is suitable for fixing the object in place using
frictionless point contacts. Depending on the object shape
and the number of fingers available, this ideal may not be
achievable (Fig. 2).
3 Vision For Hand Pre-Shaping
Coelho’s haptically-guided grasping system begins each
grasp with a random hand configuration. During execution,
a grasp controller may end up in a local optimum and pro-
duce a poor grasp. One way to enhance the robustness of the
grasps is to learn reactive policies for switching between in-
dividual grasp controllers pic [5]. Instead, here the goal is
to learn visual features that predict successful hand orien-
tations, given prior haptic experience. These can be used
to choose a two- or a three-fingered grasp controller, and to
pre-shape the hand in order to place fingertip contacts reli-
acquire image
analyze,
perform grasp learn features
empty
useful?
yes no
Figure 3. Scenario for learning features to propose
grasp parameters.
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Figure 4. Definition of the hand orientation (az-
imuthal angle) for two- and three-fingered grasps.
ably near high-quality grasp configurations for a task. From
there, the chosen grasp controller can lead reliably to the
preferred solution.
The general scenario for the grasping problem is shown
in Fig. 3. Before the onset of a grasp, the visual system ac-
quires an overhead view of the target object. This image is
searched for previously learned features that correlate with
successful grasp parameters, including the relative hand ori-
entation and the number of fingers used. On the basis of any
such features found in the image, grasp parameters are pro-
posed to the grasping system. Subsequently, the grasp is
executed using these parameters. Upon convergence of the
haptic controller to a final grasp configuration, grasp param-
eters are recorded and used for learning. The orientation θH
of the hand during a given grasp configuration is defined as
illustrated in Fig. 4.
The robot may encounter a variety of objects that differ
in their shapes. Each object category may require dedicated
features to propose a hand orientation. Object identities
are known to neither the haptic nor the visual component;
the need for category-specific features must be discovered
by grasping experience. Visual features that respond selec-
tively to haptic categories permit the system to choose the
number of fingers to use for a grasp (Fig. 2).
4 Compositional Features
To incrementally learn features that predict object-specific
grasp parameters, we require an open-ended feature set that
can deliver increasingly specific features, as demanded by
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the evolving task. To date, such on-line visual learning sce-
narios have not received much attention by the computer
vision research community. To address these requirements,
we define an infinite feature space that describes appearance
properties at various levels of specificity, and that permit the
computation of their orientation. Earlier work employed
a similar feature space to learn rotation-invariant object
recognition [14, 15]. Here, these properties allow features
to be constructed that respond selectively to specific object
categories, and whose orientations correlate with those of
the robotic hand. The feature space is defined by primi-
tive features that can be combined into compound features.
Primitive features are local appearance descriptors repre-
sented as vectors of local filter responses [16, 10, 18]. These
filters are oriented derivatives of 2-D Gaussian functions
G(x, σ) = 1
2piσ2
e
− xT x
2σ2 . (1)
The oriented derivative of order d at orientation θ is com-
puted as
Gθd(x, σ) =
∂d
∂d x
G(Rθx, σ) (2)
with a rotation matrix
Rθ =
[
cos θ − sin θ
sin θ cos θ
]
.
Specific orientations are chosen such that they form a steer-
able basis for a given derivative d [7]. Here, the steerabil-
ity property permits the efficient computation of filter re-
sponses at any orientation, given d + 1 measured filter re-
sponses for the dth derivative at orientations spaced pi/(d+1)
degrees apart. The orientation of such a feature is defined
by the responses of the first-derivative operators:
tan θ =
Gpi/21
G01
(3)
Gaussian-derivative features have a number of desirable
properties and are therefore widely employed by feature-
based techniques in computer vision. They have also been
used to model receptive fields found in the mammalian early
visual pathway [21].
Our system employs two types of primitive features: An
edgel is defined by the two first-derivative Gaussian basis
functions (Gpi/21 and G01), encoding the local intensity gradi-
ent. A texel is represented as a 15-vector containing the re-
sponses to the basis filters of the first two derivatives at three
scales σ (2 first-derivative kernels plus 3 second-derivative
kernels, times 3 scales = 15 filters total). This encodes a
local texture signature [16].
Primitive features by themselves are not very discrimi-
native. However, spatial combinations of these can express
a wide range of appearance characteristics at various de-
grees of specificity or generality. Compound features are
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Figure 5. A geometric compound feature of order
3, composed of three primitives. The feature is
defined by the angles φ and the distances d. Each
primitive is either an edgel or a texel.
rigid geometric combinations of primitive features, defined
by the angles and distances between them (Fig. 5). In the
following discussion, f denotes a feature, that can be either
a primitive edgel or texel, or a compound feature consist-
ing of edgels and texels. A primitive feature is defined by
the 2- or 15-vector of filter responses. A compound fea-
ture is defined by the concatenated filter response vectors of
the constituent subfeatures, and by their spatial arrangement
(Fig. 5).
To measure the degree to which a prototype feature f is
present at a pixel location p, the applicable vector of filter
responses, denoted f(p), is measured at p. If f is a com-
pound feature, then the designated reference point (Fig. 5)
of the feature is placed at p, and the filter responses are ob-
tained at the respective locations corresponding to the spa-
tial arrangement defined by f. The value ff(p) ∈ [0, 1] of
feature f at pixel location p is then computed by correlat-
ing the vector f(p) of filter responses at p with the response
vector defining f:
ff(p) = max
{
0, f
T f(p)
‖f‖ ‖f(p)‖
}
(4)
The value of a feature in an image I is given by f =
maxp∈I ff(p). All feature values are computed in a
rotationally-invariant manner by normalizing the filter re-
sponses with respect to orientation prior to correlation, us-
ing the steerability of Gaussian-derivative filters [16, 14].
The orientation of a primitive feature is given by Eqn. 3;
that of a compound feature is defined by the orientation of
the reference point.
5 Correlating Feature and Hand Orienta-
tions
Suppose we have a feature f whose image-plane orienta-
tion correlates well with the orientation of the robotic hand.
In other words, its orientation θf should be related to the
azimuthal orientation θH of the robotic hand by a constant
additive offset θ. A given feature, observed during many
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Figure 6. Left: Data points induced by a given fea-
ture on various images of an object form straight
lines on a torus (two in this case); right: A mixture
of two von Mises distributions was fitted to these
data.
grasping experiences, generates data points that lie on a
straight line on the toroidal surface spanned by the hand and
the feature orientations (Fig. 6), described by θH = θf + θ.
In fact, there may be more than one such straight line at dif-
ferent offsets θ because a given visual feature may respond
to more than one specific object location (e.g., due to ob-
ject symmetries), or to several distinct objects that differ in
shape.
The remaining problem is to find the offsets θ associated
with a feature. Assuming these can be modeled as random
variables with unimodal and symmetric probability distri-
butions pk(θ), with the k corresponding to the clusters of
points in Fig. 6, then this is a clustering problem in one-
dimensional circular (angular) space, with the number of
clusters K unknown, and can be represented as a mixture
distribution
pmix(θ) =
K∑
k=1
pk(θ) P(k) (5)
with mixture proportions 0 < P(k) < 1, ∑k P(k) = 1.
One probability distribution that is often used in lieu of
a normal distribution on a circular domain is the von Mises
distribution [6]. It has the probability density function
pvM(θ | µ, κ) = e
κ cos(θ−µ)
2piI0(κ) (6)
where I0(κ) is the modified Bessel function of order zero.
The mean direction of the distribution is given by µ, and
κ is a concentration parameter with κ = 0 corresponding
to a circular uniform distribution, and κ → ∞ to a point
distribution. In the right panel of Fig. 6, the probability
density at an angle corresponds to the radial distance from
the unit circle to the density curve.
Using the von Mises distribution, Eqn. 5 becomes
pmix(θ | a) =
K∑
k=1
pvM(θ | µk, κk) P(k) (7)
where a is shorthand for the collection of parameters µk, κk
and P(k), 1 ≤ k ≤ K. For all plausible numbers of clusters
K, a (3K − 1)-dimensional non-linear optimization prob-
lem is solved to find the µk, κk and P(k). The appropriate
number K of mixture components can be chosen using any
applicable method; as better features are learned, the clus-
ters of data points will become increasingly well separated,
making the problem easier. We use the Integrated Com-
pleted Likelihood criterion [3], an adaptation to clustering
problems of the well-known Bayesian Information Crite-
rion [19].
For a particular value of K, a maximum-a-posteriori
(MAP) estimate of a mixture parameterization a can be
computed using Bayes’ rule. Here we assume a uniform
prior probability density over all possible model parameter-
izations am. In this case, the MAP estimate is identical to
the maximum-likelihood estimate of a that maximizes the
log-likelihood of the observed data Θ = {θ1, . . . , θN}:
log L(Θ | a) =
N∑
i=1
log pmix(θi | a) (8)
The θi are N angular offsets between feature and hand orien-
tations that have been observed during actual grasps. This
optimization problem can be solved by gradient descent on
the partial derivatives of log L(Θ | a), subject to the applica-
ble constraints on the κk and P(k).
6 Selecting Object-Specific Data Points
If different types of objects are encountered, dedicated fea-
tures may have to be learned. Without a supervisor provid-
ing object identities, the data collections (Fig. 6) will be an
indiscernible mix of feature responses corresponding to var-
ious objects, and any existing correlations of hand and fea-
ture orientations will be obscured. The key to learning dedi-
cated features is to ignore data points corresponding to weak
feature responses when computing the angular offsets as de-
scribed in the preceding section. This permits features to
emerge that respond strongly only to specific, highly char-
acteristic object parts, but that respond weakly in any image
that does not contain such an object. These weak responses
will be ignored, and reliable models of θ can be fitted to the
strong responses.
Deciding whether a given point is “strong” in this sense
involves a threshold. Such thresholds αf , specific to each
feature, can be determined optimally in the Bayesian sense
that the number of poor recommendations made by the re-
sulting model is minimized. To do this for a given feature
f, the history of feature responses ff and the associated pre-
diction errors ∆θf are analyzed in order to find a threshold
αf such that most predictions for cases with ff > αf are cor-
rect. To formalize this intuitive notion, a global threshold
t∆θ is introduced, meaning that a prediction with ∆θf < t∆θ
4
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Figure 7. Kolmogorov-Smirnoff distance KSDf be-
tween the conditional distributions of feature re-
sponse magnitudes given correct and false pre-
dictions.
is correct, and false otherwise. The optimal threshold αf
is then given by a value that maximizes the Kolmogorov-
Smirnoff distance KSDf between the two conditional distri-
butions of ff under the two conditions that the associated
predictions are correct and false, respectively (Fig. 7). The
feature model of f is then fitted to all data points θ with
ff > αf . The threshold t∆θ is a global run-time parameter
that can gradually be reduced over time to encourage the
learning of improved features. A practical discussion of the
Kolmogorov-Smirnoff distance is available elsewhere [20].
7 Feature Learning
In a manner similar to an exploring infant, our system learns
on-line from experience by performing grasps and observ-
ing their outcomes, while associating their experience with
object appearances. Specifically, our algorithm operates
by proposing hand orientations based on feature observa-
tions, and observing the outcomes of grasping procedures
(cf. Fig. 3). When a recommendation was poor, new fea-
tures are added to the repertoire in parallel to the execu-
tion of grasping tasks. All features are evaluated over the
course of many future grasps. Each feature is annotated
with its parameters µk, κk, P(k), and with the total number
N of valid data points modeled by this mixture. Moreover,
for each feature, the system maintains an estimate of the
expected grasp quality ˆE[µ0] associated with recommenda-
tions derived from it. Two separate feature sets, F2 and F3,
are maintained for two- and three-fingered grasps. Initially,
both feature sets are empty.
To allow easy recomputation of statistics of grasp expe-
riences, the system maintains an instance list. Each item in
the list contains all important data pertaining to an experi-
ence, including the response magnitudes and orientations of
each observed feature, their prediction errors ∆θf , as well as
the actually achieved grasp quality µ0 and the hand orien-
tation θH used. The instance list can be cut off after some
number of experiences, keeping its size constant. Since the
feature set evolves – new features are added, old features
are obsoleted – only little, if any, relevant information will
be lost.
On receipt of a new object, an overhead image of it is
searched for all features fc ∈ Fc, c ∈ {2, 3}. The strongest
occurrence of each feature with ffc > αfc are retained. By
rejecting those features that are present with a value infe-
rior to their specific optimal threshold αfc , those features are
ruled out that were learned for other objects and are thus not
predictive for the current one.
Of the retained features, the one that maximizes the ex-
pected grasp quality (i.e., that minimizes the expectation of
µ0) is selected to form a recommendation of grasp parame-
ters. The number of fingers to be used is given by c, since
fc ∈ Fc was learned for c-fingered grasps. If the angular
mixture model associated with fc has K > 1 modes, then the
narrowest mode k is selected (i.e., maximal κk) as this will
provide the most precise predicted hand orientation. This
orientation is given by θh = θfc +µk, where θfc is the orienta-
tion of fc measured in the current image. The grasp is then
performed using c fingers and an initial hand orientation of
θh.
For learning purposes, predictions based on all other fea-
tures are also computed, though not executed. The data
characterizing the present experience are added as a new
entry to the instance list. Then, based on the updated statis-
tics gathered from the instance list, all feature models are
updated by recomputing the KSDf and re-estimating their
mixture models based on their updated thresholds αf .
If the prediction derived from fc was inaccurate, this in-
dicates that the current feature set is insufficient for dealing
with the present situation. In this case, two new features are
added to Fc: One is created by sampling a random texel or
a random pair of edgels from the current image; the other is
generated by expanding a randomly chosen existing feature
f ∈ Fc geometrically by adding a randomly chosen nearby
edgel or texel. The latter method allows the emergence
of increasingly descriptive features, which is essential for
learning object-specific grasp recommendations. Over the
course of many future grasps, feature models are formed
for these new features. If a model turns out to be highly
predictive in terms of a large KSDf , then the associated fea-
ture will be used successfully for grasp recommendations;
otherwise, it will rarely or never be used and will eventually
be removed from the set.
To increase the chance that sampled features correspond
to meaningful image structures, the sample space concen-
trates on salient image locations. The choice of the saliency
criterion is not critical, as long as it admits a sufficiently
large number of image locations. It is important to note that
this restriction to salient points is not a necessary part of the
learning algorithm, as the learning procedure discovers au-
tomatically, with experience, whether a feature is useful or
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not. It simply accelerates the learning process by focusing
the search on image points that are, in an intuitive sense,
likely to be meaningful.
8 Experimental Results
The learning algorithm just presented is designed to operate
on-line. However, due to the relatively long execution times
of Coelho’s grasping system on the physical robot, a thor-
ough on-line evaluation was impractical. Instead, we eval-
uated our system using a detailed kinematic and dynamic
simulator of our hand/arm system (Fig. 1). Grasped objects
of three categories were generated synthetically using prob-
ability distributions over size and angular parameters. For
the purpose of visual feature learning, noisy photo-realistic
renderings were produced (see Fig. 10 below). The vi-
sual system was trained off-line using the results of dozens
of simulated grasps using two or three fingers on each of
the three object categories. No features were ever learned
for the cylindrical object category, as such objects are well
grasped using either number of fingers at any hand orienta-
tion.
Two experiments were performed to evaluate the effect
of visual priming on the haptic grasping procedure. The
two primary evaluation criteria were the number of haptic
probes (fingertip displacements) executed before the grasp
controller converged, and the quality of the achieved grasp
on convergence in terms of the friction coefficient µ0.
In the first experiment, a two-fingered grasp controller
was cued using features trained off-line, iteratively using
the best 20 two-fingered grasps of cubes available in the
training set. An analogous experiment was performed us-
ing three-fingered grasps of triangular prisms (Fig. 8). For
cubes, the number of lengthy grasps that required more than
about 13 haptic probes was drastically reduced. Such grasps
typically do not converge to a stable configuration. Like-
wise, the number of extremely fast grasps that required only
a single probe increased substantially. For both cubes and
triangular prisms, the expected number of probes was some-
what reduced, and the number of poor grasps (with large µ0)
dropped dramatically.
In a second experiment, a set of visual feature models
was trained using a training set of 80 grasps, including the
best 20 grasps each of cubes and triangular prisms using
two- and three-fingered grasp controllers. Both the two- and
three-fingered visual feature models were exposed both to
cubes and to triangular prisms, and the learning procedure
learned features that were specific to cubes or triangular
prisms exclusively. Thus, these features gathered meaning-
ful statistics of the experienced friction coefficients, which
could then be used to recommend a two- or a three-fingered
grasp.
The results are shown in Fig. 9. The first two columns
Figure 10. Examples of learned features.
display the results achieved by the purely haptic system, for
two- and three-contact controllers. In both cases, grasped
objects included both cubes and triangular prisms. This ex-
plains the bimodal distributions of µ0 shown in the bottom
row: The modes centered near µ0 = 0.2 mostly correspond
to two-fingered grasps of cubes and three-fingered grasps of
triangular prisms, while the modes centered near µ0 = 0.6
tend to correspond to three-fingered grasps of cubes and
two-fingered grasps of triangular prisms. This illustrates
that neither two- nor three-fingered controllers alone are
sufficient to execute high-quality grasps reliably for both
cubes and triangular prisms.
The right column shows the results achieved if the
learned visual models determine which grasp controller to
use, and how to orient the hand at the onset of a grasp. Al-
most all grasps result in a very good µ0; the second mode
has almost completely disappeared. Moreover, very long
trials (more than about 15 probes) are practically eliminated
(cf. the two-fingered native controller in the left column).
Figure 10 shows examples of the features learned. In-
terestingly, one feature captures both the cube and the
boundary of its shadow. Apparently there were enough fit-
ting examples in the data that such a feature was advanta-
geous. Another feature rests entirely on the boundary of the
shadow. This may well be one whose lack of utility was yet
to be discovered by the learning algorithm.
9 Conclusions
We described a visual learning system that serves to pre-
shape a dextrous robotic hand prior to grasping. Grasp pa-
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Figure 8. Results on two-fingered grasps of cubes (left), and three-fingered grasps of triangular prisms (right).
The upper row shows purely haptic grasps; in the lower row, grasps were cued using learned visual features.
The rightmost bin in each histogram includes all instances with a number of probes ≥ 20, or µ0 ≥ 1, respectively.
rameters are derived from the occurrence and orientation of
learned, individually highly predictive features. The com-
putational demands of learning are negligible compared to
the execution times of a physical robot. Thus, the perfor-
mance of the trained system is practically instantaneous.
The number of grasps required for training is mainly de-
termined by the ease of finding pertinent features. For the
above examples, a few hundreds of grasps were used to
train the system. This constitutes a practical limitation of
the present system. Another limitation is the fact that it
learns only a 2-D orientation parameter. One way to extend
it to three dimensions would be to use feature representa-
tions that permit the determination of affine pose parame-
ters. This is an area of future research.
The trained system consistently produces grasps supe-
rior to the blind system. The learning procedure resembles
infant exploratory behavior in that haptic grasping experi-
ences are associated with visual observations, that are later
used to form predictions for the haptic system to improve
grasping efficiency. To enhance the robustness of the sys-
tem, future research will investigate methods for learning
features that are highly predictive as populations.
The combined grasping system resembles human grasp-
ing of familiar objects in several respects: The hand is
pre-shaped prior to tactile contact using appearance cues
learned from experience, the grasp itself relies on haptic
feedback, and no explicit object recognition, scene recon-
struction, or kinematic planning are performed. On biolog-
ical grounds, we believe that a key to building successful
vision-guided interactive systems (such as household robots
and autonomous vehicles) lies in methods for controlling
actuators directly on the basis of relatively low-level visual
cues [1]. This will generally require on-line learning, and
will often benefit from integration with non-visual sensory
modalities.
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