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Abstract
Infrastructureless wireless networks are an important class of wireless networks that
is best suited for scenarios where there is temporary and localized telecommunica-
tion demand. Such networks consist of wireless devices that can form a network
autonomously without the need for pre-deployed telecommunication infrastructures
such as base-stations and access points. Over the past several decades, significant
research and development efforts have been devoted to a particular type of infras-
tructureless wireless networks called mobile ad hoc wireless networks (MANETs). In
addition to autonomous network formation, wireless devices in MANETs have routing
capabilities and help one another to forward information in a multihop fashion. The
applications envisioned for MANETs include communication during disaster relief,
search and rescue, and small tactical unit operations where the existing telecommu-
nication infrastructures may be destroyed or are unavailable.
While significant strides have been made in all aspects of MANET networking,
adoption of such technology has been limited to date despite its potential. We be-
lieve that this lack of adoption is due to a fundamental mismatch between application
demands and the MANET network architecture. While the flexibility of anytime and
anywhere communication offered by MANETs is appealing, these networks are not
designed to provide assured service for delay-sensitive applications such as commu-
nication during a search and rescue mission or in a battlefield. In fact, MANETs
may be frequently disconnected due to mobility and/or device failure. Such discon-
nections may persist for an unacceptable length of time, during which, there may be
loss of critical time-sensitive information and degraded network performance due to
mismatches to routing and transport layer protocols.
To provide service assurance in these scenarios, it is insufficient to limit technical
improvements to the traditional networking layers (such as power control, coding, or
routing) since network disconnections may still occur. We argue that a Proactive
Wireless Network Architecture is needed - one that proactively maintains network
connectivity in order to provide assured message delivery for applications with high
quality of service (QoS) demands. The two key features of a proactive wireless net-
work are: (1) Network disconnection prediction via localization, trajectory prediction,
and large-scale channel estimation and (2) Network topology control via the adaptive
deployment of additional wireless devices, called helper nodes, and by proactively
controlling their movements toward regions of predicted disconnections prior to the
occurrence of such disconnections. Hence, unlike MANETs, proactive wireless net-
works are designed to anticipate and respond to network disconnection events via
active connectivity maintenance with helper nodes, thereby preventing network dis-
ruptions and message loss.
In this dissertation, we present the proposed proactive wireless network archi-
tecture, quantify operating scenarios where the proposed network architecture is a
sensible choice, and present system-level performance analyses under various helper
node deployment schemes.
Thesis Supervisor: Vincent W.S. Chan
Title: Joan and Irwin Jacobs Professor of Electrical Engineering and Computer Sci-
ence
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Chapter 1
Introduction
With wireless infrastructures such as cellular base-stations, wireless access points,
radio towers, and satellites increasingly dotting the landscape from individual homes
to outer space, it is not difficult to foresee a future where untethered telecommunica-
tion will become an integral part of life for an ever increasing portion of the world's
population. Yet, whether we are in the midst of a wireless revolution or evolution,
there are still many regions and situations where there may be a critical lack of
telecommunication access. Some of these scenarios are outlined in Table 1.1.
It has long been recognized that, where there is limited telecommunication ac-
cess and temporary and localized demand, infrastructureless wireless networks may
be cost-effective alternatives to infrastructure-based wireless networks . Whereas the
latter uses wireless infrastructures as points of interface for end-user devices, the
former features end-user devices that can automatically detect the presence of other
end-user devices in their physical proximity and form direct network connections with
them (See Fig. 1-1). Without the need for pre-deployed infrastructures, infrastruc-
tureless wireless networks can be deployed rapidly, anywhere and anytime, forming
local networks and connecting to wireless infrastructures as they become available.
Of the myriad application drivers for infrastructureless wireless networks, sev-
eral stand out as the most technically challenging. These include disaster relief and
battlefield communications where service guarantees are often required for critical op-
erations with delay-sensitive messages. For these applications, the user devices may
(a) Infrastructure-based Wireless Network: end-user devices communica
frastructures (Green arrows = wireless links; Black lines = wire links).
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(b) Infrastructureless Wireless Network: end-user devices form a network autonomously.
Figure 1-1: Infrastructure-based vs. Infrastructureless Wireless Networks
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Table 1.1: Scenarios with Limited or No Telecommunication Service
Insufficient or no
access to telecom-
munication infras-
tructure
Sudden surge in de-
mand
Lack of infrastructure: typically due to low population
density, poor economic development in the region, and/or
challenging terrain or environment. In some cases, existing
infrastructure and/or power system may be destroyed due to
natural or man-made disasters such as earthquakes, hurri-
canes, and wars.
High cost to access existing infrastructure: while al-
most every point on earth is within the communication range
of at least one satellite, the cost of user terminals for satel-
lite access may be prohibitively high. Similarly, there may
be size, weight, and cost constraints on end-user devices that
prohibit their access to other telecommunication infrastruc-
tures.
Political factors: during times of war, troops fighting on
foreign soil may not be able to gain complete control of the
existing telecommunication infrastructure. In addition, de-
ploying their own infrastructure may be risky and time con-
suming. Even during times of peace, political tension or reg-
ulatory policies may prevent people from accessing existing
infrastructure owned by foreign entities and from installing
their own infrastructure.
Typically due to large-scale business or festive events, emer-
gencies, diasters, and war. This surge in demand may tem-
porarily exceed the capacity of the existing infrastructures.
need to satisfy stringent weight and size requirements, the operating environment
may be especially challenging for wireless transmissions, and there may be very fluid
changes in the network and its user population. The time scale of change can be
significantly faster than what we are accustomed to in infrastructure-based wireless
networks. In addition, in a stressed battlefield environment, network resources will
be at a premium, particularly in the presence of adversarial interception and active
attacks on telecommunication systems.
These needs and challenges led to research in mobile ad-hoc wireless networks
(MANETs): a type of infrastructureless wireless network that offers best-effort net-
work connectivity [1, 2]. While an undercurrent of research work in MANETs has
been brewing for over three decades and significant strides have been made in all
aspects of MANET networking, adoption of such technology has been limited to date
despite its potential. We believe that this lack of adoption is due to a fundamental
mismatch between application demands and the MANET network architecture. While
the flexibility of anytime and anywhere communication offered by MANETs is ap-
pealing, these networks are not designed to provide assured service for delay-sensitive
applications. In fact, MANETs may be frequently disconnected either due to low
density deployment, device failure, mobility, or a combination of the above. Such dis-
connections may occur without warning and may persist for an unacceptable length
of time.
To mitigate network disconnections, we can either take the potentially cost pro-
hibitive approach of over-engineering the communication system so that the network
remains connected even under the worst possible network topology, or we can explore
alternative network architectures that adaptively provision communication resources
in response to network demands. In this thesis, we take the latter approach and pro-
pose a Proactive Mobile Wireless Network Architecture that retains the self-forming
and multi-hop nature of MANETs, while proactively maintains persistent network
connectivity. This is achieved via network state sensing, network disconnection pre-
diction, and adaptive insertion and movement command of additional wireless devices
called helper nodes. Unlike user nodes, helper nodes have the sole mission of main-
taining network connectivity and can be commanded to move to strategic locations
before network disconnections occur. Examples of helper nodes include small wire-
less relays dropped on-demand, wirelessly enabled navigational robots or vehicles that
plan their trajectories to connect user nodes where connections are most needed, and
balloons and other aerial vehicles carrying communication relays that hover and drift
above a region to provide a wider communication coverage. Some example operating
scenarios for proactive wireless networks are described below and depicted in Fig.
1-2.
a) Wireless tether: After an explosion at a remote chemical plant, a robot is sent
to inspect the damages and send videos and chemical sensor measurements to the
clean-up crew at a safe distance away from the plant. Since the plant is located far
from city centers, there is no readily available communication infrastructure in range.
To ensure timely information collection and assessment, the clean-up crew deploys
additional mobile helper nodes that follow the inspection robot to relay information
in case the robot moves out of the communication range of the crew.
b) Helper node deployment on demand: In a future urban combat scenario, sol-
diers are equipped with wireless devices that allow them to transmit their locations
and images to other soldiers. As two soldiers break away from their squad to explore
a building for better vantage points, the wireless devices signal that they are about to
move out of the communication range of the rest of the squad. To stay connected, one
of the soldiers takes out a small helper node from his pocket and leaves it behind the
door. Additional helper nodes may be deployed in a similar fashion to maintain net-
work connectivity as these soldiers venture farther into the building. While carrying
and occasionally deploying helper nodes may be somewhat troublesome, the soldiers
know that the alternative of using high power wireless devices is more undesirable as
the high power transmissions may inadvertently expose their locations to the enemy.
c) Mobile helper nodes: After a devastating earthquake, most of the communication
infrastructures are destroyed. To coordinate disaster relief efforts, the emergency
response team across multiple government agencies brings a heterogeneous collection
of infrastructureless wireless devices to the disaster zone. In addition, wirelessly-
enabled balloons may be deployed to act as temporary base-stations that form a
wireless backbone in the sky to provide a wider coverage. On the ground, wirelessly-
enabled vehicles (helper nodes) plan and coordinate their trajectories in response
to the changing user network topology and to the changing coverage region of the
balloons due to drift.
hazardous
duty robot
helper node
helper node
helper node
(a) Wireless tether
(b) Helper node deployment on demand
/
helper node helper node
(c) Mobile helper nodes
Figure 1-2: Some Operating Scenarios of Proactive Wireless Networks
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Thus, unlike MANETs, a proactive wireless network is designed to anticipate and
respond to network disconnection events by adaptively deploying additional network
resources in the form of helper nodes, thereby preempting network disruptions and
loss of critical time-sensitive information. At the very least, having information about
a pending network disconnection event can alert users to either modify their trajecto-
ries or take other appropriate actions. The proactive wireless network architecture is
not the panacea for all MANET applications; rather, it should be considered as a cus-
tomized solution for extreme networking scenarios where communication resources are
severely constrained and the application demands have stringent delay requirements.
In the course of developing this architectural concept, we initially took a broad
view of the problem space and subsequently chose a few key areas for exploration.
Here, we provide an architectural design and feasibility study of the proactive wire-
less network architecture, quantify the optimal throughput and routing strategy for
such networks when coupled with different physical layer technologies, and present
algorithms for helper node trajectory control. While our work is a small step towards
providing quality assurance for delay-sensitive applications in infrastructureless wire-
less networks, the proposed concepts have the potential to significantly extend the
performance boundary of current infrastructureless wireless networks and open a fer-
tile interdisciplinary field for future research.
The subsequent sections of this chapter provide an overview of the existing wireless
network architectures and further elaborate on the various limitations of existing
infrastructureless wireless networks in serving delay-sensitive applications. This is
followed by an outline of the rest of the dissertation.
1.1 Existing Wireless Network Architectures
Most of the existing wireless networks, such as those that support cellphones, Wi-
Fi enabled wireless laptops and personal digital assistants (PDAs), satellite phones,
radio, and broadcast television, are infrastructure-based with base-stations, access
points, satellites, gateways, and other wireless terminals that interface with end-
user devices. All message exchanges among end-user devices are relayed via these
interconnected infrastructure terminals. Since one of the predominant applications
for terrestrial wireless networks is to gain access to the global communication grid,
densely populated regions in major world economies and, increasingly, in develop-
ing countries, have experienced tremendous consumer adoption of cellular telephony
(the number of subscriptions is estimated to exceed half of the world's population by
mid-2008 [3]), and recently, wireless local area networks (WLANs) and wireless com-
munity mesh networks. These networks all require some degree of pre-planning and
deployment of fixed wireless infrastructures to provide coverage in regions of interest:
base-stations connected to the wired network in the case of cellular telephony, ac-
cess points connected by wires in the case of WLAN, and wirelessly connected access
points with routing capabilities in the case of wireless community mesh networks. If
interconnection to the global communication grid is not readily available near the
deployment sites, then additional capital is needed to install backhaul cable, fiber,
or long range wireless links, be it radio frequency (RF) or free-space optical. Most
infrastructure-based networks require significant effort, time, and capital to build
and deploy; however, the tremendous adoption of some of these networks is a great
testament to their usefulness and commercial viability.
While such infrastructure-based wireless networks are capable of serving a wide
spectrum of communication needs for normal day-to-day telephony, Internet access,
data communication, and business transactions, there are numerous other commu-
nication applications that infrastructure-based wireless networks may not efficiently
and economically serve. Such applications are typically temporary, require rapid and
autonomous network setup, and in regions without or with inadequate fixed telecom-
munication infrastructure as mentioned before. Examples include:
* Temporary events - Frequently, pockets of localized demand for communi-
cation surges for a few hours, days, or weeks possibly due to natural disas-
ters, festivals, demonstrations, riots, conferences/exhibitions, sporting events,
and other events where either the existing communication infrastructures are
destroyed or there is a sudden increase in local wireless communication de-
vice density, or both. Having permanent infrastructures in anticipation of such
events is generally not cost effective.
* Battlefield communications - Future combat theaters may contain hundreds,
if not thousands, of communication devices. These may be handheld devices
and devices mounted on ground and aerial vehicles, sensors, and robots. Often,
deploying fixed communication infrastructures ahead of time is infeasible and
undesirable as those communication hubs are likely to be primary targets of
destruction. From private communications with Professor Vincent Chan, during
the 1990 Gulf war, it took more than three weeks to send cell station equipments
into the field. The US operations were so effective that the troops frequently
outran the deployed cell stations.
* Remote sensing - Large scale, distributed sensing can help us to better mon-
itor the environment in which we live. From seismic activity sensing, pollution
monitoring, forest fire detection, and animal habitat monitoring, to traffic con-
gestion monitoring, inventory tracking, home utility monitoring, and automo-
bile performance monitoring, distributed sensors can bring a myriad of sensing
data to our fingertips for more efficient resource allocation and more timely
responses. Since these sensors may cover relatively large areas, it may be desir-
able to minimize the number of pre-deployed communication infrastructures to
reduce cost.
* Robotic networks - Robots that combine sensing, computation, actuation,
mobility, and communication capabilities have the potential to significantly ex-
tend the scope of human influence on Earth and beyond. These robots can
work in areas where it is undesirable or uneconomical to send humans, such as
in battlefields, deserts, forests, volcanos, oceans, and on other planets. Cur-
rently, most robots work on individual tasks. Untethered autonomous robots
that work together to achieve a common goal have not yet reached commercial
viability. With further advancements in cooperative multi-robot systems, it is
very conceivable to send these robots to remote areas where little communica-
tion infrastructures exist and expect the robots to form a network autonomously.
As we continue to connect more people and devices in more places, new network
architectures may be needed to better serve the emerging applications. For appli-
cations such as the ones listed above, it is desirable to have an infrastructureless
wireless network where multiple end-user devices can form a network autonomously
without the need for fixed communication infrastructures. Such devices are designed
to discover the presence of other compatible devices without human intervention,
coordinate the use of communication resources, and respond to any changes in the
network. This allows the network to be formed, moved, and decommissioned rapidly,
regardless of where and when the network is needed. Over the past several decades,
several infrastructureless wireless networks have been developed, some with more
commercial success than others. Here, we review the evolution and limitations of
these infrastructureless wireless networks.
1.1.1 Evolution of Infrastructureless Wireless Networks
The pace of radio development accelerated in the intervening years between the two
world wars. By the 1940s, two-way radios (also known as walkie-talkies) began to be
deployed for military and police use [5]. Walkie-talkies are half-duplex handheld radio
devices where multiple receivers within communication range can listen to transmis-
sions from one sender at any time. These are perhaps the first commercial radio
networks operating in the infrastructureless mode. Current systems are commonly
used by soldiers, law enforcement agencies, and emergency dispatchers for two-way
voice communication over a distance of up to a few miles. They are also used by
individuals for voice communication during group outdoor trips and for infant moni-
toring.
While relatively simple to implement and easy to use, walkie-talkies have numer-
ous limitations, including: 1. Only one user in a group can transmit at any time; thus,
users need to coordinate their transmissions explicitly. If there are a large number
of users, individuals may need to wait for a long time for his/her turn to transmit.
This is not scalable for large networks. 2. Each transmitted message is broadcast to
everyone in the group. There is no support for private messages. 3. The number of
different groups of individuals using walkie-talkies in an area is limited by the number
of separate frequency channels available. This also implies that the total allocated
frequency band may be severely underutilized if some frequency channels are left idle.
4. Every user needs to be within the communication range of one another. While
transmission range can be long for low-rate voice communications, it does not extend
to high data rate communications. In an environment with significant RF obstacles,
the communication range may be further limited.
Because of the various limitations of the walkie-talkie architecture and with grow-
ing interests in data communications, researchers sought new network architecture
designs that can make more efficient use of communication resources for data ex-
change, support both one-to-one and one-to-many communications, and extend the
point-to-point communication range. As a first step, in the late 1960s, a group of
researchers at the University of Hawaii investigated the use of radio links to enable
computers located on different Hawaiian islands to share computational resources
located at the main campus near Honolulu [6]. This effort culminated in the develop-
ment of the ALOHANET in the 1970s. Instead of explicit transmission coordination
as in walkie-talkie networks, ALOHANET employed the ALOHA random medium
access control (MAC) scheme to coordinate message transmissions and retransmis-
sions in the event of simultaneous transmissions (or collisions) [7]. This scheme can
achieve higher throughput compared to fixed channel assignment when data arrival
rate is relatively low.
Based on the success of the ALOHANET, the Defence Advanced Research Projects
Agency (DARPA) sponsored several research programs over the next three decades:
Packet Radio Network (PRNET) in the '70s [8-11], Survivable Radio Network (SURAN)
in the '80s [12], and Global Mobile Information System (Glomo) in the '90s [13]. The
vision was to create a scalable, wirelessly connected mobile computer network using
packet-switched radios that can route data between any subset of the users, possibly
through multiple hops. Such networks can support both one-to-one and one-to-many
communications. Furthermore, the ability to route messages through multiple relay
hops means that the communication range of the network is no longer limited to the
distance of a single link. These earlier research programs laid the theoretical and ex-
perimental foundation for later work on MANETs by the Internet Engineering Task
Force (IETF) [14] and the ad-hoc wireless network research today.
The simplest (or degenerate) type of ad-hoc wireless network is a single-hop net-
work. Today, this includes infrared and Bluetooth point-to-point communication,
and 802.11 ad-hoc mode [15-17]. Infrared technology uses lasers operating in the in-
frared region of the electromagnetic (EM) spectrum to transmit information from one
device to another in close proximity. These point-to-point links are half-duplex and
require line-of-sight (LoS) (obstacle free) between the devices. In contrast, Bluetooth
devices operate in the RF spectrum. Unlike infrared, LoS is not required between
Bluetooth devices. Under a master-slave configuration, one of the Bluetooth devices
coordinates message transfers between itself and another slave device. Due to the
broadcast nature of a RF link, a Bluetooth master device can support multiple slave
devices (up to seven given the 3-bit address limitation), forming a Bluetooth piconet.
Whereas the number of devices supported by infrared and Bluetooth piconet networks
are quite limited, 802.11 ad-hoc mode offers a greater opportunity to form somewhat
larger single-hop wireless networks. Here, 802.11-enabled devices form a network in a
peer-to-peer fashion, whereby any device in the network can communicate with any
other device in the network through the broadcast channel. Currently, the 802.11
ad-hoc mode is most commonly used to transfer files between 802.11-enabled com-
puters in a room. Since these networks are all single-hop, they are all limited in the
communication range the network can reach.
Another type of ad-hoc wireless network works in a store and forward fashion.
These networks consist of simple wireless devices that communicate to a (or a set
of) designated mobile device when the mobile device comes within communication
range. Typically, the designated mobile device (terrestrial or aerial) is used as a
carry-and-forward relay that carries transmitted messages and forwards them to the
intended recipient(s) when feasible (similar to postal delivery). Applications of the
carry-and-forward type of ad hoc wireless network include using wireless terminals
mounted on mules, bikes, or vehicles to carry and forward messages transmitted by
isolated wireless devices in remote villages [18, 19], remote sensor data collection us-
ing mobile robots [20, 21], and future interplanetary networks. An obvious concern
with these networks is the potentially long delay before the messages are delivered;
hence this type of network is only suitable for delay-tolerant applications. With
growing interest in this type of network, the Internet Research Task Force (IRTF)
chartered a Delay-tolerant Networking Research Group (DTNRG) in 2002 to formu-
late the "architectural and protocol design principles" for scenarios where "continuous
end-to-end [network] connectivity cannot be assumed" [22,23]. Based on this work,
DARPA funded the Disruption Tolerant Networking (DTN) program in 2005 to con-
tinue research and prototyping in this area [24].
Both single-hop ad-hoc wireless networks and disruption-tolerant networks are
special cases within the ad-hoc wireless network family. Most commonly, ad-hoc
wireless networks refer to networks in which every device has routing capabilities for
message forwarding and the messages may potentially take multiple hops from the
source to the destination. This includes most wireless sensor networks (WSNs) [25,26],
Bluetooth scatternets [16], and much of the MANET research and development to
date [1, 2]. Over the past few years, numerous WSN prototypes and commercial sys-
tems have been developed and deployed for a diverse range of applications [27, 28].
This rapidly growing industry is fueling standardization activities. The Zigbee Al-
liance, consisting of over one hundred companies, is a joint industry effort to produce
an open standard for WSNs. In contrast to the relative successes of WSNs, neither
Bluetooth scatternet nor MANETs have been widely deployed to date [29]. Aside from
a few MANET systems deployed for military evaluation, such as BreadCrumb@ by
Rajant Corporation [30], most MANET systems are still in the research stage.
1.1.2 Necessity for Proactive Network Topology Control
While self-organizing multihop networks have been envisioned for several decades, it
is within the last decade that research efforts in MANETs have really accelerated.
With thousands of papers and several books now published annually on this topic, it
would seem that we are now on the verge of finally realizing its potential. However,
as others have also noted [31], we are still far from the elusive goal, no less due to
the many technical challenges and complexities of the MANET architecture. Here
we discuss some of the technical challenges and how the proactive wireless network
architecture may lower these barriers.
Fundamentally, the key challenges are:
* Frequent topology changes: The dynamically changing network topology is
perhaps the most challenging aspect of MANETs. Several factors may lead to
topology changes at any instance in time, including node mobility, node failure
or low battery, nodes turning their transceivers on and off to conserve battery
energy, nodes joining and leaving the network, and dynamically changing RF
environments. As the network topology changes, the data rate at which a node
can send information to another changes as well. Without additional structures
imposed on the network, each node may need to have full information about
the network state and dynamically adjust a large number of system parameters
in a cooperative fashion to allocate and reallocate communication resources.
Furthermore, as we stressed before, there is no guarantee that the network will
stay connected to satisfy data rate and delay requirements.
* Device heterogeneity: It is desirable for multiple types of wireless devices to
coexist and possibly cooperate in the network. These devices can range from
low data rate wireless sensors to high data rate video equipments. The het-
erogeneity of node resources presents significant challenges on network resource
coordination.
* Scale: Generally, it is also desirable to be able to wirelessly interconnect a large
number of devices, potentially dispersed over a large geographical region. As
with the Internet, discovering suitable routing paths between senders and re-
ceivers for a large network is difficult, especially if the network topology changes
frequently.
While these are difficult challenges, it is important to put them into perspective
and recognize that they are not, in fact, unique to MANETs. In cellular networks, for
example, locations of user nodes also change frequently. With approximately three
billion cellular subscribers worldwide accessing a diverse range of voice and data
services, it is evident that scale and device heterogeneity are also significant concerns
for these networks. What enabled cellular networks to attain their success are the
designed controls built into the network architecture that significantly reduced the
network complexity. Namely, the careful tessellation of fixed and wired base-stations
and the restriction of user nodes to connect only to base-stations (as opposed to
one another) afford much simpler time, frequency, spatial, power, and computational
resource management at the user nodes. In particular, at any time, a user node only
needs to keep track of one or a few base-stations in its proximity instead of having
to track the movements of a large number of other user nodes. This architecture
is an elegant combination of the strength of wireless interface for mobility support
and the strength of wired network for long distance message routing. Of course, these
designed controls also result in cost and potential performance penalties (for example,
requiring more base-stations than necessary and limiting the throughput) [32].
As another example, community wireless mesh networks use fixed infrastructure
wireless nodes that act like base-stations but with routing capabilities. Instead of
using wires to interconnect the infrastructure nodes, these nodes are interconnected
by wireless means with either RF links on a separate frequency band or, in the future,
possibly free-space optical links [33], forming a wirelessly connected backbone network
that can be deployed fairly quickly. The degree of planning in infrastructure node
location and frequency has a significant impact on the network performance. Since the
infrastructure node locations are fixed, one can resolve the mobility, scale, and device
heterogeneity issues by adopting a cellular architecture for access to the backbone.
Interference in the backbone mesh network can be suppressed with free-space optical
links or with antenna beam patterning and judicious frequency planning. Recently,
several community wireless mesh networks have been deployed, including RoofNet at
MIT (commercial version by Meraki Networks Inc.), Champaign-Urbana Community
Wireless Network, Seattle Wireless, and many others [29].
Now that we have ample evidence that the challenges outlined above can be ef-
fectively addressed by some specific forms of designed controls (e.g. fixed and in-
terconnected infrastructure backbone and rules for accessing these backbone nodes),
it is natural to question whether these challenges can be addressed without any,
with fewer, or with other forms of designed controls. First, we argue that the basic
MANET architecture without any designed controls cannot cope with the challenges
unless all of the user nodes are always within direct communication range of other
user nodes. If individual nodes cannot extend complete radio coverage in a predefined
operating region, which is often the case, then it is always possible for a subset of
nodes to be disconnected with the rest for an arbitrarily long duration. This, to us,
is the fundamental problem with the MANET architecture for serving delay-sensitive
applications. The problem exists even if there is a large number of user nodes de-
ployed in a fixed operating region since user nodes may still form local clusters that
are disconnected with one another.
Hence, to maintain network connectivity when node transmission ranges do not
cover the entire operating region, the traditional topology control techniques such
as power control [34] and deploying a large number of nodes are not sufficient for
mobile networks. To ensure network connectivity is maintained then, some form of
designed controls in network topology management is needed. Broadly speaking, this
can be achieved in two ways, both of which are supported under the proactive wireless
network architecture. A combination of the two approaches is also possible.
1. Insert helper nodes and control their trajectories: Recall that helper
nodes are nodes whose sole purpose is to maintain network connectivity. Since
helper node trajectories can be controlled, at any time instance, the network
can leverage the known helper node locations for resource allocation. In general,
helper nodes can be moved to predicted disconnection regions prior to network
disconnections, extend communication range by forming a daisy chain, form a
mobile connected backbone network, or a combination of the above as shown
in Figure 1-2.
2. Control user node trajectory: In some cases, trajectories of user nodes can
be controlled as well. One scenario pertains to robotic networks where robots
can be commanded to alter their trajectories to maintain network connectivity
[35]. In some cases, users may only care about reaching a set of waypoints within
a set of times, but may not care about the particular paths taken to reach those
waypoints. For these networks, user nodes may coordinate their trajectories
to satisfy the waypoint requirements while maintaining network connectivity.
When both goals cannot be satisfied simultaneously, helper nodes may still be
needed to maintain network connectivity.
It is easy to see that both topology control schemes can effectively address the
challenges outlined earlier since they can be reduced to the community wireless mesh
network architecture with known node locations for all or a subset of nodes, even if
these nodes are mobile. In some scenarios, the number of helper nodes needed may
be reduced significantly as we will show in subsequent chapters.
1.2 Thesis Scope and Organization
A comprehensive system architecture study entails four major stages as illustrated in
Fig. 1-3. This includes a feasibility study, performance and tradeoff analysis, algo-
rithm development, and implementation. Since this thesis is an initial architecture
study, much of our efforts have been concentrated on the first two stages with a brief
visit of the algorithm development stage. The rest of the dissertation is organized as
follows:
Chapter 2 provides a detailed discussion of the architectural building blocks and
their interactions, including channel estimation, node localization, trajectory predic-
tion, helper node insertion, and dynamic network resource allocation.
Figure 1-3: Scope of Proactive Wireless Network Architecture Study: black = topics
covered in this dissertation; red = topics subject to future research and development.
Chapter 3 presents idealized analytical models and results to provide some insights
to the following questions: Under what network scenarios is adding helper nodes a
sensible architectural choice? What capabilities should helper nodes have and how
much gain is realizable by the additional capabilities? How many helper nodes should
be deployed? What are some of the key system parameters that can be used to guide
the design of the network?
Chapter 4 characterizes the throughput, energy, and delay scaling behavior of
narrowband proactive wireless networks with helper nodes. In addition, the impact
of finite circuit energy and large bandwidth on network scaling is presented. This
result is contrasted with prior results in literature.
Chapter 5 addresses the helper node trajectory control problem in environments
with physical and RF obstacles. Several trajectory control algorithms are presented
and compared.
Chapter 6 provides a summary and discussion of promising future areas of re-
search.
Chapter 2
Proactive Mobile Wireless
Network Architecture
The key motivation of the proposed Proactive Mobile Wireless Network Architecture
is the desire to provide some level of service guarantee to a set of critical delay-
sensitive services while maintaining as much of the advantages of infrastructureless
wireless networks as possible. To this end, like MANETs, the envisioned network
consists of a set of wirelessly-enabled devices (user nodes), autonomously forming a
network in an operating region of interest. Each user node can generate messages (e.g.
audio files, videos, texts, commands, documents, sensor data, etc.) for any other user
node in the network and can help to route messages destined for other user nodes.
Unlike MANETs, a proactive mobile wireless network has, at its disposal, additional
tools and features, including:
1. User node location, trajectory, and channel state estimation for network dis-
connection event prediction.
2. Dynamic network resource allocation, possibly in time, frequency, and spatial
(e.g. multiple antenna systems) domains, in response to predicted network state
changes.
Dynamic
Resource
Allocation
Figure 2-1: Proactive Wireless Network Layers
3. Adaptive deployment and movement command of helper nodes when reallocat-
ing existing network resources alone can no longer maintain network connectiv-
ity.
4. Possible adaptive movement command of user nodes as additional means for
network connectivity maintenance. This is an option only if the user nodes'
movements can be controlled.
In effect, we suggest that a more fundamental network layer - topology manage-
ment - is needed to complement the traditional seven layer Open Systems Interconnection
(OSI) protocol stack as shown in Fig. 2-1. This additional layer includes the hardware
and software necessary for node localization, trajectory prediction, large-scale channel
prediction, helper node deployment, and trajectory control. Since the network can be
rendered ineffective at providing assured service without topology management, we
believe that the topology management functions provide the foundation for all other
layers and should, therefore, conceptually lie at the bottom of the network stack.
It should be noted, however, that the layered structure is somewhat of an arbitrary
construct. As suggested by many others, when performance is of concern, a cross-
layer approach should be taken to optimize network resources across the network
layers [36, 37].
In this chapter, we provide a discussion of the rationale behind the proactive
wireless network architecture and describe each of the architectural building blocks
in detail.
2.1 Wireless Network Connectivity for Core Ser-
vices
First, it is important to distinguish two classes of services: core services and best-effort
services. Core services include mission-critical messages with a set of pre-specified
quality of service (QoS) requirements, often specified in terms of throughput, average
or maximum end-to-end delay (from the time a transaction is made to the time
the transaction is correctly received at the intended node, where a transaction may
be a packet, a frame, a file, etc.) and jitter (variations in transaction delay which
impacts applications that require continuous and sequential packet flow). For the
type of applications of interest, core services may include critical alert and command
messages. These messages have priority over best-effort services which do not have
stringent delivery requirements. What sets the proactive mobile wireless network
architecture apart from other infrastructureless wireless networks is the proactive
provisioning of additional network resources in the form of helper nodes to satisfy
core service requirements.
This leads us to the important notion of network connectivity. A prerequisite for
providing QoS assurance for core services is a connected network. In contrast to wired
networks where physical links determine network connectivity, the notion of wireless
network connectivity is often ill-defined since wireless links are not physical entities.
In one sense, a wireless network in an obstacle-free environment is always fully con-
nected since it is theoretically possible to send some amount of information from any
node to any other node in the network given a long enough time interval, albeit at
an arbitrarily low data rate as the distances between nodes increase. However this
definition of connectivity is of little practical value since such a "connected network"
may take an exceedingly long time to deliver messages.
Hence, from a proactive mobile wireless network user's perspective, a wireless
network is connected only if it can satisfy the core service QoS demands. Otherwise,
the network is deemed disconnected even if every node can still exchange finite amount
of data to every other node. While this definition is pragmatic, determining whether a
network is thus connected at any time can be quite complex as it involves interactions
across multiple layers of the network stack in response to time-varying changes in the
network. Despite these complexities, since the core service demands are assumed to
be known at all times and are slow changing, network connectivity can be estimated
given predictions of node locations, trajectories, and channel states as we will show
in Section 2.6 after a discussion of the various architectural building blocks.
2.2 Large-Scale Channel State Estimation
One of the fundamental parameters in determining the capacity of a wireless link is
the amount of signal attenuation through the intervening space. It is well known
that in free space, signal attenuation is proportional to link distance squared. In
typical operating environments, however, a transmitted signal may suffer additional
time-varying attenuations: shadowing as a result of signal absorption through objects
and fading as a result of signals arriving at the receiver via multiple reflected paths.
Since one of the key aspects of wireless communication system design is to combat
these channel effects, several families of models have been developed to characterize
channel effects for a diverse range of wireless systems [38-41]. These models include:
* Theoretical models: These models are based on Maxwell's equations and
suitable approximations of the operating environment. Solving the equations
governing EM wave interactions with simple geometric structures yields precise
results to the received power and are often used to characterize radio propaga-
tion over rooftops, on highways, in tunnels, and in other simple environments.
A summary of these models can be found in Appendix O of [40]. Unfortunately,
for most operating environments, such theoretical models are much too com-
putationally intensive to be of practical use. Furthermore, the locations and
geometric shapes of obstacles are often unknown in advance, thereby further
diminishing the applicability of theoretical models.
Empirical models: These models are parametric equations with coefficients
derived from empirical channel measurements. The simplest and most com-
monly used model for general system analysis is the simple path-loss model.
In the antenna far-field 1, the received power Pr is related to the transmitted
power Pt by
P, = Pty - k (2.1)
where d is the distance between the transmitter and receiver, and y, do, and
k are parameters that can be estimated from theoretical analysis or empirical
measurements, and are, respectively, a constant that is a function of frequency
and antenna gain, reference distance, and path-loss exponent (typically in the
range between 2-6) [39].
For first-generation cellular networks, the Okumura-Hata and COST231 mod-
els are commonly used [42]. Some of the input parameters to these parametric
equations include frequency, link distance, effective height of the basestation
and mobile device, and a broad categorization of the urbanization of the re-
gion. For outdoor microcells and indoor channels, piecewise linear models are
often used, where each linear segment (as a function of distance) has a different
attenuation slope [39]. While easy to compute, the applicability of empirical
models are limited to the type of environment the measurements are taken in
and are not site-specific (i.e. specific to a particular topography).
1A distance of more than 2D2/A away from the transmitting antenna, where D is the antenna
aperture size, and A is the signal wavelength. Most of the current wireless systems operate in the
far-field region, although near-field communication systems are starting to find a wide range of
practical applications. The behavior of EM waves differs significantly in the near and far regions.
The subsequent discussions focus on channel properties in the antenna far-field. Channel properties
in the near-field region and their impact on wireless communication system design are currently
under active research.
* Statistical models: These models are developed by performing statistical
analysis on a large amount of measurement data and are commonly used for
system design tradeoff studies. Like empirical models, statistical models are also
not site-specific. Some of the key parameters of concern for statistical models
include: shadowing (distribution, average, standard deviation, autocorrelation,
and decorrelation distance), and fading (distribution, average, standard devia-
tion, time delay spread, Doppler spread, coherence bandwidth, and coherence
time).
Shadowing: The ratio Pt/Pr due to shadowing is modeled as a random
variable, 0, with a log-normal distribution. This distribution has been shown
to match empirical measurements for both indoor and outdoor environments
taken over a large number of geographical samples and for both narrowband
and wideband signals. Combining this with the simple path-loss model, the
ratio of the received to transmitted power in decibels (dBs) is
Pr d
r [dB] = 10 log y - 10k log -d _dB (2.2)Pt do
where rdB is a Gaussian random variable with zero mean. The standard devi-
ation of OdB varies greatly depending on the signal frequency and bandwidth,
and the operating environment. Table 2.1 summarizes some of the existing
measurement results to illustrate these dependencies. Generally speaking, these
measurements show that the shadowing standard deviation ranges between 1 -
6 dB in indoor environments and 2 - 13 dB in outdoor environments (lower for
dense urban and higher for rural). Typically, free space path loss and shadowing
loss are compensated by provisioning an adequate link margin or by adaptive
power control.
One of the key metrics of interest is the spatial correlation of the shadowing
process in different environments. A common model for the spatial autocorre-
lation function A(x) of the shadowing process is given by Gudmundson in [43]
A(x)= -xdBe- x (2.3)
where x denotes distance, and X, is the decorrelation distance (distance at
which the autocorrelation is 1/e - 37% of its maximum value). From empirical
measurements, X, has been shown to be on the order of the size of the objects
in an environment. For outdoor systems, X, ranges from tens to hundreds of
meters; for indoor systems, X, ranges from a few to tens of meters. Table 2.1
summarizes some of the empirical results.
Fading: In addition to shadowing, the received power may experience rapid
fluctuations and deep fades due to signals arriving at the receiver via multiple
reflected paths. A good understanding of the statistical properties of this fading
phenomena is fundamental to wireless communication system design [39,44],
device synchronization, and localization. Here we summarize some of its key
statistical properties. Let the transmitted bandpass signal be s(t). A common
equivalent lowpass representation of s(t) is [39]
s(t) = R f{u(t)ej2wfCt} (2.4)
where u(t) is a complex baseband signal with bandwidth B, and carrier fre-
quency fc. Neglecting noise introduced by receiver electronics, the received
signal is
r(t) = an (t)u (t - 7,(t)) ej(27fc(t-n(t))+WDn(t)) (2.5)
n=O
where n is the multipath index (n = 0 corresponds to the LoS path), N(t)
is the number of multipath components, and an(t), T•(t), and OD.(t) are the
amplitude, path delay, and Doppler phase shift of path n respectively. There
are two important parameters of interest in characterizing fading channels: time
delay spread, Td, which measures the time dispersion between the first and last
arrival of the multipath signals and Doppler spread, D,, which measures the
amount of spectral broadening due to Doppler shift.
Typically, Td increases with increasing distance between the transmitter and
receiver, and is higher when there are many RF obstacles in the environment.
For cellular systems, Td is on the order of microseconds. In. indoor environ-
ments, Td is typically on the order of tens to hundreds of nanoseconds. Related
to the time delay spread is the coherence bandwidth of the channel, Be, which
measures the minimum difference in frequency beyond which two frequency
components of a signal will experience uncorrelated fades. B, and Td have an
inverse relationship. When the bandwidth of the communication signal, W, is
much less than Be, the channel is referred to as a flat fading channel (i.e. all
frequency components of the signal experience approximately the same magni-
tude of fade). The amount of fade can be significant (20-30 dB) and need to be
compensated by adding an extra link margin or via spatial, frequency or time
diversity. This is contrasted with a frequency-selective fading channel where
W > B,. In this regime, there is inherent frequency diversity and it is unlikely
that all frequency components of a signal will experience deep fades simulta-
neously. However, the multiple time-delayed copies of the received signal may
result in intersymbol interference, which can be partially corrected by coding
and equalization techniques.
The amount of Doppler spread increases with increasing node mobility rel-
ative to each other and to objects in the environment. D, is inversely related
to the coherence time of the channel, T,, which measures the time interval be-
yond which a signal will experience uncorrelated fades. Under typical mobile
networking scenarios, T, is on the order of milliseconds. If the bandwidth of the
signal is much less than D, (To < symbol period), the channel is said to be a fast
fading channel (i.e. the fading static changes within a symbol period). Suitable
error correction codes can be used to counter the effects of channel fades in this
regime. This is contrasted with a slow fading channel where W > Ds. In this
regime, channel effects can be compensated by diversity schemes or by coding
over a larger number of symbols [44]. Note that the time scale of change in fad-
ing channels are much shorter than the time scale of change due to shadowing,
which is on the order of minutes to tens of minutes.
Site-specific models: Site-specific models utilize knowledge of the actual op-
erating environment to provide more accurate channel estimates. Such knowl-
edge may be obtained a priori (for example through city maps or building
blueprints that provide locations of major obstacles and/or the type of mate-
rials these obstacles are made from) or learned during operation (for example
through sensors that detect obstacles). In the next section, we discuss these
models in more detail.
2.2.1 Site-specific Channel Models
Site-specific models are useful for site planning (e.g. determining locations of wire-
less access points or, for proactive wireless networks, determining locations of helper
nodes). Broadly speaking, there are two types of site-specific models: ray-tracing and
artificial neural-network models.
Ray-tracing Models
Under ray-tracing models, the multipath effect is modeled as individual rays following
the physics of reflection and diffraction. These models are approximations of full EM
propagations and are more accurate when the RF obstacles are large relative to a
wavelength and are fairly smooth [56]. To obtain a channel state estimate, a 2-
dimensional (2D) or 3-dimensional (3D) representation of the operating environment,
including all macro features such as buildings and walls and their reflectivity need
to be constructed. Depending on the locations of the transmitter and receiver, a set
of ray traces is determined. In general, there are two techniques to determining the
Table 2.1: Shadowing Standard Deviation and Decorrelation Distance from Several
Channel Measurements 1
Ref. Loc. Freq. BW Shadowing Std (dB) Decorrelation Distance
(MHz) (MHz) Xc (m)
indoor 900 2.80 (non-line-of- 1.79 (NLoS), 1.65 (LoS) 2
[45] sight (NLoS)), 2.61
(LoS)
1900 3.50 (NLoS), 2.33 (LoS) 2.59 (NLoS), 1.76 (LoS)
indoor 1900 80 4.4-5.6 (NLoS), 5.3 (LoS)
[46]
indoor 2450 100 2.1 (NLoS), 2.6 (LoS) 13 (NLoS ), 27 (LoS)
[47]
5250 100 3.1 (NLoS), 2.6 (LoS) 10 (NLoS), 25 (LoS)
indoor 4780 2400 2.18 (NLoS), 1.42 (LoS)
[48]
indoor 5000 1250 2.7 (NLoS), 1.6 (LoS)
[49]
indoor 60 GHz 1.55 (NLoS), 0.88 (LoS),
[50] 2.53 (corridor)
indoor 2250 100 2.7 (NLoS), 2.5 (LoS)
[51]
58 GHz 3.9 (NLoS), 2.7 (LoS)
outdoor 900 3-7 (urban), 6.5-10.5 avg. 44 (urban), avg. 112
[52] (suburban) (suburban)
outdoor 1800 5 7.3-8.5 (typical urban), 25-55 (typical urban), 120
[53] 10.0 (bad urban), 6.1 (bad urban), 200 (subur-
(suburban) ban)
outdoor 1900 0.013 25-100 (urban)
[54]
outdoor 1900 25 2.0 - 7.7 (suburban), 3.7 - 50 - 320 (suburban), 50 -
[55] 10.0 (rural) 500 (rural)
outdoor 2450 100 2.2 (NLoS rural), 2.9 (LoS 90 (NLoS rural), 300 (LoS
[47] rural) rural)
5250 100 2.9 (NLoS rural), 2.6 (LoS 90 (NLoS rural), 180 (LoS
rural) rural)
1 This is not a comprehensive or exhaustive list. Since the data collection method, post
signal processing, and operating environment vary greatly for different measurement
campaigns, it is not instructive to compare these measurements in great detail. One
should focus on observing general trends instead.
2 only the 50% correlation length is available
Figure 2-2: Ray-tracing Techniques: (a) Imaging - incident rays bounce off reflect-
ing and diffracting objects to reach the receiver; (b) Ray launching - these rays are
actually ray tubes occupying a finite volume of space. The ray tubes are launched
in equally spaced angular directions and the received power of overlapping ray tubes
are summed.
set of relevant ray traces: imaging and ray launching [41,57]. These techniques are
illustrated in Fig. 2-2.
Once a set of ray traces are determined, field strength of each of the traces is
estimated and summed together to obtain the received signal power. For reflected
paths, an attenuation factor (reflection coefficient) can be computed as a function of
the dielectric constant of the reflecting material if it is known. Since most reflecting
materials are non-homogeneous, attenuations of different materials are often obtained
by empirical measurements [39,58,59]. For example, signal absorptions through dif-
ferent materials are measured and presented in [59]. A particular attenuation profile
as a function of signal frequency is plotted in Fig. 2-3.
Ray-tracing techniques can be computationally intensive; hence, they are more
suitable for off-line radio propagation map generation. Several computational accel-
eration techniques are discussed in [41,60] that aim to reduce the dimensionality of
the problem. Currently, there are several commercial ray-tracing based channel es-
timation softwares used for site planning, including Volcano® [61], WinProp® [62],
WaveSight® [63], and Urbana® [64].
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Figure 2-3: Frequency Dependence of Signal Absorption [59]
Artificial Neural Network Model
artificial neural networks (ANNs) fall under the class of supervised learning tools.
Given a set of input environment variables and the measured received power levels,
an ANN can be trained to map the set of input data characterizing the propagation
environment between transmitters and receivers to the measured power levels. Ex-
amples of inputs include distance between the transmitter and receiver, height of the
antennas, number and type of walls the signal propagates through, and the density of
obstacles in the environment. Once trained, an ANN can be used to rapidly predict
the received power in a similar environment and can incorporate new measurement
data to improve the prediction. There are two types of neural networks: static and
dynamic. Static, or feedforward, ANNs compute the output from a set of current in-
puts, whereas dynamic ANNs incorporate a time element and may contain feedbacks
whereby the output depends on the current inputs, and previous inputs, outputs, or
states of the network [65]. Most of the ANNs used for channel estimation are of the
feedforward type.
There are two common neural network architectures: the multilayer perceptron
(MLP) and the radial basis function (RBF). Under the MLP architecture, the basic
element is a single neuron which performs a simple weighted summation on a set
x2
x3
Figure 2-4: Multilayer Perceptron Neuron Model: Each xi represents an input, which
is weighted by wi, summed with a bias value b, and passed through a transfer function
f to yield an output y. The transfer function may be linear, sigmoidal, or a hard
limiter [74].
of input parameters and passes the sum through a transfer function (See Fig. 2-4).
Multiple such neurons are interconnected to form a neural network with an input
layer, potentially multiple hidden layers, and an output layer as shown in Fig. 2-6.
MLPs have been shown to be a universal approximator capable of approximating any
smooth function to an arbitrary degree of accuracy with enough hidden layers [65].
For the problem at hand, there may be m inputs feeding into the input layer, k hidden
layers, and one output. The weights associated with the inputs of each neuron are
adjusted to minimize the error between the neural network output and the measured
received power levels. Typically, gradient descent algorithms are used to compute the
optimal weights that minimize the mean squared error. Most of the existing work in
ANN-based channel prediction use MLPs. These have been shown to be effective for
both indoor [66-68] and outdoor [69-72] environments.
Under the RBF architecture, the neuron goes through a radial construction that
computes the distance between the inputs and a set of weights as shown in Fig. 2-
5. The resulting distance is passed through a nonlinear activation function such as
a Gaussian function. Like the MLP , RBFs are also universal approximators. [73]
compares the performance of MLP , RBF, and an empirical model. It shows that
both ANN models perform better than the empirical model. In some cases, the RBF
network produces slightly lower average errors compared to the MLP network.
Figure 2-5: Radial Basis Function Neuron Model: The distances between inputs xx
and weights wi are found, multiplied to a bias value b, and passed through a non-
linear activation function g to yield an output y. The activation function is typically
Gaussian [74].
There are several drawbacks of ANNs, including slow asymptotic convergence rate,
potential problems with the network architecture overfitting or underfitting the data,
and the potential of the solution falling in a local minimum instead of the global
minimum. These problems can be partially overcome with a large enough training
data set and by experimenting with different weight initialization values to avoid local
minimum solutions. Further research is needed to explore these issues and solutions.
In addition, few existing work justify their choice of input parameters. In general, the
possible space of input parameters can be enormous. It is crucial to isolate a subset
of parameters that contribute significantly to the output received power [75, 76].
2.2.2 Channel Attenuation Field Map
Several key insights can be derived from the channel models. First, the simple path
loss model in (2.1) shows that significant power gains can be realized if link distances
can be shortened, for example, by inserting a helper node in between the transmitter
and receiver. Fig. 2-7 shows that when a link distance is halved, approximately 6-18
dB of received power gain can be realized, with higher gain in more RF-challenged
environments. Second, from the statistical models, it is clear that the coherence time
of fading effects (on the order of milliseconds) is much too short to be effectively
mitigated by helper node insertion and trajectory control. Hence, helper node inser-
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Figure 2-6: Artificial Neural Network: Each rectangular box represents a neuron.
tion is only effective at reducing path loss and potentially at mitigating shadowing
effects lasting on the order of minutes (which allows robots or vehicles to maintain
network connectivity at nominal speeds) or seconds (which allows a person or vehicle
to leave behind a relay helper node) 2. Due to their slow time variance, path loss and
shadowing are referred to as large-scale channel effects.
Ideally, for channel prediction purposes, an operating environment is divided into
pixels of fine granularity 3 and a database of the large-scale propagation attenuation
between every two pixels in an environment is generated by one of the site-specific
channel models. Depending on the resolution, this database may be much too large
(In a 2D environment, this results in a 3D database). Since the average large-scale
attenuation is additive when expressed in dB, this database may be represented by
an attenuation field as shown in Fig. 2-8(a). In a 2D environment, this yields a
2D attenuation field map. To determine the total attenuation (in dB) between two
points, one simply sum the attenuation (in dB) along the straight line between the
2The fast fading effects are mitigated via coding, interleaving, beamforming, etc.
3 Since we are only concerned with large-scale propagation loss, the pixel dimension can be on the
order of the size of the RF obstacles and the shadowing correlation distance, whichever is smaller.
In an indoor environment, the linear dimension may range from tens of centimeters up to meters.
In an outdoor environment, the linear dimension may be meters to tens of meters.
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Figure 2-7: Approximate Power Gain in dB by Reducing Link Distance: Based on
(2.1), reducing the link distance by half results in {6, 9, 12, 15, 18} dB power gain for
7y = {2, 3, 4, 5, 6} respectively.
points as shown in Fig. 2-8(b). The attenuation field map is site-specific as the
location and size of RF obstacles are readily visible from the map itself. When there
are significant changes in the locations of the obstacles, ideally the map will evolve
with the changes.
Of course, generating an accurate attenuation map and keeping it current are
challenging tasks. The type of channel model that can be used to build the map
depends heavily upon how much and what type of knowledge is known about the
operating environment. In addition, there are many, potentially conflicting, objec-
tives: high accuracy, rapid generation, low computational overhead, small storage
requirements, ability to incorporate prior information, and the ability to incorporate
new measurement information on-line. To these ends, a comprehensive study that
compares the different channel models in different operating environments is needed
but'is outside of the scope of this thesis. In subsequent discussions, we assume that
such an attenuation field map is available and each pixel is associated with an error
distribution or error range.
(a) (b)
Figure 2-8: (a) 2D Large-scale Channel Attenuation Field: Red = high attenuation.
(b) Received power around a transmitter corresponding to the channel attenuation
field map.
2.3 Node Localization
Since network connectivity is intrinsically dependent on the node locations in an en-
vironment, estimating node locations and trajectories are fundamental to estimating
network connectivity and in determining where helper nodes should be placed. Node
locations can be expressed in physical terms (latitude, longitude, and altitude), sym-
bolic terms (e.g. in room 678, near the copier, or on the out-bound train leaving
Kendall Station), absolute terms (node location specified on a common x-y-z coor-
dinate system. This is equivalent to determining physical location if the coordinate
system coincides with the Global Positioning System (GPS) coordinate system), or
relative terms (relative to a common fixed or mobile reference point). The degree of
localization accuracy needed depends on the application requirement and technolo-
gies available. For the purpose of network connectivity determination and helper
node insertion, there is an intrinsic tradeoff between localization accuracy and the
cost of network topology management since higher degree of localization accuracy in-
creases the cost of the localization system but may reduce the number of helper nodes
needed. Here we provide a brief summary of some of the localization techniques for
I
outdoor and indoor environments. In the subsequent chapters, we assume that node
localization estimates are given with an error distribution or error range.
GPS Systems [77]
The GPS satellite constellation consists of 24 satellites orbiting Earth at an altitude
of approximately 19,000 km. The constellation is designed such that, at any point
on Earth, at least four satellites are visible if there is no physical obstruction. Each
satellite sends a unique signal to the ground periodically to provide time and loca-
tion reference. A GPS receiver on the ground tries to acquire signals from at least
four satellites to synchronize its clock and compute its absolute coordinate location
(latitude, longitude, and altitude) via trilateration. Currently, the signal-in-space
performance standards for Standard Positioning Service (SPS) (excluding errors con-
tributed by ionosphere, troposphere, receiver, multipath, and interference) are: _ 13
meters for 95% horizontal error and < 22 meters for 95% vertical error [78,79]. Com-
mercial vehicle navigation GPS systems can typically achieve position accuracy of 5
- 20 meters.
With Differential Global Positioning System (DGPS), localization accuracy is im-
proved by augmenting the GPS system with wireless terminals on the ground. The
precise locations of these terminals are known in advance, which can be used to cor-
rect various errors, especially biases, achieving an accuracy of approximately 3 - 5
meters. Several improved forms of DGPS, jointly termed Satellite Based Augmenta-
tion System (SBAS), including Wide Area Augmentation System (WAAS) in north
America, European Geostationary Navigation Overlay Service (EGNOS) in Europe,
and Multi-Functional Satellite Augmentation System (MSAS) in parts of Asia, can
achieve < 3 meters accuracy.
The major drawback of the GPS system is the lack of service in indoor environ-
ments and densely forested areas where the GPS signals are severely attenuated by
building structures and foliage respectively, and city centers with highrise buildings
blocking the LoS of GPS receivers to satellites.
Inertial Navigation Systems [77]
Inertial navigation systems (INSs) are commonly used in satellites, submarines, and
missiles for position tracking. An INS consists of an assembly of inertial sensors
(accelerometers and gyroscopes), typically fixed in a common 3D reference frame,
to measure inertial acceleration and rotation along each of the 3D axes. Based on
the sensor outputs, a processing unit computes the distance an INS-enabled mobile
node has traversed relative to a known starting location. If the absolute coordinate
location of the starting location is known, then absolute coordinate locations of the
node can be determined.
Due to imperfections in mechanical parts, vibrations, temperature fluctuations,
and other non-ideal effects, INS error will accumulate over time. Hence, INS are
typically supplemented by other localization methods, such as GPS or indoor wireless
positioning techniques (see below), to periodically recalibrate the inertial readings.
Wireless Localization [80-82]
Aside from GPS, there is a wide range of wireless localization technologies using
RF, optical, or acoustic signals. Broadly, these technologies can be divided into two
categories: range-based and range-free. Whereas range-based systems obtain location
estimates based on link distance or angle measurements, range-free systems do not
rely on such measurements.
Under range-based schemes, a set of beacon nodes (also termed anchor nodes) that
know their own positions are used to determine the locations of other nodes in the
network. Beacon nodes may be equipped with specialized localization hardware such
as GPS. Based on the features of the wireless signals transmitted by beacon nodes,
pairwise distances or angle estimates can be obtained using lateration techniques.
These features include:
* Received signal strength indication (RSSI): Since wireless signal strength de-
grades with increasing distance between a transmitter and a receiver, the dis-
tance between the two devices can be estimated based on theoretical or empirical
models that relate propagation loss to distance, for example (2.1). This is a low
cost technique that works well in an obstacle-free environment. In an envi-
ronment with RF obstacles, shadowing and fading can lead to significant errors
since the strongest signal path may not be the direct path and interference from
multipath components distort the measured signal strength.
* Time of arrival (ToA) and Round trip time of flight (RTToF): Since the speed of
light is constant, signal propagation time from a transmitter to a receiver (ToA)
can be used to estimate link distance. This requires the clocks in different nodes
to be synchronized. If the clocks of different devices are not synchronized, link
distance can be computed by measuring the round trip time-of-flight (RTToF)
of the signal traveling from the transmitter to the receiver and back as shown
in Fig. 2-9. As with RSSI, shadowing and multipath can lead to significant
errors in non-line-of-sight situations. Moreover, signal propagation is slower in
materials, contributing to addition error.
* Time difference of arrival (TDoA): The time difference of arrival of signals from
multiple transmitters to one receiver can be used to estimate link distances.
Each TDoA measurement places the receiver on a hyperboloid with a constant
range difference between the transmitters. The intersection of at least two such
TDoA measurements determines the location of the receiver. In some TDoA
implementations, distance is estimated based on the difference in time of arrival
of two different types of signals, primarily RF and ultrasound.
* Angle of arrival (AoA): Angle of signal arrival can be measured via antenna
scanning or antenna arrays. The intersection of angular direction lines deter-
mines the node location. AoA is less commonly used in mobile wireless networks
due to the relatively larger and more complex hardware requirement.
For range-free schemes, location is estimated either based on coarse network prox-
imity to a set of anchor nodes [83] or based on known wireless features in the envi-
ronment [80]. Some of these techniques include:
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Figure 2-9: Distance Measurement Based on Round Trip Time of Flight: T1 = trans-
mit time at node A, T2 = corresponding received time at node B, T3 = return transmit
time at node B, T4 = return received time at node A, d = link distance, A = clock
offset between nodes A an B.
* Centroid [84]: The anchor nodes broadcast reference signals at a predetermined
power level. Assuming spherical signal propagation, each node estimates its
location as the center of gravity of all anchor nodes within communication range
(i.e. its (x, y) coordinate location is the average of the coordinate locations of
the anchor nodes). This scheme is easy to implement but requires a fairly
uniform and dense deployment of anchor nodes.
* DV-hop [85]: The anchor nodes broadcast reference signals at a predetermined
power level. Each node keeps track of the number of network hops it needs
to take to reach each of the anchor nodes. Since the average hop distance
between anchor nodes is known, this information is used to estimate the distance
between anchor nodes and other nodes. The performance of DV-hop is worse for
networks with highly irregular topologies, and when anchors are not placed at
the edge of the network. A variation on the DV-hop scheme called Amorphous
Localization [86] proposes an improvement on the hop distance estimation by
computing the average hop distance as a function of the network density.
* Approximate Point-In Triangulation (APIT) [87]: The anchor nodes broad-
cast reference signals at a predetermined power level. A node to be localized
chooses three anchors from all anchors within communication reach and uses
an approximate point-in-triangulation algorithm to determine whether it is in-
side the triangle formed by the three anchors. This process is repeated with
different combinations of reachable anchor nodes and the center of gravity of
the intersection of all of the triangles in which a node resides is then computed.
APIT has a lower overhead compared to the DV-hop scheme and is resilient to
irregular radio patterns and random node placements.
* Scene analysis or RF fingerprinting [80]: First, a set of site-dependent signal
characteristics (fingerprints) are measured off-line. During on-line operation,
an algorithm matches the currently observed signal with the closest location
fingerprint to estimate the current location. Some of the more commonly used
algorithms include: probabilistic methods, k-nearest-neighbor, neural networks,
support vector machine, and smallest M-vertex polygon.
[80] provides an excellent overview of the existing wireless localization systems.
A visual outline of these systems is reproduced in Fig. 2-10. It is also possible
to combine wireless and other sensory technologies for localization purposes. [88]
describes a hybrid ultra-wideband and inertial guidance system that can achieve sub-
meter accuracy in indoor environments. [89] describes a RSSI-based system combined
with compass and pedometer readings. In a network setting, nodes can also help one
another to localize via cooperative localization [90]. This is especially useful if anchor
nodes are sparsely and non-uniformly deployed.
Another possibility is to use helper nodes as wireless beacons if these helper nodes
are equipped with specialized hardware such as GPS. For this purpose, the trajectories
of helper nodes may be controlled to improve localization accuracy. This is essentially
an adaptive beacon placement problem with beacon trajectory control as an added
flexibility in system design.
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Figure 2-10: Outline of Existing Wireless Localization Systems: reproduced from [80]
Map-assisted Localization
In some operating scenarios, a map representation of the operating environment may
be given a priori. Such maps may be obtained via satellite or overhead imaging, street
maps, or building blueprint or floor plans. Currently, it is not common for wireless
networks to utilize maps for node localization; however, in the field of robotics, maps
are commonly used for robots to self-determine where they are [91,92]. In addition,
several practical algorithms have been developed for simultaneous localization and
mapping (SLAM) where a mobile robot simultaneously constructs a map of the en-
vironment and determines its location on the map [93, 94]. These techniques can be
adopted for wireless node localization to improve localization accuracy and for more
efficient helper node trajectory planning.
2.4 Node Trajectory Prediction
Trajectory prediction is a canonical problem in missile and rocket guidance. It has
also been explored for cellular networks in improving handoff prediction and QoS as
mobile nodes move from cell to cell [95-97]. Recently, several authors have proposed
to incorporate trajectory prediction in ad hoc wireless networks to improve route
stability [98,99]. For proactive wireless networks, in addition to improving network
resource allocation, node trajectory prediction is also crucial for network disconnec-
tivity prediction and helper node trajectory control.
The problem of trajectory prediction is well studied in the context of stochastic
process estimation (i.e. estimating the value of a set of stochastic processes from a
set of related observed values) [100]. Here, we would like to estimate a node's future
x and y coordinate locations and velocities given its current and past locations and
velocities as well as localization signal characteristics.
Let the Cartesian coordinate positions and velocity components of a node at time t
be denoted by (r,(t), ry(t)) and (ix(t), iy(t)) respectively. Define a state vector x(t) =
[rX(t) ýX(t) r.(t) y (t)]T. In [96], node movement is modeled by a combination of
random acceleration a(t) = [ax(t) ay(t)]T and a semi-Markov process U(t) with a
finite number of states as "possible discrete levels of acceleration" to account for
possible sudden and unexpected changes in a node's acceleration. The continuous
time dynamic equation governing motion is then
i(t) = Ex(t) + Fu(t) + Ga(t) (2.6)
where
0 1O) O)
F = G= (2.7)
This model has been successfully applied in tactical weapon maneuvering and target
tracking, and wireless mobile trajectory prediction [96].
The observation vector z(t) consists of localization signal parameters and is a
function of the current state vector, z(t) = h(x(t)). In general, this function is
non-linear. One common technique for estimating future values of the state vector
is to discretize both the dynamic equation of motion and the observation vector,
linearize the observation vector, and apply the extended Kalman filter [96]. The linear
approximation in the extended Kalman filter may result in suboptimal estimates.
Alternative estimation techniques include particle filtering [95] and neural networks
[101].
Implicit in the estimation formulation is the assumption that the trajectories
of nodes are not completely random and that, over the duration of the estimation
interval, the directions of node trajectories change slowly. This is of course not true
in general, especially if nodes take sharp turns around street corners, for example.
In this case, prediction error can be reduced given a street map. In the subsequent
chapters, we assume that trajectory estimates for a suitable duration are given for
each node, along with error distributions or error ranges.
2.5 Network Topology Management via Helper Nodes
The effectiveness of helper nodes in providing network connectivity depends on their
capabilities in terms of transmit power and speed as well as the accuracy of node
localization, trajectory prediction, and channel estimation. Here we provide analyses
that will shed some light on the ability of helper nodes to improve link outage prob-
ability with and without localization uncertainty. In addition, we discuss the impact
of rate of network topology change on helper node trajectory control.
2.5.1 Helper Node Insertion
One of the key questions in helper node deployment is where the helper nodes should
be inserted at any given instance in time. In general, there are multiple (potentially
conflicting) objectives that guide the answer to this question, including satisfying core
service demands, minimizing the number of helper nodes needed, minimizing move-
ment, minimizing the amount of information needed to make movement decisions,
and rapid computation.
Here, we take a simplistic view and study the impact of helper node location on
the probability of outage (pout, which measures the probability of the received power
dropping below a certain threshold level, F) in homogeneous and non-homogeneous
environments. As we will show, in a homogeneous environment without site-specific
information, the optimal helper node location in terms of minimizing the probability
of outage is half way between two user nodes. This holds even if there is cross-
correlation in the shadowing processes on different links. In a heterogeneous environ-
ment, the optimal helper node location may not be the half way point. Determining
the optimal helper node location requires site-specific information in this case.
Consider a simple example of two nodes A and B, located at coordinate locations
(0, 0) and (L, 0) respectively as shown in Fig. 2-11. We would like to minimize Pout
between A and B by inserting a helper node H at an optimal location (x*, y*), subject
to a maximum transmit power constraint Pt at each node. This can be written as:
mm Pout (2.8)
s.t.
P•" < Pt, Vij
The probability of outage depends on the type of signal processing performed at the
destination node B. Here, we consider two schemes: routing and selection. Under
the routing scheme, only one path is considered. If the direct path is chosen,
Pout,dired = Pr (pAB < F) (2.9)
If the two-hop path is chosen,
Pout,two-hop = 1 - Pr (pAH > , pHB > F) (2.10)
(x,y)
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Figure 2-11: Simple Network in a Homogeneous Environment
If selection is used, the received power at B is max(PB, pHB). The probability of
outage is then:
Pout,select = 1 - [Pr (pA N > F) + P (rAB <F pTAH > F, prHB > F)] (2.11)
Suppose node i transmits to node j with Pt, amount of power. Adopting the
statistical channel model in (2.2), the received power in dB is P J[dB] = dBj - dB,
where ypd = 10 log(-/iJPj5) - 10k i log di5 , and -•'3, kiJ, and di' are the antenna gain,
path-loss exponent, and link distance respectively. The shadowing loss parameter b!B)
can be modeled as a zero-mean Gaussian random variable with standard deviation
a•ij (See Section 2.2). If there is no spatial correlation between the shadowing
parameters, and the nodes and the operating environment are both homogeneous
(i.e. yi' = y, ki' = k, and ur¢• = 'r dB, Vi,j), then
Pout,two-hop = 1- Pr (pAH > F) (pHB > F) (2.12)
Pout,select = 1 - [Pr (PA> F) + Pr (AB F) Pr (pAH > F) Pr (pHB >
= Pr (pAB Fp) [1 - Pr (pAH > F) Pr (PIB > rF) (2.13)
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Figure 2-12: Probability of Outage with Selection and Helper Node Placement at
Location (x, y): L = 100 m, k = 4, adB = 3, F = -120 dB, and 10 log(QPt) = -41
dB; minimum Pout occurs at (50, 0).
where
00 1 -(pr -_ M)2
Pr (P > ) exp 2(ru2dB  dpr (2.14)
P"d = 10 log(QPt") - 10k log d (2.15)
dAB = L (2.16)
dAH = X2 + y2  (2.17)
dHB = (X - L)2 + y2  (2.18)
Substituting these expressions into (2.8) and solving yields the optimal location
(L/2, 0) for both two-hop routing and selection schemes (this depends strongly on the
homogeneous environment assumption). Fig. 2-12 shows the probability of outage
under selection with respect to different helper node locations. Note that in this case,
pout,select is reduced significantly with optimal helper node placement.
Since nodes A, B and H are in physical proximity with one another, the shad-
owing loss between node pairs may be correlated. We assume that the shadowing
random variables are jointly Gaussian. Considering their mutual correlation, the
joint probability density function (pdf) of the received powers is then:
fPr =exp (- r - Ir) A r (r - - (2.19)
fV/(27)3 det A 2
where
S= [AB" PAH pHB] (2.20)
= AB AH H B] (2.21)Pr = Yan #dB NB(2
2d E [B AB AH E[ ABB HBB
A= [E [AHvAB E[ABH HBB (2.22)[B dA]B HbB B /dB
TeE [oeHBB dABB ] E [ HBB AH2
The cross-correlation term E I[AHIdHBB] is likely to be small since it is unlikely for
these two paths to cross the same set of obstacles, especially if H is placed not too
far from the line joining A and B. Hence, the received power on the two links along
the two-hop routing path can be considered to be independent.
The cross-correlation term E[ ABB dABH] is exponentially distributed as discussed in
Section 2.2 and the term E[LdABB dHB] has been shown to be related to the angle formed
by links AB and HB [102]. Given arbitrary cross-correlations, closed-form solutions
to the integral of the multivariate Gaussian density function cannot be found. To aid
in the derivation of pout,select, the following approximations are used:
"ABB AH A E [ H dABB 0 .2 exp -d HBc (2.23)E [AB dHB] = E[HBB dAB] = Cd exp (d c (2.23)
EdB EdB d (2.24))
E[)AHVB 2]=  =AH
E[A dB ] = E[HdB] = J exp (dAHXc dHB(2.25)
This particular form of the cross-correlation matrix yields a compact form of pout
by decorrelating the shadowing random variables using four independent standard
Gaussian random variables [103,104]. Using this technique, we obtain
Pout = 1- Q F dB (2.26)
S(1- Q ((AB(w))) Q (AH(w)) Q (HB(w)) exp dw
where
3= - +'dB (2.27)
0aOdB V1--- _(auj)2
aAB = exp - (2.28)
aAH HB exp (-L) (2.29)
Substituting these expressions into (2.8) and solving the minimization problem
yields the optimal location (L/2, 0) (this again depends strongly on the homogeneous
environment assumption). This is a direct consequence of the positive correlation
between received powers on different links. In this case, the potential reduction in
shadowing loss by placing the helper node further from the halfway point (i.e. longer
link distances) is out-weighed by the reduction in free-space path loss with shorter
link distances.
If the environment is non-homogeneous, for example the scenario in Fig. 2-13
where the path loss exponent is higher on the direct link between A and B, then the
optimal helper node location is no longer half way between A and B. Determining
the optimal helper node location in this case requires site-specific information. As an
example, suppose in addition to the parameters used in Fig. 2-12, it is known that
k = 4 on the direct path between A and B, and k = 3 if H is placed 100 m away from
the half way point, Fig. 2-14 shows the probability of outage for different locations
of H and under different signal combining schemes. For small L, the probability of
A B
Figure 2-13: Simple Network in a Non-homogeneous Environment
outage on the direct path is low, hence taking the two-hop path through H located
at (L/2, 100) results in a higher probability of outage than the direct path. As L
increases, avoiding the RF obstacle becomes a better strategy.
Helper Node Insertion under Location Uncertainty
Thus far, the probability of outage derivations assume that link distances are known
deterministically or the localization errors are so small that they are immaterial to
the node insertion problem. As discussed in Section 2.3, with some wireless localiza-
tion techniques, there may be material localization errors that need to be taken into
account. In general, the error statistic is site-specific and depends on the locations of
the beacon nodes relative to the user nodes.
Here, we would like to gain some understanding of the impact of localization
error on the probability of outage. Continuing with the simple three-node network
model, we assume in addition that the localization errors in the x and y directions
for each node are independent and identically Gaussian distributed .A(0, alo). Let
the probability of outage under localization uncertainty be denoted by Po•t. This can
be computed by:
out = ot(xi, xj, Y j)f xif (xjf yi)f (yj) dxidxdyidy (2.30)
-0 O0 f-O O -000
where f(.) is the Gaussian probability density function for location uncertainty in the
x and y directions.
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Figure 2-14: Probability of Outage in a Non-homogeneous Environment: k = 4 on
the direct path, k = 3 if H is located at (L/2, 100), acdB = 3, F = -120 dB, and
10log(-Pt) = -41 dB.
As an example, for Pout,dired computation,
f00 00 0 0Pou
Pout =
J0/ r 1odB
tf(xA)f(XB)f(yA)f(yB) dxAdxBdyAdyB
exp (p r - dBB dprexpU2 dBV)
AB = 10log(yPlAB) - 10k log (V(XA - XB) 2  (YA - YB)2)
f(A) = f(YA) = f(YB) = /(0, 'oc)
f(XB) = HA(L, Uloc)
Alternatively,
Pout,direct = jPout(r) fd(r) dr (2.31)
where fd(r) is the probability density function of the distance d between nodes A and
B, pout(r) is as before with pdA = 10log(tPAB) - 10k log (r). Since the difference
Pout,direct =
between two independent Gaussian random variables is Gaussian, let x = XB - XA
and y = YB - YA, then x is Gaussian distributed with NA(L, v/_1o) and y is Gaussian
distributed with P.(0, v i,,o). The distribution of d = 2 + y2 is then
r (rL - (T2 + L2) (2.32)fd(r) = 2r Io 2 ) exp 2 + ) (232)
where lo(z) is the modified Bessel function [100]
1 f 2
Io(z) = 1 r exp(z cos(O)) dO (2.33)
Pout,direct and Pout,direct with three different aloc values are plotted in Fig. 2-15. As
shown, for small L, higher location uncertainty yields higher probability of outage. As
L increases, higher location uncertainty actually improves the probability of outage.
For the purpose of network connectivity, we are much more interested in the region
with low probability of outage (i.e. small L). Now, with a helper node placed at
(L/2, 0), the probability of outage Pout,two-hop can be computed using (2.30). This is
plotted with Pout,two-hop in Fig. 2-16. Again, in regions of interest (small probability
of outage), higher location uncertainty yields higher probability of outage. Hence,
if the location uncertainty is high, more helper nodes may be needed to reduce the
probability of outage.
2.5.2 Rate of Topology Change
With node mobility, two issues are of concern: 1. the frequency and duration a
helper node needs to be engaged to maintain connectivity. 2. the impact of helper
node mobility constraints (acceleration and velocity) on the number of helper nodes
needed.
In general, users either move independently or jointly with correlated trajectories.
Their motions are limited by their mobility, physical obstacles in their operating envi-
ronment, and "rules of the road" (if any). Given the significant amount of uncertainty
in user node trajectories, a practical approach for proactive wireless network studies
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
50 100 150 200 250
L
300
(a) Linear Plot
10-5
10
i0-15
10 1 102
(b) Log Log Plot
Figure 2-15: Probability of Outage with and without Location Uncertainty: Direct
Path from A to B, k = 4, c•dB = 3, F = -120 dB, and 10log(yPt) = -41 dB.
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is to formulate parametric mobility models that lead to analytical solutions, develop
more realistic mobility models that can be used in simulation environments, use these
models to obtain some understanding of the impacts of macro system parameters on
the number of helper nodes needed, and apply these insights to develop practical
helper node insertion and control algorithms.
Over the past few years, an extensive set of mobility models have been developed.
Some surveys and models are presented in [105-109] and the references cited within.
For the purpose of our study, we would like to obtain some insights on the following:
1. The average amount of time it takes for two connected nodes to become discon-
nected.
2. The average amount of time between connection changes (i.e. time to new link
formation or breakage of old links) with respect to one node.
3. The average amount of time between network connection changes.
In an obstacle-free environment, one would expect that the answers to these ques-
tions depend on the number of user nodes, their transmission range, and mobility
pattern. Consider a n node network operating in a bounded square region of length
L on each side. Suppose each node has a circular transmission range of r and moves
in a random direction with a velocity of v for a random duration of time before
changing direction. As a first order analysis, we assume r < L such that boundary
effects can be ignored. Consider one node moving in a straight line in duration At
as shown in Fig. 2-17, sweeping out a maximum collision region of area 7rr 2 + 2rvAt.
The number of new links established during At is then approximately n(2rvAt/L 2).
With respect to the node under consideration, the time it takes to establish a new
link, Tuntil new link connect, is approximately the inverse of the rate at which new links
are established. Hence,
Tuntil new link connect (2.34)2rvn
vAt
Figure 2-17: Single Node Collision Region in At
Since the rate at which existing links are disconnected is the same as the rate of new
link connection, the time it takes to disconnect an existing link
L
2
Tuntil old link disconnect Tuntil new link connect 2rv (2.35)
Overall, the time it takes for a change to occur in a node's local topology is
Tuntil local topology change 4rvn (2.36)4rvn
It is intuitive that the higher the velocity and larger the number nodes, the shorter
the amount of time it takes for a local topology change to occur. However, it is less
intuitive that the larger the transmission radius, the shorter the amount of time to
change. To see why this is the case, note that, given r < L, a larger transmission
radius means a larger coverage circumference through which more nodes have the
opportunity to enter or exit.
If the nodes are fairly uniformly distributed in the operating region, then each
node is expected to have n-rr2/L 2 number of neighboring nodes. The larger the
transmission radius, the more likely it is for a node to remain in another node's
transmission range for a longer period of time. Hence, the amount of time that two
nodes stay connected is proportional to
Tnode pair stay connected ~ - (2.37)
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Figure 2-18: Proactive Wireless Network Region of Interest
From these results, it is clear that, in general, if the user nodes have high velocity,
then there will be frequent network topology changes, which place significant burden
on the helper nodes. In addition, if the user node density is low, then a large number
of helper nodes will be needed (more detailed analysis in Chapter 3). Alternatively,
if the user node density is very high, very few helper nodes are needed. Hence, the
region of interest for effective proactive wireless network operation is for relatively
low user node velocity and moderate user node densities as depicted in Fig. 2-18.
2.6 Dynamic Resource Allocation
With known core service demand, node localization, trajectory and channel estima-
tion, and helper nodes, there are many more adjustable parameters available for
network resource allocation. In particular, a key point of departure in the formula-
tion of proactive wireless network resource allocation from traditional ad hoc wireless
network resource allocation is the explicit requirement that the core service demand
be satisfied. This makes the core service demands an explicit constraint on the net-
work operations. Here, we provide a taxonomy of the objective and constraints in
the proactive wireless network resource allocation problem.
Let there be n user nodes and m helper nodes. Assuming that time is divided
into equal duration intervals and that at any time, we can obtain suitably accurate
predictions for T time intervals into the future. The set of constraints the network
needs to satisfy for the current and T future time slots are:
* Node average power constraints:
(T1): aR(t + x) + P t j (t + x) < Pavg, Vi E[1,n +m] (2.38)
x=0 j7i
where Pt'(t) is the transmitted power by node i intended for node j at time
t, a is the per bit circuit energy consumption for processing R (t) (bits/sec) of
data at node i, and P,,, is the average power constraint.
* Link capacity constraints: The capacity on link (i, j) is given by the Shannon
capacity formula.
SRj (t) W log (1 + SINR'j(t)) (2.39)
V SD pair (k,l) that flows on link (i,j)
V links (ij). R(t) is the data rate of traffic between source and destination
nodes (k, 1) carried by link (i, j) at time t, W is the bandwidth, and SINR (t)
is the signal to interference and noise ratio at node j at time t. One can
easily incorporate frequency assignment and/or spatial antenna allocation and
configuration into this constraint.
* Routing and core service constraints:
Acore(t) + bkl(t) if i = k
R(t) -(t R k(t) - Acore(t) - bkl(t) if i = 1 (2.40)
i 0 otherwise
where Acore(t) and bkl(t) are the core service rate demand and best effort service
rate respectively for source and destination nodes (k, 1).
A network that satisfies the constraints above with a suitably high probability
is considered to be connected as we have discussed earlier. Given these constraints,
one can either design the network to maximize a function of the best effort service
rates, minimize a function of the node movements or movement energy, or optimize
other metrics of concern. A key area for future research is the simplification of this
overarching problem into tractable and loosely-coupled components.
2.7 Network Study Landscape
Given the various options for maintaining network connectivity, it is useful to sum-
marize different architecture solutions to highlight what have been studied by others
and how this dissertation contribute the overall understanding. Tables 2.2 and 2.3
outlines performance metrics of interest (connectivity, throughput, energy, and delay)
and the analysis and algorithms that have been developed to date. Our contributions
are highlighted in red.
While various elements of proactive wireless networks have been investigated in-
dependently in the context of improving MANET performance, there lacks a system
level study combining these discrete elements into an unified architectural framework.
This dissertation fills this void and answers some of the key system level questions
about the proposed proactive wireless network architecture, including the type of
network scenarios amenable to proactive wireless network deployment, the impact of
helper nodes and other emerging physical layer technologies on network performance,
and the process for helper node coordination and trajectory control. Instead of de-
tailed tradeoff studies for specific application scenarios, we opt to focus our efforts
on system design issues that are applicable for a wide range of delay-sensitive appli-
cations. These findings are intended to serve as guidelines for future protocol design
and implementation efforts.
2.8 Summary
In summary, without explicit mechanisms for network connection maintenance, ar-
bitrary device movement and the corresponding changes in the RF environment can
Table 2.2: Network Study Landscape I: Networks with User Nodes Only (No Helper Nodes) 1
Connectivity Throughput, Energy, Delay Trajectory Control
Interference-limited Power-limited of User Nodes
Stationary User Nodes
Arbitrary Deterministic (either connected or dis- Pairwise throughput scaling [110] Pairwise throughput scaling N/A - stationary nodes
Topology connected) (Chapter 4)
Uniform Lower bound on probability of Pairwise throughput scaling [110]; Pair- Pairwise throughput, per-bit- N/A - stationary nodes
Random connectivity and conditions for wise throughput, per-bit-energy, packet energy, and packet delay scaling
Topology asymptotic connectivity in 1- and bit delay scaling and tradeoff [115- and tradeoff with non-zero signal
dimensional (1D)-3D networks 118] processing energy (Chapter 4);
(Chapter 3); 1D network probability Pairwise throughput under zero signal
of connectivity [111,112]; Minimum ra- processing power assumption [119]
dius for asymptotic connectivity [113]
and k-connectivity [114] in 2D networks
Mobile User Nodes
Routing Without user node trajectory control: Without user node trajectory control: Without user node trajectory con- Minimize total distance traversed
Only simulation and approximate probabil- results from "stationary user nodes" trol: results from "stationary user by user nodes to achieve bicon-
ity of connectivity under various mobil- studies apply; With user node trajec- nodes" studies apply; With user nectivity: linear program for 1D
ity models [120-122]. With user node tory control: can achieve optimal topol- node trajectory control: can achieve networks, heuristic algorithm for
trajectory control: probability of con- ogy optimal topology 2D networks [35]; Robot network
nectivity - 1 connectivity experiment [123]
Mobility- Without user node trajectory con- Without user node trajectory control: X User nodes with messages to
assisted trol: eventual connectivity (for delay- pairwise throughput scaling [124, 125]; transmit physically move to re-
Routing tolerant applications); With user node Pairwise throughput, per-bit-energy, ceiving node locations
(Carry- trajectory control: probability of con- packet and bit delay scaling and trade-
and- nectivity - 1 off [115,116]; Pairwise throughput scal-
forward ing in heterogeneous networks [126];
mode) With user node trajectory control: X
1 Highlighted in red: our contribution
Table 2.3: Network Study Landscape II: Networks with Helper Nodes
Connectivity Throughput, Energy, Delay Trajectory Control
Interference-limited Power-limited of Helper Nodes
Stationary User Nodes
Wired Probability of connectivity - 1 with Pairwise throughput of uniform X N/A - pre-planned and stationary base-
Base- sufficient number of base-stations; random networks with base- stations
stations Probability of connectivity of uniform stations [127]
random networks with sparsely de-
ployed base-stations [112]
Helper Lower bound on probability of X X Form backbone once
Node Back- connectivity of uniform random
bone networks (Chapter 3)
Random Lower bound on probability of Pairwise throughput scaling of X N/A - helper nodes do not need to be mobile
Helper connectivity of uniform random uniform random networks [110]
Nodes networks; Exact expression and
upper and lower bounds for 1D
uniform random networks (Chap-
ter 3)
Strategic Helper node routing only: Lower Helper node routing only: Helper node routing only: Helper node routing only: for connec-
Helper bound on probability of connec- Pairwise throughput, per- Minimum total energy for tivity, move to disconnected regions;
Nodes tivity of uniform random net- bit-energy, and packet de- arbitrary user networks for throughput, energy, and delay, see
works; Upper and lower bounds lay scaling and tradeoff of under variable transmission Chapter 4; Helper node carry-and-forward:
for 1D uniform random networks; uniform random networks rate (Chapter 4); Helper node for connectivity, move between disconnected
Helper node carry-and-forward: even- (Chapter 4); Helper node carry- carry-and-forward: X regions [18]; for throughput, energy, delay, X
tual connectivity and-forward: X
Mobile User Nodes: User Nodes with Routing Only
Wired Random user node mobility pattern 1; Random user node mobility pat- X N/A - pre-planned and stationary base-
Base- Arbitrary user node mobility pattern: tern1 ; Arbitrary user node mobil- stations
stations X ity pattern: X
Helper Random user node mobility pattern1 ; X X Approximation algorithms that minimize the
Node Back- Arbitrary user node mobility pattern: number of backbone nodes needed for con-
bone X nectivity maintenance [128]
Random Random user node mobility patterni; Random user node mobility pat- X N/A - helper nodes do not need to be mobile
Helper Arbitrary user node mobility pattern: tern1 ; Arbitrary user node mobil-
Nodes X ity pattern: X
Strategic Random user node mobility pattern1 ; Random user node mobility pat- Random user node mobility pat- Helper node routing only: for con-
Helper Arbitrary user node mobility pattern: tern1 ; Arbitrary user node mobil- tern1 ; Arbitrary user node mo- nectivity, heuristic algorithms for net-
Nodes X ity pattern: X bility pattern: X; Helper node works in environment with physical ob-
carry-and-forward: X stacles (Chapter 5); Algorithm to detect
critical links [129]; Daisy chain helper nodes
[130]; Algorithm for trajectory control of
range-extension gateway [131]; for through-
put, energy, and delay, X; Helper node carry-
and-forward: X
Mobile User Nodes: User Nodes with Mobility-assisted Routing
Carry-and- Eventual connectivity X X Helper nodes loop around village [18]
forward
' Approximately the same as the corresponding "Stationary User Nodes" case if user nodes are mostly uniformly randomly distributed in region
cause nodes to lose connectivity with the rest of the network or cause prolonged par-
titions in the network. Given the lack of service guarantees, the best-effort service
provided by MANETs is mismatched to the level of service demanded by delay-
sensitive applications. Therefore, if we continue our efforts down this architectural
path, it will continue to be difficult for MANETs to find many practical applications.
The proposed proactive wireless network architecture holds the promise for en-
abling true infrastructureless mission-critical networking. We have described the key
building blocks that enable quality of service provisioning in proactive wireless net-
works, including large-scale channel field map generation, node localization, trajectory
prediction, helper node insertion, and dynamic resource allocation. Several areas of
future research have been identified for each of the building blocks. In the subsequent
chapters, we proceed with additional architectural studies, network performance char-
acterizations, and algorithm development.

Chapter 3
Impact of Helper Nodes on
Probability of Connectivity in
Random Networks
Clearly, having helper nodes in the network can improve network performance at the
expense of having to deploy these extra devices. Hence, the decision of whether or
not helper nodes should be deployed boils down to a cost/benefit analysis, where the
benefits include improved connectivity, throughput, fault and failure tolerance, and
survivability, and the costs include the cost of devices, deployment, maintenance, and
the added network complexity. Since monetary cost of devices depends on factors
outside of the realm of academic research, our exploration will focus on other quan-
tifiable measures that can assist a future network designer in his or her own decision
making pertaining to a specific network scenario.
Based on simple models amenable for analytical studies, we aim to answer the
questions of when, how, and how many helper nodes should be used. In particular,
we quantify the probability of network connectivity, the expected number of helper
nodes needed, and the transmission range and network density needed to achieve
a high probability of connectivity under different helper node deployment schemes.
First, we study random networks on a line and subsequently extend the analysis to
random networks in higher dimensions.
3.1 Line Network Analysis
To obtain some insights on the proactive topology reinforcement problem, we consider
a simple and idealized network scenario with user nodes operating along a line region,
such as streets, highways, railroads, rivers, tunnels, and valleys. Under this idealized
model, user nodes are assumed to be randomly distributed on a line of length L
according to a uniform distribution as depicted in the first diagram in Fig. 3-1.
Each node is further assumed to have a maximum transmission range of r. The
network is said to be disconnected if there is at least one adjacent node pair with
distance greater than r. This simple disk model for network connectivity is frequently
used in network performance studies [110, 111] and is of course a grossly simplified
model of communication networks in general, failing to account for the potential
non-homogeneity in user nodes, irregularities of the RF field due to RF obstacles
and scatterers in the environment, and non-uniformity of user node locations due to
physical obstacles and node mobility. However, this first-order model is sufficient to
help us gain some insights on the impact of different helper node deployment schemes.
In particular, we would like to derive analytical expressions to compare the num-
ber of helper nodes needed under each of the following five proactive helper node
deployment schemes, as depicted in Fig. 3-1.
1. Connected Wireless Helper Cover (cov): Under this scheme, the helper
nodes are located at regular intervals of distance r and a minimum number of
such helper nodes are deployed such that the entire operating region is within
the communication range of at least one helper node. This is similar to the
cellular network architecture but with wirelessly connected (instead of wired)
infrastructure nodes. To achieve this helper node configuration, the helper
nodes need to be manually placed at regular intervals or they need to be mobile
to reach the desired locations. To accomplish the latter, the helper nodes must
be equipped with localization and navigational systems.
2. Connected Wireless Helper Backbone (backbone): Instead of covering
the entire operating region, helper nodes may form a connected backbone to
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Figure 3-1: Line Network and Helper Node Deployment Schemes
cover just the portion of the operating region occupied by the user nodes. This
assumes that the user node locations are fixed.
3. Random Helper Deployment (rand): For ease of deployment, helper nodes
may be randomly deployed in the operating region. For example, if the helper
nodes are durable enough, they can be dropped from aerial vehicles or "sprin-
kled" on the ground. These helper nodes are most likely simple fixed relay
devices without localization circuitry.
4. Random Gap-filling Helper Deployment (randgap): Instead of randomly
deploying helper nodes in the entire operating region, if the locations of network
disconnections are known, then the helper nodes may be randomly deployed only
in the regions of disconnections. One possibility is having soldiers, robots, or
vehicles drop relay devices as they move away from a central networking region
or enter into a particularly challenging RF environment.
5. Strategic Gap-filling Helper Deployment (stra): Finally, if the locations
of network disconnections are known and helper nodes can be manually placed
or moved to desired locations, then a minimum number of helper nodes may
be placed between user node pairs that are disconnected or about to become
disconnected. In the case of mobile helper nodes, the helper nodes may need to
coordinate with one another and with the user nodes to plan their trajectories.
Now we define some notations for mathematical analysis. Let there be n user
nodes randomly located along a line bounded by [0, L]. Each node's location is
selected independently of others' according to a uniform distribution. The locations
{X 1,X 2, ... , Xn) of user nodes indexed {1, 2, ..., n) are therefore independent and iden-
tically distributed (IID) random variables. The origin of the line is defined to be the
location of an additional user node at X(o) = 0. Let {X(1),X(2), ... , X(n)) be random
variables that denote the ordered locations of the user nodes, i.e. X(o) < X(1) < ... K<
X(,) < L. Then, the distances between neighboring user node locations are defined
as Yi = X(i+I) - X(i), i = 0, ..., n - 1. Although the Yi's are identically distributed
due to symmetry, they are not independent. From simple order statistics [132], the
cumulative distribution function (CDF) of Yi's is:
Pr(Yi y) = 1 - ) n  (3.1)
3.1.1 Expected Number of Helper Nodes Needed for Con-
nectivity
First, we compare the expected number of helper nodes needed to connect the user
nodes under the five helper node deployment schemes. Let the number of helper
nodes under the different deployment schemes be denoted by
Mk, where k E {cov, backbone, rand, randgap, stra}
Note that Mco is a deterministic quantity while Mbackbone, Mrand, Mrandgap, and Mstra
are random variables. The expressions for the expected number of helper nodes are
summarized below. The detailed derivations for Mbackbone, Mrand, Mrandgap, and Mstra
can be found in Appendix A.1 - A.4.
1. Connected Wireless Helper Cover: This is the baseline for comparison.
Mco = - -1 (3.2)
2. Connected Wireless Helper Backbone:
E[Mbackbone] = Mcov- ) (3.3)
3. Random Helper Deployment: The expected number of helper nodes can be
computed numerically from
E[Mrand] = E m (Pc,rand(n, m, T, L) - Pc,rand(n , m - 1, r, L)) (3.4)
m=1
where Pc,rand(n, m, r, L), Eqn. (3.13), is the probability that m randomly de-
ployed helper nodes connect the user nodes. A closed form expression of the
expected number of helper nodes is not available for this helper node deployment
scheme.
4. Random Gap-filling Helper Deployment:
MCoo (1)i (L (2n + (i + 1) L ) + n(1+n)
E[)Mrandgap] = -n ni (3.5)
i=1 (1- ( _1)1_ i + n+i
5. Strategic Gap-filling Helper Deployment:
E[Mstra] = n 1 -) (3.6)
To aid the comparison, we also derive the expected number of gaps (number of
adjacent user node pairs that are more than a distance of r apart) in Appendix A.5.
E[gaps] = n 1 - L) (3.7)
All of the expressions derived above have been verified by simulations. Fig. 3-2
plots the expected number of helper nodes under each helper node deployment scheme
vs. the number of user nodes for a particular network scenario where each node has
a normalized transmission range of r/L = 0.1. A practical scenario this represents
is having n + 1 802.11 user nodes, each with a transmission range of approximately
100 m, operating along a critical disaster street of 1 km in length. The helper nodes
could be roadside communication relays.
As can be observed from Fig. 3-2, as the number of user nodes (or equivalently user
node density since the length of the operating region is fixed) increases, the number
of gaps first increases due to more user nodes being disconnected and then decreases
as user nodes become better connected due to the higher user node density. Hence,
when the user node density is very low, the expected number of helper nodes needed
first increases with increasing user node density, then decreases as user nodes become
better connected. As expected, strategic helper node deployment results in the fewest
expected number of helper nodes. While E[Mbackbone] and E[Mt,ra] are always less
than M,,,, E[Mand] and E[Mra,,dgap can exceed Mco substantially when the number
of user nodes is small. This is due to the fact that the randomly deployed helper
nodes may have substantial overlaps in their coverage while strategically deployed
helper nodes do not have such overlaps. Another observation is that the Connected
Wireless Helper Backbone scheme does not have much advantage over the Connected
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Figure 3-2: Expected Number of Helper Nodes Needed for Line Networks: (r/L = 0.1.
Solid lines - analytical results. Dashed lines - simulations.)
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Wireless Helper Cover and Strategic Gap-filling Helper Deployment schemes. Hence,
we will not consider this scheme further in subsequent discussions.
From this analysis, it is clear that the expected number of helper nodes needed
to maintain network connectivity depends on the user node distribution, the number
of user nodes (or user node density), the normalized transmission range r/L, and the
helper node deployment scheme. For the case of uniform user node distribution, it
is instructive to summarize the dependency of the expected number of helper nodes
on n and r/L in one plot. To do so, we define a normalized average helper node
density Mk =- EM for r/L E (0,1) and k E {cov, rand, randgap, stra}. This is a
measure of the efficiency of the helper nodes - the lower the Mk, the more efficient the
helper node deployment scheme. Similarly, we define a normalized user node density
Af = n•. We now characterize the limits of Mk:
Connected Wireless Helper Cover: Mco = ( - 1) (i). Clearly, 0.5 <
Mo, < 1. In the best case for connected wireless helper cover, L/r = 2 and
only one helper node is needed to cover the entire line. In the worst case,
L/r = i + E, where i is an integer and E is an arbitrarily small number. In this
case, i helper nodes are needed to cover the entire line even if e is small.
* Strategic Gap-filling Helper Deployment: MMtra = E Mo (1 - )n.
Since 1 - x < ex- (equality at x = 0), Mstra can be upper-bounded by
nr (1 - e- nrMov/L (38)
JM4tra < - (3.8)
- L enr/L _ 1
As nr/L - oc, the upper-bound approaches 0, hence Matra -- 0. In the
limit of r/L - 0, Mtra -+ n/(n + 1), which tends to 1 for large n.
* Random and Random Gap-filling Helper Deployments: With random
gap-filling helper deployment, Mrandgap cOO as r/L - 0. Since Mrandgap
lower bounds Mrand, the normalized expected helper node density under both
random gap-filling and random deployment grows without bound as the nor-
malized user node density decreases, whereas with strategic helper deployment,
the normalized expected helper node density is upper-bounded by 1.
Fig. 3-3 shows a scatter plot of Mk vs. jVf for n E [5, 50] and r/L E [0.01, 1]. Each
point in the scatter plot represents a particular (n, r/L) pair. For the range of values
plotted and at J = 1 (nominal user node density), Mcov = 0.5 ~ 1, E[Mstra] =
0.42 - 0.56, E[Mrandgap] = 0.97 - 1.50, and E[Mrand] = 2.1 ~ 5.4. In these
cases, the random gap-filling and random deployment schemes require approximately
2.5 and 5 - 10 times the number of helper nodes needed by strategic deployment
respectively. Around N = 3, the number of helper nodes needed by random gap-filling
deployment is very close to that of strategic deployment but saves approximately
3 - 4 times the helper nodes needed by random deployment. Beyond KJ = 5, the
number of helper nodes needed by all deployment schemes (aside from connected
helper cover) diminishes significantly. Beyond j = 10, the user nodes are connected
with probability greater than 99% for n C [5, 50].
Fig. 3-3 can be used to facilitate architecture decision making. For example,
if reducing the expected cost of the helper nodes is the goal, then an approximate
guideline for the optimal helper node deployment scheme is shown at the top of Fig.
3-3 (assuming the per-unit cost of helper nodes satisfies $cov < $stra < $randgap <
$rand). The actual decision boundaries will vary depending on the actual cost of the
different types of helper nodes. In general, when J•K 1, the user nodes are very
sparsely connected. In this case, covering the region with helper nodes may be one
way of ensuring network connectivity. Alternatively, one may consider putting the
helper nodes at higher altitudes (e.g. using balloons, aerial vehicles, or satellites) to
provide wider coverage per helper node or adopting a hierarchical architecture where
the helper nodes have better communication capabilities than user nodes. These
alternative architectures should also be considered if user nodes tend to form disjoint
clusters instead of being uniformly distributed in the operating region. For 1 < J/ <
3, strategic helper node deployment may become more cost competitive compared
to the connected wireless helper cover scheme. Beyond JN > 3, random helper node
10"1 100 10'
normalized user node density (nr/L)
Figure 3-3: Helper Node Architecture Regions for Line Networks
deployment may become increasingly more cost competitive. Beyond H > 10, no
helper nodes or a very small number of helper nodes is needed on average.
3.1.2 Probability of Connectivity With and Without Helper
Nodes
Although elucidating, the expected number of helper nodes needed only provides an
indication of the average network behavior. In general, one is much more interested
in the number of helper nodes needed to achieve a high probability of network con-
nectivity. We now derive the probability of connectivity and its bounds for random
line networks without helper nodes and under strategic and random helper node de-
ployment schemes.
Probability of Connectivity Without Helper Nodes
First, consider a network without helper nodes. In this case, randomly deployed
user nodes must form a connected network in order for every node pair to have an
opportunity to communicate. The probability that the randomly deployed user nodes
along a line are connected, Pc(n, r, L), is derived in [133]:
nir n
Pc(n, r, L) = (-1)i  1 - (L - ir) (3.9)
i=O 0
where u(.) is the unit step function. A simpler method for deriving this expression
by forming a connection between our problem with the well studied problem of cir-
cumference cover using random arcs is presented in Appendix A.6.
A drawback of (3.9) is that it does not yield much insight on the dependency of
Pc(n, r, L) on the various parameters 1. We derive a few bounds on Pc (n, r, L) in
Appendix A.6 that are much more elucidating.
* Upper bound:
Pc (n, r, L) < ( - ( - (3.10)
where equality is achieved for n = 1. By taking the binomial expansion of the
upper bound and noting that (1 - )" -* e-nr/L, it can be observed that the
upper bound - 1 as n - oo.
* Lower bounds:
Pc(nr,L) 1-n I - (3.11)
> 1 - ne -n r /  (3.12)
For (3.11), equality is achieved for n = 1. For (3.12), the expression -+ 1 as
n ---+ 00.
1Eqn. (3.9) can be much simplified if n < LL/ri (relatively low node density). From (3.9) and
an identity on binomial sums derived in [134] ((A.12) in Appendix A.6), Pe(n, r, L) = (r/L)nn!, if
n < [L/r]. In this regime, the probability of connectivity is very low and is not of much interest to
our problem at hand.
Briefly, the upper bound (3.10) is obtained by exploiting the negative correlation of
the Yj's, the first lower bound (3.11) is a result of the union bound, and the second
lower bound (3.12) is an extension of the first by the fact that 1 - x < e- x for
x > 0. For large n, the first two terms in the binomial expansion of the upper bound,
1 - n (1- L)n, dominates. Hence, the upper bound asymptotically approaches the
lower bound (3.11). Fig. 3-4 plots the probability of connectivity, disconnectivity,
and bounds for several values of n.
Probability of Connectivity With Helper Nodes
The probability of connectivity and bounds for networks employing helper nodes are
summarized below. The detailed derivations for random and strategic gap-filling
helper node deployment schemes can be found in Appendices A.7 - A.8.
1. Connected Wireless Helper Cover: The probability of connectivity is 1
with Mc,, helper nodes.
2. Random Helper Deployment: The probability that m randomly deployed
helper nodes connect the user nodes is:
Pc,rand(n,m, r,L) = E E (- 1) Ln+m
ml=O i=O k=O i 1 ) (3.13)
(L - Q2)m-mI- k ( + +k ( + m- 1) ( - mi n )!
(n + m• + k)! (m - m, - k)!
where Q1 = min{n + mi, [L/r] } and Q2 = min{(n + ml)r, L}.
As noted in Appendix A.7, a lower bound on Pc,rand(n, m, r, L) is Pc(n+m, r, L).
As with Pe(n, r, L), Pe(n + m, r, L) can be lower bounded by:
Pc,rand(n, m, r, L) > Pc(n + m, r, L)
> 1 - (n + m)e- (n+m)r/L (3.14)
This expression --+ 1 as n + m --+co.
normalized transmission radius, r/L
(a) Probability of Connectivity and Upper and Lower Bounds for Line Networks Without Helper
Nodes. n = {45, 35, 25, 15, 5} respectively from left to right as indicated by different colors. Solid
lines correspond to Pc(n, r, L); ( - -. ) lines correspond to the upper bound (3.10); (....) lines
correspond to the tighter lower bound (3.11); (_ .. .) lines correspond to the weaker lower bound
(3.12).
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(b) Corresponding Probability of Disconnectivity, 1- Pc(n, r, L), and
respectively from left to right as indicated by different colors.
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Figure 3-4: Probability of Connectivity, Disconnectivity, and Bounds
3. Strategic Gap-filling Helper Deployment: The exact probability of con-
nectivity with m strategically deployed helper nodes cannot be obtained. Here,
we present some bounds on this probability.
Upper bound:
Pc,stra(n, m, r, L) < min{U1, U2, U3 } (3.15)
where
= , 1 nZ)k+  n ) f)(mr) k (m + l)r n-k
U=1 k=O1 k k
min{mn} A2  (n nl\( )nU2 m~n n -l (k + 1)rU2 ()k L
l=0 k=0 1 kL
U3 (m + 1)r )"n)
A1 = min{n, [ -mJ}, and A2 = min{n - 1, [ - 1] }. Taking the binomial
expansion of U3, it can be observed that, in the limit of large n and for m > 1,
the upper bound U3 approaches 1 - ne- n mr/L
Lower bound:
Pc,stra(n, m, r, L) > 1 - (1+ )(1+) (3.16)
where M = E[Mtra] (3.6) and 6 = -1. From (3.8), we showed that E[Mtra] •
n ( -e-nrMcov/L In the limit of large n, this upper bound approaches ne- nr/L.
Assuming m »> p and 1 >> 1, the lower bound on Pc,stra(n, m, r, L) approachesL
n1 - m enmr/L (3.17)
Figs. 3-5 and 3-6 plot the upper and lower bounds of probability of connectivity
and disconnectivity under random and strategic helper node deployment schemes for
two particular network scenarios. As shown in the plots, the bounds are more accurate
for higher n and m. Comparing the number of helper nodes needed under the two
Table 3.1: Random Line Network Probability of Connectivity Summary
Helper Node Lower Bound on Probability of Connectivity r/L for High Probability
Deployment of Connectivity
None 1 - ne- nr/L 1 in (n 2)
Random 1 - (n + m)e-( n +m)r/L 1 In (n(n + m))
Strategic Tail bound: If m > p and r > 1,
1-(1+ - ) (1+6 ) nm m
where p - E[Mstr,] and 6 = m -1. If m > p and
L > 1, lower bound
---+1-(n)me-nmr/L
deployment schemes, for the scenario in Fig. 3-6, an order of magnitude more helper
nodes are needed under random helper node deployment.
Probability of Connectivity Summary for Random Line Networks
The lower bounds on the probability of connectivity without helper nodes and with
random and strategic helper node deployment schemes are summarized in Table 3.1.
Whereas the probability of disconnectivity drops off with n+rn in the exponent under
random helper node deployment, it drops off with nm under strategic helper node
deployment. Hence, strategically deploying helper nodes can yield a much higher
probability of connectivity given the same number of helper nodes, at the expense of
potentially more costly devices.
For proactive wireless networks, we are interested in designing the network to
achieve a high probability of connectivity. Following [117], high probability of con-
nectivity is defined as P, > 1 - -. Given the lower bounds on the probability of
n2
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Figure 3-5: Probability vs. Number of User Nodes for Line Networks with Helper
Nodes, r/L = 0.1, m = 3
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connectivity, the minimum normalized transmission range r/L needed is shown in
Table 3.1 (see derivation in Appendix A.9). If n is large and m is fixed, then r/L
needs to be greater than I ln(n) without helper nodes and under random helper node
deployment, and greater than i In(n) under strategic helper node deployment.
3.2 General Random Network Analysis
The line network analyzed in the preceding section is a special case; it is much more
common for networks to operate on a plane or in a 3D area. Extending the network
deployment scheme to higher dimensions, we again consider a network with n user
nodes that are independently and randomly deployed according to a uniform distri-
bution. Each node is again assumed to have a circular transmission range of distance
r. The asymptotic connectivity properties of such random networks are well studied
in the field of random geometric graphs [135]. In the context of infrastructureless
wireless networks, [113] has shown that, in a disc operating region with unit area, if
In(n) + c(n)
r = n)+ (3.18)lrn
then the probability of connectivity Pe(n, r) -- 1 if and only if the function c(n)
satisfies c(n) --+ o0.
While the random geometric graph model is used extensively for analytical studies
of infrastructureless wireless networks consisting of user nodes only, it does not lend
to analytical solutions when helper nodes are strategically placed. To obtain some
insights on the network connectivity probability with helper nodes, we adopt the
"balls and bins" model instead. With this model, the impact of different helper
node deployment scenarios on the transmission range and the probability of network
connectivity can be readily obtained.
Proceeding with the network model, consider a network with n user nodes and m
helper nodes as before. Now let the operating region be divided into k equal-sized
cells. Applying the balls and bins model, the nodes are mapped to balls, the cells
100
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Figure 3-7: Balls and Bins Model for Random Networks in 1, 2, and 3 Dimensions
are mapped to bins, and the act of randomly deploying user nodes in the operating
region is mapped to randomly dropping balls into bins. Various properties of this
problem, such as the expected number of empty bins, distribution of balls in bins,
and minimum number of balls in each bin, are well studied (see [136]) and can be
applied to the problem at hand.
To apply the balls and bins model, additional structure is needed. First, unlike
the binary decision of a ball landing in a bin, the user nodes can be anywhere within a
cell. Second, the number of cells is limited by a network connectivity constraint. For
operating regions in one to three dimensions with length L, area L x L, and volume
L x L x L, the number of cells k is set to equal to 2 [L], 8 F 12, and 12 [] 3 respectively
as shown in Fig. 3-7 (corresponding to cell length of 1, 2, and r respectively).
This ensures that a node in a cell is within the communication range of any other node
in adjacent cells. Given this structure, the network is deemed connected if there is at
least one node in each cell 2. We now proceed to derive bounds on the probability of
network connectivity without helper nodes and with several helper node deployment
schemes. A summary of the key results is presented in Section 3.2.5.
2This network connectivity model gives a lower bound on the actual probability of network
connectivity for any n and r/L
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3.2.1 Without Helper Nodes
By the definition of network connectivity above, the probability that the user node
network is connected, Pe(n, k), is equivalent to the probability that there is at least
one user node in each cell (i.e. no empty cells). By applying the inclusion-exclusion
principle as shown in Appendix A.10, this probability can be determined exactly:
Pc(n, k) = Pr(at least one node in each cell)
k k (
= (-1)i 1) - (3.19)
i=o i
Now we derive a lower bound on the probability of connectivity. Let the cells be
indexed from 1 to k and let Ii be an indicator random variable where
1 if the ith cell is empty
0 otherwise
The probability that the ith cell is empty is the probability that all of the user nodes
land in any of the other k - 1 cells.
Pr(I = 1)= k k1(3.21)
By an application of the union bound on (3.21), and given 1 - x < e- ' for x > 0,
Pc(n, k) > 1 - k 1- (3.22)
> 1 -ke - n / k  (3.23)
For (3.22), equality holds when k = 1. For (3.23), the expression -* 1 when n - c00.
Note that for 1D networks, the exponential form of this lower bound is the same as
that of the earlier analysis for line networks using the random geometric graph model.
Fig. 3-8 plots the probability of connectivity and disconnectivity vs. the number of
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cells for several values of n. As shown in the figure, the bounds are more accurate for
small k (or equivalently large r/L).
As the number of nodes increases in the network, the number of cells can increase
(correspondingly, the transmission radius of each node can decrease) while maintain-
ing network connectivity. If k < 2n),
1
Pc (n, k) > 1 2n ln(n)
1
> 1--
n
This result is well known. See [115] for a derivation and application to throughput
and delay studies of large scale random networks.
Since k is related to r/L, to attain a high probability of network connectivity, r/L
must satisfy
41n(n) 1D
L >  24n(n) 2D (3.24){(241n(n)1/3 3D
This analysis recovers the earlier order results ln(n) and (n) for D and 2D networks
respectively. As we have shown for 3D networks, r/L is on the order of ln(). These
order results show that as n increases, the transmission range for each user can be
reduced while maintaining a high probability of connectivity. Comparing networks in
different dimensions, the transmission range needed is higher for networks in higher
dimensions. Therefore, the efficiency of random nodes covering an operating region
(or forming a connected network when the number of nodes is large) is lower for
networks in higher dimensions.
Alternatively, suppose k is fixed and the quantity of interest, n*, is the number of
user nodes that needs to be deployed so that there is at least one node in each cell.
The expected value of n* is a common textbook example (for example, see [137]).
Consider sequential node deployment, where each stage of node deployment ends
when a node lands in a previously empty cell. Let ni be the number of balls needed
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Figure 3-8: Probability of Connectivity, Disconnectivity, and Bounds for Random
Networks without Helper Nodes
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in stage i, then each ni is a geometric random variable with probability of success of
k-i+1 ,and
k and
E[ni] = (3.25)
The expected value of n* is then
E[n*] E [ n] = E[ni]
k kk
i=1
kZ+ (3.26)
ii=1
= k(ln(k) + 0(1)) (3.27)
From (3.23), it can be observed that if n is on the order of k ln(k), then network
connectivity is achieved with high probability.
3.2.2 Random Helper Node Deployment
With random helper deployment, each of the m helper nodes' location is also de-
termined independently according to a uniform distribution. The probability that
the network is connected, Pc,rand(n, m, k), is again the probability that there is zero
empty cell, which is a simple extension of the results in the previous section with the
total number of nodes being n + m. This yields
k k n+m
Pc,rand(n, m, k) = (-1)i  1 - (3.28)
i=0 i)
> 1 1- +m (3.29)
> 1 - ke - (n+m)/k (3.30)
For (3.29), equality holds when k = 1. For (3.30), the expression - 1 when n + m
OO.
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If k <L 2n(n+m)' then the network is connected with high probability. In terms of
the value of r/L needed to attain a high probability of network connectivity,
41ln(n+m) 1D
n+m
r 16 In(n+m) 1/2 D (3.31)
L> ~n+m / 2D (3.31)
24 ln(n+m) 3D
n+m
With m randomly deployed helper nodes, r/L is reduced compared to networks
without helper nodes. For any fixed m, however, this reduction becomes increasingly
negligible as n increases. To make significant reductions in r/L, m must increase
faster than n. For example, if m = n ln(n), then k = E achieves high probability of2
network connectivity. If m = n2 , then k = achieves high probability of network
connectivity.
The expected number of user nodes that needs to be deployed so that there is at
least one node in each cell is
E[n*] = -m+ k i (3.32)
i=1
= k (In(k) + 0(1)) - m (3.33)
If k is fixed and n is on the order of k ln(k) - m, then the network connectivity is
achieved with high probability.
3.2.3 Deterministic Helper Node Deployment
With this helper node deployment scheme, helper nodes are deterministically located
at the center of m predetermined cells. The probability of network connectivity,
Pc,dt(n, m, k), is the probability that none of the other k - m cells are empty. Unlike
the random helper node deployment scheme, the number of deterministically located
helper nodes does not need to exceed k with this deployment scheme (i.e. m < k).
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By applying the inclusion-exclusion principle again as shown in Appendix A.11,
this probability can be determined exactly:
Pc,det(n, m, k) = Pr(at least one node in each of the other k - m cells)
k-m 
-m i"
(=(-1) ( 1( - (3.34)
i=0
The lower bound on Pc,det(n, m, k) can be found by an application of the union
bound on (3.21) as before,
Pc,det(n, m, k) > 1 - (k - m) 1 - (3.35)
> 1 - (k - m)e - n/k (3.36)
For (3.35), equality holds when k = 1. For (3.36), the expression --* 1 when n -- oo.
If k < n•hn), then the network is connected with high probability. For any m < k
(for example, fixed m), the order of r/L is the same as (3.19). If m > k, the network
is connected with probability one for any finite k.
The expected number of user nodes that needs to be deployed so that there is at
least one node in each cell is
E[n*] E ni=l
i=1k-m k
k:-m
k- 1  (3.37)
i=-i
= k(ln(k-m)+O(1)), m<k (3.38)
If k is fixed and n is on the order of k ln(k - m), then the network connectivity is
achieved with high probability.
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3.2.4 Strategic Helper Node Deployment
Strategic helper nodes are deployed in or moved to cells that are empty after user node
deployment. Given m strategic helper nodes, the probability of network connectivity,
P,,,tra(n, m, k), is the probability that there are at most m empty cells. The exact
expression of this probability is cumbersome to derive. Here, we will only consider a
tail bound of this probability.
Let Z denote the number of empty cells, where Z = EC~I Ii. The expected
number of empty cells is then
E[Z]_ i
k
SZE[Ii]
i=l
= k 1 - 1)n ke - n/k (3.39)
As shown in Appendix A.12
Pc,st,,(n, m, k) = Pr(Z < m)
= 1-Pr(Z>m)
> 1- (1 ++6) 1  (3.40)
where 6 = m 1. If m > i / and n > k, this lower bound is approximately
1- - 1 - (-) e-nm/k (3.41)
For (3.41), the expression -- 1 when n -* 00.
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If k T(m+l) n(n)I then the network is connected with high probability. In terms
of the value r/L needed to attain high probability of network connectivity, if m < k,
2(m+1) In(n) 1D
mn
r 8 n 1/ 2D (3.42)
12(m+1) In(n) 1/3D
If m > k, the network is connected with probability one for any finite k.
The expected number of user nodes that needs to be deployed so that there is at
least one node in each cell is
-k-m
E[n*] E ni
k-m k
= - i + 1
kZ+ (3.43)
i=m+l
( k(ln(k)+O(1)) iflIm< k <= 
-(3.44)
k (In(k) + 0(1)) if m -0
If k is fixed, m > 1, and n is on the order of k In(k/m), then the network connectivity
is achieved with high probability.
3.2.5 Comparison of Results
Some of the key results of the preceding balls and bins analysis are summarized in
Table 3.2. As can be seen, the probability that the network is disconnected decreases
exponentially with increasing n with or without helper nodes. With helper nodes,
the disconnection probability decreases much faster with increasing m under strategic
helper node deployment. Fig. 3-9 plots the upper bound on the disconnection proba-
bility under the different helper node deployment schemes when k = 50 and n = 200.
For this network scenario, a few strategic helper nodes can significantly improve the
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Figure 3-9: Upper Bound on Probability of Disconnectivity vs. Number of Helper
Nodes, k = 50, n = 200.
probability of network connectivity. Quite a few more deterministic helper nodes and
a lot more random helper nodes are needed to achieve high probability of connectivity
in this case. For example, to achieve 90% probability of connectivity, approximately 5
strategic helper nodes are needed compared to approximately 40 deterministic helper
nodes and 110 random helper nodes.
The type of helper node deployment also has significant impacts on the number of
user nodes and helper nodes needed to attain a high probability of connectivity. Figs.
3-10(a) and 3-10(b) plot this dependency when k = 100. Again, strategic helper node
deployment can alleviate much burden on the number of user nodes or helper nodes
needed.
In contrast, the type of helper node deployment does not impact the order of
the transmission range needed if the number of helper nodes is fixed. In fact, for
fixed m, r/L is on the order of (n, n and 3 1(n) for 1D, 2D, and 3D network
respectively with and without helper nodes. There is still an approximate saving of
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Figure 3-10: Comparison of Different Helper Node Deployment Schemes, k = 100
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factor 2, /2, and V for 1D, 2D, and 3D network respectively under the strategic
helper node deployment scheme compared to the other schemes.
3.3 Summary
In this chapter, we quantified the probability of network connectivity for uniform
random networks operating in a fixed 1, 2, or 3 dimensional region with and without
helper nodes. In addition, we derived the transmission range, number of user nodes,
and number of helper nodes needed to achieve a high probability of connectivity under
several helper node deployment schemes. The key design parameters of concern were
identified, which consist of the number of user nodes n, the number of helper nodes
m, and the normalized transmission range r/L. We showed that strategic helper
node deployment can have significant gains (in terms of the number of helper nodes
needed and the transmission range required) over the cellular architecture and the
random helper node deployment scheme under typical network operating conditions
with moderate user node density. In many cases, a small number of strategic helper
nodes can improve the probability of connectivity significantly. The drawback of
strategic helper nodes is that they may be more costly to implement since these
nodes need to be equipped with localization and navigation circuitry to determine
the optimal location for connectivity. Additional burden is also placed on the user
nodes to broadcast their locations and trajectory estimates. Therefore, the decision
of whether or not helper nodes should be used and, if so, what type of helper node
deployment is the most appropriate should be assessed based on ones sensitivity to
QoS, cost, and complexity. A summary of the results corresponding to Tables 2.2
and 2.3 in Chapter 2 is shown in Tables 3.3 and 3.4 .
As mentioned earlier, the simple model used in this chapter does not take into
account device heterogeneity, non-uniform user node deployment, and the presence of
RF obstacles. Hence, the expressions derived are only helpful in giving the network
designers a sense of the tradeoffs among network parameters and an approximate
number of helper nodes needed. In an actual proactive wireless network deployment,
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Table 3.2: Random Network Probability of Connectivity Summary
Helper Node Lower Bound on Probability of Connectivity For High Probability of
Deployment Connectivity
None 1 - ke - n/k n > kln(k)
Random 1 - ke - (n+m)/k n > k n(k) - m
or m kln(k)-n
Deterministic 1 - (k - m)e - n /k n > k ln(k - m), m < k
or m > k - en/k
Strategic Given 6 = m 1, = k (1 - )n ke-n/k n kn (), 1 m < k
or m > ke - n /k
1-
o ((1 + 6)
or 1 - e- nm / k , if m > p and n > k
\m
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one needs to consider the possibility of user nodes forming multiple local clusters
and seek opportunities for hierarchical network designs, particular if the devices are
heterogeneous. Furthermore, a set of network protocols is needed to maintain network
connectivity under real operating scenarios with RF obstacles. Since the number of
helper nodes needed cannot be determined with certainty a priori, the protocol must
allow the flexibility of adaptive helper node deployment. The problem of adaptive
helper node deployment and trajectory control is the topic of Chapter 5.
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Table 3.3: Network Connectivity Results I: Networks with User Nodes Only (No Helper Nodes)
Stationary User Nodes
Arbitrary Deterministic (either connected or disconnected)
Topology
Uniform Ran-
dom Topology
* 1D uniform random network: probability of connectivity (n user nodes (+1 at origin), transmission radius r, and line length L) [1111
Pc (n, r, L) = (-1)i  1 - nu (L - ir)
i=O
* 1D uniform random network: probability of connectivity bounds
1-nenr/L <1-n (1- n <Pc (n,r,L) < (1- (- r n
* 1D-3D uniform random network: probability of connectivity lower bound (n user nodes, k cells where k = co [ L], D = 1,
2, or 3 dimensions, co = 2, 8, 12 for 1D-3D respectively, transmission radius r, and linear dimension of operating region L)
Pc(n,k) = )(-1)i 1 (
i=O
> 1-k 1- 1n > 1-ke
- n / k
Mobile User Nodes
Routing Only
* Without user node trajectory control: approximate probability of connectivity [122]
Probability of k-connectivity - (Qn,k (r))n
where Qn,k(r) is the probability that an arbitrary node has at least k neighbors
* With user node trajectory control: connectivity probability - 1
Mobility-
assisted Rout-
ing (Carry- * Without user node trajectory control: eventual connectivity (for delay-tolerant applications)
and-forward
mode) * With user node trajectory control: connectivity probability - 1
Table 3.4: Network Connectivity Results II: Networks with Helper Nodes
Stationary User Nodes
Wired
Base-
stations * With sufficient number of base-stations: probability of connectivity - 1
* With sparsely deployed base-stations: simulation results [112]
Helper 1D-3D uniform random network: probability of connectivity lower bound (n user nodes, m helper nodes, k cells where k = cD [F D, D =
Node Back- 1, 2, or 3 dimensions, CD = 2, 8, 12 for 1D-3D respectively,transmission radius r, and linear dimension of operating region L)
bone
k-mn
,et(nmk) (-) 1 - 1-(k -m) 1 - > 1 - (k - m)e - n/k
i=o
Random
Helper
Nodes * 1D uniform random network: probability of connectivity and bound
m R m--ml
Pc,rand(n, m,r,L) = E E E (r-1)i n , m L (n +m k )! (m-rmi)!zM~rl Zl=Oi= k--- ( 1 () ) r) (n + m- + k)! (m - mi - k)!
m l=OiO i--O
> 1 - (n + m)e - (n + m)r/L
where Q1 = min{n + mi, [L/rJ} and Q2 = min{(n + ml)r, L}.
* 1D-3D uniform random network: probability of connectivity lower bound
k k n+m> - k - n m /+m
Pcrand(n,m,k)= (-)i )1-1 1-- >1-ke-(n+m)/k
i=O
Strategic
Helper
Nodes * 1D uniform random network: probability of connectivity bounds
1- (1 + 6)(1+6) < Pc,stra(n,m,r,L) < min{Ui,U 2 , U 3
where U1 , U2 , and U3 are the upper bounds in (3.15). The lower bound tends to 1 - (.)m e-nmr/L if m >> p and nr > 1.
* 1D-3D uniform random network: probability of connectivity lower bound
P, (n,,k) > 1- )1+
where 6 = m - 1. If m > p and n > k, the lower bound is approximately 1 - ) m e- n m/k
Chapter 4
Throughput, Delay, and Energy
Scaling and Tradeoffs
In addition to probability of network connectivity analyzed in the previous chapter,
throughput, delay, and energy are important performance metrics for network studies.
Since the envisioned infrastructureless wireless network may have hundreds of wireless
nodes, network scalability becomes an increasing concern as the number of nodes
increases. Rather than developing algorithms to optimize throughput, delay, and
energy, we focus our attention on characterizing their scalability as node density
increases in a bounded operating region.
Over the past few years, there have been significant research activities in quan-
tifying the scalability and tradeoffs of narrowband infrastructureless wireless net-
works [110]. Such networks are interference-limited since interference from nearby
transmissions dominate thermal noise at the receivers. Given that a few helper nodes
may significantly improve the connectivity of a network as we have shown in the pre-
vious chapter, a natural question is whether or not helper nodes can also significantly
improve the scalability of interference-limited networks.
In this chapter, we first explore scalability of interference-limited infrastructureless
wireless networks with strategic helper nodes. In this analysis, we assume that the
user nodes and helper nodes all have the same communication capabilities and that
each node is equipped with an omnidirectional antenna. By placing helper nodes
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at strategic locations, user nodes can shorten their transmission range and thereby
reduce their interference to other transmissions. Our results show that while strategic
helper nodes can improve throughput scaling without incurring significant delay, the
number of helper nodes needed is extremely high. Therefore, while a few helper nodes
can significantly improve the probability of network connectivity, they are not suited
for improving the scalability of interference-limited wireless networks.
To improve network scalability, we explore the option of bandwidth scaling. With
large enough bandwidth, interference becomes negligible and the network becomes
more limited by the power available at each node. From past studies of such power-
limited networks, it is believed that, given enough bandwidth, the pairwise throughput
in a network increases with increasing user node density in a fixed region. In deriving
this result, prior work have invoked a zero signal processing energy assumption, which
led to the belief that whisper to the nearest neighbor (WtNN) (i.e. the number of
hops increase with increasing node density) is the optimal routing scheme. We show
that this believe must be modified for power-limited networks when signal processing
energy is not an insignificant factor.
4.1 Impact of Helper Nodes on Interference-limited
Network Scalability
For narrowband infrastructureless wireless networks, interference from nearby trans-
missions typically dominate noise; hence these systems are said to operate in the
interference-limited regime. Assuming each node is equipped with an omnidirectional
antenna 1 and transmits at a maximum data rate of W (bits/s), [110] shows that for
a random network with n user nodes randomly distributed in a bounded 2D region
according to a uniform distribution, the pairwise throughput under uniform traffic 2 is
'For the impact of directional antennas on pairwise throughput, see [138].
2Under uniform traffic, each node randomly selects another node and transmits to it at a common
data rate of A (bits/s).
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S( n ) 3. Hence, as the network becomes denser, the pairwise throughput de-
creases due to interference. With m randomly deployed helper nodes (relay nodes in
their terminology), [110] shows that the pairwise throughput is 8 n+m
n /(n+m) log(n+m)J
To achieve an appreciable pairwise throughput gain, a significant number of these ran-
domly deployed helper nodes is needed as noted in [110]. For example, to achieve a
pairwise throughput of 8 ( ), m needs to increase faster than n2.
In [127], the authors consider improving the pairwise throughput by deploying
m fixed basestations that are interconnected by wires. If two user nodes are within
the coverage of a basestation, they will exchange information via multi-hop routing;
otherwise, the information is transmitted via the interconnected basestation network.
Under this routing scheme, [127] shows that "if m grows asymptotically slower than
v/-, the pairwise throughput is" E)( I,(l ) . In this case, there is no apprecia-
ble pairwise throughput gain by adding the basestations. If m grows asymptotically
faster than v/-n, then the pairwise throughput is e ("). If m grows asymptotically
faster than n, then the pairwise throughput is 0(1). Hence, to achieve good pairwise
throughput scaling, the number of wired basestations needs to increase proportional
to n. This requires much fewer helper nodes compared to random helper node de-
ployment.
In [124,125], the authors consider improving the pairwise throughput via mobility-
assisted routing. Under this scheme, in addition to relaying information through
multi-hop routing, mobile user nodes can carry-and-forward information much like
the mail delivery system. Since packet delivery in a carry-and-forward manner re-
duces the interference in the network, the pairwise throughput is 8(1) under several
mobility patterns. While such a carry-and-forward network is scalable in throughput,
3The order relationships O(.), 2(.), and E(.) that appear in this chapter are commonly used in
computational complexity theory and represent asymptotic upper bound, lower bound, and tight
bound of functions respectively. These bounds are useful when exact expressions of functions can
not be obtained. Specifically (i) f(n) = 0 (g(n)) if there is exists a constant c and an integer N such
that f(n) _ cg(n) for n > N. In words, f(n) = 0 (g(n)) means that g(n) multiplied by a constant is
an upper bound on f(n) given a large enough n. (ii) f(n) = Q (g(n)) if g(n) = 0 (f(n)). In words,
f(n) = Q (g(n)) means that g(n) multiplied by a constant is a lower bound on f(n) given a large
enough n. (iii) f(n)= (g(n)) if f(n) O (g(n)) and g(n) O (f(n)). In words, f(n)= (g(n))
means that f(n) is bounded tightly by g(n) given a large enough n.
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Figure 4-1: Pairwise Throughput and Delay Tradeoff for Random User Networks
from [118]. For fixed networks, the packet delay D(n) and pairwise throughput T(n)
tradeoff is linear with D(n) = E (nT(n)). Note that in [118], packet size is scaled with
throughput such that the delay of each packet at an intermediate node is a constant.
Hence, the delay is specified in terms of packet delay, not bit delay. In a follow on
paper [116], the authors show that, if the packet size is fixed, the per bit delay vs.
pairwise throughput still follows D(n) = E (nT(n)). For mobile mobility-assisted.
networks with carry-and-forward packet delivery, packet delay is dominated by the
time a packet is buffered at the intermediate delivery node. For such networks, high
throughput scaling is attained with a high delay penalty.
relying on nodes to move packets physically is practically impossible for the type of
applications we envision where the delay constraint may be on the order of seconds
or less. [118] derives the delay penalty of carry-and-forward networks and summarizes
the packet delay D(n) and pairwise throughput T(n) tradeoff in Fig. 4-1. As can be
observed, the delay penalty of mobile packet delivery is high for even a small increase
in pairwise throughput.
In addition to throughput and delay, energy consumption is an important metric
for wireless networks. In [118], the authors present a throughput, delay, and energy
tradeoff study for fixed infrastructureless wireless networks. They show that, for net-
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works operating in a bounded region, taking 6(1) number of hops (i.e. the number
of hops does not increase with increasing n) achieves the optimal packet delay D(n)
and energy per bit ((n) of 8(1), at the expense of the worst throughput T(n) scaling
of E(1). The tradeoff follows D(n) = O (nT(n)) and ((n) = E (D(n)). Hence, at the
maximum throughput of T(n) = 8 (, D(n) = (n) = 8 )). This
is achieved by increasing the number of hops (or "whispering to the nearest neigh-
bor" by transmitting shorter distances as the node density increases) which decreases
interference as n increases. Taking fewer numbers of hops improves delay and energy
scaling at the expense of worse pairwise throughput scaling for interference-limited
networks.
Following the analytical framework in [118], we derive the pairwise throughput,
packet delay, and energy per bit tradeoff for fixed infrastructureless wireless networks
with strategic helper nodes. Since the difference between our derivation and that
of [118] is minimal, we will not discuss the derivation here but rather present the
derivation for completeness in Appendix B.1. The key results are: if the number of
strategic helper nodes m is a constant, then there is no gain in the pairwise throughput
(i.e. T(n) = E ); if m = Q(n), then T(n) = ; and if m = , (n2
then T(n) = 8(1). The pairwise throughput, packet delay, and energy per bit tradeoff
is as before: D(n) = 8 (nT(n)) and ((n) = E (D(n)). Comparing these results to
the pairwise throughput using random helper nodes (if the number of random helper
nodes is 8(n), there is no appreciable pairwise throughput gain; if m = Q (n2),
T(n) = 8 ( ), the pairwise throughput scaling using strategic helper nodes is
decisively better. To attain high throughput though, the number of strategic helper
nodes needed still needs to increase much faster than n. Hence, using helper nodes
to improve the network throughput scalability is a very expensive proposition for
large-scale interference-limited wireless networks as many helper nodes are needed;
however, compared to the store and forward type of mobile networks, the delay scaling
using strategic helper nodes is much more favorable. This is illustrated in Fig. 4-2.
In the subsequent section, we explore an alternative physical layer option that can
provide favorable pairwise throughput scaling via bandwidth expansion.
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Figure 4-2: Pairwise Throughput and Delay Tradeoff for Random Networks with
Strategic Helper Nodes
4.2 Impact of signal processing Energy and Large
Bandwidth on Hop Distance and Scalability
In this section, we explore the scalability of infrastructureless wireless networks oper-
ating in the power-limited regime and provide insights on the impact of signal process-
ing energy on throughput scaling and the throughput-optimal hop distance. This is
partially motivated by emerging interests in ultra-wideband (UWB) wireless networks
but, more importantly, by the lack of emphasis on signal processing energy consump-
tion (including energy expended by transmitter and receiver electronics and processors
for modulation/demodulation, coding/decoding, and route computation, etc. See Fig.
4-3 for a depiction of the communication subsystems) in network throughput studies.
Traditionally, it is believed that the distance-dependent transmission energy is orders
of magnitude higher than signal processing energy; thus, signal processing energy
is often assumed to be zero in network studies [139]. For some wireless networks
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Signal Processing Transmit
Energy Energy
Figure 4-3: Communication Subsystems
Table 4.1: Energy Consumption of Two Low Power Wireless Systems
however, especially those with short transmission ranges (fairly typical for UWB sys-
tems), signal processing energy can dominate the distance-dependent transmission
energy (See Table 4.1). As we will show, neglecting signal processing energy can
lead erroneously to routing on paths with large numbers of hops, resulting in limited
network throughput.
In the subsequent sections, we characterize the throughput-optimal hop-distance
*and pairwise throughput scaling of power-limited wireless networks operating in a
bounded region. The traffic pattern is similar to that of [110] whereby each node
exchanges data with an arbitrarily selected node. The rate of data exchange is limited
by an average power constraint at each node. Two types of systems are studied:
systems with fixed transmission rate and systems with variable transmission rate.
Our key results are:
1. There exist networks topologies and traffic patterns that have very poor through-
put scaling behavior, even with infinite bandwidth and variable transmission
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rate. If the node locations and traffic pattern are more uniformly distributed,
then the pairwise throughput of power-limited networks scales well with increas-
ing n, achieving 0(1) scaling (i.e. does not decrease or increase with increasing
node density) for systems with either fixed or variable transmission rates. This
is different from the throughput scaling results obtained under the assumption
of zero signal processing energy [119].
2. Taking 8(1) number of hops (i.e. number of hops does not increase with in-
creasing node density) achieves the optimal pairwise throughput scaling for
large random power-limited networks operating in a bounded region. In addi-
tion, 6(1) number of hops is optimal in energy per bit and packet delay scal-
ing. Specifically, there exists a constant characteristic hop distance dchar that
achieves the optimal throughput scaling and yields the minimum total network
energy consumption.
3. The pairwise throughput for random power-limited networks operating in bounded
regions is O ( ) under WtNN routing when signal processing energy is non-
zero. This routing scheme, while throughput-optimal if signal processing energy
is zero, is suboptimal when signal processing energy is non-zero and thus should
not be treated as the de facto routing strategy for all wireless networks.
4.2.1 Models, Definitions, and Assumptions
Consider a fixed infrastructureless wireless network with n nodes operating in a geo-
graphically bounded region. Each node can generate new data traffic intended for any
other node and help to route pass-through traffic for other source-destination (SD)
node pairs. The network model in [119] is adopted with three key differences:
1. In addition to the distance-dependent transmit power, we model signal pro-
cessing power consumption explicitly, which accounts for energy consumed by
transmitter and receiver electronics, processor(s), and storage unit(s).
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2. For analytical tractability under the new energy model, we consider a traffic
pattern whereby each node selects another node for data exchange and both
nodes send data to one another at an average rate of A [bits/sec]. This is termed
uniform and symmetric traffic pattern. The routing path in either direction is
assumed to consist of the same set of intermediate nodes.
3. Depending on the transceiver design, the transmission rate is either fixed or
variable. We derive performance results for both types of systems to explore
potential gains of the more complex variable-rate modulation systems. In either
case, nodes are assumed to employ power control and adjust the radiated power
level depending on the distance between the transmitting and receiving nodes.
The primary network performance metric of interest is the uniform pairwise through-
put (henthforth pairwise throughput), A, defined as A = max A, subject to a per node
average power constraint. For random networks, this is a stochastic quantity. Since
the network performance results are highly sensitive to energy models, we present a
detailed discussion of the models and assumptions used in our analysis below.
General Node Energy Consumption Model
For many applications, the wireless nodes are required to be untethered, hence the
performance of each node - be it sensing, computation, communication, and/or ac-
tuation - is limited by the battery unit shared by all electronics in a node. In some
cases, the battery unit is connected to energy scavenging nodes. The performance of
each node is then limited by the rate at which these nodes can charge the battery
unit. These power limitations necessitate a much more integrated system design ap-
proach to prolonging the operational time of a network. We isolate the study to the
performance of the wireless communications subsystem and assume that the maxi-
mum average power consumption by the subsystem is limited to Pavg, where a lower
Pay,, corresponds to longer node service lifetime at the expense of poorer network
performance.
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A typical wireless communications subsystem consists of a power amplifier, trans-
mitter and receiver signal circuitry, processor(s), and data storage unit(s). The av-
erage power expended by the subsystem depends on the average data rate of the
transmitted and received signals. Adopting a simple path-loss model, the average
data rate Rij a node i can transmit to another node j is upper-bounded as
( )iPt'/d
Rij _ Cij = W log 1 + NW + (4.1)
where Cij is the link throughput, W is the bandwidth, Ptj and dij are the average
transmitted (radiated) power from i to j and the distance between the nodes respec-
tively, 'ij is the RF gain factor incorporating antenna gains and RF signal processing
losses, k is the path-loss exponent typically in the range of 2 - 6, No is the noise
spectral density, and Iij = E•m,mi,j y7m Pm/dkj is the average received interference
power at node j from all other transmitting nodes (Pt' is the average radiated power
by node m.
Define the aggregate average transmitted data rate (new and pass-through traffic)
R =  Evj,ji Rij, and the aggregate average received data rate Rf = Evjoi Rji.
At the maximum average data rate of Rij = Cij, Vi,j, the total average power Pi
consumed at node i can be modeled as
Pi = arRr + aoRP + alR" + aetR + t " Ptj (4.2)
where r, ao, al, and at are the per bit energy for receiving data, processing and
storing received data, storing and process-ing transmitted data, and transmitting
data (excluding the power amplifier) respectively, all measured in [J/bit]. The power
amplifier draws 7 Evj,joi Ptj' amount of power, where 2> 1 is the inverse of the
amplifier power conversion efficiency 4
4For a given power amplifier, the power conversion efficiency typically varies with output power.
Here we assume that given any output power, there is a power amplifier with power conversion
efficiency of 7-l
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Node Energy Consumption Model in Power-limited Operating Regime
Given (4.1), the achievable rate region of a network is strongly dependent on the
network topology, power allocation, transmission scheduling, and routing schemes.
These interdependencies make it difficult to analytically characterize not only the rate
region, but also the simpler uniform throughput. As mentioned earlier, most of the
existing work on the pairwise throughput of wireless networks considers narrow-band
systems in the interference-limited regime. Rather than using the full rate expression
in (4.1), most of these work adopt a much simpler Physical Model [110, 118] in which
I W, if yjjPtj/dk
= ifNoW+Ij 
- (4.3)0, otherwise
where T is the minimum signal to interference and noise ratio (SINR) threshold for
successful transmission. Such a model assumes fixed rate transmissions whenever
a node transmits. If lij > NoW , the transmit power levels has relatively little
impact on the link data rate. To see why this is the case, consider a set of transmit
powers that satisfy the SINR threshold condition in (4.3). If the transmit powers
are proportionally reduced by a non-zero factor, the SINR threshold condition is still
satisfied as long as Iij > NoW holds. What constrains the data rate is the number
of simultaneous transmissions (interference) in the network and the signal processing
energy consumed by pass-through traffic.
In contrast to narrow-band systems, power, rather than bandwidth, is more of a
premium resource for wide-band systems. We aim to derive the throughput, delay, and
energy per bit scaling of wireless networks in the power-limited regime. In addition,
we aim to dispel the erroneous believe that the throughput of wide-band systems
increases without bound with increasing number of nodes and that taking many short
hops is the throughput-optimal routing scheme. To these ends, we consider the limit
of large bandwidth (W - oc) as in [119]. In this regime, (4.1) becomes,
") ! w -.o No----(4.4)W-o Nod 1
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Since the bandwidth is assumed to be arbitrarily large, interference and overhear-
ing can be suppressed through proper channelization. At the maximum link data rate
of Rj = Cij, Vi, j, the total average power consumed at node i from (4.2) is
Pi = E (a, + ao) R + a, + a, + d Rij (4.5)
Vjj$i VJ,j i
Subsequently, we assume that the RF gain factor is the same at all nodes such that
- = 7ijvij.
End-to-end Path Energy Consumption
Consider now a single transmission at a data rate of A, routed through h hops towards
a destination node. From (4.5), the total power consumed by all of the nodes along
the routing path in the power-limited regime is
h
Ppth = A E (a + Od ) (4.6)
m=1
where a = aO+ao+ +at, 3 = rlNo/y, and dm, where m = 1,..., h, are link distances
of adjacent nodes on the path. Various forms of this first-order path power model
have been used by researchers in the physical device field [139,143-145]. Some a and
0 values, and typical transmit and signal processing power for two energy-efficient
wireless systems are shown in Table 4.1. As can be seen, for systems with relatively
short transmission distance, signal processing power can dominate transmit power.
If we consider energy required for processing and communicating information from
the perspective of fundamental physical limits, irrespective of any materials, devices,
signal processings, or algorithms that make up the system, then both are limited
by thermal noise inherent in any physical system. The fundamental limit for the
minimum energy required for a binary switch transition in electronic signal process-
ings is E, = KTln 2, where K is the Boltzmann's constant and T is the absolute
temperature [146]. The fundamental limit for communication (either through an in-
terconnect in a signal processing or through a communication channel) is given by the
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well known Shannon throughput R W log 2(1 + P,r(NoW)). The per bit received
energy required is then E, = Pr/R > (2R/w - 1) NoW/R. At the thermal noise limit,
No = KT and in the limit of large bandwidth with R/W -+ 0, E, = KT In 2. Hence,
as electronics for processing and transmission improve in efficiency, per bit processing
and communication energy are limited by the same fundamental source and are both
non-negligible. By incorporating processing energy in the energy model, we allow for
maximum flexibility in modeling different technologies and operating scenarios.
4.2.2 Pairwise Throughput of Arbitrary Networks
In this section, we derive bounds on the pairwise throughput of power-limited net-
works with n nodes arbitrarily located in a geographically bounded region and for any
arbitrary uniform and symmetric traffic pattern. The main results are summarized
below and derived subsequently.
Theorem 1. pairwise throughput of arbitrary networks
(i) The pairwise throughput of an arbitrary power-limited wireless network with
fixed transmission rate R under uniform and symmetric traffic is bounded by
R Rpmax (4.7)
2n- 1 - 2L
where Pmax = - is the maximum hop distance, L = 1 - Le
is the average distance between SD node pairs, and Li is the distance between
SD pair i. If Pmax is too small to form a connected network, then A = 0.
(ii) The pairwise throughput of an arbitrary power-limited wireless network with
variable transmission rate and under uniform and symmetric traffic is bounded
by
Pavg < ý < Pavgdchar k - 1 (4.8)
(2n - 1) (a + Lka) 2aL k
where Lmax is the maximum distance between node pairs and dhar = (
is the characteristic hop distance coined by [145].
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These results yield the following insights:
1. Systems with fixed transmission rate
(a) If signal processing energy is zero (a = 0), increasing the transmission
rate R (correspondingly decreasing Pmax) increases the pairwise throughput
upper bound. At a fixed transmission rate R, taking smaller number of
long hops can achieve higher throughput in general since it is the amount
of pass-through traffic that constrains the pairwise throughput.
(b) If signal processing energy is non-zero (a > 0), there exists a rate R* =
Pg(k-1) that maximizes the upper bound (correspondingly P*ax = ( 1/k
dehar). At a fixed transmission rate R, taking smaller number of long hops
achieve higher through-put in general as before.
(c) With the worst topology and traffic pattern, the pairwise throughput scales
with e (1) due to bottleneck nodes.
2. Systems with variable transmission rate
(a) If signal processing energy is zero (a = 0), taking larger number of short
hops can achieve higher throughput in general since it is the amount of
transmit power that constrains the pairwise throughput.
(b) If signal processing energy is non-zero (a > 0), optimal-throughput routing
needs to strike a balance between transmit power consumption of taking
long hops and signal processing power consumption of taking too many
short hops. A rough guideline is to take hop distances on the order of dchar
which minimizes the total network energy consumption and can achieve
high pairwise throughput if traffic can be sufficiently balanced across dif-
ferent nodes.
(c) With the worst topology and traffic pattern, the pairwise throughput also
scales with e (1). Hence, varying the transmission rate does not improve
throughput scalability for some network topologies.
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The key observation here is that the rule-of-thumb for routing hop distance de-
pends highly on the type of wireless system and the relative energy consumption
between transmission and signal processing. One should not consider WtNN (i.e.
taking a large number of short hops) to be the de facto routing scheme for all wireless
networks. We now proceed to derive Theorem 1.
Systems with Fixed Transmission Rate
First, we consider systems with fixed transmission rate. Whenever a node transmits,
it transmits at a data rate of R [bits/s] (including new and pass-through traffic).
Given a per node average power constraint Pav,, a transmission is received correctly
if the hop distance p satisfies
1/k
SI av-R --• Pmax (4.9)
Under uniform and symmetric traffic, there are 2n SD pairs exchanging data. The
pairwise throughput A (under the per node average power constraint) is upper-
bounded by the pairwise throughput under a relaxed total average power constraint of
nPfavg. Using this relaxed power constraint, an upper bound on A can be derived based
on simple hop counting arguments similar to the derivation of transport throughput
upper bound in [110]. The proofs are shown in Appendix B.2.
Lemma 1. The pairwise throughput of an arbitrary power-limited wireless network
with fixed transmission rate and under uniform and symmetric traffic is upper-bounded
by:
A Rpmax (4.10)
- 2L
Equality in (4.10) is trivially achieved if all SD pairs are separated by a distance
of Pmax and no node is selected more than once as the destination node. This yields
A = R/2 . Since L is dependent on the network topology and traffic pattern, the
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Group A
Figure 4-4: Network that Achieves Pairwise Throughput Lower Bound for Systems
with Fixed Transmission Rate
pairwise throughput can be arbitrarily high if nodes are located arbitrarily close to
one another (ignoring antenna coupling effects).
Now we derive a lower bound on the pairwise throughput A. Consider the network
example shown in Fig. 4-4. This network has n (odd number) nodes where one node is
located at coordinate location (0, 0), (n - 1)/2 nodes (call these group A) are located
at (-pmax, 0), and (N - 1)/2 remaining nodes (call these group B) are located at
(0, Pmax). The uniform symmetric traffic pattern is such that each node in group A
arbitrarily chooses one node in group B to send data to and vice versa. The node at
(0, 0) arbitrarily sends data to one of the nodes in either group A or group B. Since
the distance between nodes in group A and B is greater than Pmax, all transmissions
need to be relayed through the node at (0, 0). Hence, a total of (2n - 1)A amount
of traffic is transmitted by the node at (0, 0). Since this is constrained by R, the
uniform throughput for this network scenario is A -= , which is of the order O (a).
This scenario is the worst possible for pairwise throughput with the bottleneck node
sustaining the maximum amount of pass-through traffic. Hence we obtain:
Lemma 2. The pairwise throughput of an arbitrary power-limited wireless network
with fixed transmission rate and under uniform and symmetric traffic is lower-bounded
by:
RA R (4.11)
- 2N - 1
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Group B
Systems with Variable Transmission Rate
Now we relax the fixed transmission bit rate constraint. Suppose node i transmits
to node j on link (m, n) at a bit rate of A1, [bits/see] (including new and pass-
through traffic). The problem of throughput maximization under this setting can
be ex-pressed as a multicommodity flow problem as in (4.2.2) and can be solved by
standard multicommodity flow algorithms [147].
A= max A (4.12)
An,V(m,n),V(ij)
s.t.
S ij, (a + /d n) < Pavg, Ai n>0, Vm
Vn V(i,j)
A, if m = iSA~n- SAf` = -A, ifm=j, V(i,j),Vm
Vn Vn
0, otherwise
Instead of solving the above problem for specific networks, we derive an upper
bound on the uniform throughput of arbitrary networks with variable transmission
rate. As before, the pairwise throughput A is upper-bounded by the throughput under
the relaxed total average power constraint. Under this relaxed constraint, all of the
routing paths are decoupled; thus, throughput maximization is equivalent to path power
minimization.
Lemma 3. The pairwise throughput of an arbitrary power-limited wireless network
with variable transmission rate and under uniform and symmetric traffic is upper-
bounded as:
SPavgdchar k-1 (4.13)
The derivation for Lemma 3 can be found in Appendix B.2. Equality in (4.13) is
achieved if all SD pairs are separated by a distance of dchar. Note that upper bounds
(4.10) and (4.13) are approximately equal if all hop distances are equal to dchar. As
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Figure 4-5: Network that Achieves the Order of Pairwise Throughput Lower Bound
for Systems with Variable Transmission Rate
before, the uniform throughput can be arbitrarily high if nodes are located arbitrarily
close to one another (ignoring antenna coupling effects).
Lemma 4. The pairwise throughput of a power-limited wireless network with variable
transmission rate and under uniform and symmetric traffic is lower-bounded as:
Pavg
A > avg (4.14)(2n - 1) (a + 3Lmax)
The lower bound is derived by noting that the maximum amount of traffic a node
needs to transmit is A(2n - 1) and the maximum hop distance is Lmax. This bound
is not tight; however, it is tight in the order with respect to n. Consider the network
topology shown in Fig. 4-5. This network has n nodes where one node is termed
bottleneck node, and the rest of the n - 1 nodes (call this group A) are located at
a distance of Lmax from the bottleneck node. The uniform symmetric traffic pattern
is such that all message exchanges are between nodes in group A and the bottleneck
node. Hence, the bottleneck node transmits a total of nA amount of traffic, with no
opportunity for message forwarding. This yields A = av - which is of the order
4.2.3 Pairwise Throughput of Random Networks
From Section 4.2.2, it can be observed that pairwise throughput scaling for some
network scenarios is very poor even with infinite bandwidth and variable transmission
rate. For many practical networking scenarios, these network topology and traffic
patterns may rarely occur. It is of interest, therefore, to study the pairwise throughput
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scaling of random networks and see if the scaling order can be improved with a more
uniform distribution of nodes and traffic pattern.
Consider a random network with n nodes independently and randomly distributed
on a unit torus according to a uniform distribution as shown in Fig. 4-6. Under
uniform and symmetric traffic, each node randomly selects another node and forms a
two way communication path with A [bits/sec] sent in each direction. Define pairwise
throughput A to be the maximum achievable A with high probability (where we take
with high probability (whp) to be probability > 1 - 1 as in [117]). We are interestedn
in studying how pairwise throughput scales with increasing number of nodes n. Such
study yields insights on the scalability of power-limited networks as well as how
optimal hop distance changes with increasing n. The main results are summarized
below and derived subsequently.
Theorem 2. pairwise throughput of random networks
(i) The pairwise throughput of a random power-limited wireless network with fixed
or variable transmission rate and under uniform and symmetric traffic is 8(1)
whp.
(ii) Routing schemes with 0(1) hops achieves the pairwise throughput scaling of
9(1) and attains the optimal delay and energy per bit scaling of O(1) whp.
Theorem 3. Under WtNN routing, the pairwise throughput of a random power-
limited wireless network with fixed or variable transmission rate and under uniform
and symmetric traffic isO ( ) whp.
These results yield the following insights:
1. The pairwise throughput is scalable with high probability for power-limited
networks with more uniformly distributed node locations and traffic patterns.
2. Power-limited wireless networks are much more scalable in pairwise throughput
compared to interference-limited wireless net-works. This of course comes at the
expense of large bandwidth. In the worst case, bandwidth is divided into non-
overlapping frequency slots and each SD pair transmits in a distinct frequency
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slot. This frequency assignment requires the bandwidth to scale on the order
of O(n).
3. For systems with variable transmission rate, if signal processing energy is zero
(a = 0), taking shorter hops as n increases (WtNN) results in increasing pair-
wise throughput [119]. Our results show that if signal processing energy is
non-zero (a > 0), then the pairwise throughput does not increase indefinitely
as n increases. Given large enough N, the pairwise throughput will saturate,
attaining an order of e(1). Routing schemes with E(1) number of hops (i.e.
the number of hops does not increase with n) attains this order.
4. In connection to observation 3, for smaller and smaller a, the point, nlarge, at
which the pairwise throughput begins to saturate becomes larger and larger.
As a -- 0, nrarge -+ oc. For practical systems with limited number of nodes,
one may or may not see this saturation effect depending on the relative ratio of
signal processing energy coefficient a and transmission energy coefficient 3.
5. For systems with fixed transmission rate, the amount of pass-through traffic
limits the uniform throughput. Our results show that routing schemes with
E(1) number of hops attains E(1) pairwise throughput.
We now proceed to derive Theorems 2 and 3.
Systems with Fixed Transmission Rate
As before, whenever a node transmits, it transmits at a data rate of R [bits/sec] and a
hop distance that does not exceed Pmax. In (4.10), we have shown that 1 <- 2L for
any arbitrary network topology and arbitrary uniform and symmetric traffic pattern.
Recall that L = L EI Li, where Li is the distance between SD pair i. For random
networks, Li's are random quantities. As noted in [115], by the law of large numbers,
L = 8(1) whp for the random network scenario under consideration. Hence, A = 0(1)
whp.
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Figure 4-6: Random Network in a Unit Torus with Three Routing Schemes
In [148], we showed that a particular routing scheme, termed cell routing, achieves
this scaling whp. This yields A = E(1) whp as stated in Theorem 2 for systems with
fixed transmission rate. Under the cell routing scheme, the torus operating region is
divided into equal sized square cells with area A = p x p, where < p 5< P (i.e.
for large enough n such that there is at least one node in each cell whp and that nodes
in adjacent cells are within one-hop distance from one another). Between each SD
pair, there are a set of cells that the straight line connecting the SD pair crosses as
shown in Fig. 4-6 (dashed line for cell routing). Under uniform and symmetric traffic,
messages exchanged by a SD pair take hops along such cells. The pass-through traffic
in each cell is distributed evenly across the nodes in the cell. This routing scheme has
been analyzed in [117] for interference-limited networks. We extended the results for
power-limited networks. The derivations are shown in Appendix B.3 for completeness.
Note that the pairwise throughput scaling of E(1) is achieved by cell routing as
long as the hop distances (equivalently p) do not decrease with increasing n. Hence,
routing on paths with E(1) number of hops (i.e. the number of hops does not scale
increasingly with increasing n) achieves the pairwise throughput scaling as stated in
Theorem 2.
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To see the effect of hop distance scaling on the pairwise throughput, we derive
an upper bound on the pairwise throughput under WtNN routing. Given a fixed
transmission rate R, WtNN routing is defined as the routing scheme that maximizes
the pairwise throughput under the zero signal processing energy assumption. Under
this routing scheme, the torus is divided into equal sized square cells with area a(n)
that scales with n. From Lemma 6a in Appendix B.3, WtNN routing dictates that
a(n) 2 2 n so that each cell has at least one node whp. With such a routing scheme,
the amount of pass-through traffic per node increases whp with increasing n, leading
to pairwise throughput scaling of O ( ) as stated in Theorem 3 for systems with
fixed transmission rate (see derivation in Appendix B.3).
Systems with Variable Transmission Rate
Now we relax the fixed transmission rate constraint. In (4.13), we have shown that
A< Pavgdehar for any arbitrary network topology and arbitrary uniform and
symmetric traffic pattern. Given L = E(1) whp for the random network scenario
under consideration, A = 8(1) whp. In Appendix B.3, we show that cell routing can
achieve this scaling whp. Hence A = E(1) whp as stated in Theorem 2 for systems
with variable transmission rate.
For networks that operate in a geographical region with fixed size, the optimal
energy per bit and packet delay are of the order E(1) since both are proportional
to the number of hops. This is achievable by routing schemes with 8(1) hops. In
particular, signal processing energy, which is proportional to the number of hops,
dominates over transmission energy for large networks.
Now consider the pairwise throughput under WtNN routing. Note that if signal
processing energy = 0, then the pairwise throughput is (( ) k- 1) as shown
by [119]. With non-zero signal processing energy, however, signal processing energy
becomes the throughput-limiting factor as the number of hops gets large under the
WtNN routing scheme. In [148], we have shown that the pairwise throughput achiev-
able by WtNN under variable transmission rate is the same as under fixed transmis-
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Figure 4-7: Uniform Capacity Scaling and Bounds for Variable Transmission Rate
Systems under Zero and Non-zero Signal Processing Energy Assumptions (colored
lines = bounds; black line = exact order. With non-zero signal processing energy,
WtNN is strictly suboptimal)
sion rate. The pairwise throughput scaling behavior derived for variable transmission
rate systems is plotted in Fig. 4-7. From this plot, it is clear that suppressing the
signal processing energy has significant impacts on throughput scaling.
4.2.4 Optimal Hopping
From throughput scaling studies, a key engineering insight pertains to rule-of-thumb
routing strategies that can attain high throughput in a network or optimize some
other performance metric. As shown in [118], for an interference-limited, randomly
deployed wireless network operating in a fixed region, E(1) hops attain the best energy
per bit and delay (equivalently, number of hops) scaling of 8(1) at the cost of worst
pairwise throughput scaling of 8( ). Increasing the number of hops in-creases the
pairwise throughput at the cost of higher delay and higher energy-per-bit.
In contrast, for power-limited networks, we have shown that taking E(1) hops
attains the best pairwise throughput, energy, and delay scaling of 8(1) for power-
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limited networks. Increasing the number of hops will result in worse performance for
all metrics considered.
Although the optimal pairwise throughput, energy, and delay scaling can be
achieved if the number of hops does not increase with n in a bounded geographi-
cal region, the question still remains as to what is the optimal hop distance that can
achieve high throughput. Through our discussions, we have seen that transmissions
at a hop distance of dehar (which is a function of the relative ratios of signal process-
ing and transmission energy coefficient and the channel attenuation exponent) yields
the minimum total path power between SD pairs. Given a particular topology and
traffic pattern though, routing with hop distance of dhar may lead to non-uniform
traffic load at each node, thus draining the batteries at different rates depending on
the location of the nodes in the network. Hence, balancing the traffic load at each
node while transmitting at a hop distance on the order of dchar tends to yield high
pairwise throughput in power-limited networks.
In practice, hops distances are complicated by flow splitting and edge effects.
We have simulates a n node random network with variable transmission rate, where
n = [5, 10, 15, 20]. Solving the multicommodity flow problem in (4.2.2) and plotting
the average hop distance vs a (holding all other parameters constant), we obtain
Fig. 4-8. Comparing to dchar, which is independent of network density and operating
region size, observe that the average hop distance increases with a like dchar, but
is dependent on n. For relatively small a, the average hop distance decreases with
increasing n. For relatively large a, the average hop distance approaches a constant
for all n (i.e. of the order E(1)), which matches our analytical results.
4.3 Summary
In the first part of this chapter, we studied the impact of strategic helper nodes
on the pairwise throughput scaling of interference-limited infrastructureless wireless
networks. We showed that a significant number of helper nodes is needed to improve
the pairwise throughput; hence, helper nodes are ineffective means for throughput
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Figure 4-8: Throughput-optimal Average Hop Distance vs. Signal Processing Energy
scaling improvement. In the second part of this chapter, we studied the impact of
signal processing energy and large bandwidth on the pairwise throughput scaling and
optimal routing hop distance of power-limited infrastructureless wireless networks.
While these quantities are well characterized and understood for interference-limited
networks, this is the first study, to our knowledge, that presents analytical results
for arbitrary and random power-limited networks for both systems with fixed and
variable transmission rates and based on more realistic energy models. A summary
of the results corresponding to Tables 2.2 and 2.3 in Chapter 2 is shown in Tables 4.2
and 4.3 .
For power-limited networks, our results show that, first, having a large bandwidth
that scales with the number of nodes improves the throughput scalability signifi-
cantly compared to interference-limited networks if the network topology and traffic
pattern are sufficiently uniform. Otherwise, throughput scalability can be very poor
even if the bandwidth is infinite. While having variable transmission rate improves
pairwise throughput over systems with fixed transmission rate, the order of pairwise
throughput scaling is not improved.
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Second, for wireless network throughput studies, ignoring the distance indepen-
dent signal processing energy can lead to erroneous throughput scaling behaviors and
suboptimal routing strategies. As we have shown, for power-limited wireless net-
works, the best pairwise throughput scaling is e(1), achievable with routing schemes
that has 8(1) number of hops. This shows that the uniform throughput cannot in-
crease indefinitely with increasing number of nodes as previously believed under the
zero signal processing energy assumption. Furthermore, the routing strategy recom-
mended under the zero signal processing energy assumption is strictly suboptimal
when signal processing energy is considered, achieving a pairwise throughput scaling
of 0 ). As a rough guideline, routing hop distance on the order of dchar can
achieve high pairwise throughput if traffic can be sufficiently balanced across different
nodes.
It should be noted that all of the results presented for power-limited networks
are applicable for networks with a large number of nodes and a sufficiently large
bandwidth. If the signal processing energy coefficient a is relatively small, increasing
n does increase the pairwise throughput for small n. It is only for sufficiently large n
that the pairwise throughput saturates to e(1). In addition, in practice, bandwidth
cannot scale indefinitely with increasing n, hence eventually interference does limit the
pairwise throughput for dense networks. Additional shortcomings of this and similar
studies include the simplistic path-loss model and uniformity of traffic pattern and
network topology. In practice, presence of obstacles and scatterers limits interference
exposure but places additional energy burdens on the transceivers. Furthermore,
traffic pattern for large-scale networks may be more locally clustered than uniform.
The nodes in a network are also likely to be heterogeneous which may lend itself to
a more hierarchical network architecture. These effects may change the throughput
scaling of large-scale networks. Hence, while the family of scaling studies elucidates
certain network behaviors for large-scale networks and hold true under the set of
stated assumptions, one cannot be too fixated on interpreting such results to be
global solutions under all network scenarios.
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Table 4.2: Network Scalability Results I: Networks with User Nodes Only (No Helper Nodes)
Throughput, Energy, Delay
Interference-limited Power-limited
Stationary User Nodes
Arbitrary T(n) = O( ) [110] Pairwise throughput scaling: T(n) = 0(1) and T(n) = Q ( )
Topology
Uniform Ran- T(n) = E) [110], D(n) = 8(nT(n)), C(n) = E(D(n))
dom Topology [115-118]; Throughput optimal hopping: WtNN [110]; Delay and energy * Pairwise throughput, per-bit-energy, and packet delay
optimal hopping: E(1) [118] scaling with non-zero signal processing energy: T(n) =
D(n) = ((n) = E(1); Optimal hopping: e(1)
* Pairwise throughput under zero signal processing power as-
sumption [119]: T(n) = 0 ((nlog(n))(k-1)/2), T(n)
0 ( n(k-1)/2
(log(n))
(k +
1)
/ 2
Mobile User Nodes
Routing Only Without user node trajectory control: results from "stationary user Without user node trajectory control: results from "stationary
nodes" studies apply; With user node trajectory control: can achieve user nodes" studies apply; With user node trajectory control: can
optimal topology achieve optimal topology
Mobility- X
assisted Rout-
ing (Carry- * Without user node trajectory control:T(n) = e(1) [124, 125];
and-forward T(n) = E (7n) corresponding to D(n) = nloglog(n), T(n) =
mode) (1) corresponding to D(n) = nlog(n) [115,116]
* With user node trajectory control: X
Table 4.3: Network Scalability Results II: Networks with Helper Nodes
Throughput, Energy, Delay
Interference-limited Power-limited
Stationary User Nodes
Wired Base- T(n) = E (m) if m = Q(V\i), T(n) = 8(1) if m = Q(n) [127] X
stations
Helper Node X X
Backbone
Random Helper T(n) = e8 (=f= n+m)-oT [110] X
Nodes nV(n+m)og(n+m)
Strategic
Helper Nodes
* Pairwise throughput, per-bit-energy, and packet delay * Minimum total energy for arbitrary user networks under
scaling (Helper node routing only): T(n) = e (-) if variable transmission rate (Helper node routing only):
hop distance of dchar
m = e(n), T(n) = 8(1) if m = O(n2), D(n) = E(nT(n)),
((n) = O(D(n)) * Helper node carry-and-forward: X
* Helper node carry-and-forward: X
Chapter 5
Adaptive Helper Node Deployment
and Trajectory Control
The building blocks of the proactive wireless network architecture include algorithms
for adaptive helper node deployment and, if the helper nodes are mobile, helper
node trajectory control as well. In the simplest setting, a user may be alerted that
he/she is about to become disconnected with the rest of the network. The user
or a network management agent can then proceed to deploy either fixed or mobile
helper nodes to maintain network connectivity. In general, the network may become
partitioned into connected clusters and mobile helper nodes may be needed to move
to the predicted disconnection regions prior to the disconnection events. As more
disconnections occur, additional helper nodes may need to be requested and deployed
on demand. In this section, we discuss algorithms for helper node deployment and
compare a few algorithms for mobile helper node trajectory control in operating
environments with RF and physical obstacles.
5.1 Problem Overview
Consider a network with n(t) mobile user nodes at time t. This time varying nature
of the network size accounts for the possibility of new nodes entering the network and
existing nodes leaving the network (either intentionally or due to device failure) over
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time. Suppose that there are mm, mobile helper nodes at the network's disposal.
The helper nodes may be deployed at the same time as the user nodes or deployed
adaptively as needed. In the latter case, the number of deployed mobile helper nodes
at time t is denoted by m(t).
Given these helper nodes, the process of network topology management is shown
in Fig. 5-1. We assume that the helper node deployment decisions are made at
regular time intervals; hence, time is divided into equal duration time slots, each of
one time unit. Here, we elaborate on the five process components:
(A) At any time t, the network adaptively allocates existing resources (e.g. schedul-
ing, frequency assignment, antenna beam forming, routing) to satisfy the core
services.
(B) If adaptive resource allocation is insufficient to maintain network connectivity,
then given network state predictions, the network predicts how many helper
nodes m are needed in the next T time slots (prediction interval - recall that
we have assumed discretized time intervals), and where and when they should
be deployed. In determining m, the network designer needs to take into con-
sideration the probability of network connectivity and frequency of network
connections and disconnections.
(C) If m > m(t), then new helper nodes need to be requested and deployed.
(D) Otherwise, if m < m(t), some of the existing helper nodes may be released.
These helper nodes may move with the network for future use or get decom-
missioned.
(E) If the number of helper nodes needed exceeds the maximum number of helper
nodes available, then the user nodes are alerted of possible future network dis-
connections. If the user nodes' trajectories can be modified, then the user nodes
may be moved to maintain network connectivity.
To determine the number of helper nodes needed, user nodes need to be cognizant
of the network state. From localization and trajectory estimation, each node obtains
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at time t
(B) Determine where,
when, and how many
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If m> mmax{ax
If m > m(t)
. (C) Request m-m(t)
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If m < m(t)
(D) Release m(t) -m
helper nodes
(E) Alert users of possible network
disconnections and change user node
trajectories if possible
Figure 5-1: Network Topology Management Process Flow
a repository of time-based state vectors. For example, node i may store the following
state matrix at time t:
time
t - Tb
t- 1
t
t+l
xy'
t - - .
where (x, y) is the coordinate location of the node. The (x, y) value at time t is the
node's current location. The node may also store its locations Tb time units in the
past and its predicted locations T time units into the future. Additional information
such as the standard deviation in location estimation may also be included in the
state matrix. Implicit in the state vector representation is the assumption that the
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network nodes are equipped with clocks that are synchronized to a suitable degree of
accuracy. Thus a global time frame can be defined.
The amount of past state information a node stores is constrained by the amount
of memory and computational power available at the node. The more information a
node has about its past states, the more resources it needs with the potential gain of
more accurate future state predictions. Similarly, the slot duration and the prediction
interval need to be carefully designed to balance a few design objectives:
* Long slot durations reduce the number of state exchanges among nodes at the
expense of potentially under-sampling local link connection and disconnection
events.
* Long prediction intervals can potentially give helper nodes more time to plan
their trajectories at the expense of degrading prediction accuracy for time in-
stances further into the future.
As a concrete example, consider a 50 user node network where each node has
a transmission radius of 100 (m) and randomly moving at a walking speed of less
than 1 (m/s) in a bounded 500 (m) by 500 (m) square region with a maximum of
200 (s) persistence in a chosen direction before changing directions. The expected
time between changes in a node's one-hop neighbors is -20 (s) according to (2.34).
Hence the slot duration T should be less than 20 (s) and the T number of prediction
slots should be less than 200. In this example, a prediction duration on the order
of a few minutes is feasible, which is sufficient time for a mobile robot or vehicle
helper node to be deployed. On the other hand, if node motions are highly random,
then the feasible prediction interval may be too small to be practical for helper node
insertion. In these scenarios, choosing alternative helper node deployment schemes
such as deploying helper nodes at a higher altitude or utilizing a larger number of
fixed helper nodes may be more feasible.
Once the state matrices are determined, the amount of large-scale channel atten-
uation between two nodes can be estimated from the large-scale channel attenuation
field map as discussed in Chapter 2 by an exchange of the state matrices. To obtain
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the n(n - 1)/2 channel attenuations between all user node pairs, each user node's
state matrix must be broadcast to a central node (or to all the nodes) in each time
slot. Such state matrix exchanges may place significant burdens on the communica-
tion resources and may be unnecessary as we will discuss in subsequent sections on
helper node trajectory control algorithms.
We begin the study with a few simple idealized scenarios in obstacle-free envi-
ronments. These studies serve to illustrate the requirements on helper node mobility
and the challenges of helper node trajectory control. We then present a few algo-
rithms for networks in environments with RF and physical obstacles and compare
their performances.
5.2 A Few Idealized Scenarios
Since the large-scale channel attenuation between two nodes is directly related to
link capacity as we discussed in Chapter 2, the core services (discussed in Chapter
2) can be satisfied by decreasing the large-scale channel attenuation via helper node
placement and trajectory control. Determining the optimal number and locations of
helper nodes from the current time t to t+T depends on the core service traffic matrix,
state matrix containing current and predicted locations of user nodes, the current
location and mobility constraints (in terms of velocity, acceleration, and degree of
freedom in motion) of the helper nodes, the large-scale channel attenuation field,
locations of physical obstacles, and the optimality metric.
5.2.1 Two User Nodes and One Helper Node on an Obstacle-
free Plane
First, we consider the simplest network with two user nodes and one helper node
operating in a 2D region that is free of any physical obstacles. With the user nodes
alone, the link capacity between them is the Shannon capacity. We denote r as the
maximum distance between the user nodes such that the link capacity falls below the
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Figure 5-2: Two User Node Connectivity: (a) maximum distance = r without helper
node; (b) maximum distance = 2r with one helper node shown in blue.
core service rate. With the addition of a helper node, the channel between the user
nodes becomes a relay channel. Since the capacity of relay channels is only known
in the degraded case [149], it is not known how far the helper node can extend the
transmission range between the user nodes in general. Here, we assume that the
transmission range of the helper node is also r. This assumes perfect RF isolation
between the transmitter and receiver at the helper node, negligible interference at
the receiving nodes, and no cooperative transmission between user and helper nodes.
Given these assumptions, the distance between the user nodes can be extended to 2r
as shown in Fig. 5-2.
Suppose that the mobility of the user nodes are constrained such that they are
never more than a distance of 2r apart (this is quite unrealistic in practice), then the
helper node can simply position itself midway between the user nodes at all times as
shown in Fig. 5-3. As long as the maximum velocity attainable by the helper node is
not less than that of the user nodes, the user nodes can stay connected at all times via
the helper node. In fact, the maximum helper node velocity does not need to exceed
the maximum user node velocity under this helper node trajectory control algorithm.
While this algorithm is simple to implement, the helper node may be moving
unnecessarily. For example, if the helper node is placed at coordinate location (0, 0)
at time 0 and the user nodes' movements are confined within a circular region of
radius r centered around the origin, then the helper node can remain stationary,
instead of tracking the midpoint between the user nodes.
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Figure 5-3: Helper Node Trajectory Follows the Midpoint Between User Nodes: Two
user nodes indicated in black and red and one helper node in blue. The predication
interval is T = 4.
Hence, depending on the type of helper node, it may be desirable to minimize
the distance traveled by the helper node without having to increase the number of
helper nodes. Given the user node state matrices at time t containing their current
location and predicted locations in the prediction interval [t + 1, t + T], there is a set
of possible helper node locations in each time slot. If the distance between user nodes
is d = 2r, the helper node location is a point, if r < d < 2r, it is a convex region
(the overlap region of two circles), and if d < r, the helper node is not needed. Given
a sequence of helper node location regions (or waypoints) 4 t, ... , 'r+T, the goal is to
compute the shortest path through these regions, where each region is visited once
and in chronological order. This process is then repeated in every subsequent time
slot t + 1, t + 2, .... Since the prediction period is only T time slots, the solution to
the distance minimization problem is myopic in nature. A heuristic for balancing the
distance in the current and subsequent prediction periods is to fix the helper node
locations at time t and t + T to be the midpoint between user nodes as shown in Fig.
5-4(a). Since the convex overlap regions are not easily described mathematically, it
is necessary to approximate these shapes by convex polygonal shapes, such as by
parallelograms as shown in Fig. 5-4(b). In general, the polygonal regions may be
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disjoint, or overlap partially or completely. The problem of computing the shortest
path traversing these convex polygonal regions in their chronological order is known
as the problem of touring a sequence of polygons (TSP). [150] presents a polynomial-
time algorithm (time complexity O(NT21log(N)), where N is the total number of
vertices of all of the polygons).
The distance traveled by user nodes in Figs. 5-3 and 5-4 are exaggerated to make
the helper node waypoints easier to see. In practice, the time slot duration T should
be set such that T7VUN < r, where VUN is the maximum velocity of the user nodes.
We now derive a Lemma that is useful for bounding the maximum helper node
velocity needed to provide connectivity between two user nodes.
Lemma 5. If the initial position of the helper node at time t = 0 is within the
overlap region of the user nodes' coverage and the maximum helper node velocity,
VHN, satisfies
VHN Ž VUN + (5.1)
then the helper node can reach any point in 't+1 from any point in 't, Vt. The slot
duration is T = -- , where -y 1.
VUN
Proof. Given VUN, we would like to find the maximum helper node velocity needed to
maintain user node connectivity. For a fixed slot duration 7, this is equivalent to the
problem of finding the maximum distance dHN traversed by the helper node in a time
slot given that the distance traversed by either user node does not exceed T7VUN. From
the perspective of the helper node, this is equivalent to finding the minimum distance
that both user nodes traverse (i.e. finding the minimum of duN = max{duN,J, duN,2})
given helper node distance dHN. Fig. 5-5 shows a scenario where the user nodes are
placed a distance of r apart. The distance traversed by the helper nodes is indicated
by the blue arrow where dHN = v-r + duN. Given this dHN, if this scenario does not
minimize max{duN,l, duN,2}, then there must exist another scenario with a smaller
duN. It is easy to see that this can never occur since no matter how the user nodes are
oriented before and after the time slot (as long as the tips of the blue arrow remain in
the appropriate helper node location regions and the distance between the user nodes
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(a) The possible locations for helper nodes in each time slot are indicated by
the shaded blue regions. The helper node location at time t and t + T are
taken to be the midpoint between the user nodes.
helper node
start point
helper node
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t t+1 t+2 t+3 t+4
prediction interval
(b) Approximate the convex helper node regions by polygons to compute the
shortest distance.
Figure 5-4: Minimize Helper Node Distance: Two user nodes indicated in black and
red and one helper node in blue. The predication interval is T = 4.
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Figure 5-5: Helper Node Distance in Relation to User Node Distance: dHN = v/3r +
duN.
is greater than r and less than 2r), duN can only increase compared to the scenario
in Fig. 5-5. Hence, for any user node motion in a time slot, dUN > dHN - V3r.
Divide both sides by 7, the maximum helper node velocity needed is no greater than
VUN + V/3. If the maximum helper node velocity is equal or greater than this
value (first inequality), then the helper node can reach any point in et+l from any
point in 't, Vt (note that the helper node does not need to travel at the maximum
velocity). O
Given this Lemma and the previous result that the helper node velocity must be
no less than user node velocity, we obtain the following theorem:
Theorem 4. To maintain connectivity between two user nodes that are never more
than 2r apart, the maximum helper node velocity needs to be no less than VUN and
no greater than VUN + '. The slot duration is 7 = y where y < 1.
7" VUN'
Thus far, we have suppressed the issue with location estimation error. Given
bounds on the location error, e, the helper node location region is decreased as shown
in Fig. 5-6.
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Figure 5-6: Helper Node Location Region with Location Estimation Error Bound:
The shaded blue region indicates the helper node location region without error. With
user node location error bound = e, the helper node location region is reduced to the
solid green region.
5.2.2 Single User Node Disconnection on an Obstacle-free
Plane
Now we extend the simple two user network to a network with n user nodes and
restrict the network to have only a single disconnection at any time with a maximum
of one user node being disconnected from the rest of the network. The communication
channel in the direction from the disconnected user node towards the rest of the
network is a broadcast channel whereas in the other direction from the network to
the disconnected user node is a multiple access channel. While the capacity region of
multiple access channels is known, it is not known for general broadcast channels [149].
For ease of analysis, we again assume a circular transmission range model whereby
each node has a transmission radius of r.
As in the two user node network, the mobility of the disconnected user node is
restricted such that it is never more than a distance of D away from the nearest
user node, where D > r. This restriction allows a finite number of helper nodes to
maintain network connectivity. This particular scenario has been considered by [129]
and an algorithm that detects the "critical link" that is about to become disconnected
is given. In their work, the network is assumed to have a single disconnection link
when a disconnection event occurs. More general network partition scenarios have
not been investigated.
Since there may be multiple helper nodes in the network, helper node trajectory
control now requires coordination among the helper nodes. At any instance in time,
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Figure 5-7: Non-convex Overlap Region
only a subset of the helper nodes may be actively engaged in connectivity mainte-
nance. The rest of the helper nodes can be moved towards predicted future discon-
nection regions or regions with relatively sparse connectivity. Suppose D < 2r and
one helper node can maintain network connectivity at all times, then as illustrated
in Fig. 5-7, the helper node location regions may be non-convex. Approximating
the helper node location regions by non-convex polygonal regions and determining
the shortest tour through these polygons in sequence is a NP-hard problem as shown
in [150]. A simple solution is to approximate the helper node location regions by con-
vex polygonal regions and apply the polynomial time algorithm developed in [150].
In general, given a set of m helper nodes, each with a maximum velocity constraint,
we would like to determine the optimal helper node trajectories that minimize the
total helper node distances. At the same time, since the optimization horizon is
limited to [t, t + T], optimization in one prediction interval must be balanced with
future prediction intervals. To this end, it may be undesirable to utilize all of the
helper nodes available in a prediction interval. Suppose that we would like to use the
minimum number of helper nodes needed in each time slot, then the helper nodes
under active topology maintenance must form a chain (with adjacent helper nodes
separated by a distance or r) and lie on the link between the disconnected user node
and the nearest user node in the network. Now the problem is simplified to the two
user node and one helper node case by grouping the chain of helper nodes together
as a "super helper node".
Unlike the two user node network where separation between consecutive discon-
nection regions is limited by the user node velocity, in a n user node network, consec-
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Time slot t
leading helper node
VUr (n-1)r at time slot t
Time slot t+1 I
leading helpernode at
time slot t+1
Figure 5-8: n User Network with Single User Node Disconnection: The user nodes
are indicated in black and the helper nodes in blue. At time slot t, the user nodes are
spaced at regular intervals of distance r. The right most user node is disconnected
and two helper nodes are placed at appropriate places to mend the connection. At
time slot t + 1, the left most user node moved a distance of TVUN towards the left
and the right most user node moved a distance of 2r as indicated by the red arrows.
Hence, the leading helper node needs to move a distance of (n - 2)r + TVUN.
utive disconnection regions can be geographically far apart. In the worst case with
Mmin = [•] - 1 helper nodes all actively engaged in connectivity maintenance, the
distance a helper node needs to travel in a time slot is (n - 2)r + TVUN as shown in
Fig. 5-8. Hence, the maximum helper node velocity, VHN, needs to satisfy:
VHN > (n - 2)- + VUN (5.2)
Since Fig. 5-8 is the worst case scenario, there is no reason for VHN to exceed
(n- 2)L + Vu' . Again, the slot duration is 7 = 9 where 7 y 1.
Hence, if the maximum linear dimension of the operating region is not bounded as
n increases, then the maximum helper node velocity needs to increase with increasing
n, which is undesirable if n is large. If the maximum helper node velocity is lower
than that of (5.2), then more helper nodes are needed to ensure connectivity.
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Figure 5-9: Steiner Tree with Minimum Number of Steiner Points and Bounded Edge-
length: red = user nodes (original set of nodes), blue = helper nodes (Steiner points);
black lines = resulting tree structure.
5.2.3 General Network on an Obstacle-free Plane
For a general network with n user nodes operating in an obstacle-free environment,
each node is again assumed to have a circular transmission range of r. A link ex-
ists between two nodes if they are separated no further than r apart. The network
is assumed to be connected if the resulting graph is connected. In any time slot,
determining the minimum number of helper nodes and their locations is known as
the Steiner tree problem with minimum number of Steiner points and bounded edge-
length (STP-MSPBEL) problem 1 and has been shown to be NP-complete [151]. Fig.
5-9 illustrate an example of such a Steiner tree. [151] presents a polynomial-time ap-
proximation algorithm with a performance ratio of 5, [152] shows that a minimum
spanning tree algorithm has a performance ratio of 4, and [153] presents an O (n3)-
time approximation algorithm with performance ratio at most 3 and a randomized
algorithm with performance ratio at most 2.5.
Once the optimal helper node locations (each of these waypoints is a single co-
ordinate location) are determined in each time slot, we still need to determine the
1Given a set of nodes located in Euclidean space, a Steiner tree is a tree that spans all of these
nodes and may include additional vertices such that the total edge distance is the minimum possible.
The additional vertices not in the original set of nodes are called Steiner points. STP-MSPBEL places
additional distance constraints on each edge in the tree.
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minimum number of helper nodes needed subject to velocity constraints and the
helper node trajectories that minimizes the total distance traversed. The prob-
lem of multiple mobiles (in our case, the helper nodes) visiting a set of waypoints,
whereby each waypoint is only visited once, is known as the multiple traveling sales-
men problem (MTSP). In our problem setup, the waypoints also have a time element
associated with them and need to be visited in their specified time slots. This is known
as the multiple traveling salesmen problem with bounded time windows (MTSP-TW)
problem [154]. These are well known NP-hard problems and belong to the class of ve-
hicle routing problems, which is a subject of extensive study for several decades [155].
More precisely, the problem setup is as follows. Given the set of current locations of
helper nodes I't, and a sequence of set of predicted waypoints yt-+l, ... , t+rT, construct
a directed graph such that:
* Each helper node waypoint is represented as a vertex.
* Add a directed arc going from vertex i to vertex j if i E q't+a, j E qt+b, a < b,
and (i,) < rUN, where d(i,j) is the Euclidean distance between helper nodeb-a -V
waypoints i and j (i.e. the existence of an arc between i and j means that it is
possible for a helper node at location i to move to location j without violating
the velocity constraint).
An example of such a directed graph is shown in Fig. 5-10. [156] provides an
overview of several heuristic algorithms to solve this multiple vehicle routing problem.
Currently, there are significant research efforts in applying simulated annealing, tabu
search, and genetic algorithms to this problem. Readers are referred to [157] for a
survey of these approaches.
We now turn our attention to deriving a bound on the maximum helper node ve-
locity for networks operating in a bounded region. If the operating region is bounded
in a square region with dimension L x L, then from (5.2), we can see that the maxi-
mum helper node velocity does not need to exceed min { I, (n - 2)L + UN}. With
multiple helper nodes, the maximum helper node velocity can be further reduced by
the observation that there is no need for helper nodes to be placed less than a distance
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prediction interval
t t+1 t+2 t+3
(0,8) (0,8)
Figure 5-10: Helper Node Waypoint Directed Graph: VUN = 1. The coordinate
locations of helper node waypoints are shown below each vertex.
of r apart from each other. By an approximate analysis, we show that the maximum
helper node velocity indeed decreases with increasing number of helper nodes.
Consider dividing the operating region into grids of length r on each side and
tile the helper nodes at one corner of the operating region as shown in Fig. 5-11
(this is not the most efficient tiling but is easy to analyze). The red diagonal lines
are numbered by levels ki and k2 as shown. Suppose a helper node is needed at the
location indicated by the green star in the next time slot, the helper node closest to
that point should be moved. For nodes in the even levels, the maximum velocity the
selected helper node in that level needs to move is
7-2 /r(5.3)
2 2 (5.4)
7-
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Figure 5-11: Approximate Maximum Helper Node Distance Analysis
where k is either kI or k2 . Ignoring integer constraints and let the number of helper
nodes be m,
v1 + 8m-3
kIl = 2
L 1 /8L 2 + 16Lr + 9r2 - 8mr 2
k2 = - +
r 2 2r
(5.5)
(5.6)
Recall 7 = , where 7 < 1. For L = 1, y = 1, 1, , and r = 0.1, the maximum
VUN 2 3
helper node velocity under this analysis is plotted against m in Fig. 5-12.
5.3 General Network in a Planar Region with Ob-
stacles
In the most general case, consider the optimality metric of minimizing the number of
helper nodes needed in the time interval [t, t+T], subject to the core service and helper
node velocity constraints with user nodes operating in a bounded region. Ideally, we
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Figure 5-12: Maximum Helper Node Velocity vs. Number of Helper Nodes from
Approximate Analysis: L = 1 and r = 0.1
would like to obtain the exact coordinate locations of helper nodes at the boundary
of each time slot whereby the helper node trajectories avoid physical obstacles and
satisfy all of the constraints.
Suppose the state matrices of all of the user nodes and the current locations of
the helper nodes are transmitted to a designated node at time t and the large-scale
channel attenuation field is divided into K equal size square grids. Since the resolution
of helper node placement is bounded by the resolution of the channel attenuation field,
the complexity of helper node location determination is reduced from determining the
exact coordinate positions to determining the set of grids the helper nodes should be
placed. Unfortunately, this latter problem is still combinatorial in nature. Let the
number of grids not occupied by physical obstacles or user nodes be denoted by K.
Given mma. helper nodes, the different combinations of helper node locations that
must be tried in the worst case to determine the minimum number of helper nodes
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needed to satisfy the core services at time t is
E k(5.7)
i= i
While exhaustive search may be suitable with small K and m(t), for most practical
network and operating region sizes, this approach is infeasible as the number of helper
node location combinations grow exponentially with K.
For all subsequent algorithm developments, we make the following important as-
sumption to make the problem of helper node trajectory control tractable: Let each
link be weighted by a function of the propagation loss on the link, where the weight
increases with increasing propagation loss. For example, in a free-space environment,
propagation loss is proportional to d2 where d is the link distance. The link weight
we have implicitly assigned in the preceding idealized network scenarios is the square
root of the propagation loss. The nodes and the weighted links form a graph G. We
assume that the core service traffic matrix can be satisfied if the removal of all links
with weight greater than a constant r forms a connected graph. This condition holds
if the link with the largest weight in the minimum spanning tree of G is less or equal
to r. For an environment with obstacles, the large-scale propagation loss between
two nodes can be obtained from the large-scale channel attenuation field map. The
nodes and the weighted links form a graph G. We assume that the core service traffic
matrix can be satisfied if the removal of all links with weight greater than a constant
F forms a connected graph, where F represents a threshold on the received signal
strength. This condition holds if the link with the largest weight in the minimum
spanning tree of G is less or equal to F.
5.4 Tree Based Algorithms for Trajectory Control
In this section, we develop a few heuristic algorithms for helper node trajectory con-
trol. The aim of this study is to illustrate some of the key design considerations. A
comprehensive algorithmic study is subject to future research.
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We divide helper node trajectory control into two phases. In the first phase, a
set of time-constrained helper node locations (or waypoints) that can connect the
network in time slots [t, t + T] is determined. In the second phase, the helper nodes
are coordinated to visit these waypoints in the appropriate time slots. The exis-
tence of RF and physical obstacles present additional challenges over the idealized
obstacle-free scenarios. For waypoint determination, we present two tree-based algo-
rithms: Minimum Spanning Tree Topology Management (MST-TM) algorithm and
Dynamic MST-based Topology Management (DMST-TM) algorithm. The latter is an
improvement on the former in terms of the amount of information passing needed for
helper node coordination. For helper node trajectory control, we present a heuristic
algorithm that account for obstacle avoidance.
5.4.1 Waypoint Determination
Let the network be represented by a fully connected graph G = (V, E), where V
denotes the set of user nodes and E is the set links between them. Each link is
weighted by the large-scale channel attenuation on the link. A simple heuristic for
helper node placement in a time slot is to form a minimum spanning tree on graph G
and place a minimum number of helper nodes along (or near) those links in the tree
with weight greater than F while avoiding physical obstacles.
The following assumptions are made for simplicity of exposition: Al) The network
is connected initially; A2) If node i is connected with node j, then node j is also
connected with node i; A3) The predicted node location, trajectory, and channel
attenuation are suitably accurate in the prediction interval; A4) There is a sufficient
number of helper nodes and these nodes can move fast enough to reach the desired
locations at any time, and A5) The set of user nodes do not change membership over
time. These assumptions can be relaxed by simple modifications of the basic schemes
as will be discussed later.
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Minimum Spanning Tree Topology Management (MST-TM) Algorithm
To construct the minimum spanning tree (MST) based on link attenuation, nodes
exchange their state matrices at time t and construct MSTs for the current time t
and for each time slot in the prediction interval [t + 1, t + T]. This process is repeated
at each subsequent time slot t +1, t +2,.... Since the T + 1 tree constructions are done
in every time slot, network state information needs to flood the network in every time
slot. Hence, the applicability of this algorithm is limited to proactive routing schemes
such as distance vector based protocols where network state information is updated
frequently. Under these proactive routing schemes, the network state exchanges for
helper node waypoint determination can be piggy-backed onto regular routing table
updates without too much additional overhead.
Suppose there are disconnected links on a MST. To determine the minimum
number of helper nodes and their locations on a disconnected link between nodes
i and j, we first find the shortest path (in terms of channel attenuation) between
(i, j) on the channel attenuation field. As shown in Fig. 5-13, each grid in the field is
associated with the channel attenuation in that grid and the grids containing obstacles
are assigned a weight of infinity (or a very large number). Let Gf = (Vf, Ef) denote
the RF distance graph on the attenuation field, where Vf are the vertices representing
the center points of the grids and Ef is the weighted link (weighted by attenuation)
between adjacent grids. Given Gf, the shortest path between two points can be found
by Dijkstra's algorithm. Once the shortest weighted path is determined, the helper
nodes are placed at maximum possible RF distances apart along the shortest path.
At each time t, the set of current and future helper node waypoints are thus
determined. This information is broadcast to all of the helper nodes. At any time,
deployed helper nodes maintain a stack of helper node requests and update existing
requests with the most current information. While not every topology change equates
to helper node requests (i.e. local link connection and disconnection events do not
equate to network connection and disconnection events), these changes are updated at
every node nonetheless for MST maintenance, which can place significant burdens on
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Figure 5-13: Helper Node Location Determination in a Region with Obstacles: The
grids with physical obstacles are colored black.
the network communication and computational resources. However, if state matrices
are exchanged as a part of the routing protocol used for routing table maintenance,
then the MST-TM algorithm does not impose much additional overhead.
Dynamic MST-based Topology Management (DMST-TM) Algorithm
We can make a simple improvement on MST-TM in terms of the amount of message-
passing needed at the expense of requiring more helper nodes. This algorithm requires
occasional MST construction interspersed with periods of local link monitoring.
Starting at time t = 0, nodes exchange their state matrices as before and compute
the current MST. For the subsequent time slots, each node only needs to monitor the
connectivity of its local link(s) on the MST tree by exchanging pairwise channel state
information. Since there are only n - 1 links on the MST for a n node network, the
amount of message passing is reduced significantly when compared to full state matrix
sharing across the entire network. Note that since the underlying network topology
is changing over time, the tree that the network maintains may not continue to be a
minimum spanning tree in subsequent time slots.
If any of the links on the tree is predicted to become disconnected or if the ex-
isting helper nodes between two nodes are predicted to be unable to maintain the
connection, the node pair initiate network-wide updates to compute a brand new
MST and proceeds to monitor local links on this new tree. We call this algorithm
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DMST-TM algorithm. This algorithm requires at least as many helper nodes as the
MST-TM algorithm but can save the amount of message-passing needed, particularly
if the network topology changes are infrequent.
Performance Analysis
The key performance metrics for helper node waypoint determination are the number
of helper nodes and message passing needed. These metrics depend on the deployed
user node density, frequency of topology change, and the type of algorithm used. To
compare the performance of MST-TM and DMST-TM, we simulate a 50 node network
operating in a 500 (m) by 500 (m) square region as shown in Fig. 5-14(a), Each node
has a circular transmission range of 100 (m) with a maximum speed of 1 (m/s). A
random mobility model is used where each node chooses a direction randomly and
moves in that direction with a randomly chosen speed and time duration (epoch -
maximum 200 (s)). At the end of each node's epoch, the node randomly chooses a
direction, speed, and epoch again. As nodes move, the network gets disconnected and
re-connected over time. During periods of disconnection, helper nodes are moved to
desired locations at desired times to connect the network as shown in Fig. 5-14(b).
In this scenario, the network is frequently disconnected ( 40% of the time). In this
case then, MST-TM requires more than twice the number of network-state messages
to be communicated compared to DMST-TM. The frequency of helper nodes vs. the
number of helper nodes needed under each algorithm is shown in Fig. 5-15. In both
cases, the network is connected with high probability with only five helper nodes (10%
of the user nodes). In most cases, only one helper node needs to be actively engaged.
If there are five helper nodes, then DMST-TM is clearly a more efficient algorithm
than MST-TM in this case.
Assumption Relaxation and Discussions
Thus far, the algorithms described assume that assumptions AI-A5 hold. Most im-
portantly, we assumed that the network is connected initially (Al), which allows the
formation of the initial MST. If the network is disconnected initially, then the algo-
167
(a) Starting topology
(b) Topology at t = 52. Blue lines indicate current
MST, the red line is the critical link that is predicted
to be disconnected, and the square is the inserted
helper node.
Figure 5-14: Simulation Scenario - 50 node mobile network
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Figure 5-15: Frequency vs. Number of Helper Nodes Needed
rithms will only work within each partition. It may be possible for nodes in different
partitions to discover one another over time and it may be possible to send helper
nodes such as aerial vehicles to discover initially disconnected partitions. Those sce-
narios are specific to each deployment and are not central to our discussion.
The links in the network are assumed to be symmetrical (A2). This assumption is
reasonable for modeling large-scale shadowing effects between two nodes. Fast-fading
effects contributing to link asymmetry have much shorter correlation distances and
cannot be suitably compensated by adding helper nodes alone. We further assumed
that the predicted node location, trajectory, and channel attenuation are suitably
accurate in the prediction interval (A3). In practice, all of these parameters will have
some degree of error depending on the method of estimation. Such errors reduce the
effective transmission range of each node. Hence more helper nodes are needed with
increasing estimation error.
Depending on the number of helper nodes available and their mobility, (A4),
which assumes that there is always a sufficient number of helper nodes and that these
nodes can move fast enough to reach the desired locations at any time may be vio-
lated. Under such constraints, it is only possible to provide probabilistic connectivity
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assurance. The ability to provide predicted disconnection information is still highly
valuable since user nodes may, under critical circumstances, alter their own trajectory
to maintain communication connectivity.
Finally, we assumed that the set of user nodes do not change membership over
time (A5). This does not impact MST-TM since a new MST is computed in every
time slot. However, DMST-TM will need to initiate a network-wide update whenever
the membership of the network changes.
5.4.2 Trajectory Coordination
Once the set of waypoints are determined, the problem of trajectory coordination
among multiple helper nodes is again the vehicle routing problem with time windows
as discussed before, with the additional complication of obstacle avoidance. The
obstacle avoidance aspect can be easily incorporated into the general vehicle routing
framework. Instead of the Euclidean distance d(i, j) between waypoints i and j, one
needs to simply compute the shortest obstacle free path between the waypoints. The
heuristic algorithms for the vehicle routing problem can then be applied.
5.5 Summary
In this chapter, we derived bounds on the helper node velocity needed for network
connectivity under a few idealized scenarios. We then described two simple helper
node trajectory control schemes and showed the tradeoffs between the number of
helper nodes and the number of extra message passing needed. One fruitful direction
for future research is to incorporate realistic constraints on the helper node control
algorithm, including synchronization and localization error, interference, and node
failures. In addition, algorithms that rely only on local information should be ex-
plored. Other possible areas of research include session connection maintenance and
handoff under node mobility with trajectory prediction and helper node control.
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Chapter 6
Conclusion
"Four years and nearly $1 billion after 9/11, the [United States'] emergency
communication system is 'no better off.' After surviving Hurricane Katrina's
initial blow, the radio communications system for the New Orleans police and
fire departments dissolved as its radio towers lost their backup power gener-
ators in the ensuing flood. Some of the equipment could have been brought
back up quickly, except that technicians were blocked from entering the sub-
merged city for three days by state troopers who were themselves struggling
with an overwhelmed radio system from a different manufacturer."
- Excerpt taken from LiveScience.com. By: Matthew Fordahl and Bruce Meyerson, Associated
Press technology writers, September 13, 2005.
Whether it is during the aftermath of a natural disaster such as Hurricane Ka-
trina or in the midst of a combat theater, the ability to communicate is often a
matter of life and death for those individuals who are in harm's way. At such critical
moments, it is imperative that the communications network is capable of delivering
the critical messages in a timely fashion. However, more often than not, there is a
lack of adequate telecommunication infrastructure in these operating environments.
Although infrastructureless wireless networks can be deployed rapidly, the current
network architectures, such as MANETs and DTNs, are designed for best-effort and
delay-tolerant applications and are, therefore, unable to meet the mission-critical
networking demands.
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The proactive mobile wireless network architecture we proposed in this disserta-
tion is motivated by this unmet need. Through network connectivity prediction via
localization, trajectory prediction, and large-scale channel estimation and network
topology control via helper node insertion and trajectory control, a proactive mobile
wireless network proactively monitors and maintains network connectivity so that
the mission-critical core service demands can be met.
In addition to presenting an overview of the technical building blocks for proactive
wireless networks, we presented system-level analyses in three key areas:
1. Network connectivity under different helper node deployment schemes
2. Throughput, delay, and energy scaling of large-scale wireless networks with
helper nodes or with large bandwidth
3. Helper node trajectory control
Some of the insights we obtained include:
* Interdisciplinary research: An interdisciplinary approach, combining tra-
ditional communications and networking with signal processing and robotics,
holds great promise to providing network connectivity and core service guaran-
tees.
* Helper node deployment for network connectivity: A fixed helper node
development strategy is not going to effectively solve the network disconnec-
tivity problem for all operating scenarios. We have shown that random helper
node deployment may need an order of magnitude more helper nodes compared
to strategic helper node deployment. Under nominal user node density, a few
strategic helper nodes can significantly improve the probability of network con-
nectivity. Under low user node density, too many helper nodes may be needed.
In this region of operation, one may consider putting the helper nodes at higher
altitudes to provide a broader range of coverage. On the other hand, under high
user node density, random helper node deployment may be sufficient. With very
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high user node density, the user network is connected with high probability and
helper nodes may not be needed at all.
* Network scalability: While strategic helper nodes are effective in maintaining
network connectivity under nominal user node density, it is ineffective as a
means to improve network throughput scaling since a large number of helper
nodes is needed. Instead, interference suppression via bandwidth expansion
can lead to favorable scalability results. The resulting network is likely to be
power-limited (rather than interference-limited). It is important to include both
transmission and signal-processing energy in network scalability studies.
* Optimal routing: It is commonly believed that "whispering to the nearest
neighbor" (i.e. transmitting shorter hops as network density increases" improves
network throughput. We have shown that for random power-limited wireless
networks, this is a strictly suboptimal routing strategy. Instead, the optimal hop
distance should strike a balance between transmission energy (due to distance)
and signal processing energy (due to pass-through traffic).
* Trajectory control: For mobile networks, controlling the trajectories of multi-
ple helper nodes is a difficult problem. We have developed heuristic algorithms
that balance performance with the use of computation, communication, and
helper node resources.
Several future research directions have already been outlined in the Summary
sections of the appropriate Chapters. Aside from the interesting interdisciplinary
research directions, there are a wide array of issues one needs to consider for actual
implementation, including: the impact of channel impairments on synchronization, lo-
calization, trajectory estimation, and channel prediction (and therefore the possibility
for error reduction via joint estimation or by incorporating sensors with independent
sources of error); the delays, errors, and resource usage in channel attenuation field
map generation (since the existing channel measurement campaigns are fragmented, a
comprehensive channel measurement campaign covering a broad range of the wireless
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spectrum and in a variety of representative operating environments is needed. This
will lead to the development of accurate and efficient off-line and on-line channel
predicting tools useful for both commercial and special mission-critical applications);
changing membership in the network with user nodes entering and disappearing, pos-
sibly due to device failure (therefore the network protocols must be able to distinguish
the various forms of membership changes in a timely fashion); the impact of mobility
on session continuity and end-to-end delivery control (which necessitate cross-layer
interactions and control).
In short, the work in this dissertation are merely the first steps in reaching the
ultimate goal of implementing an infrastructureless wireless network with core service
guarantees. The proposed proactive network architecture represents a significant
departure from the current research directions and warrant much future research.
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Appendix A
Derivations for Equations in
Chapter 3
A.1 Eqn. (3.3): Expected Number of Connected
Backbone Helper Nodes Needed
Recall that M•~, is the number of helper nodes needed to cover the entire operating
region, and X(,) is the location of the node farthest away from the origin. The
probability density function (pdf) of X(n) is shown in [132] to be
Px )(x) = (L L1 (A.1)
Let Mbackbone be the minimum number of helper nodes needed to cover the region
occupied by n uniformly and randomly deployed user nodes (with an additional user
node at the origin).
E[IMbackbone] = E -1i
Mc•+-1(i+l)r
i=1 r i
= Mov - (i)
() (x) dx + ovr
Movr
MCoVPx(, (x) dx
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(A.2)
A.2 Eqn. (3.4): Expected Number of Randomly
Deployed Helper Nodes Needed
Let Mrand be the number of randomly deployed helper nodes added until all of the
user nodes are first connected. Then, Pc,rand(n, m, r, L) = Pr(Mand 5 m). The
probability mass function (pmf) of Mrand is:
Pr(Mand = m) = Pr(Mrand 5 m) - Pr(Mrand • m - 1)
= Pc,rand(n, m, r, L) - Pc,rand(n, m - 1, r, L)
The expected value of Mrand can be computed numerically from (3.4).
A.3 Eqn. (3.5): Expected Number of Random
Gap-filling Helper Nodes Needed
First consider two user nodes separated by a distance of y. Let Pc,rand-ingap(m, r, L)
be the probability that randomly deploying m helper nodes according to a uniform
distribution between these user nodes connects the two user nodes. This probability
is equivalent to the probability that m + 1 uniformly and randomly distributed arcs
of length r completely covers a circle with circumference y. From [158],
Pc,randingap (m, r, L) = Z (1)-  m+1 1 -iu + 1-- (A.3)
i=O i y ) r
Let Mr ~ddgp be the number of helper nodes added between the two adjacent user
nodes until they are first connected. This yields: Pc,rand-ingap(m, r, L) = Pr(Mdnjdgap <
m). The expected number of MadgaP, given r and y is derived by [159]:
[y/rJ ( .\i-1 /.-(ir+1)
E[Mfagaply] = - (-1)2  1 - (A.4)
ndg i 1
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Now let Mrandgap be the total number of random gap-filling helper nodes needed
to connect the user nodes, and D be the distance between two adjacent users. Then,
E[JMrandgap] nE[ randgap]
nED[E[M~andgap = y]]
Combining (A.3)-(A.5), we obtain:
= n ED[E[Mra ndgap D = y]]Py(y)dy
rLE[Mrandgap]
2 Mcov 
L
S LL (
Li=1 t
-1)i (1 - ir\ 2-1 (i ( /iy rI~) _Y) n-Iy L-1
L
dy (A.6)
M- (-1)i! (1 - ) (L - ir)if-(2iLn r
- =nEii+lri+l fl=0 (n
i=1
+ (i + 1)L2 + ir 2n + ir2 n 2)
+k+ 1)
Simplifying this expression yields (3.5).
A.4 Eqn. (3.6): Expected Number of Strategically
Deployed Helper Nodes Needed
Let Mstra be the minimum number of strategically placed helper nodes needed to
connect the user nodes. The number of strategically placed helper nodes needed on
length Yi is [Yi/r] - 1. Given that the inter-node distances are identically distributed
(CDF in (3.1)), and let V)(y) = [y/r] - 1,
E[Mastra]
i=0
('rI - 1)
n-i
- E
i=0
E -j
Liri
- 1]
= Mcov-1 ( i+1)r
=n
= n E 1--
i=1
iPy(y) dy) LJ O0 V Mcov, P(y) dy
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(A.5)
(A.7)
k+l)
o
L
= n (y)Py(y) dy
A.5 Eqn. (3.7): Expected Number of Gaps
Define an indicator random variable Ii such that
I= f1, if >r (A.8)
0, otherwise
E[gaps] = [n1 = i E[I1]
n-1 L
E Pr(Y > r) = n Py(y) dy
i=O
Lun y n-1
= j n -f 1-Z dy
= Lr L( L 4
= n 1- (A.9)
A.6 Eqns. (3.9 - 3.12): Probability of Connectiv-
ity Without Helper Nodes
Here we present a much simpler derivation for (3.9) by making a connection with the
problem of random circumference cover. The probability that n independently and
randomly distributed arcs of length r completely cover the circumference of a circle is
a well studied problem since the 1930's [158]. In connection to our problem of n + 1
user node connection on a line, note that given the location of the user node farthest
away from the origin X(n) = x, the probability that the user nodes are connected
is equal to the probability that n arcs of length r completely cover a circumference
of length x, where the arcs are independently and uniformly randomly distributed
between [0, x]. This probability was derived in [158]:
r x/rj nir n-1 x
Pc (n, rIx) = (-1) 1 - un-[]) (A.10)i=0
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where u(.) is the unit step function.
The probability that the user nodes are connected is then simply
P, (n, r, L) = Pc (n, rjx) Px(n) (x) dx (A.11)
where PX(n) () is the probability density function of the largest order expressed in
A.1. Hence,
Smin{nr,L}Lx/lrJ i (E (-1)i
i=0 i
n-
X
S(X)n-1
n (m
(-1)n
(i)
))
ir)
x)
ir n-1
(1 -
nr - ir
1- -L(i -
n (X)n-l1
L L1
n (x n-1
LI
dx if nr < L
dx otherwise
if nr < L
otherwise
Given the following identity [134]:
n
i) (Z - i)n =n!(-1)i (
i=0
which holds for positive integer n and all z, and applying it to the expression for
P,(n, r, L) when nr < L, we recover Eqn. (3.9) (equation (21) in [133]):
n (
P, (n, r, L) =E (- 1)i=0 n i 1- L u(L-ir)
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i= 0
LL/fri=0
i=0
LL/r]
•o ( - 1) i
i=0
n
i
((
(A.12)
(A.13)
Pc (n, r, L)
I
Note that this is the probability of connectivity for a n + 1 node network, with one
node anchored at the origin. The probability of connectivity for a n node network
without the extra node at the origin is shown in [111]. Also see [133,160].
Upper Bound on Probability of Connectivity without Helper Nodes
To obtain the upper bound (3.10), note that since •~ 1Yi < L, knowing that the
length of any of the Yj's is < r increases the probability of the other Y2's being greater
than r. Hence,
Pr(Y, > r -1 < r, ..., Yo < r)
1 - Pr(Yi > r I-1 , ... , Yo < r)
Pr(Y < r Y-1 r, ... , Yo < r)
2 Pr(Y > r)
K 1-Pr(Y > r)
_ Pr(, < r)
This yields the upper bound
Pc (n, r, L) = Pr(Yo < r, Y1 < r, ..., Y,_1 < r)
= Pr (Y-1 < r Yn-2 < r ... , Yo < r)... Pr (Y < r Yo < r) Pr(Yo < r)
< Pr (Yn- 1 < r) ... Pr (Yi < r) Pr (Yo < r) (A.15)
(1-(1--)n)
Equality is achieved for n = 1.
Lower Bound on Probability of Connectivity without Helper Nodes
The lower bound (3.11) is obtained by an application of the union bound:
P, (n, r, L) 1- Pr(at least one of Y > r)
n-1
> 1- Pr(Y >r) (A.16)
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(A.14)
= -n( 1
Equality is achieved for n = 1.
Since 1 - x < e- x, for x > 0,
1 - n 1 - > 1 - ne- n r /L (A.17)
This gives the second lower bound (3.12).
A.7 Eqn. (3.13): Probability of Connectivity with
Randomly Deployed Helper Nodes
Several other results from the random circumference cover problem can be applied
to deriving network connection probabilities and bounds when helper nodes are em-
ployed. With random helper node deployment, m helper nodes are independently and
randomly deployed in [0, L] according to a uniform distribution. We are interested
in the probability that the user nodes are connected, Pc,rand(n, m, r, L), possibly via
the helper nodes. Note that this probability is not simply equal to the probability of
connectivity with n + m user nodes, Pc(n + m, r, L), since not all helper nodes need
to be connected to the user nodes or to one another (ie. we do not care about helper
nodes landing in between [x(,), L]). It should be noted, however, that Pc(n + m, r, L)
is a very close lower bound to Pc,rand(n, m, r, L) if n is large.
The probability of connectivity, Pc,rand(n, m, r, L), is
Pc,rand(n, m, r, L) E P(n,m, r x, ml)Px(),M(x, m) dx (A.18)
mr=0
where Mi is a random variable denoting the number of randomly deployed helper
nodes that landed closer to the origin than X(n), P/(n, m, rlx, mi) is the conditional
probability of network connectivity given x and mi. Given that the right most user
node is at location X(n) = x and mi helper nodes landed to the left of x, the probability
that the mi helper nodes connect the user nodes PF(n, m, r x, ml) is equal to the
probability that n + mi randomly distributed arcs of length r completely cover a
circumference of length x, where the arcs are independently and uniformly randomly
distributed between [0, x]. This probability was derived in [158]:
Lx/rJ n + 1 ir n+ml-l
Pc(n,m, r mlx,m) = 1 )(-1) n + ms )( -uni-
i=O
(A.19)
The joint density Px(,),M, (x, mi) is:
Px(n),M1 (x,mi) = Pr(M1 = mllx)Px (n(x)
(m (x)m x m-m n (X)n-1=-1 -L L LL (A.20)
where Pr(Mi = mllx) is the conditional probability of mi helpers landing to the left
of x.
Combining (A.18) - (A.20) and rearranging the terms, the probability that the n
user nodes are connected with help from m randomly deployed helper nodes can be
written as:
Pc,rand(n, m, r, L) = E (-1)i 1 - -
m =0 i=0 fr ))A.
(m (x)m x)m-ml n (X)n-1m1 L L L L d
=m 1) ( n Ln+m )i r (x - ir)n+m,1 (L - x)m-m' dx
m =O i=O 1 ) ( dx
where Q1 = min{n + mi, [L/rJ} and 2 = min{(n + ml)r, L}.
Taking the integral in (A.21), we obtain
m nl m-m(Snn +mi m
Pc,rand(n,m,r,L) = E (L E+m (1)i
m=O i=o k=O i / m (A.22)
(L - •2)m-'m-k (Q2 ir)n+ml+k (n + mi - 1)! (i - ml)!(n + mi + k)! (m - mi - k)!
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It is easy to verify that at m = 0 (no helper nodes), the probability of connectivity
matches (3.9).
A.8 Eqns. (3.15) and (3.16): Probability of Con-
nectivity Bounds with Strategically Deployed
Helper Nodes
With strategic helper node deployment, helper nodes are evenly spaced at a distance
of r apart between each disconnected user node pair. Let {Mo, MI,..., M,_ 1} be the
number of helper nodes needed to connect the corresponding user node pairs, where
Mi = FYi/r] - 1, i = 0, ..., n - 1. As with the Y's, the Mi's are identical random
variables but are not independent. The probability that m strategically placed helper
nodes connect the user nodes is
Pc,stra(n, m, r, L) = Pr Mi • m) (A.23)( i=0
Due to the ceiling function for the Mi's, we are unable to derive a closed-form
analytical expression for Pc,stra(n, m, r, L). Here, we provide derivations for upper
and lower bounds on Pc,stra(n, m, r, L).
Upper Bound on Probability of Connectivity with Strategically Deployed
Helper Nodes
We now derive three upper bounds on Pc,stra(n, m, r, L), again using results from the
random circumference cover problem.
Upper Bound 1: Given that the right most user node is at location X(n) = x,
let V = EZn=( - r)+1 and let M = V/r. Since M < En-_1 Mi, Pc,stra(n, m, r, L)
1The notation (x)+ represents max{x, 0}
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can be upper-bounded by Pr(M < m). Then,
Pc,stra(n, m, r, L) < Pr(M < mlx)Px(,, (x) dx (A.24)
where Pr(M < m x) can be derived from the distribution of the total uncovered
arc length V by a random distribution of n arcs, each of length r, on a circle with
circumference x [161].
Pr(M < mix) Pr(V < mrlx)
n 1-1 n n -11 + (-l)k+-1 n-
1 =-1 k=oI ( k k (A.25)
/- k (( + )r n-kl-(r)k ( +1 - u(x - (m + 1)r)
Combining (A.23) - (A.25) and simplifying, we obtain:
Pc,stra(n , m, r, L)
-n 1-1 nn
1=1 k=O 1 k k
(mr)k ( (+ L))n- u(L 
- (m + 1)r)L L
(A.26)
Note that (A.26) is very similar to (A.25).
Upper Bound 2: Let G be the number of adjacent user node pairs that are
disconnected (gaps). Since G < =1o Mi, Pc,stra(n, m, r, L) can be upper-bounded
by Pr(G < m). Then,
L
, Pr(GPc,stra(n, m, r, L) < Pr(G < mIx)Pxn) (x) dx (A.27)
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where Pr(G < mzx) can be derived from the distribution of the number of gaps on a
circle with circumference x [162].
Pr(G < m x)
min{m,n}
E Pr(l disconnected regions)
1=0
min{m,n} n-1
S k( - 1)k
S l=0 k=0
n)
S)
(k + l)r n-l
u(x - (k + l)r)
Combining (A.27)-(A.28) and simplifying, we obtain:
Pc,stra(n, m, r, L) <
min{m,n} n-1
E k=O( )
1=0 k=O
(k + 1)r n
L
Note that (A.29) is very similar to (A.28).
Upper Bound 3: Let ]M( be a lower bound on the number of helper nodes needed
in the longest gap, ý = maxi=o..nl= - 1}). Since M K< EC•I 1 M i, Pc,stra(nI, m, r, L)
can be upper-bounded by Pr(M < m). Then,
Pc,stra(n, m, r, L) < PrIl max Yi(i=0..n-1 < (m+ 1)r)
= P, (n, (m + 1)r, L) (A.30)
( ((m + 1),rn (A.31)
Upper Bound: The overall upper bound is min{upper bound 1, upper bound 2,
upper bound 3} as in (3.15).
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n-1
(A.28)
nI )
n-)
k (A.29)
u(L - (k + 1)r)
Lower Bound on Probability of Connectivity with Strategically Deployed
Helper Nodes
The lower bound on Pc,stra(n, m, r, L) can be obtained by an indirect application of
the Chernoff bound. Define a set of random variables Mi, i = 0, ...,n - 1, that
have the same marginal distributions as the Mis but are mutually independent. Let
Z = MP oM and W = E o•= Mil. Then Pc,stra(n, m, r, L) = Pr (Z < m). We will
show that the Chernoff bound on W (sum of IID random variables) provides a tail
bound for Z (sum of dependent random variables).
Let/1 = E[Z] = E[Mstra], which is given by (A.7). By the Markov inequality,
Pr(Z > (1 + 6)p) = Pr (etz > etI(1+6))
E[etz
< e+ (A.32)
etp(1+6 )
To show that E[etz] < E[etw], note that since the Yis are negatively correlated,
the Mis are also negatively correlated. This implies that
E[Mil Mi 2... Mik] • E[Mi 2]E[M~2]...E[Mik]
E[Ml]E[M/2]....E[Mik]
E[Mi'~1 2... Mi'k] (A.33)
where the indices i1 , ..., ik can take on any value between [0, n - 1]. Now take the
Taylor series expansion of etz and etw
X2 X3
e = 1 + x + + + ... (A.34)2! 3!
Matching term by term for etz and etw, one can observe that E[etz] < E[etw] holds
given (A.33).
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Pr(Z > (I + 5)p) E[etw]
etp(1+6)
e
(1 + 6)(1+6 )
where the last inequality is obtained by solving for t to make the bound as tight as
possible. Note that it is also the Chernoff bound on W.
A.9 Minimum Transmission Range for High Prob-
ability of Connectivity
Without helper nodes, Pc (n, r, L) > 1 - ne-nr/L
connectivity (Pc > 1 - 1),
To achieve high probability of
r I
- - - ln(n (A.36)/
With randomly deployed helper nodes, Pc,rand(n, m, r, L) > 1 - (n + m)e- (n +m)r/L.
For high probability of connectivity,
I = (n + m)e - (n + m)r/L
n
r 1
= - In (mn(n + m)) (A.37)L n+m
With strategically deployed helper nodes, if m > p and - >> 1, Pc,stra(n, m, r, L) +
1 - () me-nmr/L. For high probability of connectivity,
-
me-nmr/L(nm
1 n~m)I In n (nm mr (A.38)
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This yields
(A.35)
/ T
ne--,• /
A.10 Eqn. (3.19): Probability of Connectivity with-
out Helper Nodes Under Balls and Bins Model
Let the cells be indexed from 1 to k. Let Ej be the event that the ith cell is empty
and Ej be the complementary event that the ith cell is non-empty. We are interested
in the probability of the event ni=1 E (ie. none of the cells is empty). From De
Morgan's theorem in Boolean algebra,
n 7= u E. (A.39)
Hence,
Pc(n, k) = Pr Ei)
= 1- Pr UEi (A.40)
The exact expression of Pr (U=, Ei) can be obtained from the inclusion and
exclusion principle [163], which states that
Pr (U E = r(E)- Pr(En ) + Pr (EfnEjnE)- ...
i=1 i=1 i<j i<j<h
k 1- - 1- + ...
k k )
= 1- (A.41)
i= 1(
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A.11 Eqns. (3.34): Probability of Connectivity
with Deterministic Helper Nodes Deployment
Let the cells not occupied by helper nodes be indexed from 1 to k - m. Let Ei be the
event that the ith cell is empty and Ei be the complementary event that the ith cell is
non-empty. We are interested in the probability of the event f-• i1m Ei. The solution
(3.34) is the result of a simple modification of (A.41) substituting k - m in place of
k for the upper limit of the sum and in the combinatorial term.
A.12 Eqn. (3.40): Lower Bound on Probability
of Connectivity with Strategically Deployed
Helper Nodes
The lower bound on Pc,stra(n, m, k) can be obtained by an indirect application of
the Chernoff bound similar to the derivation of connectivity probability lower bound
for strategic helper node deployment on a line. Define a set of random variables I!,
i = 1, ..., k, that have the same marginal distributions as the lis but are mutually
independent. Let Z = I=1 Ii and W = -=, I•. Recall that Pc,stra(n, m, k)
Pr (Z < m). We will show that the Chernoff bound on W (sum of IID random
variables) provides a tail bound for Z (sum of dependent random variables).
Denote p = E[Z]. By the Markov inequality,
Pr(Z > (1 + 6)p) = Pr (etz > etl (1+ ))
E[etz]
<etael+) (A.42)ets(1+6)
To show that E[etz] < E[etw], note first that given indices il,..., is, where each
index can take on a distinct value between [1, k],
E[Ii]E[ 2]...E[] = (( - n)(A.43)
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and
E[Ijl2...Is] = Pr(all s cells are empty)
1 - (A.44)
Since by the binomial expansion
S- = 1- - + f(s, k) 1- - (A.45)
where f(s, k) is the remaining terms of the expansion, applying this inequality to the
expressions above yields
E[III2 ... I is] <I E[Ij1]E[Ii2]...E[I•]
= E[Ii',]E[I2]...E[Ij]
E [Ii I..2 . ] (A.46)
where the last equality is due to the independence of the random variables.
Now take the Taylor series expansion of etz and etW.
X2 3
eX = 1 + x +- + ... (A.47)2! 3!
Matching term by term for etz and etw, one can observe that E[etz] < E[etw] holds
given (A.46). This yields (3.40).
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Appendix B
Derivations for Equations in
Chapter 4
B.1 Proof for Results in Section 4.1: Impact of
Helper Nodes on Interference-Limited Net-
work Scalability
The analytical framework follows that of [118]. The network model is described here
for completeness.
Random network model: Consider a torus of area A(n). n user nodes, each
equipped with an omnidirectional antenna, are independently and randomly dis-
tributed in the region according to a uniform distribution. These n user nodes are
randomly divided into n/2 distinct source and destination (SD) pairs.
Physical model: Let the distance between node i and j be denoted by dij. A
transmission from node i to node j is successful if
yP "t /dxkSINR = k > I (B.1)
NoW + Ex7ýi< Ptx/djŽ(
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where Ptj is the transmitted power from i to j, Pf is the total transmitted power by
node x, -y is a constant that is a function of frequency and antenna gain, and NoW
is the noise power.
Energy model: Transmit and circuit energy consumptions are both important
factors in determining network performance (See Fig. 4-3). The circuit energy con-
sumption is assumed to be a (J/bit).
Transmission scheme: A scheme II is a sequence of communication policies,
whereby policy II, determines how communication occurs in a network of n user
nodes.
Pairwise throughput of a scheme: Let Bn, (i, t) be the number of bits of SD
pair i, where 1 < i < n/2, transferred in t time-slots under policy II. Scheme H has
a throughput of Tn(n) if there exists a sequence of events An(n) such that
Ar(n) = min liminf 1  (i,t) T(n) (B.2)
1<i<n/2 t--oo B
and
Pr (An(n)) -- 1 as n -- Co (B.3)
Delay of a scheme: Let D2 (j) be the delay of packet j of SD pair i under
policy II,. The sample mean of delay for SD pair i is
Ds, = lim sup D"(j) (B.4)
j=1
The average delay over all SD pairs for a particular network realization is
n/2
Dn, = n D  (B.5)
i=1
The delay for a scheme II is then
Dn(n) = E [Dn,] (B.6)
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The energy per bit •i (n) and the number of hops Hn(n) of a scheme is defined
in the same way as the delay of a scheme.
To derive the maximum pairwise throughput, divide the torus region into cells of
area a(n). Define a SD line to be the line connecting a source and destination pair.
Packets transmitted from the source node take hops from cell to cell along the line to
reach the destination. [117] shows that the number of SD lines passing through any
cell is O (n -(n)) and that the pairwise throughput is
T(n) = 8 a 1 (B.7)
Recall from Table 3.2 that with m strategic helper nodes, if m > ke - /k, then the
network is connected with high probability (ie. each cell contains at least one node).
Hence, from (B.7), if a(n) = Q (1g(n), T(n) = E ( og() , and the number of
helper nodes needed diminishes with (). Thus, if the number of strategic helper
nodes is fixed, then the pairwise throughput scaling is no different from networks with
user nodes only. This is intuitive since as the number of user nodes increases, the
throughput-optimal transmission range decreases and the effect of a finite number of
helper nodes consequently diminishes.
Similarly, if a(n) = Q (-), T(n) = ), and the number of helper nodes
needed is Q(n). If a(n) = Q (-), T(n) = E(1), and the number of helper nodes
needed is Q(n2).
All other derivation for delay, energy, and the tradeoffs follow that of [118] and
will not be repeated here.
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B.2 Proof for Lemmas and Theorems in Section
4.2.2: Pairwise Throughput of Arbitrary Net-
works
Proof of Lemma 1: Given a time period T, there is a total of 2ATn bits generated
under uniform and symmetric traffic. Consider bit, b, where 1 < b < 2ATn, which
moves from the source to the destination in h(b) hops, where the hth hop traverses a
distance of rbh. The total distance traversed by all of the bits satisfies
2ATn h(b)
rbh > 2ATnL (B.8)
b=1 h=1
Since the length of each hop is limited by the maximum transmission range, from
(4.9), each hop distance is bounded as 0 • rh < Pma. Hence
2ATn h(b) 2ATn h(b) 2ATn
EZE rb E E Pmax = PmaxZE h(b) (B.9)
b=1 h=1 b=1 h=1 b=1
The total number of hops taken by all of the bits is denoted by H, where H =
E "T h(b). This is equivalent to the total number of bits (new and pass-through
traffic) transported by the network. Since each node has a rate constraint R, H cannot
exceed nTR. Combining this with (B.8) and (B.9), we obtain 2ATnL < nTPmaxR.
This, together with (4.9), yields the result.
Proof of Lemma 3: Given a time period T, there is a total of 2ATN bits generated
under uniform and symmetric traffic. The total amount of energy consumed by
the network is Etotal = E ," h + p (rh)k), which is constrained by Etotal •
nPaT under the relaxed total average power constraint. For each SD pair i, the
total path energy consumed for transmitting AT bits is lower bounded by Ei,min =
\ATn*·a + L k as shown in [148], where Rn = Li (I(k - 1))1/ k . Summed over
all SD pairs, Etotal Ž i Ei,min = AT (P(k - 1))1/kC (UN) Zi=..2n Li. Hence, A
Pavgdchar k-1 1. , which yield the result.
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B.3 Proof for Lemmas and Theorems in Section
4.2.3: Pairwise Throughput of Random Net-
works
The following Lemma is useful in deriving the pairwise throughput scaling under cell
routing.
Lemma 6. Consider a random network with n nodes independently and randomly
distributed on a unit torus according to a uniform distribution. The torus is divided
into square cells of area a(n)
(i) If the cell size a(n) > 2"-, then each cell has at least one node whp [117].
(ii) If a(n) = A, then each cell has at least n nodes whp.
(iii) If a(n) = 2l , then each cell has at most 6 In n nodes whp.n
(iv) The number of SD lines passing through any cell is O (n a(n))
Proof. Let X be the number of nodes in a cell, and ji = E[X] = na(n).
Chernoff bound
Pr [X < (1 - 6)1 ] < e(- jL / 2 ) where 6 E (0, 1] (B.10)
(B.11)Pr [X > (1 + 6 )1] < e(-p•/4) where 6 < 2e - 1
To prove Lemma 6.ii, let 6 = 1/2. By (B.10), Pr [X < n] < e(-") < ( )2
for any A E (0, 1]. Applying the union bound, we obtain:
Pr [minimum number of nodes in any cell =NA] >2
To prove Lemma 6.iii, let 6 = 8ni Then by (B.11), Pr[X > 6 In n] < n Applying
the union bound, we obtain:
1
Pr [maximum number of nodes in any cell = 6 In n] > 1 - -
n
(B.13)
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whp [117].
By the
(8/A)2 (B.12)
Now we show that cell routing achieves the optimal pairwise throughput scaling.
Lemma 7. The uniform throughput for the random 2D network under uniform and
symmetric traffic, and cell routing is 0(1) whp for systems with fixed or variable
transmission rates.
Proof. Under cell routing, each cell has a fixed cell size, A = p x p. From Lemma 6.ii,
we can see that as long as p -, each cell has at least one node whp. Given large
enough n, this condition, as well as the condition p < P-m, can both be satisfied.
2,/(2) '
Combining Lemmas 6.ii and 6.iv, we can see that each node needs to transmit at
most nA/2 - 0() amount of data whp.
For systems with fixed transmission rate, given the fixed transmission rate con-
straint R per node and the fact that the uniform capacity is A = 0(1) whp, the
achievable pairwise throughput under cell routing is E(1) whp.
For systems with variable transmission rate, since hop distances are upper-bounded
by a constant and the amount of pass-through traffic at each node is 0(1) whp, the
amount of power each node expends is also 0(1) whp. Given a per node average
power constraint Pavg and the fact that the uniform capacity is A = 0(1) whp, the
achievable pairwise throughput under cell routing is E(1) whp. E
Proof of Theorem 3 for systems with fixed transmission rate: Recall that each node
randomly selects another node and sends messages at a rate of A [bits/sec] in each
direction. Let Li be the distance between SD pair i and hi be the number of hops taken
by a bit for SD pair i. Then hi 2 Li Let H = En hi. Given the maximum
network transmission rate of nR, nR > 2AE[H] > 2A n E[Lj] = E[ The
-iIE[) - 2a(n)
last equality is a result of random destination node selection and symmetric network
topology. Since E[Li] is a constant and a(n) = , we obtain A = O i
topology. , e btinA 1
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