ABSTRACT
INTRODUCTION
The rainfall information is an essential requirement for planning in sustainable management of water resources. The rainfall causes flood or drought. It also has influence on agriculture land, transportation, industry and others human activities. Furthermore, rainfall is one of the most complex elements in hydrologic cycle to be forecasted and very difficult to be measured due to the wide variation range of scales both in space and time (Mark et al. 1992) . Thus, the ability of rainfall forecasting is very beneficial to anticipate the impact and to design the protection plan. One possible technique to produce the accurate potential of forecasting results in hydrologic processes is statistical downscaling methods. It is based on the concept of transferring large-scale atmospheric variables that are called predictors, to local-scale weather series, predictands (Jiaming et al. 2015) . Main advantages of statistical downscaling are inexpensive to computation and ability for the local information. In the past, many techniques on statistical downscaling, weather classification, regression method and weather generators, had been widely applied. Neural network (NN) is common use and inspires by biological nervous system. It is a mathematical model for solving nonlinear problems. Furthermore, it can learn and classify characteristics of the training data set. The application of NN in hydrology could be evaluated in model of rainfall runoff, stream flow, water quality and ground water (Rakesh & Tanweer 2015) . There are two major learning algorithms in NN: supervised and unsupervised learning. Self-organizing map (SOM) is one of unsupervised learning algorithms in NN that has strong potential in visualizing the group of data.
SOM is first used in speech recognition which is introduced by Teuvo in 1990 as a special class of NN. It can reduce high-dimensional datasets into a low dimensional for exploring linear and nonlinear relations. As mentioned previously, a group of similar characteristic data can be classified. SOM is nowadays regarded as a general dataanalysis method in a number of fields and also has been successfully applied in the fields of clustering, pattern recognition, data compression and data mining. Moreover, it is currently utilized in hydrology. Various studies in hydrologic applications use SOM to develop the forecast accuracy such as typhoon rainfall (Lin & Wu 2009 ), river flow (Ismail et al. 2012 ) and precipitation (Diego et al. 2011) .
In general, one of several techniques in statistical downscaling is analog method (AM). It is applied for weather predictability assessments and short-term forecasts (Fredrik et al. 2005) . There are two basic ideas of AM. First, it establishes simultaneous relationships between predictors and predictands. Second, it finds the future predictands from the observed data in similar situation. AM has been generally used in weather prediction and seasonal forecasting (Christoph et al. 2008) . Many reviews of previous study showed that AM is better than a statistical downscaling method. AM has comparable performance in rainfall downscaling over the Iberian Peninsula when it compares with more complicated techniques (Eduardo & Hans 1999) . Likewise, AM has potential for seasonal rainfall forecasting in the Murray Darling Basin (Andrew et al. 2013 ). In the results, they suggested that AM is the worse results for downscaling in different choice of predictors.
Hybrid model becomes useful tool in aspect of forecast accuracy improvement. There are several studies that demonstration of the forecasting result of hybrid model is better than the traditional model. In this regard, SOM is widely applied in many hybrid models for improving the forecast accuracy, for example, Lin and Wu (2009) . They combine SOM with the multilayer perceptron network (MLPN) to improve the accuracy of typhoon-rainfall forecasts over the Tanshui River Basin. Ismail et al. (2012) integrate SOM with least squares support vector machines (LSSVM) to test the capability and effectiveness of the model in river flow forecasting. Roberto et al. (2015) compound SOM with the Monte Carlo method in wind fields downscaling.
As mentioned earlier, there are some limitations of SOM and AM. SOM can classify the pattern of rainfall but it cannot forecast rainfall. However, AM is successful in searching analog day, it is unable separate the pattern of rainfall. In this study, HCM is therefore introduced to improve the accuracy of rainfall forecasting based on the combination of SOM and AM. The designed model not only classifies the rainfall pattern but also predicts rainfall. The data in this study are divided into two parts: Geopotential height and rainfall data. The first part, input data for SOM and AM, is from the Climate Forecast System Reanalysis (CFSR). CFSR is developed in the Environmental Modelling Center at the National Centers for Environmental Prediction (NCEP). The components of CFSR, atmospheric, oceanic, land-surface and data assimilation, have been achieved at an hourly time with 37 pressure levels for the atmosphere and 40 levels for the ocean. CFSR is completed for the 32-year data from 1979 to 2010 and initialized 4 times per day, 0000, 0600, 1200 and 1800 UTC in 52 variables (Suranjana et al. 2014) . In this study, only the 850 hPa geopotential height data at 0000 UTC, the period from 15 May 1979 to 15 October 1999 are selected to train the model and the data between 2000 and 2009 are used as testing set. Table 1 shows the data description. The second part is Thailand daily historical rainfall data from Thai Meteorological Department (TMD) used to average compute and forecast rainfall data. It is chosen depending on the available data during 15 May 1979 to 15 October 2010. Hence, the collected meteorological rainfall data contains only thirty stations.
SELF-ORGANIZING MAP ALGORITHM
SOM is an unsupervised learning algorithm in NN. The architecture composes of two components: Input and output layers. SOM is a concept of competition networks that try to find the most minimum distance between the neuron of input and output layers to present in a lower dimensional structure. A neuron in input layer is connected to all neurons in output layer with weighted links. The neurons output will be self-organized by nearby weight and group either FIGURE 1. Study domain (Ismail et al. 2012) . Let x = [x 1 , x 2 ,…, x n ] be input vector and w = [w i1 , w i2 ,…,w im ] be weight vector where n is the dimension of the input vector, m is the dimension of weight vector for i = 1,2,…,n.
At the start of the learning, all the weights, w is initialized to small random numbers. Euclidian distance, d is usually used to compute the distance between the input vector and weight vector. The Euclidian distance can be written as (1) Then, SOM algorithm will search for the output neuron with weight vector which has the minimum distance as the winner neuron (Best Matching Unit, BMU). BMU is calculated as (2) To increase the similarity with the input vector, weights are required to be adjusted after obtaining the winning neuron. The rule for updating the weight vector is defined as (3) where α(t) is a learning rate, is a neighborhood function and t is the number of iterations (José et al. 2012 ).
LEARNING PARAMETERS
The learning rate is a decreasing function of time training parameter that controls the size of weight vector in learning of SOM. Three learning rate function, linear, inverse of time and power series are mostly used. They can be expressed as (4) to (6), respectively. (4) (5) (6) Neighborhood function influences the training result of SOM procedure. It determines the strength of the connection between neuron and others. In the following learning rate, Bubble and Gaussian functions are expensively presented in SOM as (7) to (8), respectively.
(7) (8) where α is the learning rate; t is the order number of current iterations; and T is the number of iterations; N c , i and j are the number of the index set, row and column of neighborhood around the nodes with indices, c, respectively. The radius of neighborhood, , represents the neighbor rank between nodes w c and w ij . Two-dimensional vectors, R c and R ij , include indexes of w c and w ij (Pavel & Olga 2011) .
In order to investigate the appropriate learning parameters of the model, two measurements; quantization error and frequency analysis, are required. The percentage of occurrence or frequency of each cluster is the number of occurrences divided by the total number of samples. The probability that geopotential height map to a pattern is 1/n, where n is the number of patterns. The significance of the frequency can be determined by calculating the 95% confidence interval around the expected probability of 1/n (Allan 2009). Quantization error (QE) is a technique to measure the quality of SOM which is computed as (9) where N is the number of input data used to train the map (Pavel & Olga 2011) .
ANALOG METHOD
The analog method, AM, is a simple statistical technique used to simulate the future predictand. It is based on finding similar characteristic predictand at target time from historical predictor which is defined as analog day in this study.
Let p d,y (t) be a predictor from CFSR and q d (t) be a predictor in the year 2010 from the NCEP climate forecast system version 2.
Euclidian distance is applied to measure the similarity between p d,y (t) and q d (t). It is given by (10) where t = 0000 UTC, d is the number of day from 15 th May to 15 th October and y is the number of year from 1979 to 1999.
Hence, the analog day is found numerically by selecting as min (E 1979 , E 1980 
Assuming the simulated predictand at u, Ŝ(u) is equal to the predictand at y, S(y). It means that the amount of rainfall is attached to a specific pattern of the 850 hPa geopotential height. The target predictand estimation is then (Fredrik et al. 2005 )
For example, to find analog day on 15 May 2010, (10) is calculated. The result from (10) is compared to 15 May for every year, from 1979 through 2009. According to (11), the minimum Euclidian distance is as analog day of 15 May 2010. In the following Equation (12)
, Ŝ(u) on 15 May 2010 is equal to rainfall of analog day, S(y).

A HYBRID CLIMATE MODEL
The combination of SOM and AM The proposed hybrid climate model is the combination of SOM algorithm and AM. The scheme of HCM is shown as Figure 2 . There are three main processes including SOM, AM and hybrid methods. In SOM, the data from CFSR have to be normalized to reduce the discrepancy in the magnitude of the input vectors in the range of [0, 1] as follows: (13) where x i is the input data; x max is the maximum value of predictor; and x min is the minimum value of predictor (José et al. 2012) .
Then, they are fed into SOM for training the model to separate similar characteristic into several disjointed clusters. After that, similar characteristic data are the members of cluster. The historical rainfall for each member is imported from TMD to be computed the average rainfall in the clusters. Meanwhile, the input data are searched for analog day in AM. In hybrid process, analog day from AM and the member in each cluster are mapped to find the frequency in each cluster. The frequency is represented as weights. The HCM executes forecasted rainfall by the sum of multiples of average rainfall and weight. It can be written in mathematical form as, , k = 1,2,…,30 (14) where i is the number of row; j is the number of column, r is the maximum number and column, R k is a rainfall at meteorological station; k, F ij is the weight; and A ij is the average rainfall of a cluster. Relative error (RE), Nash-Sutcliffe coefficient of efficiency (NSC) and coefficient correlation (CC) have been determined to evaluate the performance of HCM. RE can describe the accuracy of the model. NSC and CC can explain whether relation between observed rainfall and forecasted rainfall are close. RE, NSC and CC are defined as follows. (15) (16) (17) where is observed rainfall at k, is forecast data at k, obs is mean of observed rainfall and fore is mean of forecast data. As such NSC and CC values should be close to FIGURE 2. The scheme of HCM 1. The RE value is considered satisfactory range below 10% and excellent when it less than 5% (Jiaming et al. 2015) .
RESULTS AND DISCUSSION PARAMETER SETTING
In order to set the appropriate parameters, there are no theoretical existing criteria (Lin & Wu 2009 ). The various parameters may lead to different results. In SOM algorithm, three major parameters, map size, learning rate function and neighborhood function impact the results. Thus, three initial learning rate, three learning rate functions and two neighborhood functions are investigated to find the optimal case. The dimensional aspect of map size, the suitable case can be obtained by user requirements (Ismail et al. 2012 ). The map size plays an important role in SOM because it affects the computational time. This study has examined four different map sizes, namely, 2 × 2, 3 × 3, 4 × 4 and 5 × 5. In the experiment, it is found that only nine clusters are optimal dimension map size. If map size is less than 3 × 3, many different data map to the same pattern. Otherwise, some patterns have no member. Table 2 shows average quantization error in each experiment. According to Table 2 , Gaussian function with a power series learning rate function and initial learning rate, 0.85, is higher potential than others. Since a power series learning rate function can import all input columns into the SOM algorithm. Table 3 shows the frequency which an analog day is mapped to a cluster of predictor. The value of rainfall forecasts have been classified into five catagories: Very dry (VD), dry (D), normal (N), wet (W) and very wet (VW) using 20th percentile as shown in Table 4 . The HCM is able to predict the category of rainfall which is compared to the category of observed rainfall. In 2010, 11-meteorological stations have the same category as observed rainfall using HCM. However, only 6-meteorological stations have the same category as observed rainfall using traditional AM.
VD is less than 20th percentile, D is between 20th-40th percentile, N is between 40th-60th percentile, W is Figure 4 (a), the rainfall data express widely scattered around straight line more than Figure 4(b) . The rainfall data of HCM lie relatively to a straight line in Figures 4(b) . It is shown that HCM has stronger linear relationship than the traditional AM. 
CONCLUSION
In this study, the hybrid climate model based on a combination of SOM and AM is introduced as the proposed model. The geopotential height at 850 hPa is used as predictor collected by the idea of how it influences on rainfall. Gaussian function with a power series learning rate function and initial learning rate, 0.85, are optimal parameters for HCM. The frequency that analog day is mapped to each cluster is represented as real weight. The rainfall in a cluster is determined by the average of similar characteristic for the input data. The performance of HCM measured by NSC and CC provides high efficiency. It is surprised that RE is less than 5%. Thus, the proposed model can be applicable to improve rainfall forecasting skill. However, only geopotential height data are considered for the model in this study, so various predictors such as temperature, specific humidity and mean sea level pressure should be investigated in future study.
