Abstract. The maximum entropy method has been shown to be the only regularisation method which does not introduce correlations into the solution of inverse problems for which there was no evidence in the data. If the data and image are linearly related, there is a unique maximum entropy solution. In such cases the solution can be found reliably by fast numerical algorithms. The method is discussed here particularly in relation t o the deconvolution problem, considering also the effects of missing data points, and the possibility of refining parameters defining the point spread function, illustrated by many computational examples.
where wk, k = 1,. . . , M , are the inverse variances of the data dk. If, for a particular trial image f , X2 is significantly larger than the number of observations M, it is unlikely than the distribution of residuals dk -rk(f) arose by chance from noise, so the image is inconsistent with the data.
Hence those images for which x2 5 M are the feasible images. For practical sizes of images, this is a very large set, and is impossible to display in any comprehensible form. One of the feasible images should be selected and displayed as "the result". This may be done by selecting that feasible image which is an extremum of some functional R(f), a procedure known as regularisation. The problem then devolves to the selection of a suitable criterion R. Two seemingly different arguments have been made to show that using the Shannon entropy as the regularising functional is the optimum choice. One is based on counting the number of ways that the distribution of image density can be built up from 'quanta' 121, and the other, a formal argument by Shore & Johnson 131, based on simple axioms requiring consistency in the way information is combined, showing that it is the only optimisation criterion which does not introduce correlations between elements in the image which are not required by the data. The connection between these two approaches has recently been discussed by Jaynes 141. Here, the comparison between various functionals is illustrated by a simple example due to Gull 151. Suppose we are reconstructing a 2 x 2 image, and we have the following data: 1/3 of the total intensity comes from the top half of the image, and 113 from the left-hand half, Depending on one's imagination, this could represent a reconstruction from an incomplete set of projections, or data on the (0,l) and (I, 0) Fourier components. We are interested only in the shape of the image, and not the absolute scaling, so we work in terms of proportions p, = fi/ Ci fi. The complete feasible set has one degree of freedom, and can be parameterised as Any value of 6 within these limits gives a possible solution to the problem. The particular value 0 = 119 gives no correlation between rows and columns. Any lower value of 0 gives a negative correlation, with a lower proportion of the intensity of the top half at the left than for the top half of the whole image, and any higher value of 0 a positive correlation. Without any evidence that there is such a correlation, we should, if forced to make a choice of a single preferred image, select the one which displays no correlation. Now suppose that we calculate the values of 6' for four different regularising functionals, all of which have been suggested for practical reconstruction. The results are Function 0 logp 0.1301
Clearly, all but the Shannon entropy -C plog p have introduced correlations between rows and columns: data relating only tb the x-direction is affecting the reconstruction in the y-direction, and vice versa.
Why is this the case? The data provide two linear equality constraints, which we write as a.p = 0 and b.p = 0. Maximising S subject to the first of these constraints gives 0 = ViS = -1 -log pi + xaj, hence Pj a ex~(Xaj), and applying both constraints gives where A, p, and Y are Lagrange multipliers, and the constants of proportionality are chosen such that Cp = 1. Extra data combines multiplicatively with the old in the solution, due to the logarithmic form of the derivative of the entropy.
The maximum entropy method requires that the member of the feasible set with the greatest configurational entropy is chosen as the preferred reconstruction. The total intensity is spread out as uniformly as possible over the image, and contains only such detail as required to fit the data constraints. It is, however, no more likely to be the 'true' solution than any other feasible image.
LII. Numerical algorithms.
If the global entropy maximum lies within the feasible set, then this will be the maximum entropy solution. This should only happen with extremely noisy data. Otherwise, since the entropy function is convex, it will lie on the boundary X 2 = Xi. Moreover, if the constraint function is also convex, which is always the case for a linear problem with the x2 statistic, this maximum will be unique. The problem is therefore to maximise the entropy S over X 2 = Xg.
The usual size of image precludes the use of Newton-like algorithms, which require storage of the N x N Hessian matrix, although this method has been used for small problems /6/.
Conventional optimisation methods for large problems without the use of second derivatives, such as steepest descents and conjugate gradients, turned out to be insufficiently powerful for this problem.
Gull & Daniel1 /2/ were the first to design an algorithm which could be used on realisticallysized images. Their approach was to set the derivative of Q = S -Ax2 with respect to f to zero, and to rearrange in the form f j = A~X~( -X V~ x2).
This equation was used iteratively, inserting the current estimate for f on the right-hand-side, and using the result as the new value. The exponentiation means that the result is automatically positive, and large values of f can be feached rapidly. Unfortunately, this iteration can be unstable, and smoothing between successive iterates is required /2,7/. There is also the problem of calculating the correct value of the Lagrange multiplier X to give the required value of x2.
A number of ideas were used to give a reliable and robust algorithm /8,9,10,11/. As is usual with nonlinear optimisation algorithms, we attempt to find an increment Sf to the nth iterate f(n), such that f("+') = f (n) + 6f is a better approximation to the solution than f(n), with the following considerations in mind: 1) each increment should resemble the Newton-Raphson increment 2) the step length should be restricted at each iteration, so that the quadratic approximation to 
Note that the first term is a first order approximation to Gull & Daniell's integral equation, since
Restricting the step length with a Euclidian metric is hopeless. It is essential to allow components o f f with high values to change rapidly, but to restrict more those approaching zero. This can be achieved by using the distance limit C ( S f;)2/ f i < 12, which is equivalent to imposing a metric diag{l/f) onto f-space. This is just -VVS, and the multiplications by diag{j) above can be seen to be the result of changing from covariant to contravariant components. We can also interpret the first-order approximation to the integral equation as steepest ascents with an entropy metric.
The increment Sf is seen to be a linear combination of diag{f).VS, diag{f).VX2, and the matrix diag{f).(VVX2) acting (perhaps repeatedly) on these vectors. Let e,, p = 1,2,. . ., represent these search directions, so Sf = C, xpep. Although VVX2 is formally an N x N matrix, it is only ever used in the form (vvXi).e. Such expressions can be evaluated by vector operations and transforms between image space and data space only. Thus e is transformed to data space, where VVX2 is diagonal and acts by point-by-point multiplications, and the result transformed back t o image space by the transpose transform.
Quadratic models of S and X2 are constructed in the subspace spanned by the search directions, so the problem now becomes one of constrained quadratic optimisation in a lowdimensional subspace, distances again being evaluated using the second derivative of S as a metric -the 'entropy metric' /8,11/, now also interpreted as a second order approximation to the relative entropy between successive iterates /12,13/. Within the 'trust region' defined by the distance limit, the x p are selected t o give an increment towards the local maximum of S over x2, whilst x2 is reduced towards its target value x: . This step, a constrained quadratic optimisation problem in a low dimension space, is easily and quickly performed /11/. For problems with convex constraints, a total of three or four search directions, constructed a t each iteration from the contravariant gradients of S and x2, and diag{f).(VVX2) acting on these, is usually sufficient. Additional directions can sometimes be necessary, particularly if VVX2 is not positive definite 181. The convergence of the algorithm is checked by calculating the angle between V S and VX2 a t the solution. These vectors should be parallel if S is truly a maximum.
The computational requirements of this algorithm are of course much greater than for a s i m~l e inverse calculation. For each iteration, the bulk of the computation is in the calculation of the search directions, each one requiring one forward transform from image to data space, and one trans~ose transform. The rest of the calculation is mostly pointwise vector operations within --either image or data space, or matrix operations within the low-dimensional search subspace. The overall speed thus depends mostly on the efficiency of the image-data transform. The number of iterations required depends principally on the signal-to-noise ratio, and is almost independent of the number of pixels. Very noisy data, containing little information, can be processed extremely rapidly. For example, the deconvolution problem, fig 2, with 10% noise, took only 14 iterations using 4 search directions, or just over 200 fast Fourier transforms in all.
IV. Results.
A selection of example computations is presented here, mainly as applied to deconvolution from space-invariant point spread functions, so rk(f) = Cj bk-j fj. This is not unnecessarily specialised, as many other problems also have the form of a linear transform between image and data spaces, but has the advantage that convolutions are relatively fast to compute, using Fourier transforms. The data can also be displayed in a comprehensible manner, although one should remember that the image and data are in completely different spaces! The first example is intended t o be a straightforward demonstration of the method. fig. 2a & c) , also shows noise suppression in the maximum entropy reconstruction, but with little increase in resolution. Information in the data has been lost in the noise. With a further increase in noise ( fig. 2b & d) , the maximum entropy image loses more resolution, but still with no increase in noise level in the restoration. Maximum entropy always gives the optimum tradeoff between noise suppression and resolution in the restoration, and only displays detail for which there is evidence in the data. As the noise increases, the detail in the restoration fades away smoothly.
We now simulate the effect of 'missing' data by throwing away 75% of the data, giving the data of fig. 2e . In the X 2 test, the weights of the missing points are set to zero. Maximum entropy gives a recognisable reconstruction ( fig. 2f) , again with good noise suppression. There is no way that conventional linear filter methods can use such data. They depend on Fourier transforming the data, and such transforms do not exist for sparse data, as in this example. If the amount of data used is further reduced, the maximum entropy restoration loses more and more detail, until a t the limit of about 1 sampIe point per point spread function area, the separate areas decouple, The next example, taken from Bryan & Skilling /14/, is also a t first sight a straightforward deconvolution. Fig. 3a shows ari optical picture of the galaxy M87, taken with the Mount Palomar 200-inch telescope, with an inset of the image of a nearby star, which defines the point spread function. The spread is mainly due to atmospheric effects. There is clearly noise on the picture, which is related to the image intensity in a way known from the characteristics of the photographic plate, increasing with image intensity.
As before, we deconvolve using maximum entropy and the x2 test, giving the result of fig. 3b . The noise has clearly been reduced and resolution increased to show more structure, yet the peak intensities are unexpectedly less than in the original. Examining the normalised residuals nk = fi(rk(f) -d k ) , we find that they are large and positive a t the peaks, and moreover, comparing the distribution of the residuals with the expected Gaussian ( fig. 3c ), the bulk of the histogram is too narrow and off-centre. This means that the background, which contains most of the points in the image, is shifted systematically from the data, and follows variations in it too closely. The large value data points could be fitted more closely by constraining to a smaller value of X2, but this would then lead to spurious resolution elsewhere, .with noise on the data being interpreted as true signal /2/.
A statistical test is needed that restricts the outliers in the distribution. This can be achieved by ordering the residuals, so that n ( l ) 5 n(2) 5 . . . < n (~) , and fitting the ordered residuals to the values that they would have if they really came from a normal distribution' That is, n(i) should take the value is the cumulative normal probability. The distance between n and v can be measured by whose expectation value is asymptotically log log M /14/. The only extra step in the algorithm is to normalise and order the residuals for use in the statistical test. Although the solution is now non-unique, in that the algorithm stops when an image is found which has the maximum entropy on a surface-with the correct E2, and no other ordering of the residuals gives a lower E2, and not necessarily that with the global entropy maximum over all the M! E2 surfaces corresponding to all possible ordering of the residuals, it can be shown that the expected error is less than one standard deviation, spread somehow over the whole image, and therefore negligible 1141. The result of applying this to the M87 picture is shown in fig. 3d , and is a clear improvement, with an increase in resolution and yet still with a smooth background. The existence of additional structure has since been confirmed from observations under better 'seeing' conditions and more sophisticated (CCD) detectors (Fielden, private communication). As expected, the histogram of residuals now conforms to a Gaussian ( fig. 3e) . The penalty payed for this more sophisticated test is about a factor of two in the number of iterations required, and it is also essential to know the noise statistics accurately.
We have so far assumed that the point spread function is known exactly. If not, but its functional form, defined in terms of a few parameters, is known, then we can attempt to optimise the fit to the data with respect to these parameters as well. We make an initial estimate of their values, and attempt to solve the problem by maximum entropy. We may succeed in fitting the data if the estimate is sufficiently good, or perhaps not, due to a large number of points being forced down to zero. In either case, the values of the parameters are then adjusted so as to minimise the value of x2, keeping the current image fixed. A new maximum entropy solution can then be calculated using the new parameters, and the process iterated. We illustrate this with an example drawn from phase-contrast electron microscopy, where the Fourier transform of the point spread function (the contrast transfer function) can be approximated as
where k is the reciprocal space vector, and a1, a 2 and 0 3 are parameters related to the spherical aberration, defocus and chromatic aberration respectively. a1 and a3 are essentially fixed for a given microscope, but the defocus is a t the control of the experimenter. To record even moderately low resolution data in phase contrast, a very large value of defocus must be used, which createsavery rapidly oscillating CTF, and carrection for the resulting effects is essential. A first estimate of the defocus can be made from the positions of the zeros in the Fourier transform of the image.
A simulation of this ( fig. 4) shows an initial object (not to be taken too seriously), and the 'data' derived from this using a defocus of 1.5 pm with added noise of about 1% of the maximum signal, admittedly much less than expected from genuine EM data. Fig. 4c shows the maximum entropy restoration of this using a defocus of 1.3 pm, with the larger blobs evident, but confused by a very noisy background. The value of X2 attained was about 3Xz. The procedure described above was then followed, until X: was reached, simultaneously with X: being a minimum of x2 with respect to the defocus value. The calculated value of defocus was 1.49 pm. The result ( fig. 4d) shows much better resolution of the smaller peaks, and a smoother background. The large-scale variation in bazkground is not surprising, as the low resolution information is removed by the point spread function. Note that the entropy of the final reconstruction is greater than for that calculated with the incorrect defocus value, despite the closer fit to the data.
This technique of parameter refinement has been used in other maximum entropy applications, such -as calibration phases in radio astronomy /15/ and NMR spectroscopy /16/, and refinement of heavy atom positions /17/ in isomorphous replacement calculations using fibre diffraction data. The final example is taken from x-ray fibre diffraction. The Fourier transform of a perfectly aligned array of helical particles is a set of parallel layer lines. Imperfect alignment and limited coherence length cause layer line broadening in the direction of the polar angle and the fibre axis respectively /18,19/. The point spread function is spatially variant, and the broadening cannot be calculated by a convolution, so the values relating each point on the layer lines to each point in film space must be calculated separately /20/. Fig. 5a shows an example of a diffraction pattern from a we11 oriented fibre of the filamentous virus Pfl /21/.
Maximum entropy has been applied applied to this deconvolution problem (R. K. Bryan and C. Nave, in preparation) . A few points with exceptionally strong intensity have overexposed the film, and this can be allowed for by setting to zero the weights on these data points. The layer line intensity is then derived from the surrounding points of the broadened layer line. The closely overlapping layer lines from the strong 10A near-equatorial region are shown in fig. 5b . Although reasonable well resolved, there is clearly some spillover, as witnessed by the poor fit of the intensity computed from a structure determined from these data /17/ t o the tails of layer lines with only high order Bessel function terms. An approach to correcting this problem is discussed further in the next section. Ideally, we would like to refine the disorientation parameters, as for the defocus in the previous problem, but the functional form is sufficiently complicated that is has so far been impracticable to compute the necessary derivatives. The parameters were estimated by trial and error, looking a t the fit of the layer line profiles in various parts of the diffraction pattern.
The examples in the previous section have demonstrated the power of the maximum entropy method in the deconvolution problem. In principle, it can be applied to any inverse problem in which the data which would arise from a particular trial image can be predicted. Any instrumental effect that the experimenter can describe can be incorporated into the forward transform. If the image-data transform allows us to define a convex set of feasible solutions, then the maximum entropy solution is unique. Many other problems having intrinsically ambiguous solutions, in particular the phase problem, which has been the subject of much recent work (e. g. 113,221)' and may yet succumb to the method.
However, there is one important aspect ignored so far in this discussion. The entropy expression used is not the most general form satisfying the consistency requirements. The relative measures the entropy of the distribution p relative to an initial model or 'prior map' m. So far m has been implicitly taken as uniform. In the absence of any data, the maximum entropy solution is p = m, so that the method is now looking for evidence in the data that p is different from m. This is potentially a powerful way of incorporating prior knowledge of the solution into the analysis.
For example, in the layer line deconvolution problem, information on which orders of Bessel functions occur on which layer lines was not incorporated into the analysis described above. Not surprisingly, intensity sometimes appears incorrectly on meridional regions of Iayer lines with high order Bessel function terms which are adjacent to those with strong intensity and low order terms. When using the data for subsequent calculations of electron density /17/ the obviously erroneous data was discarded by hand. The deconvolution calculation was correct from the maximum entropy point of view, since the intensity is spread out as much as possible within the constraints provided by the data. An appropriate prior map, set to zero near the meridian, could partly supply this information.
Even more information could be incorporated once an initial structure has been deduced from the layer line data. The calculated intensities wiil probably not fit the layer line data exactly, where, for instance, strong layer lines overlap and have been incorrectly deconvolved. Using the calculated intensities as a prior should permit more accurate deconvolution. Additionally, if the layer line data is to be derived from more than one specimen, using calculated intensities as priors enables information from well-aligned specimens to be incorporated in the layer line deconvolution of others.
The relative entropy expression should be thought of as a way of combining prior information with new data. Its potential in this respect has only just begun to be explored.
