A Nonlinear Age and Maturity Structured Model of Population Dynamics II. Chaos by Dyson, Janet et al.
Journal of Mathematical Analysis and Applications 242, 255270 (2000)
doi:10.1006/jmaa.1999.6657, available online at http://www.idealibrary.com on
A Nonlinear Age and Maturity Structured Model of
Population Dynamics
II. Chaos
Janet Dyson
Manseld College, University of Oxford, Oxford, England
E-mail: janet.dyson@manseld.oxford.ac.uk
Rosanna Villella-Bressan1
Dipartimento di Matematica Pura e Applicata,
Universita di Padova, Padova, Italy
E-mail: rosannav@math.unipd.it
and
Glenn Webb
Department of Mathematics, Vanderbilt University,
Nashville, Tennessee 37240
E-mail: webbgf00@ctrvax.vanderbilt.edu
Received September 30, 1999
Instability, hypercyclicity and chaos are investigated in a nonlinear model of age
and maturity structured population dynamics. It is demonstrated that the behavior
of solutions depends on the viewpoint of the observer. Viewed in the direction
of age structure the population stabilizes to a regular distribution. Viewed in the
direction of maturity structure there is the possibility of chaotic behavior. ' 2000
Academic Press
Key Words: population problems; semigroup of operators; hypercyclicity, chaos.
1 Research supported in party by MURST.
255
0022-247X/00 $35.00
Copyright ' 2000 by Academic Press
All rights of reproduction in any form reserved.
256 dyson, villella-bressan, and webb
1. INTRODUCTION
In a preceding work [9] we have established basic results concerning the
existence, uniqueness, and asymptotic behavior of solutions to the nonlinear
age and maturity structured population model
utt; a; x + uat; a; x + xuxt; a; x
= νa + µx − ηF u·; ·; tut; a; x;
t > 0; a > 0; 0 ≤ x ≤ 1
ut; 0; x =
Z ∞
0
βaut; a; xda; t > 0; 0 ≤ x ≤ 1
u0; a; x = φa; x ∈ C0; 1yL10;∞;
a > 0; 0 ≤ x ≤ 1;
NAMP
where the population is described by a density function ut; a; x, t is
time, a is age of individuals, and x is maturity. We now turn our atten-
tion to the possible chaotic behavior of the solutions of this model. Our
results will extend those of [8] where the linear version of (NAMP) (with
F ≡ 0) was considered. The notation and terminology used in this work
follow the preceding work [9]. As in [9] we assume that ν and β are uni-
formly continuous and bounded on 0;∞, µx = µ0 + xγx where
γ ∈ C0; 1, ηx 0;∞ → 0;∞ is a continuous strictly monotonic function
and F is a linear bounded positive functional which operates in Y ∗ where
Y = C0; 1yL10;∞ or in L10;∞∗. We will look at how chaos in
the age and maturity structured problem (NAMP) can be related to chaos
in the age independent problem in X = C0; 1,
wt + xwx = λ0 + µxw − Hww; 0 ≤ x ≤ 1; t > 0;
wx; 0 = ψx ∈ X;
NMP
where λ0 is the intrinsic growth constant for the linear age dependent
problem
ntt; a + nat; a = νant; a;
nt; 0 =
Z ∞
0
βant; ada;
n0; a = ga;
AP
(see Sect. 2 of [9]) and H is related to F in a suitable way. To do this we
need a notion of chaos for the problem (NAMP) less restrictive than the
standard one. We are able to prove that in the case that F ∈ L10;∞∗
and λ0 + µ0 > 0 we have chaos in a subset of X. Instead when F ∈ Y ∗
we are able to prove instability in a subset of Y and hypercyclicity in a
subset of X.
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The ideas of instability, hypercyclicity, and chaos we present here for the
nonlinear age and maturity structured population model (NAMP) are ap-
plicable to a conceptualization of abnormal blood cell production such as
leukemia. Acute leukemia arises when the normal processes of cell matura-
tion is destabilized and immature disfunctional precursor blood cells accu-
mulate in the bone marrow. Normal blood cell populations contain ≤ 5%
immature blast cells in bone marrow and none in the circulating blood.
In leukemia blood cell populations 30100% of bone marrow cells are im-
mature blast cells and they are also present in the circulating blood. The
distinction between normal (stable) and abnormal (unstable, hypercyclic,
or chaotic) production of cells in the model (NAMP) lies in the initial
presence of a sufcient supply of the most immature cells (cells of matu-
rity 0). If φa; 0 > 0, then the population has the capacity to stabilize, but
if φa; 0 = 0, then extreme instability can occur. This instability is a prop-
erty of the developmental maturity of cells and not their capacity to divide.
Thus, the population remains stable with respect to age structure, but not
with respect to maturity structure.
2. ON THE DEFINITION OF CHAOS FOR THE PROBLEM (NAMP)
First we look at how chaos should be dened for the problem (NAMP)
and show how in the case when ηx = x it arises from chaos in the age
independent problem (NMP) where H and F are related suitably.
Let E be a separable Banach space and let Z ⊂ E. Suppose that for each
ψ in a dense subset of Z there is associated a function W tψx 0;∞ → Z
such that W 0ψ = ψ.
We say that W t is hypercyclic in Z if there exists ψ ∈ Z such that W tψ
is dense in Z.
We say that W t is topologically transitive in Z if given open subsets of
Z, H1 and H2, there exists ψ ∈ H1 such that W tψ ∈ H2, for some t ≥ 0.
We also say that ψ is a stable point of W t if given  > 0 there exists
δ > 0 such that ψ− ψ˜E < δ implies W tψ−W tψ˜E <  for all t ≥ 0.
We say that ψ is unstable if it is not stable.
We say that W t is chaotic in Z if
W1: W t is hypercyclic in Z.
W2: The set of periodic points, that is the set of ψ ∈ Z such that W tψ
is a periodic function, is dense in Z.
W3: The set of unstable points is dense in Z.
Note that many denitions of chaos (for example [4]) replace W1 by
W′1: W t is topologically transitive in Z.
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In some cases the two are equivalent [3], [7].
We now give our denition of chaotic behavior of the solutions utφ
of the problem (NAMP). Let X0 = ψ ∈ Xx ψ0 = 0, X+ = ψ ∈
Xx ψ ≥ 0, and X+0 = X0 ∩X+ and similarly for Y0, Y+, and Y+0 .
Suppose that ut is chaotic in a set U ⊂ Y+0 . Set Z = 
R∞
0 φa; xda;
φ ∈ U, so that Z is a subset of X+0 . If φ0 ∈ U is such that utφ0 is
dense in U , then
R∞
0 utφ0a; xda is dense in Z. And if V ⊂ U is a set
of periodic points dense in U , the set R∞0 φa; xda; φ ∈ V  is dense in
Z; also the function
R∞
0 utφa; xda with φ ∈ V is periodic.
We are led to the following denition. Let Z be a subset of X+0 . We say
that ut is X+0 -chaotic in Z if
U1: (X
+
0 -hypercyclicity) There is a φ ∈ Y+0 such that
R∞
0 ut
φa; xda is dense in Z.
U2: (Density of periodic points) The set of
R∞
0 φa; xda ∈ Z such
that φ ∈ Y+0 is a periodic point of ut, is dense in Z.
U3: The set of unstable points of ut is dense in Y+0 .
Conditions U1 and U2 are clearly weaker than conditions W1 and W2
of the standard denition but they are meaningful as
R∞
0 utφa; xda
represents all cells of maturity x at time t.
As in [9] let
g0a =
e−λ0a expR a0 ναdαR∞
0 e
−λ0b expR b0 ναdαdb;
then the proof of the following is obvious from Eq. (1) of [9].
Proposition 2.1. Set Hψ = F g0aψ for all ψ ∈ X and suppose that
ψ ∈ X+ is such that wtψ is a solution of (NMP). Then
utg0aψ = g0awtψ (1)
is the solution of (NAMP) with ηx = x and φ = g0aψ. HenceZ ∞
0
utg0aψda =
Z ∞
0
g0awtψda = wtψ: (2)
Note that H ∈ C0; 1∗ if F ∈ Y ∗ and Hψ = F g0ψ if F ∈
L10;∞∗.
We will see that under suitable conditions, the solution wtψ of (NMP)
exists for ψ in a dense subset of X+ and that there is a natural way to dene
it as a generalized solution for all ψ ∈ X+. So we can dene utg0ψ by
(1) for all ψ ∈ X+, and (2) holds for all such ψ.
So to prove U1 it is sufcient to prove that there is ψ ∈ X+0 such that
wtψ is dense in Z and similarly to prove U2 it is sufcient to prove the
density in Z of the set ψ ∈ X+0 such that ψ is a periodic point of wt.
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3. CHAOS WHEN THE NONLINEARITY IS LOCAL
The chaos results for the case where the nonlinearity is local in x are
simpler and more complete and we therefore give them rst. As in [9], in
this case we write G in place of F and take G ∈ L10;∞∗ such that if
g ∈ L1+0;∞ \ 0 then Gg > 0. We take ηx = x and call the resulting
equation (NAMP)′.
Theorem 3.1. Consider the problem (NAMP)′. Suppose that µx ∈
C10; 1 and 0 < λ0 + µ0 < Gg0.
Then the solutions of (NAMP)′ are X+0 chaotic in the set
Z = ψ ∈ X+0 ; ψ < ψ0;
where
ψ0x =
xλ0 expR x1 µss dsR x
0 Gg0yλ0−1 exp
R y
1
µs
s
dsdy
: (3)
Proof. As Hψ = Gg0aψ = Gg0aψ, (NMP) becomes
wt + xwx = f x;w;
w0; x = ψ; 0 ≤ x ≤ 1;
where f x;w = λ0 +µxw−Gg0aw2. Under the given assumptions
f is continuously differentiable, f x; 0 = 0 for all x ∈ 0; 1 and if we set
w0 =
λ0 + µ0
Gg0
then w0 ∈ 0; 1, fw0; w0 < 0 and f 0; ww−w0 < 0 for w > 0, w 6= w0.
It follows that f satises the conditions of Brunovsky [1] and thus (NMP)
has a unique (generalized) solution wtψ and the conditions W1 and W2
hold. Hence U1 and U2 are satised. To determine the set Z, we note from
[1] that there is chaos in the set
Z = ψ ∈ X+0 ; ψ < ψ0;
where ψ0 is the unique solution of the problem
x
dw
dx
= f x;w; w0 = λ0 + µ0
Gg0
:
It can be checked that ψ0 is given by (3).
In order to prove U3 it is immediate from Eq. (12) of [9] that the solutions
of (NAMP)′ satisfy the following hypothesis.
H1: If there exists 0 < b ≤ 1 such that φ1a; x = φ2a; x for x ∈ 0; b
then there exists Tb such that utφ1 = utφ2 for t ≥ Tb.
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Thus the proof of Proposition 10 of [6] can be adapted to show that in
order to prove that U3 holds it is sufcient to prove that there is a φ0 ∈ Y+0
such that utφ0 does not tend to zero as t → ∞. Now let ψ0 6= 0 be a
periodic point of wt (this exists by W2, so if φ0 = g0ψ0 then utφ0 =
g0wtψ0 does not tend to zero as t →∞, as required.
4. TOPOLOGICAL TRANSITIVITY AND HYPERCYCLICITY
FOR THE CASE F ∈ Y ∗
We now prove X+0 -hypercyclicity when λ0 +µ0 > 0 in a suitable subset
Z of X+0 for solutions utφ of (NAMP) in the particular case that ηx =
x and
Fφ =
Z ∞
0
Z 1
0
σakxφa; xdxda;
where σa, kx > 0, σa ∈ L∞0;∞, and kx ∈ C0; 1.
From the results of Sect. 2 it is sufcient to prove that when λ0 +
µ0 > 0 solutions of (NMP) are hypercyclic in Z with
Hψ =
Z ∞
0
Z 1
0
σag0akxψxdxda =
Z 1
0
gxψxdx;
where
gx = kx
Z ∞
0
σag0ada:
First we have the following general existence result which is proved in a
similar manner as Theorem 4.1 of [9]. Let Rt be the semigroup of the
solutions of the problem (NMP) when H ≡ 0 and λ0 = 0. That is
Rtψx = exp

µ0t +
Z x
xe−t
γσdσ

ψxe−t; 0 ≤ x ≤ 1y
we denote the innitesimal generator of Rt by C and its domain by DC ;
we know that DC is dense in X.
Proposition 4.1. Suppose that H ∈ X∗ is such that if ψ ∈ X+ \ 0 then
Hψ > 0. Let ψ ∈ X+ ∩DC . Then the solution of (NMP) is given by
wtψ = e
λ0tRtψ
1+ R t0 Heλ0sRsψds ; t ≥ 0 (4)
and this also denes a generalized solution of (NMP) for all ψ ∈ X+.
The following corollary is immediate from (4).
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Corollary 4.1. Let λ0 + µ0 > 0. For each H > 0 there exists a con-
stant MH > 0 such that when ψ1∞, ψ2∞ ≤ H, we nd
wtψ1 −wtψ2∞ ≤MHψ1 − ψ2∞ e2λ0+µ0t : (5)
We now prove topological transitivity and hypercyclicity for wtψ in the
case where
Hψ =
Z 1
0
gxψxdx;
g > 0, g ∈ C0; 1. We consider rst the case µx = µ0 is constant. Later
on we will treat the case where µx = µ0 + xγx by reducing it to the
above case.
First set µ = λ0 + µ0 and
Gy =
Z y
0
uµgu
yµ+1
du:
Then
lim
y→0
Gy = lim
y→0
R y
0 u
µgudu
yµ+1
= lim
y→0
yµgy
µ+ 1yµ =
g0
µ+ 1 ;
so G ∈ C0; 1 and G > 0. Also
d
dt
eµ+1tGyet = eµ+1tgyet:
We take
Xg =

ψ ∈ X+0 ;
Z 1
0
Gyψydy < 1

;
X1 = ψ ∈ X+0 ; Gψ∞ < 1:
Note that X1 ⊂ Xg. First we prove a lemma.
Lemma 4.1. (i) ψ ∈ Xg implies wtψ ∈ Xg for t ≥ 0.
(ii) ψ ∈ X+0 implies wtψ ∈ Xg for t sufciently large.
Proof. From (4) we have
wtψ = e
µtψxe−t
1+ R t0 R 10 eµsψxˆe−sgxˆdxˆ ds : (6)
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Consider the denominator with ψ ∈ X+0 .
1+
Z t
0
Z 1
0
eµsψxˆe−sgxˆdxˆ ds
≥ 1+
Z e−t
0
ψy
Z t
0
eµ+1sgyesds dy
= 1+
Z e−t
0
ψy
Z t
0
d
ds
eµ+1sGyesds dy
= 1−
Z e−t
0
ψyGydy +
Z e−t
0
ψyeµ+1tGyetdy
>
Z e−t
0
eµ+1tGyetψydy;
if either ψ ∈ Xg or ψ ∈ X+0 and t sufciently large. So in either caseZ 1
0
wtψ yGydy <
R 1
0 e
µtψye−tGydyR e−t
0 e
µ+1tGyetψydy
= 1
as required.
Theorem 4.1. Suppose that µx = µ0 is constant, λ0 + µ0 > 0 and
Hψ =
Z 1
0
gxψxdx where g ∈ C0; 1; g > 0:
Then
(i) the solutions of (NMP) are topologically transitive in Xg,
(ii) the solutions of (NMP) are hypercyclic in Xg.
Proof. Given ψ1; ψ2 ∈ Xg,  > 0, we construct ψ ∈ Xg such that
ψ− ψ1∞ <  and
wtψ = ψ2 for some t > 0: (7)
Set µ = λ0 + µ0 > 0. Now if (7) holds, (6) implies that
eµtψxe−t
Kt = ψ2; (8)
where
Kt = 1+
Z t
0
Z 1
0
eµsψxˆe−sgxˆdxˆ ds: (9)
For simplicity we write K instead of Kt.
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Dene ψ as follows on 0; 1:
ψy =
8<:
e−µtKψ2yet if 0 ≤ y < e−t
χy if e−t ≤ y ≤ e−t + δ,
ψ1y if e−t + δ < y ≤ 1
where χy ≥ 0 is dened on e−t ; e−t + δ such that ψ is continuous and
will be specied later and K is determined by substituting ψ in (9) and
solving for K. Thus for all t ≥ 0 we can nd ψ such that (7) holds.
We now must show that we can choose t and χ such that ψ−ψ1∞ < 
and ψ ∈ Xg.
Choose 0 < δ < 1 sufciently small such that
ψ1y <

2
min

1;
1
G∞

if 0 ≤ y ≤ δ (10)
and
δ+
Z 1
δ
Gyψ1 dy < 1: (11)
From (9) we obtain
K = 1+
Z t
0
Z e−s
0
eµ+1sψygyesdy ds
= 1+
Z e−t
0
Z t
0
eµ+1sψygyesds dy
+
Z 1
e−t
Z − log y
0
eµ+1sψygyesds dy
≤ 1+
Z e−t
0
eµ+1tψyGyetdy
+
Z 1
e−t
e−µ+1 log yψyG1dy
= 1+
Z e−t
0
eµ+1te−µtKψ2yetGyetdy
+
Z e−t+δ
e−t
G1y−µ+1χydy +
Z 1
e−t+δ
G1y−µ+1ψ1ydy:
Thus, solving for K,
K ≤ 1+
R e−t+δ
e−t G1y−µ+1χydy +
R 1
e−t+δ G1y−µ+1ψ1ydy
Hψ2
;
where Hψ2 = 1−
R 1
0 ψ2yGydy > 0 as ψ2 ∈ Xg.
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Let t sufciently large such that e−t < δ, δ+ e−t ≤ 1,
ψ1y <

2
min

1;
1
G∞

also in δ; δ+ e−t
and
e−µtψ2∞

1+
Z 1
δ
G1y−µ+1ψ1ydy

≤ 
4
Hψ2 min

1;
1
G∞

:
Now construct χ ≥ 0 continuous on e−t ; e−t + δ such that
χy ≤ maxχe−t; χe−t + δ;
where χe−t + δ = ψ1e−t + δ and χe−t for the moment is any non-
negative number, and
e−µtψ2∞
Z e−t+δ
e−t
G1y−µ+1χydy < 
4
Hψ2 min

1;
1
G∞

:
We can do this by choosing χy = 0 except near endpoints of e−t ; e−t + δ.
It follows that
Ke−µtψ2∞ <

2
min

1;
1
G∞

(12)
and so also, as we require ψ continuous on 0; 1,
χy < 
2
min

1;
1
G∞

in e−t ; e−t + δ: (13)
Hence ψ− ψ1∞ < . AlsoZ 1
0
Gyψydy =
Z e−t
0
Gye−µtKψ2ye−tdy
+
Z e−t+δ
e−t
Gyχydy +
Z 1
e−t+δ
Gyψ1ydy
<

2
2δ+
Z 1
δ
Gyψ1ydy < 1
by (11), so ψ ∈ Xg and (i) is proved.
In [3] it is shown that topological transitivity implies hypercyclicity for
certain linear problems and this is extended to some nonlinear problems in
[7]. These proofs generally require that solutions are Lipschitz continuous
with respect to ψ in the set in question. We have only the locally Lipschitz
continuous result (5), so need to work in a bounded set. The set X1 will
serve this purpose.
We show rst that if ψ1 belongs to X1 instead of Xg, then also ψ belongs
to X1. Without loss of generality take

2 < 1.
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Suppose that ψ1 ∈ X1, then
Ke−µtGyψ2yet ≤ G∞ψ2∞Ke−µt ≤

2
if 0 ≤ y ≤ e−t
by (12),
Gyχy ≤ 
2
if e−t ≤ y ≤ e−t + δ
by (13), and Gψ1∞ < 1 by assumption. Thus Gψ∞ < 1.
We can now adapt the proof given in [3] to show that there is a ψ ∈ X1
such that wtψ is dense in Xg. That is (as X1 ⊂ Xg) wt is hypercyclic
in Xg.
Note that from (5) there exist constants M ≥ 1, ω > 0 such that for ψ1,
ψ2 ∈ X1
wtψ1 −wtψ2∞ ≤Meωtψ1 − ψ2∞:
Take zn∞n=1 a dense subsequence in Xg and using part (i) construct
yn∞n=1, yn ∈ X1, tn∞n=1, tn ∈ 0;∞ as follows:
y1 = 0, t1 = 0,
for n > 1, yn, tn such that
yn − yn−1∞ <
2−n
supj<n Me
ωtj
≤ 2−n; wtnyn = zn:
Then yn→ y ∈ X1 and
zn −wtny∞ ≤ zn −wtnyn∞ + wtnyn −wtny∞
≤ 0+Meωtnyn − y∞
≤Meωtn
∞X
i=n+1
yi − yi+1∞ ≤ 2−n+1:
But given z ∈ Xg,  > 0 there exists arbitrarly large n such that z −
zn∞ < /2. Take n such that 2−n+1 < /2. Thus
z −wtny∞ ≤ z − zn∞ + zn −wtny∞ ≤ 
as required.
Corollary 4.2. Suppose now that µx = µ0 + xγx, γ ∈ C0; 1,
and that µ = λ0 + µ0 > 0.
Set
g˜x = exp
Z x
0
γsds gx = h0xgx and G˜x =
Z x
0
uµ
xµ+1
g˜udu
and
X ′g˜ =

ψ ∈ X+0 ;
Z 1
0
G˜yψy
h0y
dy < 1

:
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Then
(i) wt is topologically transitive in X ′g˜
(ii) wt is hypercyclic in X ′ g˜.
Proof. Let w˜tψ be the solution of the form (4) for (NMP) where
µx = µ0 and Hψ is replaced by H˜ψ = R 10 g˜xψxdx. Then it is an
easy substitution using (4) to show that for ψ ∈ X+
wtψ = exp
Z x
0
γsds w˜t

ψ exp

−
Z x
0
γsds

: (14)
We now apply Theorem 4.1 with g˜ in place of g. Note that ψ ∈ X ′g˜ if and
only if exp− R x0 γsdsψ ∈ Xg˜. Given ψ1, ψ2 ∈ X ′g˜ there exists ψ ∈ X ′g˜
such that
w˜t

ψ exp

−
Z x
0
γsds

= ψ2 exp

−
Z x
0
γsds

and ψx exp− Z x0 γsds

− ψ1x exp

−
Z x
0
γsds

<

 exp R x0 γsds∞
so that ψ− ψ1∞ <  and wtψ = ψ2 as required.
The proof of hypercyclicity is similar.
Finally we return to (NAMP).
Theorem 4.2. Consider (NAMP) where ηx = x and for φ ∈ Y
F φ =
Z ∞
0
Z 1
0
kxσaφa; xdxda;
σa, kx > 0, σa ∈ L∞0;∞, and kx ∈ C0; 1. Set
hx = h0xkx
Z ∞
0
σag0ada and
Hx = 1
h0x
Z x
0
uλ0+µ0
xλ0+µ0+1
hudu
and
Z =

ψ ∈ X+0 ;
Z 1
0
Hyψydy < 1

:
Then if λ0 + µ0 > 0 the solutions of (NAMP) are X+0 -hypercyclic in Z.
Proof. From Corollary 4.2 there is ψ ∈ Z such that wtψ is
dense in Z. Set φ = g0ψ. Then
R∞
0 utφda=wtψ, so is dense
in Z.
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5. INSTABILITY FOR THE CASE F ∈ Y ∗
We now look at instability of solutions of (NAMP) where F ∈ Y ∗, when
λ0 + µ0 > 0 and φ ∈ Y+0 . As in [9] we denote the semigroup of solutions
of the problem (NAMP) when F ≡ 0 by T t, its innitesimal generator by
A and the domain of A by DA. We know from [9] that utφ is certainly
dened for all φ in the dense subset DA ∩ Y+0 of Y+0 , and satises (15)
and (16) below. We now extend the notion of solution to functions φ ∈ Y+0
such that φx = φ0x on 0; b where φ0 ∈ Y+0 ∩DA and 0 < b < 1.
Proposition 5.1. Suppose that φ ∈ Y+0 is such that there exists φ0 ∈
Y+0 ∩DA and b, 0 < b < 1, such that
φx = φ0x if 0 ≤ x ≤ b:
Then there exists a solution Ft of the equation
Ft = exp

−
Z t
0
ηFsds

F T tφ (15)
such that utφ dened by
utφ = exp

−
Z t
0
ηFsds

T tφ; t ≥ 0; (16)
for t ≥ t1 ≥ − log b, where t1 is big enough, is continuously differentiable and
satises (NAMP) and can be regarded as a generalized solution for t < t1.
Proof. Let b˜ = supx ≥ 0; φ0y = 0 for y ∈ 0; x. Suppose rst
that b˜ = 0 so that T tφ0 6= 0 for all t ≥ 0. Take t1 = − log b, then, as in
[9] Theorem 3.1, there is a Gt ∈ C0; t1y R such that Gt ≥ 0 and
Gt∞ ≤ F sup0≤t≤t1T tφ which satises
Gt = exp

−
Z t
0
ηGsds

F T tφ;
though it need no longer be unique. Note that, from Theorem 2.1 of [9]
T tφ = T tφ0 for t ≥ − log b. Consider the set Ut2 , t2 > t1, which is a
closed convex subset of Ct1; t2; R,
Ut2 = Ht ∈ Ct1; t2; R; Ht ≥ 0; Ht∞ ≤ F  sup
t1≤t≤t2
T tφ0;
and consider the operator
K˜ Ht = exp

−
Z t1
0
ηGsds −
Z t
t1
ηHsds

F T tφ0:
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Then K˜x Ut2 → Ut2 and, as in [9] Theorem 3.1, has a xed point. We prove
that this xed point is unique. Suppose H and Hˆ are both xed points of
K˜, then if t1 ≤ t ≤ t2
1
2
d
dt
Ht − Hˆt2 ≤ sup
t1≤t≤t2
F T tAφ0
F T tφ0
Ht − Hˆt2;
but Ht1 = Hˆt1 so Ht = Hˆt for all t ∈ t1; t2. But t2 was arbitrary,
and thus we may dene Ht uniquely on t1;∞. Now set
Ft =

Gt 0 ≤ t ≤ t1
Ht t ≥ t1
(17)
so Ft ∈ C0;∞; R satises (15) and utφ dened as in (16) has the
required properties.
Suppose now b˜ > 0 and set t1 = max− log b;− log b˜. Then Gt1 = 0,
so Ft as in (17) with Ht = 0 has the required properties.
Note that in the case φ = g0ψ, where ψ ∈ X+ \DC and there is ψ0 ∈ DC
such that ψx = ψ0x for x ∈ 0; b, this solution can be chosen to be the
same as utg0ψ dened at the end of Sect. 2.
We prove the following instability result.
Theorem 5.1. Consider the problem (NAMP) where F ∈ Y ∗ is such that
if φ ∈ Y+ \ 0 then Fφ > 0 and suppose that λ0 + µ0 > 0, η0 = 0 and
φ ∈ Y+0 .
Then if utφ dened by (16) exists it is unstable.
Proof. Suppose that utφ is stable. So, given  > 0 there exists δ > 0
such that φ− φ˜ < δ implies utφ− utφ˜ < 2 for all t ≥ 0.
First we construct φ1 ∈ Y+0 such that φ−φ1 < δ but it is not true that
utφ1 <  for t sufciently large.
Take
φ0 = xre−λ0a exp
 Z a
0
ναdα

exp
 Z x
0
γsds

; 0 < r < λ0 + µ0:
Then φ0 ∈ DA and also T tφ0 = eλ0+µ0−rtφ0 6= 0.
Without loss of generality we may assume that
η

F φ0
φ0


< λ0 + µ0 − r: (18)
There exists 0 < b1 ≤ 1 and φ1 ∈ Y+0 such that
φ1x =

φ0x x ∈ 0; b1
φx x ∈ 2b1; 1
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and φ−φ1 < δ. Thus φ1 satises the conditions of Proposition 5.1. So
utφ1 = exp

−
Z t
0
ηF1sds

T tφ1 for t ≥ 0
and so
utφ1 = exp

−
Z t
0
ηF1sds

T tφ0 for t ≥ − log b1; (19)
where
F1t exp
Z t
0
ηF1sds = F T tφ0 = eλ0+µ0−rtF φ0;
t ≥ − log b1: (20)
Thus from (19) and (20) we obtain
utφ1 =
F1tφ0
F φ0
; t ≥ − log b1:
Suppose for contradiction that for some T > − log b1,
utφ1 <  for all t ≥ T: (21)
But then
F1tφ0
F φ0
<  that is F1t ≤

φ0
F φ0; t ≥ T:
So that
F1t exp
Z t
0
ηF1sds
≤ F1t exp
Z T
0
ηF1sds exp

η


φ0
F φ0

t − T 

≤ L exp

η


φ0
F φ0

t

; t ≥ T;
for some constant L. But, by (18), this contradicts (20), so that (21) is false.
Now we can construct φ2 ∈ Y+0 such that
φ2x =

0 x ∈ 0; b2
φx x ∈ 2b2; 1:
(22)
and φ − φ2 < δ, for some 0 < b2 ≤ 1. From Proposition 5.1, utφ2
exists and satises utφ2 = 0 for t ≥ − log b2.
However, we have
utφ− utφ1 <

2
and utφ− utφ2  <

2
;
hence utφ < 2 for t > − log b2.
It follows that
utφ1 ≤ utφ− utφ1 + utφ <  for t > − log b2;
but this is false.
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