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Maiorana–McFarland Class: Degree Optimization
and Algebraic Properties
Enes Pasalic
Abstract—In this paper, we consider a subclass of the Maio-
rana–McFarland class used in the design of resilient nonlinear
Boolean functions. We show that these functions allow a simple
modification so that resilient Boolean functions of maximum alge-
braic degree may be generated instead of suboptimized degree in
the original class. Preserving a high-nonlinearity value immanent
to the original construction method, together with the degree
optimization gives in many cases functions with cryptographic
properties superior to all previously known construction methods.
This approach is then used to increase the algebraic degree of
functions in the extended Maiorana–McFarland (MM) class (non-
linear resilient functions F : GF (2)n 7! GF(2)m derived from
linear codes). We also show that in the Boolean case, the same
subclass seems not to have an optimized algebraic immunity, hence
not providing a maximum resistance against algebraic attacks.
A theoretical analysis of the algebraic properties of extended
Maiorana–McFarland class indicates that this class of functions
should be avoided as a filtering function in nonlinear combining
generators.
Index Terms—Algebraic degree, algebraic immunity, Boolean
function, nonlinearity, resiliency, vectorial Boolean function.
I. INTRODUCTION
RESILIENT Boolean functions have important applica-tions in a nonlinear combiner model of stream cipher
[26]. Apart from resiliency, the other cryptographic criteria of
Boolean functions used in linear feedback shift register (LFSR)
based stream ciphers such as nonlinear filtering generator
and nonlinear combiner have more or less been identified. A
function used in such an application should posses a high alge-
braic degree to increase the linear complexity of the keystream
sequence, and furthermore, to withstand correlation attacks
[35], [25], [17], [16] the function should have a modest order of
resiliency and a high nonlinearity. In addition, algebraic attacks
based on the low-degree annihilation of Boolean functions has
recently been introduced in [8], [10].
Not all of these criteria can be satisfied simultaneously and
concerning the resiliency order, denoted by , Siegenthaler [34]
proved that for balanced functions, where
denotes the algebraic degree. Such a function, reaching this
bound, is called degree optimized. Recently (since 2000), a lot
of new results have been published in a very short time which
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include nontrivial nonlinearity (upper) bounds [32], [36], [39],
[2], [4] and construction of resilient functions attaining either
those bounds or reaching very close. Considering a Boolean
function on variables with order of resiliency
and attaining maximum possible nonlinearity, generalized
construction methods have been proposed in [36], [29]. Con-
struction of highly nonlinear functions with lower order of
resiliency has been discussed in [31], [22]. But unfortunately,
none of these methods is general in the sense that they would
be able to generate a function for any input size and any order
of resiliency . This is only true for the Maiorana–McFarland
(MM) class [13], but this technique in general does not generate
degree optimized functions.
The MM class of functions is characterized by having affine
functions from smaller variable space as its subfunctions. De-
noting by “ ”a usual dot product, GF GF in this
class is defined as , , ,
, where is any mapping from GF to GF , and
is any Boolean function on GF . Note that for fixed , re-
striction of (subfunction of ) is an affine function in . Then
it can easily be shown that the degree of is upper-bounded by
. The nonlinearity value for the functions in this class
reaches its maximum value for a high resiliency order, whereas
in case of low or modest resiliency, the nonlinearity is very high
but in most of the cases not reaching the upper bound. However,
it is not clear whether there exist classes of functions reaching
this bound, especially for large input spaces.
In the remainder of this paper, we confine ourselves to consid-
ering only a subclass of the MM class obtained by imposing a re-
striction on to be injective. From this subclass we derive a new
degree optimized class of resilient Boolean functions. The pro-
cedure of obtaining a degree optimized function, starting with
a function of relatively low degree from the MM class, may be
viewed as a simple adding of the terms of high algebraic order in
a particular manner. The functions obtained in such a way will in
many cases exhibit the best known cryptographic criteria; more
precisely, for a given input space , order of resiliency , these
functions attain in many cases the highest nonlinearity value for
degree optimized functions, that is, for . More-
over, the new class turns out to cover exactly those cases for
which the construction of degree optimized functions through
original MM method is not possible.
Resilient nonlinear functions GF GF are
important cryptographic objects, and several methods were de-
veloped to construct cryptographically strong such functions.
The use of bent concatenation together with a function composi-
tion was proposed in [20]. The technique in [38] uses a linear re-
silient function, obtained from an error-correcting code, and ap-
0018-9448/$20.00 © 2006 IEEE
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plies a highly nonlinear permutation on such a function. An ap-
plication of linearized polynomials in construction of nonlinear
resilient functions has been proposed in [7]. However, most of
the methods generate functions of relatively low algebraic de-
gree.
The mapping above can naturally be viewed as a collection
of Boolean mappings, that is, , where
GF GF ( ), each specifying the
th output bit of . In the case of vectorial Boolean functions, all
cryptographic criteria are defined with respect to nonzero linear
combinations of component functions , thus, the component
functions must be carefully selected. Similar ideas used in the
degree optimization of Boolean function are applied to class of
GF GF that uses a single or a set of disjoint
linear codes (called extended MM class in the sequel), see Sec-
tion IV for further details. In this manner, resilient functions of
very high algebraic degree are obtained.
Another important issue related to this class of functions is
its algebraic properties. These properties in the first place re-
flect the resistance of functions not to admit a low-degree anni-
hilation. That is, neither for nor for there should exist
a low-degree function such that , alternatively
. For the Boolean case, it was proved that
any function in variables (the function or its complement) ad-
mits a nontrivial annihilation by degree function [10].
The degree of annihilators for arbitrary can be significantly
lower than ; therefore the functions allowing annihilators
of degree are said to have maximum algebraic immu-
nity. We show that a certain subclass of the MM class does not
posses the maximum algebraic immunity, hence not providing
a maximum resistance to algebraic attacks. Moreover, a similar
technique, when applied to resilient nonlinear functions in the
extended MM class, indicates the existence of extremely low de-
gree multivariate equations. This result was not predicted with a
general degree bound derived in [9]. It completely compromises
the use of resilient functions GF GF in the ex-
tended MM class as a filtering function in nonlinear combining
generators.
The rest of the paper is organized as follows. Section II in-
troduces basic definitions and cryptographic criteria relevant
for Boolean mappings. In Section III, a deeper background on
the MM class is presented. Then we propose a modification of
this class, which results in a new class of degree optimized re-
silient functions attaining in many cases the highest nonlinearity
known. Section IV is an extended framework of the method pre-
sented in Section III aimed at construction of nonlinear vectorial
resilient functions of very high algebraic degree. Algebraic im-
munity of a subclass of functions in the MM class is investigated
in Section V. The algebraic properties of the extended MM class
are treated in Section VI. Finally, some concluding remarks are
given in Section VII.
II. PRELIMINARIES
A Boolean function on variables may be viewed as
a mapping from into . A Boolean function
is also interpreted as the output column of its
truth table , i.e., a binary string of length
The Hamming weight or simply the weight of a binary string
is the number of ones in . This is denoted by . The
Hamming distance between , of the same length is denoted
by , i.e.,
An -variable function is said to be balanced if its output
column in the truth table contains equal number of ’s and ’s
(i.e., ).
Addition operator over GF is denoted by , and if no con-
fusion is to arise we use the usual addition operator . Some-
times, abusing the notation, is also used for a bitwise vector
addition and in such cases we emphasize such an ambiguity. The
Galois field of order will be denoted by and the corre-
sponding vector space by . An -variable Boolean function
can be considered to be a multivariate polyno-
mial over . This polynomial can be expressed as a sum of
distinct th-order products ( ) of the variables. More
precisely, can be written as
(1)
for , .
This representation of is called the algebraic normal form
(ANF) of . The algebraic degree of , denoted by
or sometimes simply , is the maximal value of the Hamming
weight of such that . There is a one-to-one correspon-
dence between the truth table and the ANF via the so-called in-
version formulas.
The set of all Boolean functions in variables is denoted by
. For any an -variable function is called non-
degenerate on variables if its ANF contains exactly distinct
input variables. Functions of degree at most one are called affine
functions. An affine function with constant term equal to zero is
called a linear function. The set of all -variable affine (respec-
tively, linear) functions is denoted by (respectively, ). The
nonlinearity of an -variable function is
(2)
That is, the nonlinearity is the distance from the set of all -vari-
able affine functions.
For , , the dot or inner product is defined as
. The Walsh transform of at point
is a real valued function defined by
(3)
In terms of Walsh spectra, the nonlinearity of is given by
(4)
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In [37], an important characterization of resilient functions has
been provided. A function is -resilient if and
only if its Walsh transform satisfies
for
Following the notation used in [31], [32], by an func-
tion we denote an -variable, -resilient function with degree
and nonlinearity .
III. THE MM CLASS REVISITED
Construction of resilient functions by concatenating the truth
tables of small affine functions was first described in [1] and re-
visited in greater details in [33], [6]. The concatenation simply
means that the truth tables of the functions are merged. For in-
stance, for , the upper half part of the truth table of
correspond to and the lower half part to . The concate-
nation of affine functions together with certain nonlinear func-
tion has been used in several works. Independently, Dobbertin
[14] and Seberry et al. [33] have provided constructions of bal-
anced Boolean functions ( even), which attain the best known
nonlinearity values for this class of functions. The improvement
upon these results seems to be an extremely difficult task. The
basic idea was to utilize all nonconstant distinct linear
functions in variables. Then in a recursive manner a spe-
cific nonlinear function in variables could be constructed in
order to obtain an -variable function (concatenation of
linear function and one nonlinear function) of the highest non-
linearity known for the class of balanced functions and even .
A more general approach was utilized in [31], where each
affine function was used more than once in the form of a com-
position with nonlinear functions. In such way, highly nonlinear
low-order resilient functions could be obtained, the functions
having the nonlinearity for even . The non-
linearity value was further improved due to the method in [23].
To reach beyond the nonlinearity value (
is again even) the authors apply the concatenation of
linear resilient functions in variables together with a highly
nonlinear resilient function in variables satisfying cer-
tain conditions. Furthermore, in [3], the concatenation of affine
functions is replaced by concatenation of quadratic functions but
neither of these methods produces the degree optimized func-
tions in general.
The difference between the technique to be presented in this
paper from the known construction methods is the interplay be-
tween the choice of linear functions and the nonlinear function.
More precisely, to construct a -resilient degree optimized
variable function (a high nonlinearity is in particular achieved
when is odd) the in number -variable -resilient
linear functions are selected with respect to certain covering
relation and one nonlinear function in -variable of particular
form. This method generates functions whose nonlinearity at-
tains exactly the same value as the technique that uses concate-
nation of distinct linear functions. Moreover, due to the choice
of a nonlinear function the degree is optimized reaching the
Siegenthaler’s bound.
We recall the definition of the functions in the original MM
class [13] as a concatenation of purely affine functions.
Definition 1: For any positive integers , such that
an MM function is a Boolean function on defined by
(5)
Here, is any Boolean function on and is any mapping
from to .
Notice that in the definition of the MM class is an arbitrary
function from to . By imposing the restriction that is
injective we must have . A special case of this method is
a construction of bent functions. Taking , i.e., and
any bijective mapping ( is a permutation on ) will result
in a bent function. It is also easy to verify that requiring to
be such that for any correspond to a
-resilient function .
Let us investigate the consequences of the condition that
is injective of weight greater than , for . As
already noticed [6], there is a binomial relationship between the
parameters involved (note that )
(6)
Hence, for such that (6) holds, then there will exist
injective mappings and, consequently, the function will be
-resilient functions with nonlinearity [6]
(see also Theorem 1 below). Obviously, the aim is to minimize
the parameter with respect to (6). Therefore, for fixed integers
and , we define
(7)
The ANF of , as defined by (5), is more easily comprehend
when is represented as a concatenation of linear functions
from , that is, . For the exact calculation of cryp-
tographic properties it is of relevance to specify the mapping 1
(or at least to prove the existence of such a mapping). Let for
any , denote the set of all linear functions on
nondegenerate on at least variables, that is,
(8)
Then, the following properties have been proved in [6].
Theorem 1: [6] For any , let be defined by (7)
and by (8). Let us choose distinct linear functions in
, each being labeled by an element of as follows:
where
Then the Boolean function defined for all
by
(9)
1It turns out that both the autocorrelation properties as well as the algebraic
degree of function f will depend on the choice of .
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is a -resilient function with nonlinearity .
In general, with equality if there exists a
variable , , which occurs an odd number of times
in when runs through .
Remark 1: The authors in [6] only consider a concatenation
of linear functions. A more general approach is to use affine
functions instead, that is, to replace by . If is
injective then none of the cryptographic parameters is affected
by this replacement so one can equally well consider only linear
functions. Referring to Definition 1 and (9), one can define to
be a concatenation of affine functions, that is,
(10)
where . Then the set above is
replaced by
Thus, according to Theorem 1 the algebraic degree of is
upper-bounded by . On the other hand, the
degree of any -resilient function satisfies .
An obvious consequence is that the functions in the MM class
are in general not degree optimized. This is always true for any
. In particular, when is injective then for
any , and therefore functions in the MM class cannot be
degree optimized for .
A. Degree Optimization of the MM Class
In our method discussed below, to construct an -variable
-resilient function, we use a set of affine functions (each
exactly once) in -variables and exactly one specific nonlinear
-resilient function on variables. Here is the design param-
eter which can be calculated for any and through the formula
(12) below. Hence, the function obtained through our method
may be represented as a concatenation of the truth tables as
, where each ,
is affine function in and is a nonlinear function in .
In what follows, we look at the restriction of the set but
for convenience we consider the elements of that uniquely
correspond to linear functions as in Theorem 1. Hence, for
and , for some fixed
of weight , we define the set as follows:
(11)
In other words, if and only if , that is, is
not covered by any , where the relation
means that covers , i.e., for all in the range .
Clearly, the cardinality of this set is
To verify this, without loss of generality (w.l.o.g.) assume that
. Keeping the first coordinates fixed
there will be exactly vectors in which cover
. Therefore, for fixed integers and , we
define
(12)
Henceforth, we assume that is always chosen to be the min-
imum positive integer satisfying (12), that is, .
Construction 1: Let be a nonnegative integer, and let
be the input variable space. For a positive integer defined
by (12) and for a fixed of weight (with
if and only if ), let the set be given by
(11). Denote by any injective mapping from to
satisfying for some . Then, for
we construct the function as follows:
where is any Boolean function on .
Remark 2: The existence of injective in Construction 1 is
assured as satisfies (12).
To simplify the proofs concerning the main properties of
functions proposed by Construction 1 and to emphasize the
connection to the MM class, we first derive a result which
interlinks Construction 1 with the pure affine concatenation as
given in Remark 1.
Proposition 1: Let be a function in the standard MM
class, defined by means of Remark 1, that is,
where and , are the same mappings
used to define in Construction 1. Assume that . Then
the function , as defined in Construction 1, is a degree
optimized function whose algebraic normal form is given by
(13)
Proof: We first prove that the algebraic normal form of
is given as above. Note that we can write
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Then clearly
and we obtain (13) as stated.
To prove that is degree optimized it suffices to notice
that any term in the ANF of is of the form ,
hence containing only one for . Thus,
the terms cannot be
present in the ANF of assuming that . The term
is of degree
, so is degree optimized.
Note that the assumption that perfectly matches
those functions in the MM class which cannot be degree opti-
mized. Furthermore, the function as described above besides
the term of the highest degree order introduces many terms of
order down to none of which is present
in the ANF of . This results in a significantly increased linear
complexity of in comparison to . Another important obser-
vation is that the number of terms present in the ANF of will
depend on the value of , and the maximum number is obtained
for .
Next we prove that the function is -resilient having the
same nonlinearity as .
Theorem 2: The function proposed by Construction 1 is an
function. Furthermore, the Walsh
spectra of is seven-valued, and more precisely
Proof: By Proposition 1, is a degree optimized function.
Note that is an affine -resilient function for any fixed
. Hence, to show that is -resilient it is enough to show
that the function is a -re-
silient function. This is obviously true since this function con-
tains more linear terms from a disjoint variable space than
the nonlinear term. Then can be viewed as a concatenation of
-resilient functions, hence -resilient itself.
Abusing the notation, we use the addition operator for
a componentwise bit addition of vectors and also for a usual
integer addition. That is, for , we compute
. It should be clear from the context
which operation is performed.
To prove that the nonlinearity value is the same as for
we consider the Walsh transform of . Then for any
we have
There are three cases to consider. The first case arises when
is such that for some , that is,
. Then obviously the first sum in (14) is equal to ,
where this nonzero contribution is obtained for some . But
since the exponent is a balanced function in . To verify this,
notice that since is injective it implies that in
the exponent of the second sum. Due to the properties of the
set and since is an element of this set, cannot cover
, or equivalently, will contain at least one ,
.
The second case to consider is the case when .
Clearly the first sum in (14) is zero. The second sum is of the
form implying that
Finally, the third case arises when . Then the first
sum in (14) is obviously zero, whereas the second sum may take
three different values depending on the value of . Indeed, since
, the second sum is either or
depending on whether is
balanced or not. The value corresponds to the case of bal-
ancedness, that is, contains some such that
. When does not contain some
such that two cases are possible. Then
is either balanced (
), or this function is balanced on all ( )-dimensional flats
except for being constant on exactly one flat of dimension
corresponding to the nonlinear term . In the latter
case, . To summarize, when ,
.
Hence,
Also, from the details of the proof it is clear that
Remark 3: The concept of using the nonlinear functions
may naturally be extended to include even more nonlinear
functions on the subspaces of dimension . Notice that using
more such functions will additionally increase the complexity
of the keystream sequence but this feature is traded off against
more rigorous conditions on the set . Thus, defining the
set , the problem is trans-
formed to finding such ,
where
and for any
Now taking any injective mapping from to , the
function can be defined in a similar way as above
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where is any Boolean function on , and denotes
the th coordinate of the image of .
We give two important examples to emphasize the importance
of this construction. These examples demonstrate the possibility
of constructing degree optimized resilient functions with non-
linearity which has not been achieved previously.
Example 1: A construction of an function has
been discussed in the literature. Using a recursive procedure
called Algorithm B, an function has been ob-
tained in [31], which so far gives the highest nonlinearity for
fixed , , .
According to the weight divisibility results
and for any function , see [2], [32]. It can be verified
that for , , , that ,
where . Note that the standard MM method would require
the value to improve upon the nonlinearity of the above
result [31] (for we would have
). But then implying that this method cannot
generate a degree optimized function (actually, the maximum
degree through this technique is ). It can be
verified that for , and
implying that for the first time, using Construction 1, we can
construct an function .
In the following example, we consider the same input pa-
rameters but including even more nonlinear terms as remarked
above.
Example 2: In order to preserve the same nonlinearity value,
we use the same as in the preceding example. Then for ,
and , let .
For such a choice of we have
implying that using the extension of Construction 1 as given in
the above remark we can construct an function
having much more terms of high algebraic degree than the
function in Example 1.
The choice of in the preceding example is not arbitrary.
For some other choices of this set it can happen that
implying a decrease in nonlinearity since a larger must
be used.
It should be noticed that for a fixed there is a maximum
cardinality of the set for which the nonlinearity value remains
the same.
Proposition 2: For given integers , let satisfying,
. Then, if
the nonlinearity of function defined by means of extended
Construction 1 is .
Proof: We follow the same steps as in the proof of Theorem
2. There are three cases to consider. When , the
values in the Walsh spectra remain the same as in the case with
. Let keeping the same notation as before.
Then we consider
(14)
Then again the sum in (14) is equal to . Also,
due to the properties of .
The second case to consider is the case when .
Clearly, the first sum in (14) is zero. Since is fixed, the terms
in the second sum are equal to zero unless . For such
a , say , we compute the sum
implying that .
Notice that the other terms are equal to zero due to the proper-
ties of . That is, when then
is a balanced function on .
The third case arises when . Then the first sum in
(14) is obviously zero, whereas the second sum may take three
different values depending on the value of . However, it can
be verified that the maximum absolute value is upper-bounded,
that is,
Thus, provided that we have
, which concludes the proof.
Open Problem 1: Derive a general explicit formula for the
cardinality of as a function of , , and . In particular,
for given , , and the minimal satisfying the condition
determine the maximum cardinality of (where has more
than one element) such that .
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IV. RESILIENT FUNCTIONS OF HIGH ALGEBRAIC DEGREE
When constructing multiple-output Boolean functions one
applies similar cryptographic criteria as in the Boolean case.
Since this mapping is defined as , all the cri-
teria of concern are defined with respect to all nonzero linear
combinations of the output functions .
Lemma 1: [38] A function is an
-resilient function if and only if all nonzero linear
combinations of are -resilient functions.
The definition of nonlinearity follows in a similar manner,
taken from [28].
Definition 2: The nonlinearity of , de-
noted by , is defined as
(15)
where , .
Similarly, the algebraic degree of is defined as
(16)
We use the same notation most often found in the literature. An
function will denote an -input, -output, -resilient
function. The information about the nonlinearity and degree will
be given additionally.
The preceding definitions imply a more subtle design of cryp-
tographically strong functions outputting bits compared to
the Boolean case. Linear codes have been frequently used in
many methods (see, for example, [18], [30]) to obtain resilient
functions. The concept relies on the fact that the nonzero code-
words of a linear code are strictly of weight
greater than . This gives rise to -resilient linear functions of
the form , where is some nonzero code-
word of . Then, denoting by the basis of ,
we obviously have that all nonzero linear combinations of the
form are again -resilient linear functions.
Using codewords of the same code in a certain manner and also
the codewords of many disjoint codes (see below for the def-
inition) one may construct highly nonlinear resilient functions
. Since each component function of may be
viewed as a concatenation of a linear function it makes sense to
call this class of functions the extended MM class.
The main result that enables the use of linear codes is given
in the following lemma [18].
Lemma 2: [18] Let be a basis of a binary
linear code . Let be a primitive element in
and be a polynomial basis of . Define a
bijection by
Consider the matrix
.
.
.
.
.
.
.
.
.
.
.
.
of size , whose entries are elements of (actually
the codewords of ). For any linear combination of columns
(not all zero) of the matrix , each nonzero codeword of
will appear exactly once in such a nonzero linear combination.
Remark 4: Since the elements of are vectors, we need a
triple index set to refer to a specific coordinate of some entry
of . Thus, will indicate the th position of the entry
(vector) found in the intersection of the th row and th column
of . Hence, for , of size with elements in we let the
indices set run as follows: ; ;
. To refer to the whole vector, we simply write
. We also keep to denote the decimal representation of
vectors, i.e., for , .
This lemma actually shows how to use the codewords of a
linear code efficiently when constructing a function
. Then in case that one can use any rows of
to define through the columns of , where
is obtained by deleting some rows of . The component func-
tions of are simply defined as follows. For
any , we define , .
When the parameters of are such that , the
alternative is to use a set of disjoint linear codes as
originally proposed in [18].
Definition 3: [18] A set of linear codes
such that
is called a set of linear disjoint (nonintersecting)
codes.
Then the following result was given in [18], which enables
us to construct an function by using the codewords of
several disjoint codes.
Theorem 3: [18] If there exists a set of linear dis-
joint codes with cardinality then there exists
a -resilient function with nonlinearity
The problem of finding a set of disjoint codes has been solved
[5], [27]. In particular, when the length of the code is of the
form , the method in [5] gives a certain number
of disjoint simplex-like codes. We call these
codes simplex-like since they are all derived from the simplex
code. On the other hand, the simplex code is considered to be a
unique dual code of the Hamming code.
We combine these results with the construction idea discussed
above to obtain nonlinear resilient functions of very high alge-
braic degree. From now on, we assume that the cardinality of
the set of disjoint linear codes is for some .
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We denote this set by , i.e., . It is easily ver-
ified that denoting by , the input space
is given as , where is the length of the codes.
Note that a straightforward application of Theorem 3 would
result in functions of degree , which for small is far
from its optimized value . Thus, in order to increase the
algebraic order, we replace linear functions at certain positions
by nonlinear ones. Remark that Construction 2 below utilizes a
set of disjoint simplex-like codes for which the exact calculation
of resiliency order is very simple. In general, the resiliency order
will depend on the properties of the code in a rather complicated
way.
Construction 2: Let be a set of disjoint
simplex-like codes, and associate to each
code a mapping , , so that
where is a basis of , , and is
primitive in . Let be the associated matrix of as in
Lemma 2. Let (with denoting the
transposing operation), where denotes that some rows of
may be deleted to adjust to be of size , and denote by
. Let be a function
from to , whose component functions are defined
for any as
where .
To clarify further the structure of in Construction 2, we
associate to a function matrix of size as shown
at the bottom of the page, where ,
denoting by the th coordinate in the vector of
length .2 Note that for any , we have
, .
2Remark that only the first m rows of A contain the nonlinear term x
for i = 0; . . . ;m  1. This term is present in each column of matrix A .
Theorem 4: Let be a given set of disjoint
simplex-like codes with , and let .
Then the function , constructed by means
of Construction 2, is a ( )-resilient function, with
and .
Proof: We again abuse the addition operator to per-
form componentwise bit addition of vectors, bit addition, and
the usual integer addition. Which operation is performed should
be clear from the context.
Combining the result of Proposition 1 and the particular
placement of nonlinear functions, the ANF of can be written
as
for . Here satisfies , and
the ANF of is obtained from the th column of the matrix .
Hence, the ANF of is given by
Then for any nonzero we may
write
Since for any nonzero the sum is of degree
, we only have to prove that the terms of the form
are not canceled in the
function .
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This is obviously true as any linear combination of ’s
columns gives a rise to two-by-two distinct codewords, that is,
for any and nonzero
Then any term of the form is present
in . Note that the number of such terms is ex-
actly the weight of . Since the disjoint codes are simplex-like
codes, all the codewords are of the same weight . Then
Hence, as stated.
To prove that is ( )-resilient, note that for any
fixed , the function is either a linear function of weight
(hence, ( )-resilient) or it is of the form
for some . Then the order of resiliency is deter-
mined by the nonlinear term above. We use simple coding argu-
ments to prove that has ex-
actly variables not contained in . Let
and ,
where , . Note that ,
, and .
We simply show that , where
. We know that [21]
Then , and sub-
stituting the weight values . Hence, is a
( )-resilient function.
To prove the nonlinearity assertion, we first note that for any
nonzero such that
is nonlinear on exactly flats of dimension . Let
, , be a support set
of , i.e., for all . By the construction, is
nonlinear for those satisfying , where denotes the
decimal representation of . Then
(17)
Note that for those , such that , we have
hence, the exponent above is a linear
function in . Also, for a given such that , the exponent
above can be written as
There are two cases to be considered.
First, suppose that is such that
for any such that . Then the sum of (17) is obviously
zero. Computing the second sum, that is,
the worst case arises if for some such that
. But this is unique due to the properties of the con-
struction. Denote this by , and also for convenience let
and . Thus, the second sum can be written
as
Hence, in this case
Note that can be such that for any , either
or . Then, it is easy to verify that
, for such an .
When is such that for some
such that , then the sum in (17) is equal to . Then
using a similar calculation as above
Thus, for such an we have .
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Obviously, the maximum value in the Walsh spectra cor-
respond to the latter case and takes the highest value when
and the statement is proved.
We utilize the approach in [18], based on a set of disjoint
codes, just to illustrate a wider framework in which our method
may be applied. We can equally well use the results given in
[30] or in [15], where a single linear code has been
used to provide nonlinear resilient functions for any .
When compared to the result given in Theorem 3 we deduce the
following. Utilizing the set of simplex-like codes the method in
[18] would generate functions of non-
linearity , and degree .
Hence, there is a drop of nonlinearity when using Construc-
tion 2. It equals and can be neglected in compar-
ison to the term . Therefore, we assume that there is only
a tradeoff between the resiliency and algebraic degree. Actu-
ally, our method gives a higher algebraic degree, i.e.,
compared to and the gain is at
least . On the other hand, the resiliency order is de-
creased by the value .
A. Comparison of Cryptographic Criteria to
Known Constructions
We now give a short comparison to the known construction
methods only in terms of algebraic degree and resiliency since a
detailed examination involving all cryptographic criteria would
be very tedious and dependent on the choice of input parame-
ters , , and . On the other hand, it has been proved that the
construction results proposed in [15], [18], [30] in most of the
cases are superior in terms of nonlinearity compared to other
methods.
In terms of algebraic degree the method of Cheon [7] using
linearized polynomials provides functions with highest degree
for a sufficiently large input space. Based on the existence of a
single linear code, this method generates nonlinear
-resilient functions with degree
for any . If one starts with the simplex code then
nonlinear -resilient functions can
be obtained. By Theorem 4, the degree of (recall that is
a nonlinear -resilient function) is
, which for the same input space, that is, , is
obviously higher than . The nonlinearity of is much larger
compared to Cheon’s construction but the resiliency order is
smaller compared to the method of Cheon.
When compared to the construction of Zhang and Zheng [38],
in the case that the simplex code is utilized, we can deduce the
following. Clearly, for a small input space , the
method of Zhang and Zheng is better than our, since our con-
struction needs to use as many codewords as possible not giving
any nonlinearity for . Thus, to make a fair comparison
we have to investigate the existence of an
linear code, where satisfies .
This is because in this case the degree of the Zhang and Zheng
method, given as , will be larger than
in Theorem 4. Recall that
, where is the cardinality of the set of disjoint codes. It
seems that in general the codes of the parameters above do exist
for small close to but not for . Hence, as-
suming that many disjoint codes are available our construction
is better, whereas for a small cardinality of a set of disjoint codes
the method of Zhang and Zheng seems to be better.
In [15], a simple modification of the method of Zhang and
Zheng was proposed. The authors simply apply the method to
a code of the same length and a larger dimension. Hence, to
construct a nonlinear function of degree ,
in [15] a nonlinear permutation is applied to an ,
where . This approach seems to be a bit ambiguous since
it is quite natural for given and to use the code of highest
dimension . If such a code is utilized in the method of Zhang
and Zheng there will not exist and the same conclusion
as above applies here.
V. ALGEBRAIC IMMUNITY RELATED TO INJECTIVE MM CLASS
Algebraic attacks have attracted a lot of attention recently. Al-
though generic in its nature, they are most successfully applied
to certain LFSR based stream cipher schemes whenever the ex-
istence of low degree annihilators is assured. The main idea
behind these attacks on additive stream ciphers may be sum-
marized as follows. The filtering Boolean function is chosen
to satisfy standard cryptographic criteria such as high algebraic
degree, high nonlinearity, and a certain resiliency order. Never-
theless, it turned out [24], [10] that these criteria do not provide
sufficient protection if there is a low degree function (called
annihilator) such that either or . Then the
minimum degree of nonzero annihilators of either or is
by definition algebraic immunity [24].
The basic ideas behind algebraic attacks are summarized as
follows. In case of nonlinear combiners and nonlinear filtering
generators, each output bit will give a rise to a multivariate equa-
tion of degree , and consequently, an overdefined
system of equations may be set up and solved in time complexity
, where is the key length (secret initial content of
LFSR) and is the complexity of Gaussian elimination (usually
one takes ). Then, assuming that is of degree (with
) a degree system of multivariate equations may be set
up which results in the reduced complexity . In [10],
the upper bound on the algebraic immunity was given, that is,
for any Boolean function in variables.
Concerning the MM class (both standard and degree opti-
mized class), it was noticed in [24] that this class trivially admits
annihilators of degree , where denotes the size of
variable space of affine subfunctions. Algebraic properties of the
MM class were also discussed in [11], [12]. Nevertheless, none
of these works provide a systematic approach for deriving alge-
braic properties of a whole subclass of the MM class. In what
follows, we demonstrate that a certain subclass of the MM class
is most likely not to have an optimized algebraic immunity.
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The algebraic normal form of the MM class, as a concatena-
tion of affine functions , is given by
The general form of any annihilator of viewed as a concate-
nation of some functions on was derived in [24]
(18)
where is any annihilator of , i.e., . Selecting
for and for some
fixed , we have that , where the .
The same technique can be applied to the degree optimized MM
class discussed previously.
The degree of such an annihilator is exactly which
does not reduce the degree of the function for the standard
class since . On the other hand, this method
gives a certain degree reduction in the case of degree optimized
class as in this case .
A. Low Degree Annihilators for the MM Class
We keep the notation introduced previously, that is, will
denote the number of input variables and is the dimension
space of affine subfunctions. The purpose of this subsection is
to demonstrate that the injective MM class admits annihilators
of degree strictly lower than when the size of the affine
subspace is chosen so that the nonlinearity is maximized. This
also implies that if is such an annihilator, its degree will be
strictly less than since for the resilient functions in this
class we have . Note that the next result
addresses only a particular subclass of the MM class, and even
though a closed formula for computing the algebraic immunity3
could not be derived.
If we would like to cancel the presence of the term
in the general algebraic normal form of
given by (18), then the necessary and sufficient condition is
that
where are Boolean functions in variables of arbitrary
degree. However, this technique does not ensure that, depending
on the choice of , there will not be some term of even higher
degree than . Therefore, we constrain the degree of
not to exceed a fixed value ( ). Then we try to
select the functions in such a way that we cancel the
terms in the ANF of containing for any in the
range , where is a fixed integer .
If there exists such a choice of , then the degree of will
be equal to which can be less than .
3We use the term algebraic immunity although we only investigate the exis-
tence of annihilators for f . However, the same algorithm is applicable to func-
tion 1 + f and, therefore, the use of algebraic immunity is justified.
To cancel all terms in containing ,
, the following sum must be identical
to zero:
(19)
Let us introduce the following general form for the functions
, that is,
(20)
Thus, restricting the degree of not to exceed we
obtain in total unknowns
when runs through . On the other hand, to cancel any
subproduct , the condition that the (19) must be
identical to zero will induce equations in unknowns
that actually must be zero.
Hence, assuming that we want to completely cancel the terms
in the ANF of function which contain at least distinct
variables we obtain the total number of equations
It is obvious that this homogeneous system of equations is al-
ways solvable if the number of unknowns is larger than the
number of equations. Thus, if we require that
(21)
then we can find an annihilator (or many) of degree .
The main idea now is to find , such that the condition
above is satisfied together with the requirement that
. In the sequel, we refer to this approach as equation
based annihilation.
Example 3: Consider a construction of a function on
using the MM method, for instance by concatenating
affine functions on . This gives and .
Then the trivial annihilation will give annihilators of degree
. It can be checked that putting ,
and in
gives . This means that the number of unknowns
is larger than the number of equations and there will exist an-
nihilators of degree . It can be verified that further
reduction of degree by choosing for instance , , or
, is not possible since the condition above is not
satisfied.
It seems to be a difficult task to derive an explicit expression
for the choice of the parameters and . However, the computer
simulations suggest that the best choice is to take in order
to minimize , where , satisfy (21). The optimal choice of
the parameters and for certain input values is given in Table I.
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TABLE I
DEGREES OF TRIVIAL AND EQUATION BASED ANNIHILATION
We only consider the case when distinct affine (linear) functions
are used ( is injective) and assume that order of resiliency is
small so that it suffices to take . This also implies
a high nonlinearity of functions, i.e., . The
degree of trivial annihilation, as described previously,
is listed for comparison. Note that this degree coincides with
for .
This technique is applied with almost the same success to the
degree optimized MM class discussed previously. This design
essentially replaces a few (or a single) affine functions with suit-
ably chosen -resilent functions of maximum degree .
Using a straightforward approach as above would significantly
increase the number of equations since these nonlinear sub-
functions would involve much more terms when the degree of
is kept fixed. One solution to this problem is to define
for all for which is nonlinear. This will
reduce the number of unknowns and if denotes the number
of nonlinear subfunctions then the total number of unknowns
becomes . Hence, only if the number
of nonlinear subfunctions is not quite small this class will be
somewhat better protected against algebraic attacks.
VI. MULTIVARIATE EQUATIONS FOR
IN MM CLASS
Let denote an -input, -output, -resilient func-
tion represented as . One
important application of is as filtering function in a nonlinear
combining generator [26], where simply instead of a single bit
(Boolean case) bits of keystream are generated at the time.
Because the outputs are known (known plaintext attack), the
goal of the attacker is to find a low degree equation of the max-
imum degree in the input variables of the form
where we denote by . Then trivially there will exist
equation(s) of degree at most (see [9]) relating the input and
output variables whenever
(22)
Thus, the resistance to algebraic attacks decreases (as smaller
will satisfy the above condition) when the number of outputs
increases from (Boolean case) to .
If are annihilators of, respectively,
, that is , then we also have
Then simply observing the all-ones output at time , that is,
, induces the following equa-
tion:
which might be of low degree. Note that we are not restricted
to only consider the outputs generated at time . We also get
the equations of the same degree by looking at the outputs at
different time instances provided that they are all equal to one.
We say that function belongs to ex-
tended MM class if each can be viewed as a concatenation of
linear functions
(23)
where . Note that the algorithm proposed in
Section V-A may be applied directly to the function
as this function may be represented as
(24)
But we can actually do more by considering the annihilators of
each . Similarly to the MM case for any defined as above,
its annihilator may be written as
where for the functions are
(25)
for , .
To have more freedom of choice and more unknowns in our
system of equations we consider the annihilators of
in the form . To cancel all terms in
containing ,
, the following sum must be identical to
zero:
(26)
Thus, restricting the degree of not to exceed , for each
we obtain unknowns when
runs through . Thus, the total number of unknowns is
. On the other hand, to cancel any subproduct
, the condition that (26) must be identical to zero
induces equations in unknowns that
actually must be zero.
Again, assuming that we want to completely cancel the terms
in the ANF of function which contain at least distinct
variables, we obtain the total number of equations
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TABLE II
DEGREE OF MULTIVARIATE EQUATIONS FOR CERTAIN SIZE OF PARAMETERS
FOR FUNCTIONS DERIVED FROM LINEAR CODES
Thus, if we require that
(27)
then we can find an annihilator (or many) of degree at most .
Even though there is always a nontrivial solution to the
system above this only means that not all the coefficients of
are equal to zero. Still these coefficients might
be such that which only gives a trivial
solution. To ensure that such a system always has a nontrivial
solution in the sense that we remark the
following. This system being underdefined leaves some free
variables (coefficients in the functions ) which might be
set arbitrary. Then if for certain assignment for these variables
the solution of the system is such that , we
select another values that provide .
It is not easy to analyze the behavior of (27) with respect to
parameters , which are to be optimized such that is
minimized. On the other hand, a closer inspection of the con-
dition above results in the quadratic relationship between input
and output variables when is sufficiently large. To see this
notice that
This gives a simple condition that for any such that
, the condition in (27) is satisfied and con-
sequently there exist annihilators of degree . Now taking
and gives
(28)
Thus, for , we obtain quadratic equations regardless
of the value of or degree of .
Computer simulations suggest that the best choice is to take
and then to select the minimum value of such that
(27) is satisfied. The minimum annihilator degree (with
) is given in Table II for certain input values. For the sake
of comparison to the bound given in (22), we fix the input space
to be slightly less than , which is the maximum value of
in case of injective MM class of Boolean functions. Assume
that for , it is possible to construct a nonlinear
-resilient function that belongs to the extended MM class.
The smallest positive integer that satisfy the bound in (22)
will be denoted by .
The values in Table II indicates that increasing the number
of outputs substantially decreases the resistance to algebraic at-
tacks. Indeed, this behavior of extended MM class is not pre-
dicted with the classical bound given by (22). There is a signifi-
cant discrepancy between and actual degree derived through
our algorithm for establishing the low degree multivariate equa-
tions.
Example 4: Assume that , i.e., we want to output one
byte of data. Then for any , which is linear on
-dimensional subspaces, for there exist quadratic
annihilators. Then the standard state size induces the
time complexity for algebraic attack to be
The most suitable choice of , from the imple-
mentation point of view is , . Then for
one can verify that , satisfy the condition in (27).
Thus, there are cubic annihilators for ( being
linear on subspaces of dimension ).
A. Attacking Nonlinear Combiners Based on
Nonlinear Permutations
Another method of constructing nonlinear func-
tion uses a linear resilient function obtained from a linear
code together with a highly nonlinear permuta-
tion . In the original paper [38], the authors only consider
the inverse function which has relatively good
cryptographic properties related to the degree and nonlinearity
of such a function. Then a nonlinear function is
obtained as . Let us denote the outputs of
as and the outputs of as . Then for the
inverse function there exist quadratic equations
over GF between its input and output set of variables [10],
that is,
for some , , , , GF . Then since each is
a linear function in this quadratic equation relates
also the input and output variables and . This means that the
choice of the inverse function is not appropriate for this design
method.
In general, for any permutation there exist
equations of degree at most relating the input and output vari-
ables whenever , see [19]. Furthermore, it can
be verified (using computer) that the smallest satisfying the
above condition is well approximated by . This
means that for instance if one can always find cubic
equations that relate the input and output variables of what-
ever is the choice of nonlinear permutation.
VII. CONCLUSION
The basic construction idea common to both Constructions 1
and 2 is to replace exactly one linear subfunction with its
nonlinear counterpart for each constituent function ,
. In the case of Boolean functions ( ), the technique
proposed is an efficient means of generating degree optimized
functions. In the case of multiple output functions, the exact
calculation of resiliency order is rather tedious and it depends
on the properties of the codes used in the construction. In the
case of the simplex code we could derive the exact resiliency
order. Actually, the codes with a sparse weight distribution are
more suitable for our construction than those having codewords
with many different weights.
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The second part investigates the algebraic properties of cer-
tain subclasses of MM class. Our primary goal was to demon-
strate that certain instances of the MM class do not posses an
optimized algebraic immunity. The method proposed here can
be used to consider other instances of this class. More impor-
tantly, the method for establishing the existence of low degree
annihilators in the Boolean case applies successfully to resilient
-bit output functions whose construction is based on the use
of a single or several linear codes. As a conclusion, this class of
functions should not be used as a filtering function in nonlinear
combiners unless is sufficiently smaller than so that there
are no low degree multivariate equations.
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