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1 I NTRODUG.CI ON 
Los recursos hldricos no controlados pueden presentar 
consecuencias desventajosas ., darlos por inundaciones, seg~ias, 
mala planificaci~n en los sistemas de riego y planificación de 
cultivo; ocurriendo pérdidas econ6micas y de orden social y 
ambiental considerables, por le> tanto es preocupante. 
Las predicciones 
racionamiente de las 
mediano plazo de los 
resultados. 
hidrol6gicas permiten un 
pollticas operacionales de 
recursos hldricos, dando 
mayor 
corto y 
buenos 
Una de las earacterlsticas desventajosas en los modelos 
predictivos es la posibilidad de una continua correcci&n de 
las predicciones a partir de l.as observaciones previas, 
llamado recalibración. 
En el presente trabajo se describe la metodolog!a para 
encontrar el modelo adecuado para las descargas medias 
mensuales del rio Pisco para ello en la sección 3 de menciona 
el desarrollo para un modele ARMA y en la sección 4 para un 
ffi(i)delo ARIMA; como poelremos ver que el modelo AIUMA presentada 
recurre al proeedimlento del modelo ARMA cuando la serie tiene 
ciertas caracterlsticas como estacionariedad e invertibilidad. 
La selecci&n de un ~odelo adeeuado no solo es aquel que 
estadlsticamente presenta un buen coeficiente de aceptación, 
sino aquel que sea el más representativo del coJilportamiento de 
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las descargas medias mensuales para cualquier ciclo 
hidrel6gico y presentando con un intervalo de confianza d.e 95% 
para tener un buen pronóstico. Asi mismo se verifica el modelo 
' con las datos del ~ltimo afio (1987-88). 
En el capitulo 3 y 4 se describe la base teórica de 
los m0<iielms de Box y Jenkins para poder ser aplicados e,n la 
parte de metodolog1a y obtención de resultados. 
OBJETIVOS 
Los @bjetivos del presente trabajo son! 
1.- Determinar la serie de las descargas medias mensuales del 
rio P:sco con fines de predicción; 
2.- Encontrar el o los modelos de series temporales para 
predecir las descargas medias mensuales (mll/s) del rio 
Pisco. 
3.- Analizar los medelos y pronósticos obtenidos. 
' 
II REVISION QE LITERATURA 
2.1 CeJNCEPTQ~ BASICO.S X. AN!l}ECED.ENTES 
Es importante mencionar que el tratamiento de series 
temporales tiene una lar~a historia como herramienta de 
predicción alternativa al análisis estructural 
caracteristico de los modelos econom~tricos. 
El enfoque tradicional es muy conocido; como la 
descompocisicbcn temporal d.e la se;r ie en diferentes partes 
que se consideran relevantes y que b4sicamente se 
identifica co·mo: 
1) Tendea.cia.- Momento de larga duración que se man-tiene 
durante el periodo de observación. 
2) Y.-ª_r iac;i6n Estaci anal.- Movimiento que se pz:oduce, 
dentro de un p.er iodo anual, inicialmente por moti vos 
climatices y con base en estos, por motivos económicos y 
de arganizaci6n social (recolecciones, vacaciones, etc.) 
3) Mevimie.ntos ciclicos.- Oscilaciones alrededor de la 
tendencia producido per períod~s alternativos de 
prosperidad y depresión (mayor de un afio). 
4) Movimientos Accidentales ! II!,regulare;s.- OscilaciCJnes 
errAticas que a6n quedan en la serie original tras 
e 1 iminar los tre.s anter lares cGmponentes. 
Escribir un modelo de series en base a los datos que 
represente el comporta¡uiento del prCJceso que lo originó y 
brinda:r 
futuro. 
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pronósticos a~eptables de su. comportarlli ent0 
Hidrolóqicamente se puede decir que una predicción 
de ocurrencia o n0 de un suceso, en función del tiempo muy 
próximo se le conoce como Progn6stico. 
El inicio del enfoque remonta les trabajos de Yule y 
M:arkov ( 19 JCl), que plantearon modelós autoregresl vos. 
Seg6n PULIDO (1980); en los libros de Granger (1964) 
y Fishman (1969} en la linea de an611sls espectral 
atrajeron la atención de los econ6metros sobre la 
posibilidad del an.!Iisis de s,eries en el dominio de 
frecuencias, 
frecuencias. 
concepto de una serie para diferentes 
Pero la obra de los estadlsticos Geerge BuA y Guilym 
Jenkins (1970) quienes han cimentado el interlts por el 
tratamiento de las series cronológicas. 
lJna clase importante de los. modelos estoc!sticos son 
los llamadas modelas estacionarios, los cuales asumen que 
el proceso permanece en equilibrio en torno a un cierto 
nivel medio constante. 
La descripción de los modelos de Box & Jenkins, 
tanto estacionarios, y no estacionarios homogéneos y los 
estacionales ser!n descritas en los capltulos 3 y 4; 
siguiendo una metodologla adecuada, para poder hacer uso 
de los Software como el "Forecast Plus", "l'.S.P., etc. y 
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lograr el modelo adecuado que nos representa el proceso 
~ue la originó y la serie hidrol&gica modelada para los 
caudales medios mensuales; asl mismo nos per~ita pronosti-
car caudáles futuros con cierto intervalo de confianza y 
que describ.3 el cGmportamiento futuro de la serie. 
Trabajos en modelos de series hidroló,gicas en 
nue6tro J:)als no se han desarrollado al!m a la fecha dentro 
del campe de recursos hidricos. Sin embargo citamos 
algunos trabajos relacionados. 
TDRRES s., (1979), encontró un modelo ajustado para 
simular la serie de vol6menes de descargas anuales del rlo 
Chicama con el modelo Autor:regresivo de tercer orden AR(3) 
y uso los modelos de Fourier y modelos multiplicativos de 
Box y Jenkins para el caso de volumenes mensuales del 
mismo rio; no asi llegando a resultados satisfactorios con 
el 6ltimo modelo por falta de análisis. 
SOTOMAYOR,(1989) describe el modelo ARIMA, utilizando 
datos de precipitación mensual de San Jer6nimo Cusco; 
mas no concluye cual es mejor modelo para dicha variable y 
explica parte de la metodologia del modelo ARIMA. 
VELASQUEZ B., (1982) utilizando análisis ee serie de 
Fourier de los parámetros perióólicos, encontró que los 
caudales medios mensuales se pueden modelar con una 
co~ponente periódica deterministica. 
Trabajos en otz:os paises, como en el Bra.sil, si se 
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han desarrollado con más amplitud como de Boris A. y Lanna 
A. (1982) para dimensionamiento y c .apacidad del reservorio 
de Passo Real del rlo Jacui; Genovez A. y Chaudhry F. 
(1983) encontraron Modelos SARIMA para valores mensuales 
del rio Teite de Cumbica-Brasil. 
2. 2 PR .. OCE;_$,® El<STOCASTI CO 
Interp.retado como una familia de v.a. 
definidas sobre el mismo espacio de prebabilidad. 
(Zt:), 
La base fundamental del anAlisis de series de tiempo 
es considerar la secuencia de abservaciones obtenidas como 
la realización de variables aleatorias conjuntamente 
aistribuidas, esto es la serie Z1, Zz, .•. , ZIN; tomando 
ifltervalos de tiempos discretos e igualmente espaciad,os 1, 
2, ..• N es considerada extraída de una distribuci6n de 
p r e ba b i 1 i dad e o n j unta P ::1. , • • • , P IN ( Z 1 , Z 2 , • • • 1 Z IN ) • 
de donde p(.) es la funci6n de densidad de probabilidad 
conjunta. 
Los subindices, 1, 2, ••• , N, de p indican que la 
distribución estA asociada a estos periodos de tiempo y 
las variables en cuesti6n son Z1, Z2, ••. , ZH• 
2. 3 E_UNGION P~ 'I'RANSFERENClA Qi1. FILTRO. 
El modela de una serie temporal es generado a través 
de un filtro lineal (o un sistema lineal), cuya entrada es 
el ruido blanco 6 proceso de perturbaci6n Puro (elemento 
fundamental). Como JPuestra en la Fig. H2 81. 
r 
.a~ 1 
'"' .... -':-,.;·.- .... , ... _., ... -' _ ..... '·' 
1 
f 
Filtr:o 
l 
r 
.Í""'  ...... - , .... - •. - ... ""'"'"'' ........ 
,J; 
1 
·Ftg .• No· 01 .·: F'iH:~r·o lineal; entr·frda: a .... ; .&al.l.da a~ y 
wrBJ ~5 lUllQi.60 ;q .e¡ ;t;~a:Jlsfe~r~e,JJ.c¡;ij,•a • 
Hay mucbo.s ·t ·lpos ae ·procea•o:s 1l.ne .. l te$. q.ue. 4e;Je:naeJl c2.~ 
c::uan;t"O.~ t;·•t.J.nl.n;Q:s '\f.SQ J?'aJ:a for-.a~ z., .f;inªl-.e·nte t .. neao,~ ; 
zi: .;::; ).1 + a~ t w:"'a~-'~ + w-a;a.~.,..-~ + •••. 
-;; ·ll ,.. wtB 'l~• 
donde: 
ij(a.11& l '= o 
·var ta~) =: :0'·2 • 
I::Ca~-=ª•1 =· ·o 
Yt 
Y't 
s. ~ t 
Si ~ilalíla·mos Z•e = .Zot,:· .,. •11 t.eñ·em.os. ·qn·e f1 ~ 
(2 .• '.2) 
Zt: '# w(Blact:: (2 .. 3) 
Siend.o la .se:cüeneia ·de pesos .( w-~ ; 3 .~ ll· flnlta o 
.infirdt.a p~r·o conv,t!r·g.~nte-~. ~.1 fi ,l:t~·o ~$ estable y z.. ·e$' 
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de (2.1} tomando esperanzas tenemos que: 
E(Zc) = ~ + E(ac + E w~a~-c) 
.='•1 
(1) 
como E(at) = O Vt; tenemos E(Zc) = ~' osea la serie E w=' 
::J•l. 
converge; de la misma manera la variancia de Zt y dado 
por: 
Var(Zt) = a 2 • E w~=' 
;j•l. 
IX) 
( 2. 4) 
con wo ~ 1 ; E w~ < m y la función de autocovarlancia Y=' 
:1-J. 
dada por: 
IX) 
Y~ = U 2 a E W='W::J+l. 
:3-.J. 
(2.5) 
se ob>erva que (2.4) es obtenido de (2.5) para j=O, asi 
-
Yo Var ( Zt). Tenemos que la mecdia y la varlancia de Zt 
son constantes y la covariancia depende del atraso j, 
luego Zt es estacionario. Podemos escribir Zt en forma 
alternativa como una suma ponderada de valores pasados 
Zc-l., Zt-z más un ruido blarico ac: 
(1) 
Zt = nl.Zt-.J. + n2Zt-2 + ..• + at = En;jZt-;j + at 
::J-1 
despejando: 
(1 -E n='B;j)Zc = ac. 
;j-1 
n(B)Zc = at 
donde n(B) es el operador: 
n(B) = 1- n1B- n2B 2 - ••• 
(2.6) 
( 2. 7) 
( 2. 8) 
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modelos no est:aclonarl:o:s (ARIMA) • 
se. 
~leat:at.i o~t, 'P~ :oce;$Q9 C~:Uít;o~:t·~~J::e•l5 'ivo~a, .. p.~o~e:$'os de •e·dl~ 
móv:·i 1 y los obteítláos. de: combi.nacHü1es de e.stos, .(hls 
El p:roce,s<:l: pp:tq~.i!Jlt'e ·ale~to:Jrio el5 ·el ,Jil~$· l5l.mJlJ.t! (l:e· tod:PS\;· 
~'KI?f:·E! 'Sªd osj q.e la, ,s: i.q:u.i .ent e f.o:r.ma ;, 
cuy.as p_rop1.etaa.des. son· lªs deJ;:xnla'as. ~o la se:c ... 2 .2. _y· qg~ 
en a.<i ~ Lg.n_t e· q e::;;: i g·n~~:Euqo~ a a1:· u.n í .came:p,t e ~. 'U:Ilª· va.x: i_a.J;r;I.;'e 
aleatoria. Va.:riable· aleat .. oria• ·de:.l tipo a1;· n.o hái!a. falt.a 
la ·'tieor;la d.e los pro;~·es•o:s. est.oo:a¡f'rtico·s . 
ESt.;le atJrma·ei6·q es ·e .ie.~·t:a~ Sin. :e~ba:r.g;o. el_ "·~.utdo blanco" 
est·oo~st icos• i!IAs c'om•plicados :c;o·mº sQ.n lcHl$ AR 71 Ml., etc~ 
Un pr::oc eso: :auto:r :re;q,res.ivo de :·or P·e:n Pii uf~ .'li zando la 
not:a.c.i&ñ usüal,. \fn p::t·oc'e,.s:o' .AR(p) se e~pre.sa ae la 
s1giJJell)t!l! to~rma.,; 
z.*' =· di;¡_ 'Z'oe:-:L + ll!- ;z· Z~-·2 '+ •••. + ·~~>~-Z·tP'"P . .,.. a, C2. 19) 
Al<Junas c.aracte:rl.stícas -de los m.ode:los AR.tl) .,, AR:(2:) -y 
c¡J.e;n~talh:aa:tlo . .para un: AR(p): se tlene; 
par a. ·un m:o:del o AR ( 1 ) d·e f ~ nld.o po.r : 
urtlt.a:~: lo 
1 :a :1 ;:: fl/~~ (; :>¡ J.. o qu~ equ tv~ l-e: ai li'~ ,:L .1 < 1 ." 
sl ei pro.ée.so sJ~ ·cotH~ri.aer:.a in,i·éia.oo e·ñ. ·-~, entonces pat.a 
f''II:L•I'<l ·"J· eualquie.ra. que sea ·e·1 v.aaoir ini:c-1al se verif:. i.c;;a: 
q\Ie ~;( Z:~;d• ;:..,() ~:i ~1 1119pelQ 2 !1.1 se lncl.uye une-. ~o.qst-ant•e. , ·se 
ttend.t(l: 
:z~  = .9 + ~~z-~_,.., +· a~ <;2 .• 1.2) 
liln-t.onces si .el proce:s .o :s.e i:ntcol.a .én. - -~ .. Y. es, ·es,.t ,acl:o:na·rló; 
:se v:e·r.t:fl:ca que• la aeata del pt:cllc:es:.o ser·cl •cons.tant:e pa't'a 
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cualquier valor de t. 
E[Ztl = E[Zt-~l = ~; tomando esperanzas a 2.12 y teniendo 
en cuanta lo anterior se verifica que: 
E[Ztl = ~ = y/{1- ~~). 
Para un proceso de media m6vil de orden q o un proceso 
MA(q) viene dado por: 
(2.13) 
La expresión 2.13 de medias móviles hace referencia a que 
la variable Zt, se obtiene como un promedie de variables 
de "ruido blanco" (en este caso q+1), siendo los e~ 
coeficientes de ponderaci6n. Como las variables que forman 
parte de este promedio varia a lo largo del tiempo, 
reciben el apelativo de móviles. 
E-stos procesos, asl como la combinaci 6n de un preces o 
AR(p) y un proceso MA(q) se obtiene un proceso ARMA(p,q), 
donde p indica el retardo máximo de la parte regresiva y q 
sa~ala el correspondiente a la parte de medias móviles. la 
que es presentada fundamentalmente en la obra de Box y 
Jenkins (1979) y que se describen en los siguientes 
capltulos. 
:S-$'t())l:$ 'O,p~~a:ctc:>~,e:$_ ~ q_n ~ 
1) Operad:or de ·t ·raslacii6,n para e~ pa.sado, .denotado po~ ¡:i' ·y 
·=- c··,l.: _.:.e_- '.B_-_- + 'B 2 · '""' B-- 3- + -- i -z--
. T: '·- - 'J" ' . , .., , • . , .-1:;: 
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Según (Box & Jenkins, 1979) los modelos de serie de 
tiempo; que usan datos medidos y generados de series 
i ndep.end ientes de "Shocks" a.. Estos shecks son var iable.s 
aleatorias de entera distribuci6n, usualmente asumimos 
Normal, con Media cero y variancia u•. (constante) y 
ausencia ce correlaci(!)n y se llama un modelo de filtro 
lineal. Este modelo supone que la serie temporal es 
generada a través de un filtro lineal (o un sistema 
lineal) cuya entrada es el ruido blanco a. (White noise) 
proceso que se transforma a la salida z. por medio del 
filtro lineal (W(B)) como se mostr6 en la Fig. N~ 91 y en 
las Ecuaciones. (2.1, 2.2, 2.3 y 2.4). 
La forma general del comportamiento del filtro puede 
ser escrito por un modelo ARMA (Auto-regressive móvil 
average) de la forma: 
Zt = ~1Zt-1 + ••• + ~.z•-• +a.- e~at-1- .•. - Sqa•-q 
(3.1) 
6 ~(B)Z. = B(B)a. 
donde: 
- · Zt=Z.-~ ; ~(B)=l-~B- ... -~.B• y 
La función ~(B) del proceso autoregresivo y 9(B) de media 
m6vil, de orden p y q, respectivamente y otra forma de 
describir la ecuación 3.1 ser~: 
9(B) 1- 81B - ••• - 9qBq 
z. = a'" = (3.2) 
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Tomando la transformada z del proceso que sigue la ec. 3.1 
obtenemos: (1-~~z-~- ..• -~pz-P)Z(z)=(l-e~z-1 - ••• -eqz-q)Z(z) 
comparandose con 3.2 se tiene: 
H(z) = Z(z) 1 A(z) = 9(z-~} 1 ~(z- 1 ) ( 3. 2b) 
Modelo que buscamos debe ser de tal manera que tenga el 
menor n~mero de parámetros estimados posibles (condición 
de parsimonia) 
3. 2 ti©DE,LOS AUTGRREGR..ESIVOS 1MU_ X. DE MEDIA MOVIL (MA) 
3. 2.1 MtlDELOS AUTO-REGRESIVOS 
Si en la ecuación 2.6, u~ = o, j>p, obtenemos un 
modelo auto-regresivo de orden p, que denotaremos por 
AR(p;: (mencionado anteriormente 2.19). 
(3.3) 
recordando los pesos de U:t para ~:t de acuerdo con la 
n0tacic!>n usual. 
Fue definido el operador auto-regresivo estacionario de 
orden p. 
~(B) = 1- ~1B- -2B 1 - ••• - -PBP 
de esto se escribió la ecuación : •tB)Z~ = a~ • 
Algunos ejemplos se mencionan en la parte de 
apéndice y asi por ejemplo el caso más simple del modelo 
auto-reg:r:es 1 vo de ord.en p=l, AR ( 1) de manera que Zt 
depende apena~ de Z1:-1, y del ruido blanco en el instante 
t. ( z. es un proceso de Ha:r:kov). 
- 18 -
Como n(B) = ~(B) = 1 - -B, el proceso es siempre 
inver:t ible. 
5ustituyendose, sucesivamente, Zt-1., Zt-z, etc. en 
2.6 obtenemos: 
Zt = at + ~at-1 + ~·at-z + ••• = ~ ~~at-~ 
::1•0 
o sea; 
vemos entonces que 
y de acuerdo con la proposición (2.3), el proces• será 
estacionario si w(B) converge para IBI~1. Si debemos tener 
1~1<1. Como las ralees de la ecuaci6n ~(B) = 1 - ~B = O y 
B = ~- 1 , esta condlci6n es equivalente a decir que la raiz 
de -(B)=O deben caer fuera del circulo unitario. 
En general ia funci6n de autocorrelaci6n de un 
proceso autorregresivo consiste de una mezcla de 
amortiguamientos exponenciales y amortiguamientos de 
oscllaci6n sinusoidal. 
Algunos ejemplos de la función de autocorrelación se 
presentan en las figuras N2 82 para algunos procesos 
autorregresivos: 
1 • • 
1 1 • 4 • • 7 • • 10 J 1 .. J 
Fig · NQ 2 .a runl·.lón de a.;~ocoz:z:elaci6n (FAC) paz:a 
proceso AR(l). 
1 ~ 
J 
z, = 1.sz,-1 + o.9Z,-2 + a, 
un 
-1 2.b Función de autocoz:z:elaci6n paz:a un pz:oceso AR(2) 
Estacionariedad ~ Invertibllidad 
Sean Ga-1 , i=l, ••• ,p, las ralees de la ecuación 
caracterlstica -(B) = O; entonces se pueden escribir: 
y expandiendo en fz:acciones paz:ciales; 
p As. 
w(B) =-- 1 (B) = ~ (3.4) 
- 2S -
Si w(B) debe conver<Jer para pq~1 debe tener jGs.l<l, 
i=l .•. ,p. Esta eondici6n es equivalente al de la ecuación 
caracterlstica ~(B)=O tiene ralees fuera del circulo 
unitario. Esta es la condición de estacionariedad. 
Si consideramos un modeLe AR(2): 
can ~(B) = 1 - ~1B - -2B•. se puede mostrar que z~ es 
estacionario si (las ralees de ~(B)=S esti!n fuera del 
circulo unitario). 
( 3. 5) 
-1 < ~2 < 1 
En la Fig. NQ S3 se presenta la reglón de estacionariedad 
para un modelo AR(2), donde se puede apreciar la reqi6n de 
ra Ices reales y las de cmmplejas .• 
-2 2 
1 ~ 1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
-1 
Fig. Ng SJ Regi6n de estacionariedad para un aodelo AR(2) 
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3.3.2 MOIDELOS DE MEDIA MOVIL 
Considerase el preceso lineal ( 2. 3) y supon<ga que 
w~=O, j>q; obtenemos el proceso de medias móviles de orden 
q, que denotaremos por MA(q) (de "mevincg average"). Y 
ahora usaremos la notaci6n: 
( 3. 6) 
y haciendo Zt = Zt - ~~ tenemos 
( 3. 7) 
donde 
que se ha definido anteriormente como el operador de media 
móvil de orden q. 
La media móvil más simple es MA(l), 
ó 
de modo que 9(B)=l-BB. Como w(B)=l-98 es finito, el 
proceso es siempre estacionario de acuerdo con 2.3 como 
1 
at = [8(8)]- 1 Zt = ------z~ = (l+BB+easa+ ••• )Zt 
1-88 
obtenemos la forma invertida: 
Si J9l<l, o sea, la serie anterior n(B)=8- 1 (B) CQnverge 
para JBJ~l. Esto equivale a decir que los ceros de B(B)=l-
9B=O están fuera del circulo unitario. 
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Fumci6n tt Autecorrelación (FAC) 
De la ecuación 3.7, tomando esperanzas y resolviendo se 
obtiene la FAC del proceso MA: 
1=- = ------------------------------------- . , j=l,2, •.• ,q 
(3.8) 
= o ; j>q 
observandose; entonces que la FA de un proceso MA(q) es 
igual a cero para atrasos mayores que q, diferente ·a lo 
que acontece en un proceso AR, donde la furición se 
extiende indefinidamente. En la Figura NQ 84 se presenta 
la FAC para procesos MA. 
Estacionar iedad fl. Inyertibil idad 
Dado que w(B) = 1 hay 
restricciones sobre los par~metros e~ para que el proceso 
sea estacionarlo. 
~· 
' 
t • • • • • 7 • 
J 
-t 
Fig. NQ 84. FAC para el aodelo MA(l), 8=8,8 
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Para un modelo MA(2) la condición de invertibilidad, 
implica que los parámetros del modelo deben caer en la 
regi6P: como se muestra en la Fig. NQ ~5. equivalente a la 
estacionariedad en el modelo AR(2). 
S:a. + S:z < 1 
S:z - S:a. < 1 
-1 < S:z < 1 
-·· 
t 
. ~ .. . . .... "i; ,., . -·. , . . ... , .. ... f ..  _·-
' / \ P_.-
\ 
,••• ···-·-··· ··· ·:·. "'1 
1.4-_....., 1 
Fig. NQ ~5 Regi6n de invertibilidad para un modelo MA(2). 
Usando un argumento completamente similar al que fue 
visto para un modelo auto-regresivo AR(p), en caso de 
estacionariedad, podemos verificar que las condh:lanes de 
invert1bilidad para un modelo MA(q) es que las raíces de 
la ecuaci6n caracterlstica S(B)=O están fuera del circulo 
unitario. En estas condiciones, un modelo MA(q) es 
equivalente a un modelo AR de orden infinito. 
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3 o 3 PROP 1 EDADES DE-L MODELO ARMA 
3 o 3 o1 :FUNCION DE AUTOC0RRE-LACION 1 AUT:OCOVARlANCIA 
Sea un proceso estoc!stico y la 
covariancia entre z~ y sus muestras z~~k separada 
por k intervalos de tiempo y llamada autocovariancia 
y definida por: 
(3.9a) 
En esta definlci&n o valor de covariancia 
depende del tiempo t y del intervalo k. Un proceso 
estrictamente estacionario de distribuci6n conjunta 
asociada con las observaciones z~~,z~z,,o.,z~. es 
la misma que es asociada a z~1~k,ooo,Z~m~k para 
cualquier t. Una condici&n menos estricta de la 
condici6n de estacionariedad es cuando se somete los 
momentos ante cierto orden son considerados solo la 
funci6n de retarao k. Asi consideramos 
estacionariedad de segundo orden; de la Ec. 3o9a 
puede ser escrita: 
( 3. 9b) 
La autocorrelaci&n relativa a un retardo k, fk 
(también llamado coeficiente de autocorrelaci6n) 
, 
puede ser definida como: 
(3.18) 
Yk y Fk considerados como función de k, son llamados 
funci6n de autocovariancia (FA) y función de 
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autoco:rrelacic!>R (FAC) :r.e.spectivamente. Para. la estimacién 
de la funcic!>n de autocorrelacic!>n cuando se tiene un 
conjunto de N ebe:rvaciones, Box & Jenkins (1978) presenta 
las siguientes exp:resiones: 
(3.11) 
donde: 
1 :N-k 
E (Z~ - Z)(Z~+h - Z) 
N :a. 
de donde: 
1 N-k 
Z = E Zt: 
N :~.. 
Esta estimaci6n es polarizada y es preferible la 
e.stilr.acic!>n no pola:rizada donde la suma de los productos es 
dividida por (N-k-1) p'nque en gene:ral la variancia del 
estimador es menor Marp1e .(1987, p.148), es conducir a la 
mat:riz de autocor:relación siempre definido-positivo. La 
estimación polarizada cuando usan las ecuaciones de Yule-
Walker co:r:tesponden al método de autocorrelación para 
resolución de problemas de predicción lineal (Sec. 3.3.4) 
y es equivalente a extender el limite superior de la 
sumatoria de la expresic!m 3.11 (Jara N, es \:on.siderar lo·s 
datos que faltan como ceros. Por eso el método es tambié·n 
llamado abierto ("JANELADO"). La estimación no polarizada 
corresponde al método de covariancia o no "JANELADO". Esas 
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denominaciones para los métodos son utilizadas por razones 
históricas y no tienen relación con significaao 
estad_stlco. 
3.3.2 ECUACI®N DE YULE-WALKER 
Considerandose el modelo AR(p), (p es el orclen del 
modelo) obtenido a partir de la Ec. (2.4) 
Zt = .1Zt-1 + ••• + •pZt-p + at- 81at-1- ••• - Sqat-q 
,(3.1) 
multiplicando ambos miembros por ZtTk y tomando el valor 
esperado deducimos la ecuaci6n: 
dividiendo todo por Yo: 
(3 •. 12) 
si sustituimos k = 1,2, ..• , p en la ecuaci6n 3.12, se 
obtiene un conjunto de ecuaciones lineales para •~, ••• 1 
•P en termines de p1, ... pp; 
+ + 
+ + 
+· + 
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o en forma matricial: 
1 f:t. f:z fp-:L 
f:~. 1 p:~. p,.,-:z 
f:z rJ.. 1 
P,., = 
1 
(3.13) 
La ecuaci6n 3.13 es llamada de Yule-Walker, es una 
manera a~roximada de estimar los parAmetros de una serie 
AR ( p), que puede ser obtenida sustituyendo l®s 
coeficientes de correlaci6n te6ricos por los estimados y 
calculados de la Ec. 3.14 
(3.14) 
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3. 3. 3 RELA.CI O.N ENTRE ~ PARAMETRQS ARMA X. kA FUNCION ~ 
AUTOC C3VARIANCIA ..LEAl 
Sea la Ecuaci6n 3.1 - Modelo ARMA completo que 
multiplicada por Zt-k ( de aqui en adelante dispensaremos 
el , o sea, consideraremos que la media es siempre 
sustra ida} y tomando el valor esperado po·demos deducir: 
(3.15} 
donde: 
La correlaci6n cruzada ~k entre la entrada y la 
salida puede ser expresada en términos de la expansión 
MA(~) (Ecuaci6n 2.1) (Marple, 1987, p.181): 
íjJ"a. k = o 
"k ~ l u:·• k < Q (3.16) 
k > o 
La relaci<bn final entre los par4metros ARMA y la 
funci6n de autocovariancia (FA) del proceso usando la 
ecuac Un 3 .16 : 
(P q t ~M•-• - uz. E 9s.Ws.-k O~k~q (3.17a) 
y,. = Eclls.Yk-5. k>q (3.17b) 
.... -k k<O (3.17c) 
Observamos las ecuaciones 3.17 verificándose 
los pa:rá.metros auto-re<'jresivos del modelo son .relacionados 
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por un conjunto de ecuaciones lineales con la funcHm de 
autocovariancia. La ecuaci6n 3.17 puede ser v'lida para 
los p indices de retardo q < k s qtp, por ejemplo en las 
ecuaciones agrupadas en la matriz: 
= (3.18) 
Por lo tanto la FA para los atrasos q-p+1 al q+p-1 los 
par.!metros AR pueden ser resueltos encontrados 
separadamente pata los parAmetros MA. esa es la llamada 
ecuaci6n de Yule-Walker modificada (Banon, 1971). 
Infelizmente los parámetros MA de los modelos no 
pueden ser resueltos simplemente como soluci6n de 
ecuaciones lineales, pues están involucrados con los 
coeficientes de la expansión MA infinita, resultando en 
una relación no lineal con la FA. 
Haciendo q=O obtenemos las relaciones para un proceso AR 
puro: 
5I 
I: ~~yk ... ~ k > o 
1.•1. 
y k = (3.19) 
» 
I: ~~YJ&-~ + a•. k = o 
~-l. 
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~ue puede ser agrupada la expresi6n: 
ó 
Yp 
rp 
y.1. 
Yo 
Y ¡;o-l. 
1 
= 
-<l._ 
= (3.2Sa) 
Yo -</Jp o 
a•. 
(3.2Sb) 
o 
Esta es una forma más completa para la ecuación 3.13 
donde la variancia del ruido aparece explicitamente. 
La relación entre FA y el modelo MA puede ser 
obtenida haciendo p=O notandose que w~c = -B~c para lsksq: 
r k > El Y ~e = q (3.21) 0' 2 aE 8s.8J.-Ic o ~ k ~ CJ l.-k 
Existe por lo tanto una relación no lineal entre la 
FA y los parametros MA. 
3. 3. 4 RELACI€lN .~ f,OS PROCESOS M CON PREDIGCION LINEAL 
Los p.roblemas de predicción lineal coasiste en 
estimar una muestra futura a partir de m muestras del 
pasado mas reciente, por mas de una relación lineal: 
(3.21) 
Es-te r .ers ci-d'uo. es estac;iona:•rio Jf .su va:r i:ancia e.s<t:a d:ada p;ox .: 
rr·'t · = E('e ,z .~J {;3'. ·t:Jl 
l?~ P aux árJ:oie:s e d'e~ 3,.,21 
ro,~.n:i..;ml~ap 'la E:ctt~Pl~n $1.23 y est:o·s ·son :en'qontz,ad'os :<:·amo 
s;~d. uc.ián :ele ee.u.at:. i o·ne:S! tüJ.':fima les,,  ~e.s-~rue'tJlr:a p0t' 't·ant·o 
idetd'.;t~~- a :ta e;"pte's:.i6;n ól:e ·~·s•t;itll(:):C.J :::rl~-~ ete.l. ;mo,6~el.t:1 IQ •. 
t?.us &;;i.~t;i,nc'J.,q:p·~~ ·~ebeQ ~e~ :b;eph;a,s; 
"! .• .., Ni.n:g11na s:np·o·si::c:~i <'Jn .fue h~cha:, sftb;re !La caTacteti2laci6n 
e.s;t;ídlst.i~a de lo;s et' l!'"O~tes .de ·p~eih::c'l:ó~n., ma~ l .o·s 
·p.();e f l.~ i e fl't :e;s a,:e1 f~j: l tr.~c p,~re Q i G't ti .lt ob. ~Bie:celí q La 
~e:laa icbn :: 
·~ . - li·os. :e;;r ~ Oltes. n«;> par::r.e.l ,ac ionaa:o·s :m:nt lns ,d,-a.t.·os :i y paz:. 
t :an·te co:n: :?reáiec-l.,ó:n Lfné,al ~prí.nctpi:o :d.e 
t.:>c:r t;o.~ p;n.a l td:aa ) '!" mca:s e·~l rg.e:ne.ral n:e es t\ll':l l.'Ul Q o bla:nc.;o .• 
Est:o. a.éo;nte.c:é cuandó m. ·= p :e s·ea de .ota·e·n déi filtro 
<!e· p;:ted1•(ZG',ll ~n d.~ ! .<¡.\la:t ·t-t ma,yo:r gue, •el .Q;'l!'de:n -<\lé un 
p~J;"O'Ce'.S'O .AR{p,}· ·q.enerando Z:.;. E·a estas contHaio:ne:.s el 
f i;l,t~.Q :e~ :ucnnCi·,d~(>' .n¡¡,:lªnq;q~¡:¡dg:r::n ._. 
t .as e0.ef.l.e.:ie·ttt:es •lie.í ft:L!i:r.c>:, ·e·n la :pr\ipt~ i.e·a .~ t)ue.den 
s :e.r o'bt!ent:aos sastitUJ~nd.ose .ele las .c.o.t:t·é· lac~i·artes t:e6t.ia.as 
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psr muestras en ecuaciones de Yule-Walker. Utilizando los 
datos directamente en forma de un sistema de ecuaciones 
sobredeterminado la soluci6n clasica de pseudo-inversa 
puede ser obtenida. 
Sea y = [y1., ... ,y .. J'I' una secuencia de muestras 
conocidas del proceso z~, esta para cada y~, msjsN, de 
3.22: 
Y:j = Y:~ + e:t 
Usando 3.21 
... 
En forma matricial: 
donde: 
y ... 
Y•+1. 
!!.'I' = [cxl., ••• ,cx .. J 
y ... -1. 
y ... 
(3.25a) 
(3.25b) 
(3.25c) 
(3.25d) 
(3.25e) 
(3.25f) 
(3.25g) 
Qu1erase hacer a los valores de ~ tal que ~'I'-~ sea 
minimo; entonces la solución de minimos cuadrados será: 
(3.26) 
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donde: 
n+ es la llamada pseudo-inversa de n. 
Si comp.aramos la ecuación 3.26 con la ecuación 3.14 
vease que la matriz CoPp corresponde al nTn y Co~ al 
.nor~, con la distinción de que es estimaaa de la FA 
usandas en la Ecuación 3.14 no son las mismas que las 
calculadas implicitaménte con la ecuación 3.26. La 
diagonal principal los valares 
exactamente iguales porque existen diferencias en los 
limites de los cálculos en cada posici6n de la diagonal 
principal de nTn. 
Por tanto el de las estimaciones polarizadas y no 
polarizadas para las autocorrelaciones, existe también la 
estimacUm calculada implicd tamente por la ecuación 3. 26. 
Como los podemas observar entre tanto en Brockewell y 
p 
cuando n --)m (----) significa convergencia en 
probabilidades, o sea Xn de una secuencia Xt converge con 
p 
probabilidad para x(xn ---->x) <==> P( ¡xn- xf > E) --> O 
cuando n -->m), Esto significa, como asegura Brockwell y 
Davis (1987, p.257), que las estimaciones de pseudo-
inversa y las estimaciones de Yule-Walker convergen en 
probabilidad para el misma valor. 
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En caso qeneral de prediccHm 1 ineal cuando los 
residuos son correlacionados entre si, la estimación para 
~en la ecuaci6n 3.26 puede ser polarizada (Bennet, 1979) 
cuando se conoce la matriz de covariancia de los residuos 
o::.), el mejor estimador es el estimador de minimos 
cuadrados generalizados (GLS). Para el modelo 
(sobredeterminado) el valoz de ~es dado por: 
3.25c 
~ = (ftT~~1.ft)-1ftT~~1•Ym (3.27) 
Este estima.dqr y BLUE ( "best linear unbiased estirnator''), 
reduciendo por tanto la variancia de los residuos. La 
matriz ~- normalmente no es conocida, por tanto puede ser 
estimada por procesos iterativos, tomando como inicio la 
estimación de minimos cuadzados simples. 
Los usos de GLS no es freeuente en predicción lineal 
debid~ a las dificultades que se tiene con la matriz de 
covarlancia del residuo. 
3.3.5 SOLUCION RECURSIVA PARA LA EeUACION DE. YULE-WALKER X. 
FUNCION ~E AlJT(lCORRELACION PARCIAL (FAP) 
La matriz de la expresión 3.20 es simétrica puesto 
que cada entrada a~~ corresponde a entrada a~L de igual 
valor. Para solución de ecuaciones de este tipo existe una 
solución recursiva simple, llamada algoritmo de Levinson. 
Con este al~oritmo puede determinarse ~ecuencialmente los 
coeficientes del modelo de predicción liheal en orden 
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creciente. Eventualmente el m-ésimo coeficiente del 
modelo toma cero 6 aproximadamente cero, si el proceso de 
ori~en son ~enerades por un modelo AR (m-1). En 
consecuencia los últimos coeficientes del modelo de 
predicción lineal en funci6n del orden del modelo da la 
func i 6n de autocorrelaci6n pare ial ( FAI?). y se ccmsti tu ira 
herramienta de auxilio é identificación del modelo como se 
vera posteriorm~nte. 
Al~oritmo de Levinson: 
3.28a 
j = l, ... ,p (3.28b) 
p -
r..,~4 - r ~ ... ~r..,~4-~ 
~ ... ~1,p~1 = ------------------- (FAP) (3.28c) 
... 
1 r ot~..,:~r:~ 
~-L 
Ejemplo de coeficientes de tercer orden: 
q,33 = ------------------- (3.29) 
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3. 3. 6 COEFICIENT:ES DE REFLEXIQN 
Los coeficientes de refleci6n '4J~." (definlcilos por la 
Ec. 3.28 son les llamaGios coeficientes de autocorrelaci6n 
parcial (FAI?(i)) en la literatura estadistica, porque 
representan una correlación normali~ada entre Z~ y z~.~. 
con la·s correlaciones de Ztal. ante z~ ... L-l.. removidas. Los 
ne<gativos de estos coeficientes, k.s. = son 
frecuentemente llamados coeficientes de reflexión debido a 
su interlf)retaci6n como parámetros fisic0s de un modelo en 
un tubo ac~stico o en modelos sismicos (Robinson y 
Treitel, 198121). 
Puede definirse un error de predicción inversa 
("backwards"), dende los coeficientes para cada Qrden del 
predictor s0n los mismos del predictor directo, mas donde 
se u-san las m muestras (por tanto anti casual) y derivar 
una relación (Marple, 1987) envolviendo los errores de 
predicci6n directa e inverso de un proceso estocástico 
cemplejo. 
La predicci6n inversa esta dada por: 
m 
(3.30) 
Los errores de predicci6n inversa es: 
1. - L 
et = z~-m - Zt-m (3~31) 
definido de esta forma para que et y eLt sean funci6n de 
un mismo conjunto de datos (Zt-m1 ••• ,Zt). 
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La relación entre e~ y eL~ teniéndose en 
consideración el orden m del predictor lineal y los 
coeficientes de reflexión dado por (Marple, 1987): 
donde * = conjugado. 
( 3. 3 2a} 
(3.32b) 
La ecuaci6n 3.32 provee una interpretaci6n 
alternativa de filtro de predicción como. Los residuos de 
un filtro predictor de mayor orden son funciones de los 
residuos directos e inversos de los filtros de orden 
inmediatamente inferior. Este tipo de filtro tienen 
ventajas de implementación pues minimizan la propagación 
de errores de arredondamiento y tienen menor sensibilidad 
a los ~alores de los coeficientes. 
3. 2. 7 CON.DICIONES DE ESTABILIDAD X.. EST.ACIONARIEDAD 
Anteriormente hemos introducido cierta hipótesis de 
estacionariedad para la cual un proceso 
permanece estable en torno de una media. 
en particular 
Esto también 
significa (Box y Jenkins, 1970) que las ralees de la 
ecuación caracterlstica ~(B) = O, de la parte auto-
regresiva del modelo ARMA generado esta fuera del circulo 
unitario o plano complejo. 
Adicionalmente las condiciones denominadas de 
invertibilldad debe ser observada por el modelo ARMA (Box 
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y .J: e::rl:l~ins,. 19·'fo). E~sta e:o·n.aic;i6:n pu.e'd.é s.e1r iluf:trada po,r 
.la. tdiea de .q~e ., ,paf'a I:U\ ;proce:s 'o :M~fgJ .pu-1:0 PUI!d.-e ser 
·~ep.~:e~~n:t:ad:o po.r: 'q_¿{l' AR lnt t n;,ito Qe mane·r:a c·oJ)Ve~gept.e, 9 
ln,vetso de. ata): detie :Set una¡ s:et.íe c.o.nV:é;rge·ñte. o sea las 
ráte-es de e tB1 :::; o d.e.bell' C'ae,:r; fo.:e,:r.a ~le1 Glrculo u·nit.at!~ ·-· 
f;¡q;s do$ go.l)q~oiQ.n:~:~ ~ ·e r:e_st~me.n_ ~ :n ¡ l ,ªm-ada§ 
condí.cio.nes d.e f'ase 'mbi:ima t:oppetl'hein. y SChafer,. 1975; 
Dttd<Je~·n y · Hets~t:-e:au:, . 1984 >, :g_ue inplic:a .que la se.ftal y ~ru 
trans.fo.x:ma.da Z :¡¡>~·es·enta l,a:s siguLent·es pro.pie.dade:s :· es 
alea.t-orie. tos pó:lo,s; {a:p,uesbes-). y. c:e.·:tos :d·e fl{Zl ·eS:t.á:n 
dent:rt>~ de], ch:cu.to unttar. ~,ó- y t.le:ne; la mayo·r parte de 
ene:rg,fa parte deJ! o.r,.i .ge;n {en espe'c.tr.Q: de potenc;ia:t y 
ade-más de eso H ,e H:"" "' son absolut-amente ad,'U:ivos. 
~n lo,~ ñese·nv'Ql·-v.illl,ie'nt.o-s e\fe~tuados bas-ta o'h;o¡r,¡;¡ fue 
Sl1PO:Itiend:c.> ·<;¡U~ :.:?:e c;onoq.~é[Il lii:S or.qe:nes .q'~l Jno'Qelp .A¡}:(A o 
's.ARIMA S:.i lüe,r.a el c.:uio) •' ta -dete:tmi:nac16n de.l o.r ·d·.éñ 
ant~·e. taJ'I't,o n.o 'Ers t :r.i.vial y se <:lonstlt.Q,ye en ·tt~allda·4 u-n.~ 
fase·.· :mas· d1f;icl1 ·del u:;o .d.é la met.o-Qqlogl:'a d.@ §~:z- :ie:S 
temporalest «leno:mtnada la.s:e d.e íd.e.tit . tf'icacll'in del s:istema: .• 
:La pr im~r:a h.e.~rct.m].,ent.~ d!! qona:Li'~' i~ ·de ¡~ 'Se~r:: ie 
temporal es d,é formarlo la pr:opia ser.ie te'mpor.al 
( ll'Sl)almente most·rada: en un g:r.á.fico). Uha tenñe:qciª· 
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polinomial o mismo exponencial (como es el caso ~e la 
inflación peruana entre los afias de 1989 a 199E: puede ser 
observada y esa ten~encia retirada. Transformaciones del 
tipo Log o ra1z cuadrada pue~en · ser utilizadas, 
normalmente 
el proceso. 
sugeridas por un conocimient0 a priori 
El objetivo es producir una 
sobre 
serie 
estacionaria. Como alternativa para el caso de tendencia 
polinomial se puede optar por diferencias sucesivas de la 
serie, hasta que se alcance un aspecte de media constante. 
A6n ese caso, al analizarse la FAC, puede ser que se nota 
que la misma cae lentamente, sugeriendo que el polinomio 
del modelo auta-reg:resivo del proceso tenga un cero muy 
proximo del circulo unitario. Una muestra finita nunca 
tendrá una FAC constante, misma que la serie ha sido 
generada a partir de un mo€1elo integrado de @rden ~ = 1. 
En ese caso será necesaria hacer mAs de una diferenciacién 
en "lags" unitarios. Una vez eliminada la parte 
correlación uroita:ria y estacional se podra manifestar. 
Repartir la FAC en atrasos periódicos sugiere un modelo 
estacional; si en esos atrasos la FAC cae lentamente puede 
ser necesaria una diferenciación estacional. 
En 
fijo 
los 
la FAC los coeficientes f:~., ... pk no tienen un patrón 
e~ comportamiento, ya que dependen de los valores de 
coeficientes de medias móviles del ~odelo. Para k>q 
los coeficientes rk se determinan seq6n una -ecuación en 
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diferencias y decrecen seg6n una mezcla de oscilaciones 
sinusoidales y/o exponenciales amortigua~as. La FAP 
tambi~n presenta p valores iniciales sin un patr6n fijo, 
seguidos de una mezcla de oscilaciones sinusoidales y/o 
exponenciales amortiguadas. 
En la figura NQ 96 se ha representado la FAC y FAP del 
modelo ARMA(l,l) estacionario e invertible. La zona 
conjunta de estacionariedad e invertibilidad estA definida 
@Or todas la;s combinaciones situadas en el interior del 
cuadrado de la figura. 
Como puede verse gue la diagonal tra2ada (en la Fig. 6) 
corresponde ~ aquellas combinaciones en que 8~=~1. cuando 
se da esta circunstancia el modelo ARMA queda reducido a 
un modelo de ruido blancQ. En efecto (1--~B)Z~ = (1-e~B>a~ 
se convierte en: Zt = at para ~1 = 81. 
Tambi~n las combinaciones cercanas a esa diagonal 
presentan dificultades de identificaci6n, puesto que no 
serán fácilmente distinguibles de un ruido blanco. 
En la tabla NQ 91 se presenta un resumen del 
comportamiento de la FA y FAP en los modelos AR(p), MA(q) 
y ARMA ( p, q) . 
Cerno se puede notar la fase de identificaci6n 
necesita de una cierta experiencia. En el caso de duda el 
analista retiene algunas alternativas para coger en el 
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futuro al analizar el comporta~iento ~el residuo, asunto 
que será discuti~o en la sección sobre dia~nóstico. 
Tabla NQ In La FAC y FAP en modelo AR(p), MA(q) y 
ARMA(p,q) 
AR(p) 
MA(q) 
FAC 
Decrecimiento r~pido de tipo 
geométrico puro y geométri-
co con alteración de si~nos, 
sinusoidal o mezcla de 
va,rios tipos. 
Se anula para retardos 
superieres a q. 
ARMA(p,q) Los primeros valores 1n1c1a-
les no tienen patr6n fijo y 
van seguidos de una mezcla 
de oscilaciones sinusoidales 
y/o exponenciales amortigua-
das. 
FAP 
Se anula para retardos 
super iore's a p. 
Decrecimiento rápido 
de tipo exponencial 
y/o sinusoidal. 
Los primeros valores 
iniciales no tienen 
patr6n fijo y van 
seguidos de una mezcla 
de oscilaciones sinu-
SC}idales y/o exponen-
ciales amortiguadas. 
Después de obtenida la estacionariedad de la serie 
falta establecer las erdenes p, q, P y Q las diferencias 
Wt (1 - B}~(l - B•) 0 • De la teoria (Sec. 3.3} se sabe 
que la FAC se anula apartlr del "lag" q para los modelos 
MA y la FAP también se anula a partir del atraso p para 
modelos AR; para el modelo ARMA completo en la FAC y en la 
FAP se anulan. Se observa por tanto la FAC y la FAP se 
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t0_;;50..&) 
FAC .. " ' . 
5: .... 
:' ! ' 1 J¡ ., 
1' 
;¡!' ·, 
HAP 
.. FAP FAC 
,J : FAP FAC 
(0.0,0.5) 
_, 
Fig. NQ 96 FAC y FAP de 6 modelos ARMA (1,1) estacionarios 
e invertibles. 
puede tener una idea del modelo subyacente a un proceso. 
En la práctica podr~ ser preciso establecer un criterio 
para saber cuando las estimaciones no son nulas, debido a 
las variancias de los estimadores de la autocorrelaciones. 
Segundo Granger y Newbald (1977) que citan a Anderson 
(1942) los estimadores de FAC es FAP son aproximadamente 
gaussianos para todos los "lags", cuando la seftal es un 
ruido blanco, con variancia n-~ ( donde n es el n6mero de 
muestras), asi se puede usar el limite de ± 2n- 1 ' 2 
(equivalente al doble de desviación estandar de la 
distribución del estimador) como un indicativo . mas o menos 
grosero para saber si las funciones no son cero en ciertos 
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atrasos, afectandose asimismo la hip6tesis dél ruida 
blanco. De esta manera se obtiene inmediatamente de los 
valores provisorios para p y q (p y q), correspondiendo a 
los valores de "lag" para les cuales la FAP y la FAC caen 
dentro del intervalo ±2n_ 1 , 2 , por tanto consideradas 
nulas. Para obtener el valor de P y O cuando fuera el 
caso, se analiza las FAC(sl) y FAP(sl) donde s es el 
peri6do de 1 =9,1 1 2, ..• 
Para terminar el problema de identificación bién 
definido, fueron introducidos diversos indices, entre los 
cuales, los más utilizados es el llamado indice de AKAIKE 
(AIC) [Priestley, 1981), que es puesto de la si~uiente 
forma: 
_2 
AIC(p,q) n ln Up,q + 2(p+q) (3.33) 
donde U 2 p,q es igual a la variancia estimada para el ruido 
para un modelo AR:MA(p,q}. 
La idea general para el uso de este criterio de 
cualidad para el ajustamiento es que en ~eneral al 
aumentar el nú.mero de parámetros del modelo la variancia 
del residuo disminuye y el residuo es mas "blanco". En 
tanto aumentar demasiadamente el n~mero de parilmetros es 
desventaja, al disminuir la precisión en la estimacld>n de 
los parámetros, es parte contraria al principio de 
parsimonia, par la cual se debe procurar modelos en su 
forma equivalente al más compacto posible. 
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De tener los valores p y g iniciales, escojemos 
algunas ordenes p<p y q<q para estimar los parámetros de 
los modelos ARMA(p,q). Los modelos escogidos es aquel que 
minimiza el indice de AIC. 
A6n as1 se verifica la necesidad de tener que 
estimar los parámetros de un número grande de modelos, 
principalmente si hubiera opciones con relac16n al grado 
de diferenciación y transformación utilizadas en la serie 
original. Para disminuir esas dificultades se puede 
utilizar la transformación sobre las desviaciones estandar 
de los estimadores de los parámetros para eliminar 
coeficientes poco significativos. La literatura presenta 
también otras funciones auxiliares para la identificación 
del wodelo tales como las autocorrelaciones inversas, 
autocorrelaci6n parcial inversa, arzeglos R• y s• y el 
método Corner; todos esos revisados en Pereira (1984). 
Esos métodos también facilitan la identificación del 
Proceso SARIMA pués muchas de esas funcienes auxiliares 
indican que los coeficientes intermediarios deben ser 
eliminados. En caso de identificación de modelos 
estacionales el indice de AIC debe ser modificado para 
AIC. = 2 n ln u. + 2m (3.34) 
donde m es el número de coeficientes estimados. 
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3.5 ESTIMACION 1m. LOS PARAMEW;ROS 
Vease en esta sección como, una vez fijada el orden 
del modele, obtener los valores de los coeficientes del 
modelo ARMA. 
3.5.1 ESTIMACION 1m~ PARAME:TROS AUTQ-REGRESIYOS 
Sea yT = [yl.., ••• ,y ... )J una secuencia de muestras 
conocidas del proceso Zti deseandose que a partir de estos 
datos, estimar los parámetros de un modelo tipo AR(p), p 
dado, ajustado a esos datos. Existen diversos métodos de 
estimación de parámetros entre los cuales se pueden citar 
(Melsa y Cohn,1978): mf.nlmos cuadrados (LS), m6.xima 
verosimilitud (M.L) máximo a posterior! (HAP), que difieren 
entre si la cantidad de conocimiento estadistico que se 
puede tener con respecte a los par6.metros, siend.o estimado 
y de comportamiento estadf.stico de :r::uido. Los métodos MAP 
no serán discutidos en el presente. 
Para el métodos de les lll.inimos cuadrados, conforme 
se ha visto en la sección 3.3.4 la solución es obtenida 
por la sustitución en las ecuaciones de Yule-Walker, de 
las cor:r::elaclones teó:r::icas por las estimadas, además de 
eso, la solución también puede se:r:: obtenida por la pseudo-
inversa de la matriz de datos. Lo que cambian bá.sicamente 
en esas solueiones son las fórmulas usadas para les 
cálculos de las estimaciones de las autoce:r::relaciones. 
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El método ML, da una estimaci~n de mejar cualidad que el 
LS, pués permite incorporar en la solución el conocimiento 
a priori con respecto al ruido que afecta al modelo 
(ecuación 3.25c). Al ajustar el modelo a los datos 
contenidos en y, obteniéndose el siguiente sistema en 
forma matricial: 
y... = .ft~ + e .. (3.35) 
como la ecuación 3.25 eT. = [e ... 1, ••• ,eNJ y~ o~upa el 
lugar de los parámetros a. de posición al orden del 
predictor en ese caso es igual al orden del modelo AR(p). 
La estimación HL para ~, cuando el residuo e.. tiene 
una distribución gaussiana, y dada por (Melsa y Cohn, 
1978): 
(3.36) 
Observa que para ese caso la solución es identica al 
GLS (ecuación 3.27). esta estimación ML par no ser 
"exacta" pués la censtrucci6n de los sistemas de 
ecua~iones, con parte de les datos disponibles para 
u ti 1 izar como condición inicial ( impl ici t .o la formación 
del vector Ym). Esa es la estimación de mAxima 
verosimilitud condicional aquellas condiciones iniciales. 
A partir de una mejor aproximación de 
verosimilitud "verdadera" de los datos dis~onibles Box y 
Jenkins (1979) presentan la siguiente expresión para la 
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estimación ML de ~= 
(3.37) 
donde: 
d = 
• !' • 
(3.38) 
observese: Yc forma centralizada de Yc· 
Descomponiendo 3.38 para algunos t6rminos en la 
diagonal principal de Op tene.mos: 
D:zz = Y 2 n-:L + 
+ y-.3 
D-... = disminuyendo el n6mero de t6rminos en la 
sumatoria. 
Como se puede observar las estimaciones ML 
aproximadas conducen a soluciones semejantes al de las 
ecuaciones de Yule-Walker con las correlaciones estimadas, 
con variación observada al cálculo de las mismas 
autocorrelaciones. Los métodos vistos hasta ahora, el 
ó.ltimo presentado y el que presenta mayor aproximación con 
la llamada verosimilitud exacta (Priestley, 1981). 
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3.5.2 ESTIMACION ~ PARAMETROS ~MODELO HA 
No existe una manera directa para estimar les 
parámetros de los modelos MA, del tipo de ecuación de YW, 
as1 como se puede ajustar modelos AR de ordenes crecientes 
a los datos yT = ly1, ... , Yn1 aplicando el algoritmo de 
Levinson a las autocovariancias muestrales, se puede 
ajustar a modelos de media móvil de ordenes crecientes 
(3.39) 
q = 1, 2, ... ,por medio del algcritmo de innovacicnes 
(Brockwell y Davis, 1987), donde a ... " significa el n-ésimo 
coeficiente de un modelo de orden m y v. = u2. es la 
variancia de at::: 
Alg-oritmo ~ innovaciones 
v.o = C~ (variancia estimada de Zt 
k = e, ... , m-1, ; ck 
par~ el atraso k. 
--1_ 
Vam - Ca - ~ 9 2 ... , ... -~v~ 
:f•l. 
(3.4Ba) 
es la autocovariancia estimada 
(3.4Bb) 
Marple (1987) presenta un mi!todo alternativo. para 
estimación de pará.metras MA, que usa la representación de 
un proceso MA para un modelo AR de orden elevada. Los 
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parámetros AR(M.), donde M >> g son posibles calcular 
usando por ejemplo el algoritmo de Levinson. Como los 
parámetros MA tiene una relación convolucional con los 
parámetros AR visto que TZ(MA(q))/TZ(AR(~)) = 1, (donde TZ 
significa la transformada Z) construyéndose un sistema de 
ecuaciones que permite calcular los parámetros MA ya que 
conocemos los par~metros AR. No seria posible usar la 
ecuaci6n 3.21 porgue la variable incógnita aparece como 
producto e~s~-k dificultando la resolución del sistema. 
3.5.3 ESTIMACION PRELIMINAR DE ~ PAR4METROS ~ MODELO 
ARMA 
Sea el modelo completo, de media cero, estable. 
Zt = -~Zt-~ + ••• + -pZt-p + at- 81at-1- •.• - 8qat-q 
( 2. 4) 
Las condiciones de estabilidad asegura que la 
expresi6n MA(oo) converge. 
Zt - e w~at-~ = w(B)at (3.41) 
~-o 
Si observamos e interpretamos del punto de vista de 
transformada Z (ecuasi6n 3.2b), se deduce que 
w(Z- 1 )=9(Z- 1 ) 1 -(Z- 1 ) 6: 
ecz- 1 ) = wcz- 1 )-cz-1 ) (3.42) 
Tomando la anti-transformada de 3.42 obsérvese que 
se obtiene la convoluci6n de los términos w y 
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(Brockwell y Davis, 1987): 
Wo = 1 
m.S.n(::l,p) 
9::t = W::t + ~ ~.s.W::t-.s. 
1.•1 
j=1,2,3, ••• (3,43) 
donde por convenci6n a~ = O para j>q y ~::t = O para j>p. 
observandose a partir de la ecuaci6n 3.43 es posible, 
utilizandose de esas relaciones para j = q + 1 hasta g+p, 
extraer los p valores de ~.s. ya que en ese intervalo·S::t =O 
desde que se conoce W.s.• Para estimar los necesarios w1, 
Wq•p se ~uede usar las estimaciones generadas por el 
algoritmo de las innovaciones. Sustituyendo W::t por -e.:~ en 
3.43 y resolviendo las ecuaciones resultantes, para m 
suficientemente grande: 
m.S.n(::t,p)_ 
9m::t = 9::t + ~ ~.s.9m,::l-11 
J.•O 
j= 1,2, ••• ,g+p (3.44) 
La ecuación 3.43 con j = g+l, ••• , q+p, observ,ndose 
que ~ debe satisfacer la ecuaci6n: 
(3.45) 
donde: 
9m,q+Z 
~ = 
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e ... , .. e., .. -1 
e., .. 
+ = 
e., .. 
siendo resuelto 3.45 para 1/J entre e y haciendo uso de 
3.44, tenemos: 
mi.n(:J,p) 
j = 1,2, ... ,q (3.46) 
La variancia del ruido blanco es calculado a partir 
de 3. 40b: 
(3.47) 
un criterio para escojer m suficientemente grande para 
considerar una buena aproximaeión pa~a un modelo MA(~) es 
escoger m de forma que sean ajustados al modelo MA(m) de 
orden creciente, de tal forma que se minimice el in<iice 
del criterio AIC, que corresponde a la sección de 
identificaci6n del modelo. 
MARPLE (1987} presenta otro método para la 
estimación preliminar de los paráme,tros 9 y 1/1 en los 
siguientes pasos; primero son estimados los parámetros AR 
utilizandose de una variante de la ecuación de YW 
modificada, llamada la ecuación de YW ao~ificada de 
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minimos cuadradas. La serie es filtrada para así abtener 
residuas del tipa HA. Un madelo MA(q) es ajustada a estos 
residuos usandase el métoda anteriormente descrito. 
Vale abservar que la ecuación 3.45 es una ecuación 
del tipa YW dende los coeficiente,s de expansión MA(m) 
sustituyen las carrelaciones muestrales. 
3.5.4 ESTIMACION QE. PARAMETROS ~ HAXIMA VEROSIMILITUD 
PARA LOS M,OpELQS ARMA ( p, g l 
Sea yT = [ y1,yz, ... ,ynl un vector de observaciones 
de un proceso estacástice Zt de media cera. Conociéndose 
el arden del modelo ARHA(p,q) que gener6 el proceso, mas 
no se conoce los parámetros ~1, •.. ,~P; e~, ... ,e~ y~~. (la 
media se supone cero), o sea las observaciones y~ fueron 
extraidas de una distribución cunjunta 
Contando con las observaciones deseamos saber cuales son 
los valores 
dado origem 
verosimilitud 
para los parámetros más probables de haber 
a esos datos. Las estimaciones de m!xima 
de los parcimetros son considerados 
determinlsticos, y deseandose esta maximizar una función 
L(<P,S,<P.Iy) que es de la misma forma que p(yi<P,S,.ua.). 
Asú.mese que las observaciones vienen de una 
distribución normal. 
Para inicio del análisis, consldérase, por lo tanto una 
distribución de ruido de entrada o "shocks", que suponen 
gaussianos e independientes entre si. siendo la 
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distribución de 1 "shock" simple dado por: 
(3.48) 
La distribución conjunta de los "shocks" de entrada serA: 
-:a./ :z n n 2 
p(a:~., ... ,an) = (2n) u.-"exp{- l E a .. } (3.49) 
2aa. t-:~. 
m.!s de 3 .1 
at. = Yt - ~J..Yt.-:~. - . . • - ~r:>Yt-p t 8J..at-J.. t • • • t e ... at.-c;¡ 
(3.58) 
sustituyendo 3.59 en 3.49 se obtiene la densidad de 
probabilidad conjunta de y dado que el Jacebiano de la 
transformación es unitario (Nelson, 1973; Priestley, 
1981): 
~ Cyt-ct>:~.Yt-:~.- ••• -ct>PY•-pt .•. +e ... a.-... >'] 
t.-1 
(3.51) 
La función de verosimilitud de los datos es por lo 
tanto: 
1 n 
a., (e¡,, e) •] (3.52) 
.Puede observarse que la expresión 3.59 no siempre 
puede ser calculada para todos los indices t, pués, 
conforme el orden del modelo no tiene los valores de a., o 
Yt para t ~ a. Para resolver el problema o se ajustan los 
limites de la sumatoria en 3.52 o se asumen los valores no 
e{:)t: ~m,a.~ l~~ "ªl:oox:e~  ~ll:Í<Z~-a -l·e~ nec·e~a:Y io~ s;>a~a el q4l~pu.IQ 
d.e L( ·•). . Asi s.u~_bd·o l.:a funci6.n é'le v:e:r :Gsbatl:it'Ud t.L•J' 
dond;e,: 
... 
:S:(: !fii, •ál ), # :g ª _1; ~ :~:, a ') ·• 
·' *=•'t - ' 
Pa:r:,a ~aa®lotl.za:t '3:.53. bctsta. 1:nic!alm.en'te al.nt.atz.ar 
st• .h y una vez -ca'leulada· e,se va.l.or: y· los. par·oe:t:ros· • . y 
-
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_2 S(c11,9) 
(:f- = -- - ·--- (3.$5) 
n 
En el e.,lGulo ci.e los paz:ámetros ciiel mocielo ARM~, en 
general la expresi6.n S(•) será altamente no lineal en 
:relación a los p.arámetros; la solución ciirect.a es por lo 
tanto muy ciif1d: l en la mayorla ele los casos. Para la 
solu:e.; ián aplique.se los métodos de &stimaci6n no line.al, 
po.r e~e~mplo &asándose en aproximacHm lineal d.el modelo, 
el llamado método d .e Gauss-Newtctn (GN) (Nel~Son, 1973), que 
es un método iterl;ltiv·o y que utiliza inicialmente las 
estimaciones preliminares generadas per le·s esquemas 
descr i to,s en lás secciones anteriores. Las Gtiversas 
S(ct~,en no cambie más dentro de ciertos limlte:s y los 
valores ah:anzades para 1/J y a en la última iteras ló.n son 
las estimaciones de máxima verosimilitud pz:os urada. 
En principio la funci~n S(ct>,9} puede tener varios 
m1nimos mas usandose las estimaciones 
preliminares co.mo partida, normalmente se alcanza al menor 
valor entre los mi n.Lmos ( Neh>on, 1973) • 
L.as estimaciones por máxima verosimilitud de los 
parámetros son. v .a. desde que son f:u.l'ilción de los Elatos. De 
la teoria estadistica (Nelson, 1973) se sabe que en 
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condiciones mAs o menos generales para flgrandes" muestras 
las estimaciones son distribuidas normalmente con matriz 
de covarlancia dada por: 
VCI3)=2c:ra. 
donde: 
B = [«11,91 
. 
. 
-1 
(3.56) 
Para el cálculo ~e 3.56 utillzandose los valores de 
«11 y 9 de la última iteracilm para el cálculo de S(B) por 
el ~rocedimiento de GN. su hipótesis nula del estimador de 
cada parámetro tiene varlancia ta•S(B)J/aB•s. = u••"· Por 
tanto ~ara poder determinar si determinado partmetre es 
diferente de cero en un nivel de 5\ basta ve.rificar si 
¡a .. ¡ > 2uas.. Es posible establecer también, un intervalo 
de confianza para los parámetros preliminares. 
3.6 MODELOS HQ ESTACIONARIOS :X. ESTACIONALES 
3.6.1 MGDELOS W2. ESTACIONARIOS 
Cuando una serie en estudio es no estacionaria, y 
que ocurre frec:uenteaente, se procura a tzavés de las 
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transformaciones en los datos hasta tomar la 
estacionariedad. Un transformaci6n muy utilizada es la 
función lo~arttmica o la ralz cuadrada por ejemplo. 
Ciertos cuidadGs deben ser tomados cuando se quiere hacer 
la previsi6n d.e lo·s datos originales, pues no siempre la 
previsión en c.ampo eriginal es dada por la inversa de la 
transf0rmaci6n utilizada (Pereira, 1984, Sec. 9.5). 
El tipo de no-estacionariedad mas aomunes es la 
llamada ne-estacionariedad homogenea cuande sucesivas 
diferencias de la serie en estudio son estacionatias, o 
sea Zt es esta una serie no-estacionaria homogenea de la 
serie: 
(3.57) 
son estacionaria; d es el orden de difer.enciaci6n y 
(1-B)Z. = Zt - Zt-1 
Una serie temporal con no estacicmariedad homogenea 
es llamada un proceso ARIMA(p,d,q) (Autorregressive 
Integrated Moving Average), donde d es el grado de 
diferenciación y w. = v.sz. es un proceso ARMA(p,q). 
Como ejemplo, podemos observar una serie cuya media 
sea función lineal ascendente en el tiempo (también 
llamada de no-estacicmar ledad en tendencia). Basta 
diferenciar una vez y facilmente se observa que la media 
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tendra media ~onstante. Huchas veces, podra ser necesario 
conjugar una tr.ansformación y una difereneiac16n, para 
tener la serie estacionaria. 
En adelante se verá como identificar una posible no-
estacionariedad a partir del an~lice de FAC y de FAP. 
3.6.2 MODELOS ESTACIONALES 
Estacionalidad es un fenómeno que ocurre con mucha 
frecuencia en diversos procesos naturales, come datos 
hidrometeorológicas, particularmente en lQs procesos 
económicos, donde prácticamente todo se refiere a periodos 
anuales. Existen 2 métodos pr incipale.s que proc1.1ran 
modelar la estacionalidad: un deterministico, donde el 
proceso estacional es considerado una suma de un proceso 
deterministico per1odico con un proceso estoc~stico; otro 
estadlstico que permite cierta aleat~riedad en la 
componente estacional. Aqui el proces•o estoc~stico es 
conside.rado en una multiplicaci6n de componentes, una no 
estacional para modelar los aspectos intraperlodos y otras 
componentes cuantas fueron los aspectos perlodicos 
determinados. 
El primer método denominado de "descomposición clásica" o 
proceso Zt: es considerado como: 
(3.58) 
donde me es una función que varia lentamente, llamada de 
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tendencia, s~ es la componente estacional y w~ es el 
proceso ARMA. 
Obsérvese que en ese caso w~ ya es considerado 
estacionario, pues el término tendencia es retirado de la 
serie, por ejemplo, ajustando una curva poligonal a los 
datos observados de la serie y retirando a esos valores 
deterministicos en función de t, de la serie observada. La 
diferenciaci~n secuencial discutida en la secci6n anterior 
también podrla eventualmente ser aplicada aqui para asi 
alcanzar la estacionariedad. El termino s. -estacional- 1 
aqui también es una componente deterministica seria 
calculada, por ejemplo, por considerar la media de valores 
c©rrespondientes dentro de cada e.stac ión (por ejem(J1o: la 
media del número ee accidentes de carro en Lima en un 
periodo de lO affos, después de retirar la leve tendencia 
del aumente de número de carros vendidos de año por año). 
Esas medias de los valores en las posiciones temporales 
dentro de la estaeión, definen un periodo de la función 
que se repite periodicamente durante tode el tiempo al que 
se refieren las observaciones. De las observaciones y~, 
instancias del proceso z~, se extrae por tanto la serie w~ 
que es la serie a ser modelada habiendo sida :retil:ada la 
tendencia y la estacionalidad. Otros métodGS pueden ser 
vistos en (8rockwell y Davis, 1987; G:range:r y Newbold, 
1911). 
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Funci6n Wt Autocorrelaci6n. 
Las FAC y FAP son calculadas con las ecuaciones para 
series no estacionales, pero esta vez con periodo 
estacional. Examinaremos en particular un modelo AR(l) 
estacional 6 AR(l). y viene definido por: 
(3.59) 
entonces bajo el supuesto de estacionariedad, que exige 
1~1<1 la variancia y las covarianzas se pueden calcular 
multiplicando ambos miembros de 3.59 por Z•-• y tomando 
esperanzas; asi tenemos: 
k=O 
entonces Yo = uz.J(l - •z 4 ) 
k=l 
las dos esperanzas del segundo miembro son iguales a cero 
(O),lo que z .. -. y Z•-1 no existe ninguna relación, 
entonc~s Y1 = O. 
se puede resumir las distintas autocovarianzas (FA) y se 
pueden expresar: 
{
a•./(1 
• :a. Y•-• 
o 
para k=O 
para k=s,2s,3s, •• 
en los dem4s casos. 
(3.68) 
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dividiendo ambos miembros de 3.69 entre Y.~ se obtiene la 
FAC: 
para k=O 
para k=s,2s,3s, •• 
en los demAs casos. 
(3.61) 
Como puede verse en el modelo AR(l). son aplicable los 
resultados obtenidos para un AR(l) ordinario, con la dnlea 
salvedad de que solamente hay que consider:ar los 
coefirientes correspondientes a los retardos s, 2s, Js, ••• 
Como ejemplo de la funci6n de autocorrelacii»n para un 
modelo AR(l) y un AR(1). con f/1.1 = +1 y s = 4; se muestra 
en la tabla N2 92 de igual manera se muestra los c¡Jraficos 
en la Fig. N2 97. 
TABLA NQ 92 Función de autacorrelación en un modelo 
AR(1) y un modelo AR(1)4 
Retardo 
1 
2 
3 
4 
5 
6 
7 
8 
9 
19 
11 
12 
AR(l) 
8~8888 
8,6488 
8~5128 
8,4896 
8~3277 
8,2621 
"~2897 
8~1678 
8,1342 
9,1874 
8,8859 
8,8687 
AR(l).a 
8 
8 
8 
8,8888 
8 
8 
8 
8,6488 
8 
9 
8 
8,5128 
1 
4 
Fig. NQ 97 
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1 1 
. l 
11 4 
Función de autocorrelación de modelos AR(l) 
y AR(l),.. 
Otros modelos estacionales puros más usados son: 
AR(2). : 
= 
MA(l). 
= 
MA(2). 
= 
l k=O t:L ,.,. __ 
o 
+ ct:z r ... -:z. k=s, 2s, 3s, ••• 
en los demás casos 
1 
-th/ ( 1 + 6 21 
o 
1 
k=O 
k=s,2s,3s, ••• 
en los demás casos 
k=O 
k=s 
k=2s,3s, ••• 
O en los demás casos 
(3.62) 
(3.63) 
(3.64) 
(3.65) 
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ARMA(l,l)s 
1 k=O 
= k=s (3.66) 
k=2s,3s, ••• 
o en los demils casos 
En general, un modelo ARMA(P,Q) estac: mal puro 
tendrá la siguiente farmulaclén: 
utilizanda el ~perador polinomial de retardos: 
(3.67) 
para s=l2 
(3.68) 
cuyos operadores son definidos por: 
~(B} = 1- ~1B12 - .•• -~soB12P; para el proceso AR(P}s 
t5(B) = 1- 61B12 - ••• -t5aB120 ; para el proceso MA(Q)s 
Modelos Estacionales Multiplicativos Etitacionarios 
Anteriormente se han examinado modelos ARMA sin 
ningún ~a1ificativo y que denominaremos ordinarios, 
después los modelos ARMA estacionales y aho:ra combinando 
estos dos modelos se pueden formular el siguiente modelo 
general mixto multiplicativo ARMA(p,g)xARMA(P,Q)e, también 
llamada SARMA(p,q)x(P,cn. y representada : 
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(3.69) 
En 3.69, tanto la parte autorregresiva como en la parte de 
medias m&viles aparecen el producto de dos operadores 
polinomiales: uno ordinario y otro estacional y como la 
serie de caudales tiene un perlado estacional con s=l2, 
como ejemplo de un modelo multiplicativo simple tienemos: 
MA(l) x MA(l)12, expresado: 
Zt = (1- 81B)(l- 61B12 )at (3.79) 
desarrollando 3.79 se tiene: 
(3.71) 
Evidentemente la formulación equivalente a 3.71 utilizando 
solamente parimetros ordinarios seria la siguiente: 
(3.72) 
Como puede observarse, el modelo 3.71 contiene dos 
parámetres, uno ordinario y otro estacional, reflejando el 
término a at-13 la interacción entre ambos y es utilizado 
por el "Forecast Plus". En cambio en 3.72 se ha 
introducido un nuevo par4metro para recoger la influencia 
de este último t~rmino llevando a un ordinario e~~ y que 
es utilizado por el "TSP". 
Naturalmente si existe la interacción entre la parte 
ordinaria y la parte estacional es preferible utilizar el 
modelo 3.71 ya que es más escueto. 
Función ~ AutocgrrelaciOn 
El cálculo de la FAC corr.espondiente a los modelos 
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SARMA pueden líega.r a se.r labo.rlGsos. 
En tl·.riel (19SS), menciona a Peñ.;{ (1979) ~ue ha 
oec'iucido una fd>.rmala gene~1 que pe.rm,ite ap.roximar 1Gs 
c .oefic.ientes de autoco.rrelaci&n d.e un proce.so ARMA.(p,q) x 
ARMAU>,Q)s. Esta a¡¡¡roximacl6n vieae d.ada por: 
k al • 
f~c = pk + E , ..... .!.( Pk+ ... .!. + f• .. l.-k) (3.73) 
i.-l. 
donde: 
p~c : coeficiente de a.utocorrelaci6n de ordlen k en llllil 
proceso ARMA(p,q). 
-fk coeficie:nte de autocerrelaci6n de orden k en u.n 
plr.ec;eso estacional plUro .ARMA(P,O)s 
fk coefici e nte de autooorrelación de orden k en un 
prQceso multip>1icativo ARMA(p,q) x ARMA(P,O)s • 
La ecua e i6n 3. 7 3 es exacta e.n cas.o de que la parte 
ordinaria. sea un trroeeso de medias m() viles de orden 
inferi.:>r al perlado estacional. Si la ()arte ordinaria 
tiene térmÍROS autorregresivos, entll)nce.s es claro que r-
no .e.s igual a ce.<ro (O ) . sin embargo, si el orden de la 1 
rea1tivamente elevado. 
En el caso <de datos mensuales, se veri .fica que r~c ::: Cl par;a 
k ;:: s; adopta.ndo esta aproximación, la a,plicación de la 
fórmula 3 •. 73 ¡¡>e:trni tirá obtener los siguie1ntes. resultados: 
- 66 -
i) En los retardos bajos 1,2, ..• ,s/2 la 6nica estructura 
que aparece es la correspondiente a la parte 
ordinaria. 
para k= O,l,2, ••• ,s/2 (3.74) 
para 1=1,2, ••• 
ii) En los retardes k=s,2s,3s, ... el 6nico efecto 
importante es el correspondiente a la parte 
estacional, en efecto: 
k • • • • 
p.= p.+ F-'rz-+pa> + pa.(p;a.+p.>::: P•Pco = ,. (3.75> 
iii) En los retardos contiguos a múltiplos de s, se 
obtiene simétricamente la reprGducci6n ele la parte 
ordinaria tomando como referencia los valores de los 
retardos estacionales. 
Asi para . k=s+g, siendo g<s/2, se obtiene el siguiente 
resultado: 
k • • • p .... v = p .... v + P·' pa.~v+P-v> + ••• ::: f·P-v::: P·P(3.76> 
análogamente: 
k 
- -
de acuerdo a lo anterior; 
k k 
, .... 9 ::: r•-v 
en general se verifica que: 
(3.77) 
<;le ~im~,t~~.a! ,ms ~t.ª 'J?':t:flp¡'edaQ. s'~ ,~q,e,P'e' ,~e:~:·(le¡; (;;\JªPQO e ,l 
p:ex·iode etst'a.cionai es cort.o :(s=4~ y :la pár't~ \ord.tna!I.' 'hi eJs 
'P·odemos citar ·cQ'JilO e·:Jeprplo: qn: .model S:JRM·A(0.;2:) ·x. (<l,l:>, .,. 
c:u;ra e·xp:toe'$i,~l.!:n e:s;; 1Z:t ·:;:; 'fl - •h.:B - 1b:B;• ').(1 - "'1B'•Ja.t:. y de: 
1 
. 1; 
r~ r-
!'; 
r~ =· 
,.,: 
= r·-:1. 
() 
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Aunque existen estucHes referente al comportamiento 
de la FAP en un modelo estacional multiplicativo, los 
patrones son más dificiles de establecer. En general, 
puede decirse que la parte de medias móviles ordinaria y/o 
estacional, introcduce un decrecimiento expo •. ..::ncial con 
posibles oscilaciones sinusoidales. Por el contrario la 
FAP ñe un proceso AR estacional presenta un corte brusco. 
Uriel (1985) mertciona lo cual dificultoso ~s calcular, sin 
embargo dice se puede complementar can Hamilten y Watts 
(1978). 
Como resumen de medelos multiplicativos estacionales 
puede construirse la Tabla N2 B3 
Tabla N2 B3 FUNCION DE AUTOCORRELACION y 
AUTOGORRELACION PARCIAL 
Modelos FAC 
-------------------------------------------------------~--------
AR(p)xAR(P)a 
MA(q)xMA(Q)a 
Decaimiento exponencial 
y/u oscilaciones sinu-
soidales atenuadas. 
Se anula para 
k > q+sO 
Se anula para 
k > p+sP 
Decaimiento exponencial 
y/u oscilaciones sinu-
soidales atenuadas. 
En cuanto a la estimación de estos modelos, SARMA, 
son v!lidos algunos métodos estudiados para modelos 
ordinarios. Sin embargo es necesario hacer algunas 
consideraciones. 
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Asi un proceso mixto, con componente estacional y no 
estacional, no se puede estimar por métodos lineales, a 
diferencia que ocurria con los procesos autorregresivos no 
estacionales. 
Por otra parte, en la estimación condicionada de los 
proceso autorregresivos estacionales (SAR) hay que tener 
presente que se perderán D111s observaciones iniciales. La 
estimación no condicionada re~uiere del cálculo hacia 
atrás de muchos más términos que en los procesos no 
estacionales; por este motivo, en los modelos estacionales 
las diferencias entre una estimación condicionada y una 
estimaci6n no condicionada puede llegar a ser 
considerable, siendo preferible, como es lógico, utilizar 
este último procedimiento. 
Para la validación de los modelos estacionales se 
aplican las mismas técnicas para los modelos ordinarios . 
Si el modelo seleccio:Rado subsiste en sus ·residuos algún 
eompohente de caracter estacional. Cuando la FAR presenta 
valores significativos en algún retardo múltiplo del 
periodo estacional será indicativo que el modelo 
seleccionado ne explica completamente el companente 
estacional. Una forma alternativa para detectar si aún 
subsisten periodicidades sin explicar es mediante el 
periodograma acumulativo n0rmalizado tal como pr.epane Box 
y Jenkins (1976). 
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El modelo SARIMA(P,D,Q). (Seasonal Autorre9ressive 
Integrated Moving Average) es una 9eneralización del 
proceso ARIMA, que lleva en consideracic!m la dependencia 
de observaciones afectadas por periodos de tamafio s. Asi 
se tiene el modelo: 
z~ = ~1z~-- + •.. + ~pz~--p +e~- 61e~--- •.. -~ae~--a 
(3.79) 
donde e~ es proceso ruido blanco y z~ tiene media cero y 
es estacionario. 
Denotando la diferencia estacional por w~ = z~-z~--, 
o Wt = (1 - B•)z~ para permitir series estacionarias, 
llegando al modelo: 
(l-t1B•- •.• -tPB•P)(l-B•) 0Z~ = (1- d1B•- ••• -daB•a)et 
(3.8fiJ) 
donde D permite diferencia estacional de mayor orden. 
El modelo de encima contiene defectos por no 
contemplar relaci6n entre estaciones, o sea las 
autocorrelaciones intermediarias de las estaciones serian 
cero, el que no es muy razonable en la mayoría de los 
casos. 
Para modelar esas interacciones entre atrasos 
unitarios se supone que el ruido e~ siga un modelo ARMA. 
Tengase finalmente el modelo general multiplicativo: 
(l-t1B•- •.• -~PB•P)(l-~1B- ..• -~PBP)(l-B)4 (1-B•) 0Z~ = 
(3.8la) 
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en una notación más compacta: 
~p(B·)~p(B}v4vDZ~ = 6a(B•)9q(B)a~ + ~ (3.8lb) 
El modelo es multiplicativo en sentido que la s,erie 
final pasa por dos filtros ARMA, uno simple y otro 
estacional. 
La estimación de par,metros de un modelo SARIMA no 
es muy difere,nte, de un proceso ARIHA. La diferencia w~ = 
(1 - 8) 4 (1 - B•)Dz~ constituye un procesQ ARM~(p+sP,q+sQ) 
donde algunos de los coeficientes son cero. Expandiéndose 
las relaciemes multiplicativas de los parámetros del 
modelo para un dato conjunto p,P,q,Q,s se relacionan con 
los valores calculados para el modelo ARMA, hallandose los 
valores para ~(•),~[•),~(•} y 9(•). 
3. 7 DIAGNOSTICO X REVUUON JW., MOPELO 
Después de estimar un modelo tentativo para los 
datos existentes es necesario verificar la adecuabilidad 
del modelo a esos mismos datos. Este procedimiento es 
denomh1ado de diaC]Jn6stico y sirve también para orientar la 
modificación del modelo cuande es necesaria. El 
diagnóstico se basa en los llamados residuo'&. 
3.7.1 OBTENCIQN D.l, l&,i RESIDUOS 
Supongase el modele ARMA(p,q) obtenida a partir de 
3.81, donde w~ = ~~Dz~ 
~(B)W~ = 9(B)a~ (3.82) 
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fuera ajustado a las observacienes Yn "' [y1, .. ·Yn1 co .. n 
estimadores ~ y 8. 
La cantidad at en 3.83 es eonocida como residuo: 
at "' e-~(B)~(B)Yt (3.83) 
Si este modelo estuviera correcto, entonces los 
residuos at constituyen un proceso de ruido blanco y como 
visto antes, las autocorrelaciones muestrales de esos 
residuos deben ser aproximadamente cero para 
mayores que cero. En la práctica, se podrán, como los 
coeficientes de 3.83 son estimados entonces la secuencia 
no es sucuencia independiente e identicamente 
distribuida Brockwell y Davis (1987, p. 299), y la 
distribución de las correlacienes muestrales de at(~,e) no 
es la misma de at ( q,, 8) ahora se podr~ espe.rar gue las 
correlaciones muestrales de at podrán dar información 
valiesa respecto a la adeauabilidad del modelo. Lo que 
suc.ede es cque, como aportan Granger y Newbold ( 1977) ¡ 
Brockwell y Davis (1987) y otros, la desviaci6n estandar 
de rk(a(~,e), puede ser considerablemente menor que la 
desviación estandar del estimador con el valor real de los 
parámetros si esos fueran c.Pnacidos, ahora el limite de ± 
2n-~ ..... 2 para asi considerar una autoeorrelaci6n como cero 
aán continua válido pa:ra g:ra.ndes atra·sos. Para atrasos 
pequeños (menor que 6 para modelos no muy complicados 
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(Granger y Newbold, 1977), el intervalo de confianza puede 
caer hasta la fronter.a (meta) can relación al intervalo 
que seria si se conoce los parámetros reales (Box y 
Jenkins, 197~). Como la variación del intervalo de 
confianza es funci&n complicada del modelo, Grange.r y 
Newb®ld (19.77) sugieren q.ue se use los interv·alos de 
confianza estandard observándose, por lo menos para k < 6 1 
los velores de autocorrelaci6n se pasan los limites del 
intervalo de confianza, fijándose mas proximo a cero. 
En el cálculo de los residuos, aparece la ecuación 
de las condiciones iniciales, ya mencionada en la sección 
d·e estimación de máxima verosimilitud. Normalmente se 
utiliza los mismos criterios ya mencionados, mismo porque 
al término de la última iteración en el cálculo de 
estimado por máxima verosimilitud los residuos ya están 
establee idos. 
3. 7. 2 USO DE I&S:_ R.ESEAUOS E.ARl MQD.IFICAR iL. MQ@ELO 
Supone que el análisis de los residu.os indican la no 
adecuabilidad del modelo: 
~(B)Z~ = S(B)at (3.84) 
y que el modelo identificado y estimado para los residuos 
fue: 
~'(B)a. = B'(B)a'• (3.85) 
sustituyendose el modelo 3.85 en 3.84 tenemas el nuevo 
Ei per::'io.d:o.g:rama pre,tende ctuífr:o:.n,t ·ar la.s tp.oslbles. 
:f':r ec;:ue n:c ias ·par::a exp.licar:· e1 
c~o.mpo rtam'i:e;n·t .o :d. e la s e.t le .. !fa 1 e·s as 'S se ·u;s.a e'Jt l .a par;t ,·e 
'Oe i<te~n.tlf~ca'c~6.Jl, ae, m.o:ae:l .os: aom:q• comJp.leme;pto de la; seo .•. 
p ;::::· 1." .. , .... ,,. Uf'/2' - l:J 
ei aná1.isls ar::mtmico; 
é;ó:rrel;acio:na·r una s.ezi:e. tyt:l· c;o:n armónicas a,e f::re·eue·n~:ia 
a:ng.J:tl:c¡:r w • 
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frecuencia w· como: 
I(w) = [a{w)]* + th(w)]2 (3.88.) 
y el gr.!fico I(w) vs. w se le denomina periodograma. 
picos, etc. con sus correspondientes frecuencias. 
ruidQ blanco a~, t=l.1 2, ... n; aon freouenctas f.s. (f.~,=w/2n) 
del espectro del pr .oceso a·si: 
n 
a(f.~,) = (2/n) E a. cos (2~i/n)t 
y 
n 
b(f.~,) = (2/n) ~a. sen (2tti/n)t 
la "intensidad'' de cada fr.ecuencia será: 
" 2tti n 2~1 
r.tfd - (2/n).[(E a~ eos ---t)• + CE at sen ---t)2] 
n n (3.89) 
O<f.s.<l/2,.. llamado per iodÓgram.a para analizar les residuos 
<lel proe.eso. Este estimador fue uno de lGG. primeros a ser 
propue·stos e.n los estudios. iniciales al Análisis Espectral 
de series tenrpo,r:ale.s c..an la finalida·d de Gletectar 
pe·r i odieidades en l .os datos. Ur:t pico en la freauencia 
f.~.=i/n indica una periedieidad de perioda 1/fs.. 
Para y~; t=1,2, .• , cQm.o variable cont.inua, se puede temar 
valores en un intervalo [-tt,tt) 6 equivalentemente a la 
frecueill'Cia f=2ttw, c'Omo una variable Gontinua. que puede 
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tomar valores en [-1/2,1/21, cuyas modificaciones y otros 
para el paso del anilisis armónico al anilisis espectral. 
Puede probarse, cuando la diferenciación del 
espectro at es ruido blanco, entonces el espectro es 
consta~te e igual a 2a•. en el intervalo [0,1/2]. 
o ~ f ~ 1/2 
en consecuencia: 
o 1 f<O 
P.(f) = [l'.(g) dg = 2az.f ()~f<l/.2 (3.90) 
a•. fl!!l/2 
como se muestra en la figura N2 98 el "espectro acumulado" 
(o fun~ión de distribución espectral). 
Como la intensidad I.(f) es un estimador de P.(f) vemos 
:J 
que la estimación de P.(f:J) es (1/n) E r.(fL) y 
j 
I: I. (ft.) 
C(fL) :L-~-------­
n cr•. 
L-:L 
(3.91) 
C(ft.) de 3.91 es una estimaci&n de P.(f~)/a•.; y es el 
periodograma acumulado (normalizado), como se muestra en 
la Fig. NQ 8.b para un ruido blanco. 
El grifico C(f:J)Xf:J de la Fig. N2 99 estar1a representado 
al rededor de una recta que pasa por los puntos (0,0) y 
(0.5,1). 
(a} 
o 1/2 fJ 
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P.C-fl 
-'1"/ 
1 
o 
(b} 
1/2 
Fig. N2 98 E,spectro y Espectro acumulado del ruido blanco 
C(fj}1 
o 1/2 fj 
Fig.N2 09 Periedograma acumulado Normalizado VS. 
Fre,cuencia para un ruido blanco (Valores de C(f.,) VS.fd. 
Si el modelo no fuera adecuado, habrán desviaciones 
sistem'-t1cas de esta recta. Podemos usar un test de tipo 
Kolmogorov-Smlrnov para evaluar si las desviaciones 
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observadas son compatibles o no con lo que esperariamos si 
at fuese ruido blanco. 
Podemos obtener limites de confianza alrededor de 
la recta te6t:ica, hallados a una distancia ±K( .cx)//q" de 
esta recta; valores criticos de K(cx) para al<¡Junos valores 
de u son dados en la .tabla N2 e4; tomado de Box y Jenknls 
(197~). 
Tabla NQ 94: 
Coeficientes para los cálculos del limite de confianza 
para los test del periodograma acumulado. 
0,01 0,05 0,10 0,25 
K(cx) 1,63 1,36 1,22 1,02 
aqui, q = [(n-1)/21 sin es inpar; igual a (n-2)/2 paran 
par . Si el gráfico C(f:~) cruzan los limites paralelos en 
una propozción mayor que lOOcx% de veces, los residuos no 
serán aleatorios. 
En la figura NQ 19 se representa el comportamiento de un 
periodograma acumulado de una serie Zt y para una variable 
at ruido blanco, con su limite de confianza; para mayor 
lnformaci6n revisar Box y Jenkins (1979) p. 294. 
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Por ejemplo, el intervalo que se muestra en la Fig. 
10 es para n=224; y un nivel de confianza para « 5\ y 25\: 
de la tabla 4 K(~) tenemos K(O.S5)=1,36 y K(0.25)=1,02; y 
el valor de q=(224-2)/2 = 111; entonces el intevalo será: 
1 
C(fj) 
0.76 . 
0.5 
o 
~ 1,36//llf = ~ 0,13 
:1: 11 02/llll = :t o, 10 
0.2~ 
fj 
1/fj 
~ = 5\ 
~ = 25\ 
2 
O.GO Freouenola 
Fig. NO lB Periodo<Jrama acumulado de la serie y limites 
de confianza. 
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3.7.4 PRUEBA .QE. BOX X. PIBRCE. 
Box y Pierce (197~) sugerieron una prueba para las 
autocorrelaciones en los residuos estimados; a pesar de no 
presentar diferencias ó discrepancias especificas del 
comportamiento del ruido ~lance, y puede indicar si estos 
valores se presentan muy altos, con relación a las 
autocorrelaciones residuales (rk). 
k 
Si el modelo fuese adecuado, el estadistico: QB = n~ r 2 k 
tiene una distribución Chi-cuadrado (X 2 ) con k-p-q-P-Q 
<Jrados de libertad (G.L.) para el modelo SARMA(p,q)x(P,Q). 
La hipótesis del ruido blanco es rechazada para les 
valores grandes de QB. En general ~asta tomar las primeras 
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IV. MOQELQS AUTOREGRESIVO IHT,EGBADQS ~ MEDIA MQNIL 
CARU«Al 
4.1 SERIE N.Q. ESTiACIGNf\RIA 
Los modelos vistos hasta ahora son apropiados para 
describir ser les estac temar las. Esto es que las ser les se 
desen~11elven en el tiempo alrededor de una media 
constante. Probablemente las series encontradas en la 
prictica nunca son estacionarias, con excepción tal vez 
para diversas formas de "ruidos", subyacentes a ciertos 
fenómenos fisicos. 
Las series 
estacionarlas, y 
ecemómlcas, por ejemplo, 
cuando se diferencian recién 
son no 
tornan 
estacionarias, las series como de precios, de PHB, etc. 
asi por ejemplo z~ es no estacionarla, mis 
w~ = z. - z--~ = (1-B)z. = ~2. 
es estacionaria. 
(4.1) 
Una serie puede presentar de varias formas de no 
estacionariedad. Considerando un modelo AR(l) 
(4.2) 
Vimos q~e las condiciones de estacionariedad es 
¡o~~¡<L Si .P=l 0btenemos un proceso no estacionario Z1:=Zt:-
~+a. y es facil verificar qae si I.PI>1 el proceso 4.2 
"explote", a medida que t aumenta. 
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Las madelas a estudiar, son apropiados para 
presenta.r series cuyo comportamiento es no explosivo, en 
particular series que presentan alguna homogeneidad en su 
"comportamiento estacionario". En el caso anterior si -=1, 
Zt es no estacionario, pero ~zt = at es estacionaria. 
Las series Zt tales que se toman un número finito de 
diferencias, d se tornan estacionarias, son llamadas no 
estacionarias homoge.neas. 
Si 
Wt = v.szt: 
es estacionaria, podemos representar Wt por un modelo 
ARMA(p,q), o sea, 
( 4. 3) 
Si Wt: es una diferencia de Zt:, entonces Zt: es una integral 
de Wt, de ahi decimos que Zt sigue un modelo auto-
regressivo-integrado-medias móviles, o modelo ARIMA, 
-(B) 44Zt: = 9(B)at (4.4) 
de orden (p,d,q) y escribimos ARIMA(p,d,q), si p y q son 
las ordenes cfie -(B) y 9(B), respectivamente. 
En el modelo 4.3 todas las raices de ~(B) están 
fuera del circulo unitario. Escribir (4.4) es equivalente 
a escribir: 
E(B)Zt: = 9(B)at: (4.5) 
donde E(B) es un operador auto-regresivo no estacionario, 
de orden p+d, c.on d raices iguales a uno (sob~e el c.ire:::ulo 
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unitario) y las restantes p fuera del circulo unitario, o 
sea: 
E(B) = ~(B)~d = ~(B)(1- B)d ( 4. 6) 
Obsérvese que es indiferente escribir E(B)Z~ o 
E(B)Z~, pues ~dz~ = ~dz~, para d>1. 
Por tanto el modelo 4.4 supone que las d-ésimas 
diferencias de la serie z~ puede ser representada por un 
modelo ARIMA, estacionario e invertible. En la mayor1a de 
los casos usadas, d=l o d=2, corresponde a dos casos 
interesantes y comLtnes de no estacionar !edad hc ... .:>genea: 
a) Series no estacionarias cuando el nivel: oscila al 
rededor de un nivel medio durante alg6n tiempo y 
después salta para otro nivel temporalmente. Para tener 
la estacionariedad es suficiente tomar una diferencia; 
este es el caso tipico de series económicas; 
b) Series no estacionarias cuando la inclinación: oscila 
en una dirección por al<gun tie•po y des,pués cambian de 
dirección temporalmente. Para tener estacionariedad es 
necesario tomar la se<gunda diferencia. 
Gas,os part ieulares ~ modelo ( 4. 4) 
i) ARIMA(B,l,l): ~z~ = (1- 9B)a~ 
es un caso importante es también llamado modelo 
integrado de media móvil, IMA(l,l), 
(4.7) 
ii) ARIMA(l,1,1): (1- .. B) 6 Zot: = (1- 9B)at: 
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iii) ARIMA(p,O,O) = AR(p); ARIMA(O,O,q) = MA(q); 
ARIMA(p,O,q) ARMA(p,q) 
Tomar: diferencias podra ser: suficiente para 
alcanzar la estacionariedad, én algunos casos como el de 
las series económicas. Algunas veces es necesario 
considerar a1gUJla transformaci~n no lineal de Zt y Z"t=log 
Zt y muchas veces será suficiente para obtener 
homogeneidad. De este modo llln procedimienta usual en 
series temporales es modelar: 
~log Zt = log Zt - log Zt-1 ( 4. 8) 
El anA1isis exploratorio de los datos es muy 
importante en los modelos ARIMA que se verá posteriormente 
como complemento del modo general de transfermación de 
datos qu~ puede ser representado por Ztcb>, donde bes un 
vector de parámetros que definen la transformacilfln. 
Por otro lado, en el áre'ii de series de tiempo se 
utilizan gráficos (Morettin, 1987) para detectar: si la 
dispersi6n de la variable esta relacionada con el valor 
promedio de la misma, caso en el cual es recomendable 
aplicar una transformacllfln no lineal (TNL). 
La razón principal para efectuar transformaciones 
es estabilizar la varlancia (precisamente, hacer que los 
residPOS del modelo ajustado tengan una varianci.a 
constante) . 
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Para tener idea del tipo de transformación que es 
adecuada se puede utilizar un gr6fico que traza en el eje 
de las abscisas medias de subconjunto de observaciones de 
la serie y en el eje de las ordenadas las amplitudes de 
cada uno de estos subconjuntos; si z~1, ... ,z~k es un 
subconjunto con k observaciones, calculamos para ello: 
k 
z~ = Cl/k) E z~~ , ( 4. 9 ) 
w = max(Z~.~.) minCZt.,_), 
que son medidas de posici&n y variabilidad, 
respectivamente; el par (Z,w) seri! un punto del gr~fico. 
El nl!lmero de elementos en cada sub serie puede ser igual 
al periodo, en el caso de las series estacionales. 
Si w es independiente de ·z, obtendremos puRtos 
espaciados a1r.ededor de una recta paralela al eje de las 
abscisas y en este caso .no tlabrá necesid.ad de 
transformaeión. Si w es directamente proporcional a z, la 
transformación logaritmica es apropiada. Una c:..1se general 
de transformación que puede ser utilizada es el de Box-
Cox, definida por: 
[ z~b - e -------- 1 b ~ o b Zt .(b)= (4.10) log z~, b = o, 
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donde b y e son parámetros a ser estimados. La fiq. N2 11 
estraida de Box y Jenkins (1978), da una idea de los tipos 
de qráficos que puede ocurrir y los respectivos valores de 
b. 
w 
---
-o.e ctii) 
--~........,::;;;..__. _______ b-1 {Zt) 
z 
Fig. NQ 11 Amplitud Vs. aedia; mostrando algunos valores 
posibles de b (b=~) 
Entonces la finalidad de estas transformaciones 
era lograr nermalidad (obviamente involucra simetria) y 
simplicidad del modelo, asi como uniformidad en la 
dispersión. Por simplicidad se entiende la no existencia 
de interacción en los modelos de Análisis de Variancia y 
la no inclusión de cuadrados ni productos cruzados en el 
caso de la reqresión. 
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La necesidad de encontrar un b apropiado es 
principalmente para: loqrar simetrla; lograr que una 
relaci~n entre dos variables sea lineal; lograr que la 
dispersi6n sea uniforme e independientemente del nivel de 
la variable y lograr que los efectos de dos factores sean 
aditivos sin interacción entre ellos. Si bien son 
diferentes los cilculos y griflcos hay que hacer para cada 
uno de estos casos. 
4. 2 FORMAS ~ M0PELO ARIMA 
Los modelos ARIMA dado en 4.4 pueden ser representados de 
tres formas: 
i) En t~rminos de valores previos de z~ y del valor 
actual y previo de a~; 
ii) En términos del valor actual y previos de a.; 
iii) En t~rminos de valores previos de z. y los valores 
actuales de a~. 
Forma ü .Ll. Ecuaci6n ~ Diferencias 
Esta es la forma usual del modelo, 6til para 
calcular predicciones: 
z. = E1Z~-1+E:aZ~-:a+ •.• +E•~•z•-•-• + a~-Eha~-1- ••• -e.at;-• 1 (4.11) 
donde: 
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Forma de Choques Aleatorios 
Una forma para asi calcular la variancia de los 
errores de predicci6n es: 
(4.12) 
de esta ecuaci6n obtenemos: 
E(B)Z~ = E(B)w(B)a~ 
y usando 4.5 se consi~ue: 
E(B)w(B) = S(B). (4.13) 
Luego, los pesos w~ de la ecuaclon 4.12 pueden ser 
obtenidos de 4.13 identiflcá.ndose los coeficientes de B, 
B a, etc. : 
(l-E1B- ... -Ep•dBP•d)(l+w1B+wzB2+ ..• } = l-91B- .•. -9qBq. 
(4.14) 
Form.a invertida 
de 4.12 obtenemos que w- 1 (B)Z~ = a~ 6 
(4.15) 
se consigue que: 
E(B)Z~ = 9(B)a~ = 9(B)~(B)Z~, 
de donde obtenemos la relaci6n 
E(B) = 9(B)~(B). (4.16) 
Por tanto los pesos ~~ pueden ser obtenidos de 4.16 
conociendo los operadores E(B) y 9(B). Es fAcil ver que 
los pesos ~~ en 4.15 suman uno, esto es ~ ~~ = l. 
='-1 
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4 • 3 TER MI N,O CONSTANTE DEL MODELO 
En el modelo ARIMA(p,d,q) 
(4.17) 
Un término constante fue omitido, implicando que 
E(W~)=Pw=O. El modelo 4.17 puede escribirse al que 
podrlamos llamar de tendencia estocástica, en sentido que 
el proceso no es estacionario y nula de nivel y/o 
inclinación en recorrer el tiempo. L.a te.naem::ia (o no 
estacionar iedad) estocástica es caracterizada por la 
existencia de ceros de E(B) sobre el circulo unitario. 
Además de esta no estacionariedad estocástica, 
m.uchas series te·.mperales pueden presentar una t •endencia 
deterministica, como en el tratamiento de modelos d~ 
descomposieión. En particular podemos tener Zt como la 
suma de un polinomio y de un proceso ARIMA(p,d,q), esto 
es: 
-
9(B) 
Zt = E a~t~ + ------ a~ (4.18) 
en 4.18, z~ = T~ + Y~, do.nde Y~ sigue un modelo 
ARIMA(p,d,q), esto es, ~{B)~4Yt = 9(B)at. Siguiendo que Zt 
es no estacúonario si m>O y/o d>O. 
tomando d diferencias, tenemos: 
= [9(B)/~(B)lat, si m<d, (4.19) 
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donde = Be~.d, se oh>t iene entonces una serie 
estacionaria. Esto s ignl f ica que pode,mos incluir una 
tendencia polinomial deterministica de g:rado d en el 
modelo, bastando incrementar una constante e ... : 
E(B)Z~ = Bo + S(B)a~ (4.28) 
Cuando m>d, podemos obtener un modelg no 
estacionario, tomlndose las d diferencias, debido a la 
presencia de una tendencia determinlstica; siendo en este 
caso (m>d} se toma m diferencias, obtendremos un proceso 
estacionario, más no invertible. Para otros detalles, ver 
P ierce (1979). 
Si Sa #0, obtenemos: 
---------------- 1 (4.21) 
y si Wt = Wt - E(Wtl, tenemos ~(B)W~ = 8(B)at. 
E,n que sigue, cuando d>O, suponemos Jlw=O es por 
tanto 8.,.=0. 
4. 4 ,hHOllUil:LOS ESitACI ONALES 
Los modelos de Box y Jenkins estacionales, 
llamados modelo estacional aute-regreslvo inte<Jrade de 
media móvil (SARIMA), de la forma: 
(4.24) 
las variables y parámet-ros que tene.miD s son: 
- 91 -
S = es el periodo estacional (s ~ 12 para valores 
mensuales). 
B = operador de atraso definido por: 
BZt = Zt-J. y B•Zt = Zt-• 
~(Bs) = 1 - ~J.Bs - lt:zBZII - .... -~pBPII . es el operador , 
auto-regresivo ( AR) estac lona 1 de orde,n P, tal que las 
ralees de ~(B8 )=0.están fuera del circulo unitario 
para estacionarieaad estacional y ~s., 1=1,2, ••• 1? sea 
los parámetros AR estacionales; 
(1 B8 ) 0 = v.o es el operador diferencia estacional de 
orden D para pzoducir estacionariedad estacional del 
D-éslmo dato diferenciado, usualmente D = 0,1 o 2; 
Wt = v.sv. 0 Zt, es la serie estacionaria formada por 
diferenciación de la serie Zt y n=N-d-sD es el número 
de términos de la serie Wt; 
~(B 11 ) = 1- ~J.B• - ••• -4aB·~; ~s el operador MA estacional 
de orden Q tal gue las ralees de c5(B 8 )=0 están fuera 
del circulo unitario para su invertibllldad y 6s., 
i=1,2, ••. Q los parámetros MA estacionales. 
Box y Jenkins {1970) usa la notación (p,d,q)x(P,D,Q). 
para representar los modelos SARIMA de la ecuación 4.24 el 
primer parámetro corresponde al· orden del operador no 
estacional, sometido a la notación (p,d,q), visto 
anteriormente; al segundo parámetro (P,D,Q)a la parte 
estacional. Cuando un modelo es estacionarlo y no re<\1Uiere 
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diferencias (esto es D=O y d=O) es referido como un modelo 
ARMA estacional o SARMA (estacional auto-regresivo de 
medias m6viles) siendo usado la notación (p,q)x(P,Q). Si 
este modelo ARMA es no estacional, la notamos por 
ARMA(p,q) visto anteriormente con (p,q) que indican las 
ordenes de los operadores AR y MA respectivamente. 
como se trata de datos mensuales, s=12; entonces la 
diferenci~ estacional ~1z = 1-B12 es tal; 
(4.25) 
y ~12° ~ (l-B12 ) 0 , D indicando el n6mero de "diferencias 
esta e lona les". 
Del mismo modo tendrlamos un modelo an~logo a 4.24 
que relaciona un mes determinado: 
( 4. 26) 
donde 1 por ahora los polinomios ~(•) y e(•) serian los 
mismo que en 4.24. 
Como se ha visto en la Sec. 3.6.2 un modelo 
estacional de media móvil puro, SMA(Q), es de la forma: 
(4.27) 
y su FAC ser~ no nula sometida a los "lags" 12,24, •.• 120. 
cerre~pondientes a la Sec. 3.3.2 para r~, j=l, ••• ,q, 
tenemos: 
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1 + ~~~ + ••• ~~Q 
(4.28) 
asi un SMA(l) será de la forma: 
(4.29) 
tendrá correlación no nula sometida a "lag" 12; y un 
modelo auto-regresivo estacional puro, SAR(P), es de la 
forma: 
(4.38) 
la función de auto correlación no nulas sometidas a los 
"lags" mdltiplos de 12. y un modelo SAR(l) será: 
La FAC dada por: 
. 
~ 
(4.31) 
(4.32) 
De modo general, la estructura de correlación del 
proceso w~, siguiendo un modelo SARMA y anAlo~~ al de un 
proceso ARMA no estacional, con correlaciones no nulas 
sometidas a los "laqs" 12, 24, 36, etc. como se describio 
en la sección 3.6.2. 
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Observándose también, que el modelo (4.31) será 
estacionario si 1~11<1, y el efecto estacional es 
tramsitor:io y se va amortiguando. Del mismo modo (4.29) es 
invertible si 1611<1. 
EJ\l principio no hay ninguna dificultad adicional en 
la identificación, estimación y verificación de modelos 
estacionales, la diferencia es que tenemos que diferenciar 
la serie con respecto a ~ y ~1:z (como tenemos nuestra 
serie mensual con periodo s=12) a fin de producir 
estacionariedad, obteniéndose con d y D 
ordinarias y estacionales, respectivamente. 
Las FAC y FAP cuyos procedimientos se 
3. 6. 2 son aplicables para la variable 
estacionaria con d y D diferencias. 
diferencias 
describe en 
que es 
La estimación de los valores de los parámetros 
identificados utilizando estimación por máxima 
verosimilitud de manera análoga a la efectuada en 3.5.4. 
Finalmente, para verificar el modelo propuesto, si 
es adecuado, utilizaremos los test de autocorrelación 
residual (FAR), Box y Pierce, periodograma acumulado, etc. 
tales como se desarlbió en la Sec. 3.7. 
Las predic:ciones podrán calcularse p.ara un modelo 
estacional multiplicativo de modo análogo al modelo 
ARIMA(p,d,q), utilizanda básicamente los procedimientos de 
la sec. 4. S. 
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4.5 PREDICCION CON MODELOS ARIMA 
Como sabemos que estamos interezados en conocer un 
valor Zt•h, h>1; si tenemos observaciones ••• 1 
Zt, hasta el instante t, que es llamado origen de las 
predicciones como se puede ver Fig. NQ 12. 
Zt 
t MI 
t 
Fig. NQ 12 Observaciones de una serie temporal con 
predicciones de origen t y horizonte h. 
Si tenemos el modelo ARIMA (p,d,q) descrito por las 
ecuaciones 4.11, 4.12 y 4.15 con t+h en lugar de t, 
tenemos: 
a) La ecuación de diferencias, 
(4.33) 
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b> En forma de choques aleatorios: 
(4.34) 
='--- ::~-o 
donde wo=l y los demás pesos w~ son obtenidos de 4.13. 
e) Forma invertida: 
(11 
z~~h = E n::::~z~~h-::::~ + a~~h 
.:2-1 
donde los pesos n::::~ son obtenidos de 4.16. 
(4.35) 
4. 5.1 CALCULO DE LA PRElHCCION ilE'L ERROR CUADRADO M'EDIO 
MINIMO ( EQM) • 
Como es de suponer que Zt(h) sea una función de las 
observaciones al instante t, Zt, 
consecuentemente, por 4.34 será una func;:i6n de at::, at-:~o 
at-2, .•• , y suponiendo que z~(h) sea una función lineal, 
se indica la mejor predicción por: 
.. 11 11 
(4.36) 
.. 
queremos determinar los pesos w::::~ que minimicen el EQH de 
la predicción y este es dado por: 
E[Zt~h- Zt(h)]z 
usando 4.34 y 4.36; notames q:ue la. primera sumatoria puede 
Cl) 
se escrita como E Wt•::::~at-~ 1 vemos que el errar de la 
::::~--h 
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predicción es dado por: 
e~(h) = z~~h - Zc(h) = 
CD .. 
= Woac~h+W'.J.ac~h-.J.+ooo+W'ft-.J.ac.-.J.- I: (Wt..,.·::t - Wh~::t)ac-::t 
::t-o (4.37) 
por tanto; 
CD .. 
E[e~(h) 1 a = (l+wr:~.+o o o+w•h-J.)CTz. + I: (wh~::t - Wn~::t) aua. 
::t-o (4.38) 
y debido a que los a~, son no correlacionados, se sigue 
• 
que 4o38 es minimizado si: W'h+::t = W'ft+::t o 
Entonces la predicción de EQM miniao es dada por: 
CD 
Zc(h) = Wna~ + Wh+.J.ac-.J. +.o. = I: Wn+::tac-::t 
::t-o 
y el error de la predicción de 4.37 dada por: 
también: 
Zc~h = et(h) + Zc(h) , h~l 
vamos a denotar por: 
(4.39) 
(4.41) 
(4o4l) 
(4o42) 
De estas ecuaciones tenemos las siguientes conclusiones: 
a) Zc(h) = [Zc+hl; usando 4o4l o sea la predicción de EQM, 
es la esperanza condicional de Zc+h, dadas las 
observaciones pasadas de la serie. 
b) de 4o41, tenemos [ec(h)J=O y la variancia del error 
de predicción es: 
(4o43) 
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e) el error de predicción a un paso es: 
e~(l) = z~~1 - z~(l) = a~.1 (4.44) 
lo que nos dice que los errores de predicción a un paso 
no están correlacionados. 
d) En tanto los errores de predicción para intervalos de 
tiempo mayores que uno serán correlacionados, lo mismo 
acontece con los errores de prediccién para el mismo 
hoLizonte h, de diferentes origenes t y t-j. 
4.5.2 FORMAS BASICAS 12,& I.A PREDICCION I. ECUACION M 
PREDICCION. 
4.5.2.1 Formas Básicas 
El pronóstico z~(h) podemos expresar al igual que 
las diversas formas que se presentan los modelos ARIMA. 
a) Utilizando la ecuación de diferencias; tomando 
esperanza condicional en 4.33 obtenemos: 
z~<h> = E1lZt~h-1l + •.. + E~~dlZt~h-~-«1- e1ra~.h-1l-
para h~l. Aqui debemos utilizar 
lZt-t'lcl = Zt:(k) k>O 
lZt:.~cl = Zt•lc k~O 
lat:-t'hl = o k>O 
lat:.~cl = a~~)C k .SO 
lo 
(4.45) 
siguiente: 
(4.46) 
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b) Prediccián utilizando forma de choque aleatorios de 
4.34, tenemos: 
Zt(h}=w~lat~h-~J+w~lat•h-~J+ ..• +wh-~lat~~J+wh[at)+ .•. +[at•h) 
(4.47) 
e) Utilizando la forma invertida, de la ecuación 4.35, 
obtenemos: 
CD 
Zt(h) = ~ R~(Zt•h-~1 + lat.~l (4.48) 
::1•1 
4.5.2.2 Ecuación de Predicción 
De las ecuaciones básicas (a) la ecuación de predicción, 
cansiderada como una función de h, con origen t, satisface 
la ecuación de diferencias: 
P•d 
Zt(h) = E ELZt(h-i) ; h>g (4.49) 
i.•l. 
E(B)Zt(h) = (l-B) 4~(B)Zt(h) = O . , h>q (4.5B) 
con E(B) operanda sobre h; mayor detalles revisar Bax y 
Jenkins (197B) y Morettin (1987). 
4.5.3 ACTUALIZACION J2E. LA§; PREDICCIONES 
Vamos a calcular las prediccianes de Zt•h•l. a partir de 
dos origenes: 
a) t+l 
b) t 
restando 4.52 de 4.51 tenemos gue: 
(4.51) 
(4.52) 
(4.53) 
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Asi las predicciones de z~ ...... ·u., hecho en el instante 
t, puede ser actualizado cuando un nuevo dato z~.1 , es 
observado. De este modo, haremos la predicción de z~ ....... 1 
en el origen t+l, adicionandose a z~(h+l) un mdltiplo del 
error de predicción: 
a~ ... :~. = z~ ... :~. - z~ C,l) 
4. 5. 4 IN,TERVALOS 1m CONFIANZA 
Calcular la variancia del error de predicción que 
es dada por 4.43. Para poder determinar un intervalo de 
confianza para z~ ...... , será necesario hacer una suposición 
adicional para los residuos; o sea además de suponer que 
E(a.)=O, Var(a~)=aa. Vt, y E(a~a.)=O, t~s, suponemos que 
a~ - N(O,a 2 .), para cada t. 
Dado los valores pasados y presentes de la serie, 
z., z~-1, ... , la cHstribución condicional de z~...... será 
N ( z~ ( h) , V ( h) ) • 
Luego: 
u = 
z ....... - z.(h) 
[V(h))1"'2 
"" N(O,l) (4.54) 
y fijando el coeficiente de confianza Y podemos encontrar 
un valor py tal que P[-py < U < pyJ = Y~ o sea con 
probabilidad Y, (nivel de confianza Y); 
(4.55) 
E~ v:(h J ¡ 'el valor d,e a• .• no ·e.s : c¡o·bcu:!Ída 'f. ~s s,ustltuldo 
por csu e•st;~máÓ:d' ,;i;a"' obtien.i :tl'a e'n :ta ,fa5ié tlé :esitima.clil:ñ dé;l 
nrode lo,., 'De e•st;e, ·lll·Odo' obt:e:ne:mos : 
7t t;gn.e~ct:s :p._~;ea .. i,~~·i n,nes pq;J:g . : 
Y,: 1:-.f' = '<'l ( Z ~ .,..~. ), 
'" : .. ~'. J'. ~ .... ·~ t ' ;Ji: ~,,. :i : 
;j;..,:::a:,, .', 
:( •L. 56;) -
4. 5'1'a - ;:t S'JJs·tTt-ul:t p:r;:o.n.óstlcos po~ valo~res f .1itQ:r::o:s :, 
Ícto(b): = :g('~(hj 
·- ' __. 
.DEHi'IUíé'.$: $e 'b1t.~nta obte:ae:r: .Z-=Chl t!'J'l ! J?Ulal:ón él:e: Y•-C;)hl a 
p.a.r·t ··i:t cl:e .,J ~S?b:,. en pa;.rt·cf.cf.ll.c:u:;, S't <J .f,•l adJtl,te l;n:ve.rsa 
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Por ejemplo en caso de Y~ = Ln(Z~), entonces z~ = 
(Z~=Exp(Yt)) y un pronóstico para z~+h será. 
z~<~l = exp(!~(h)) (4.58) 
Con esto podemos demostrar que en caso de Yt ser 
<'gaussiana, el ponóstico óptimo es: 
expl!t(h} + (l/2)Vy(h}] (4.59) 
dende v.(h) = Varlet(h)l, siendo etChl el error del 
pronóstico YtTn- Yt(h). Vemos que el procedimiento 4.58 
conduce a pronósticos viciados y como consecuencia, el 
err.or cuadrado medie del pron.t!lstico aumentará. 
Si Yt = Ln(Z~) sigue un modelo ARIMA, entonces sabemos que 
la distribución condicional de YtTh' dado el pasado, es 
N(Yt(h),Vy(h)) y un intervalo elle confianza para Y~+h con 
un nivel de confianza del 95\ será: 
Yt(h) t 1.96[Vt(h)] 1 / 2 (4.68) 
de aqui un intervalo de confianza para z~"'"h' con 
coeficiente de confianza, 95\ será: 
(exp[Y~(h)-1.96(V~(h) )=*·/ 2 ] , exp[Y~(h)+1.96(V~(h) ) 1 / 2 11 
(4.61) 
llamando a Vy(h), es el estimado de Vy(h), con 
sustituido pot su estimado a 1 ., en el ajuste del modelo 
para Y •• 
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V. MATERIALES I. HETODOS 
5.1 MATERIALES ~EQUIPOS 
Los materiales y equipos usados en el presente 
trabajo de tesis fueron: 
1) Serie histórica de descargas medias mensuales (en m3 /s) 
del r1o Pisco, que se muestra en el Tabla NQ 85, 
ubicado en el Distrito de Humay, Provincia de Pisco; 
Región Los Libertadores Wari; Estación Letrayoc con 
Latitud 13040', Long. 75046', Alt~ 630 msnm. Registrado 
por el Servicio Nacional de Meteorolog1a e Hidrolog1a 
(SENAHHI) correspondiente al periodo setiembre 1974 a 
agosto 1988. 
2) Una microcomputadora AT/286-386. 
3) Softwares; pertenecientes a los "paquetes" Anilisis 
Estadistica "Forecast - Plus"; Time Series Processor 
(TSP); Statgraphics; Hoja de cálculo, etc. 
4) Utiles de escritorio y computación. 
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TABLA N2 95 Descargas Medias menslllales (m 3 /s) del rio 
Pisco. 
-----------------------------------------------------------------------------------------------------------------
SET OCT NBV DIC ENE rEB I'IAR ABR I'IAY JUN JUL AGO 
MiO 
-- -------·---------------------------------------__ ..., _____ -----------------------------------------------------------
74-75 2.803 4.853 7.585 8.386 26.671 28.670 74.131 17.538 9.880 3.591 2.388 1.818 
75-76 1.654 1.583 f..6B6 10.080 E.B.281 86.931 62.199 28.823 6.767 3.463 2.528 1. 751 
7'ó-77 2.42B 2.558 6.324 5.725 8.424 81.178 66.461 15.791 5.716 2.653 1.977 1.877 
77-78 0.990 0.797 16.727 6.90B 28.522 27.775 9.894 11.296 2.574 1.448 1.119 0.716 
78-79 8.363 "1.177 8.325 12.585 18.455 58.679 71.219 11.256 2.548 1.591 1.158 1.758 
79-BB 0.808 8.689 4.248 2.187 15,648 18.148. 37.196 12.511 2.225 1.181 1.551 1.712 
80-81 1.618 5.121 2.3ae 9.76§ 19.316 111.178 61. '314 2-9.747 4.231 1.337 1.128 1.819 
81-82 1.851 2.943 6.594 19,528 39.612 78.789 46,932 13.384 3.555 t. 91·8 1.464 1.187 
82-83 1.441 3.718 9.556 5.982 19.125 6.789 47.132 77.726 3.746 1.124 1.685 1.773 
83-84 0.6"25 1.588 8.564 18.228 48.121 295.328 118.983 48.911 9.495 4.149 2.859 1.495 
84-85 1.182 llt532 12.:155 39.851 15.199 77.139 76.718 52.518 11.777 S. 972 2.169 1.873 
95-86 1. 918 3.412 5.545 22.735 115.845 222.378 91.183 51.17·4 17.492 7.111 3.414 3.164 
86-87 2.861 4.282 E. m 30. 92c6 79.438 55.644 2G.483 7.936 1.614 1.337 1.293 1.721 
87-BB 8.972 2.~95 4.678 8.363 3'9, 753 185.264 47.569 49.697 14.984 4.918 2.149 1.863 
---------------------~-------------------------------------------------------------------------------------------~ 
FUENTE: Servicio Nacional de "eteorologia 1! Hidrologia cseNAIIHil 
5. 2 METOPOS X. PROCE.DIMIEN,TQS 
Convencionalmente los pasos iterativos de los 
modelos de Box y Jenkins son: Identificación, estimación, 
verificación y predicción; en el presente trabajo se 
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plantea una metodologia descriptiva para poder tener una 
base más sólida del análisis de series temporales ya que 
en el área de lngenieria Agricola no es muy conocida estos 
tipos de modelos. 
La sistemática adoptada para el tratamiento de los 
datos de descargas medias mensuales e identificación de 
los modelos conforme se ha descrito en las Sec. 3 y 4, 
son los.siguientes: 
a) Adquisición de datos mensuales por el periodo de 14 
afias (información existente). 
De la serie en estudio se analizó las primeras 156 
ebservaciones para obtener el modelo adecuado para qu.e 
en base a él se obtengan los prenósticos para el afio 
hid~ol6gico de set.87 a ago.88, (enciso de verificación 
del modelo). 
b) Realizar el Análisis Exploratorio de los Datos y 
estimación de los estadisticos mensuales, y formación 
de la serie anual. 
Este análisis revelará la posición, dispersión y 
simetria existente y la necesidad de aplicación alguna 
tran.sformación no lineal a los datos originales; 
Hoaghin D. (1982) y Seier E. (1987). 
e) Estimación del correlograma de la serie mensual; para 
la serie en estudio. 
- [ftJ6 -
La .e.s't.imaé1ó.fi de La función ,de ·iiUtoc·o:tcrela:el6n. (,k:) d.e 
los datos. or.i<li na:l~·s para r:etat.d.os e;q~u .iV:alent·e:s: a lf4 
del tota:l de Qbs•er:v.aaiene·s.f como f?'e reco:m,le,nda,. se 
de·sarrolla :se~g·úh las fórmulas y pas.ós d.e la ;Seé. 2 .. 4 
para obte·fíer una se}r ·~e JI:pmo:9énea•. 
S.i ·f;uera ne.cesar:i :a remóver la :periocH.c1,dad de la 
mét .. odo 
2L~ g ----------
X:ü S:t 1 media y aesvla.e16n e.sta-nda:t. Cl.e j ·.,..éslmd ·mes• 
:x~ i~ ~ v.ar ll c:U~l,e. 't'ta·n:~,f ·o:e-:ntada Gl;e :Box ;¡ ·C.ó": <a:e. la: 
me.s. 
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f) Estimación del correlograma de la serie z~~ y plateo de 
la FAC y FAP, para .la serie transformada, y determinar 
las órdenes del modelo Autoregresivo (p) y de media 
movil (q), tal que sean considerados dentro de un 
intervalo de confianza. 
Los cilc&los de las estimaciones de las FAC y FAP 
son en base a las ecuaciones de las Secs. 2.4, 3.3.1, 
3.3.5 y 3.6.2 para los proeesos planteados, metodologia 
que se empleará muchas veces, ya que es uno de los 
pasos mis importantes del análisis de series de tiempo. 
Se puede corroborar este paso con la tabla NQ 96 
del resumen del comportamiento de la FAC y FAP para un 
modelo ARIMA(p,d,q). 
Asi mismo se puede resumir que las variancias 
aproximadas de la variable transformada (Wt); donde 
Wt~~~zt, n = N-d; para algunos modelos se muestra en la 
tabla N2 97. 
g) Estudiar la presencia o no de estacionariedad; efectuar 
las diferencias necesarias y/o transformaciones para 
obtener una nueva serie estacionaria. 
Las transformaciones son utilizadas para todo 
proceso lineal 1 en cambio se utilizarán las diferencias 
ordinarias o estacionales para aquellos modelos no 
estacionarios. 
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Tabla N!ii! 96: 
CGmportamiento de la FAC y FAP de. un "'receso 
ARIMA (p,d,q) 
C'RDEN 
comportamiento de p~c 
comp.ortamiento de t/J~c~c 
estimado.s iniciales 
región de admisibi-
lidad 
ORDEN 
c0mportamientu de pk 
Comportamiento de ~kk 
estimados iniciales 
región de admisibi-
lidad 
ORDEN 
cGmportamiento de rk 
comportamiento de ~kk 
estimados iniciales 
región de admisibi-
lidad 
(1,d,O) 
decae exponencialmente 
solamente t/J11 # o 
rlil. = ,l. 
-1 < f/Jl. < 1 
(2,d,O) 
mezcla de exponenciales 
y ondas sinUsoidales 
amortiguadas 
solamente 
</>11#0 y </>zz # 0 
t~~l.= .r1 e 1- pz .> 1 c1- pa d 
<1> z ~ pz- p 2 1 ) / ( 1- p z 1 } 
-1 < <l>a < 1 
~2 - tPJ. < 1 
<Pz + </>1 < 1 
(1,d,1) 
(O,cl,1) 
selamente p1 # O 
decaimiento expo-
nencial dominante 
p1 ~ -e 1 < 1 +e ~ ) 
-1 < fh < 1 
(O,d,2) 
solamente 
p1#0 y rz¡!O 
Dominada por mezcla 
exponenciales o 
senos amortiqua~os 
rl.=-9J.(1-9z)/(1+9ZJ.t8zz 
pz=-8z/(1+82 J.t8Zz) 
-1 < Sz ( 1 
Sz - 81 < 1 
S:a t Eh < 1 
decae exponencialmente después de un atraso 
(de lag 1). 
dominada por el decaimiento exponencial des-
pués del 1•~ atraso. 
-1 < f/J1 < 1 . , -1 < al. < 1 
==================================================================== 
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Tabla N297 Vari:ancias aproximadas para w. = ~·z., n=N-d 
AR(l) MA(l) ARMA (1,1) 
C.,.(l+r:~..) C.,.(1+2r;a.) 
n 
AR(2) MA(2) 
n 
C:t es el estimado de l:t y r:~ el estimado de r:~ .. 
h) Obtener las estimaciones preliminares para los 
parámetros de los modelos AR(p), MA(q), ARMA(p,q), 
ARIMA(p,d,q), SARMA(p,q)x(P,Q), SARIMA(p,d,q)x(P,D,O). 
y metódicamente eliminar las órdenes del modelo que 
no resultan por causa de estaclonariedad o de 
invertibilidad. 
En la sec. 3.5 se describió los diferentes 
procedimientos para la .estimación de los parámetros y 
los errores estandar de dichos parámetros estimados. 
Existen también otros procedimientos como el no 
condicional que puede revisarse en Box y Jenkins (1979) 
por el método de máxima verosimilitud. 
Si tenemos un modelo ARIMA (p,d,q) y los parámetros 
~ y e a estimar, tanto el procedimiento condicional y 
no condicional, formarán una suma de cuadrados que 
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serán funciones de ~ y 8; estas sumas deberán ser 
calculadas para diversos valores de (~ 1 8) sobre un 
.:teticulado convenient.e; e.sto es cons iderand0 que 
-1 < ~ < 1 y -1 < e < 1 y calculando S(~ 1 9) sobre un 
reticulado como el de Fig. N9 13 ; se unen los puntos 
que tienen suma de cuadrados aproximadamente iguales. 
Mediante la observación de las curvas de nivel, se 
encontrará 10s pares (~,8) que determinan el menor 
valor de Sx(~,a) lo cual equivale a maximizar L(w). 
o 
:¡,¡ ¡..... i\. _1'\ .. 
: bi""' . .. ""' 1'\t l \ 
-o.a 
.. ·· f . .;¡l" . 
11'( , .l 
;/; ' .· . 
-1. 
-1 -o.o -G,I o,o 1.0 
Fig. NQ 13 Curvas con la misma Suma Cuadrados (SQ) para 
un modelo ARMA(l,l). 
Para tener una idea de la precisión de los 
estimadores encentrades cdeaem,os censtruir intervalos de. 
confianza para los parámetros y se analiza seq6.n la 
sec. 3.4.5, que a partir de las estimados de las 
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N:2, &Ja q·ue mues,tz:a estas var1,anza.s apz:oxi.madas d.e los 
Tabla N:Q "-Bl var1ancl.ás a·pr.óxl.madas, par.a los 1pa.támetros· 
de l j,QS Jl\;OQ._e l ·O.S ll!!áS Olli!XIJ{l¡~S • 
AR(l) 
~AR:l:2l 
M~ ~ l)· 
MAt '2J 
ARMA(1,1) 
Var(;) ~ ~l-ta )Jn 
Va.r; ( ~1 );;Va¡; .( f/jz :) ~· ( 1.-f!·•z) In 
V~z ;~i) ~ (1-e.a )/n. 
:Va;r ( ·¡;..;) ='Var ( :¡z. l :! .( 1 ~á··· ~ l /n 
r1-~ > ·• t l-f!te 1 • 
n_ ( tl'"'$·1• 
c1-e > ·• .< 1.- .c~~e > • 
U .Eliminar los c,o.efic·.te.n:te,s p¡r ·eli:nti.na.r .es, a.gue·llos que 
pQ.s;een :JUayo.r erx:or c:ts,·tanda:.rd;: y IQS: Q,ue so.n ne 
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Una t~cnica a ser usada, si se tiene un modelo 
con muchos parámetros es ajustado pa.ra ellos, 
estimaremos un modelo con parámetros extras y 
examinaremos si estos son significativos y si su 
inclusión disminuye significativamente la variancia 
residual. Este método es 6til cuando sabemos a priori 
en que dirección puede estar ocurriendo la 
inecuabilidad del modelo. 
Esta fase se basa en lo descrito en la sec. 3.7 
incluyendo el análisis del periodograma para la 
variable estocástica a1: lo que serán usados en el 
software Statgraphics y Systac. 
k) Como es de nuestro interés saber cuales y cuantos son 
las predicciones en un tiempo futuro, Zt•h, h>l, y 
tenienda las observaciones .... Zt-:z, Z1:-1 1 Zt en el 
instante t, origen de las predicciones; los diferentes 
procedimientos para obtener estas predicciones se 
presentaron en la sec. 4.5 con sus respectivos 
intervalos de confianza. 
Los horizontes de análisis serán elejidos de 
acuerdo a las fuertes variaciones y a los afies normales 
para asi obtener un buen pronóstico. 
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VI RESULTADOS X. DISCUSION 
6.1 RESULTADOS 
La serie en est.udio se presenta en el tabla NQ 09 cuyos 
datos originales de descargas en m3 /s, para el an~lisis de 
series de tiempo, con 156 observaciones. 
TABLA NQ 09 SERIE EN ESTUDIO CAUDAL (m 3 /s) 
-------------------------------------------------------------------------------- .... ----------------------
SET OCT NOV DIC ENE FEB "AR ABR "AY JUN Júl ASO 
---- --- ---~---------- - ------------ ----------- - --------~--~---------- ~------ ------------------ ------- --~----------
74-75 2,103 4,053 7,515 8,386 26,671 28,671 74,198 17,538 9,801 3,591 21381 1,811 
75-lb 1,654 1,583 6,616 11,181 61,281 86,931 62,199 21,123 6,767 3,463 2,521 1,751 
7&-77 2,428 2,558 6,324 5,725 8,424 80,178 66,461 15,798 5,786 2¡653 1,977 1, 877 
77-78 0,990 0,797 16,727 6,903 20,522 21,775 9,894 11,296 2,574 1,440 1,119 0,716 
78-79 0,363 1,177 8,325 12,5rt5 11,455 51,679 71,2,29 11,256 2,548 1,591 1,158 11,750 
7'3-BI 8,800 0,.609 4,248 2,187 15,648 18,148 37,196 12,511 2,225 1,1811 1,551 1,712 
B~HH B,61B 5,021 2,338 9,765 19,316 188,178 61,914 29,747 4,231 1,33'1 1,828 8,889 
81.-82 1,851 2,9f3 6,594 1·9,5~0 39,612 78,789 46,932 13,304 3,555 1,918 1,464 1,187 
82-83 .1,448 3,718 9,556 5., 982 19,125 6,789 47,132 77,726 3,746 1,124 1,685 8,773 
83-84 1,625 8,588 1,564 11,221 48,121 295,328 118,983 41,911 9,495 4,149 2,159 1,495 
84-85 11182 10,592 12,355 39,851 15,199 77,199 76,718 52,518 18,777 5,972 2,169 1,873 
85-aó 1, 918 3,412 5,545 221735 115,845 22~,378 .SI 1103 58,874 11,492 7,111 3,414 3,164 
86-87 2,861 4,282 6,911 38,926 79,438 55,644 23,483 7,936 1,614 1,337 1,293 8,728 
----------------~----------------------·--------------------------------------------------------------------------
Se realizó el ploteo de la serie ariginal que se 
ml:lestra en la figura N!2 14, de acuerdo a la info·rmación 
de la tabla 09. 
Observ,ndose la Fi~. NQ 14, la serie, presenta un 
comportamiento periódico, lo que indiea que la serie es de 
caracter estacional; serie cen una media mens·ual de 20,77 
m~/s y una de5vlac16n estandar de 37,70 m3 /5, teniéndose 
o 
E 250· 
8 
e 
A. 20'0. 
a 
G 
.Á: l50.·-
(mA'3/s)· 
100· 
. :1 J • . ' .. . 
0 .. ~ \J v JvUJu IJ~. v v yJ ' .. r r .. - 1 .. ., . ,. , .. T "-·· 1 ' ·¡¡ . - , . 1r -- T T - T 
75 ¡76 77 1s· 79 -so at 62 ss B4 85 S6 :a7 
·ttempo 
Fi~. · N 14 De·so ar1a,s _Medias Me~nsuale :s 
Rto PL~o (mA3/s-) · 
<;::au~P·l~·§' {Ü}QiQ:? ~·'ªr:te.r:qJ.Jll~J:rt'ª e;n: J.: .p;~ :pt~:;;e:;¡ éa.~ ~'e,·b:r,:,~;rq; y IJ;Jl 
cd:.rasá ;o' ad,e:í.ant01. como .Jf a. ,pre:seirc.la de 1p1c.o ·en abril d·e 
l9. S~' C'l1 ,,.1'J ·m.~l$) ... T!:i'ntbl~,n :Pt~s·e-,r~t~ .aléjun~·s p:t .c·os bl:uy 
tr:e::s:a lt·a;nt.·es aomq~ ~n t:~b~~e·r:P ·q,e :tg :¡H '2· J,.~ª'~ ra.·e ~1~5, 3;~: y 
2 2 2:, .3 .8 'in·3/:s :r esp.e.c t: l vam.e.nt.e ) .• 
. ba .p~es:eneia de ~st~~s pl:c~<>~ :tl!o h<ail'J :ido.o mu:¡· bi.ext :die·fi:n.ia.os· 
~·Prql.le liit. !ni;oriD~Qlbn: po;n gqe: ::se 9u~rrta. ~:~ .s·ó·J.o· :a J!)a:rt~i·t; 
ti e 19 7\4. y pt':óba'bJ e·5· e :fe.cto·s ·d:e un .a·r:-ras o a la pr:es;en.t1a ·de 
.e l. ~e·n6me,r¡;o: !!¡~Jlt ¡; n,·j,, ~o:'!! .. 'J)>iª .:rr'ª e: ~·eqtq eJe\~, .actl~J.l~ j¿:;¡. 
t :on.si.de:ta'm(i):S· ~est'á:s ~dm.o ábs.ervaoí:Gne·s' tr:r:egtt1a·t .es '!~,· güe e1 
nlgd,e 1 o tr.<ft:ª-~ ª d:e ql::J'P.·O~(l>·e~ • 
Aa•l is ... S ' E'Xp1 oT:at.o.r í ;o . de' l ,o;s da. tos . 
:P·ar.a e 1 a ná:.li s :i ·s i de 1. com.p:or:.·ba·mte:nt o·· ·~~ l 'a: ,:;¡~; ·j..~ 7 
JftX .lme:r O·., ;S:e~ re:a.l :i z:(S, e 1 su.av l.:za:m.lento r olt.us t .o 4 ~S lltT.,. y e:¡ 
·pro·teo de e'sto$ r~.su;t.t.¡;¡g~H:> ~~ p;!e·$e;n~~a. el)· .:;La ·v~g. lS; 
m:os!tr.ando ux1 a·o:mp.o.r'f.a,mient.O' .s.fnd lta_:t al de .l .os fi.ata·S~ 
P:~ .i g'l_;.Ra,:Ji e~, ~io"n, P, ~ ~;o:(s , ;p:~e .$'en;c',l,·a de :e$ ta~J o:nalltia.d y 
.tJ~e:r:·to: c.zeclmle:.nbi> e:st,ao.íuna.:I;: lo que• in<U.:cq ª'º' 
'Ét$;t .a'Q ~J.'H'la.:r iedad pe:r f oa t·c:a. ,, 
Cq::rr~·.ill\l'ªUdo ~·qll el. a:p~ll:p ;¡::s e:~pl:q~atu~i ·(j) a~e los 
dít.tóS! ,fN2D :) Se :tea~l. i:zÓ :é/1 anAli:sis d'-e :ca,d.as :m.ostra·d·o .e'n. i.a' 
,f~j¡g~t~a ,l'J~· 1.6· a9·~upa.nd!ll la~s. Q'bse:.r:v'a~~ialtes ,a,nu:a.le'íi., 
~obse.rvando.s .e la.s dls~er:siones a;19o m~.~o~·e.$ .~a1:'<l J,,(l~ ªñO'.S' 
tddr·o.lcóg1:aos del :Sa ·- S!f ·-· 85, 1tq:etza:títente• llta;y,Q~.~:l:l ~ Q'Jl! 
lOO ,: Suavizamientc Robusto 4258HT 
Dese. 
(m"'3/sJ 
75, 
50 
25 ' 1 
1 1 
i.' 
' 
75 76 77 78: 79 so 81 a2 sa 84 85 86 81 
Tiempo 
Fig, N 15 Descarga'S Medtas: Men.suale:s Suavizadas 
9,363 
29,777 
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CAUDAL m3 /s. 
295,328 
:------------------------------------------------------------R: 
1974 
75 
1---1 
1 * 1-
1---1 
1------1 
X 
1975 1* 1---------1 
76 1------1 
1--1 
19 76 : * 1 
77 1--1 
1-1 
1977 1*1--1 
78 1-1 
1--t 
1978 1 * 1 
79 1--1 
1-1 
1979 * 1-
89 1-1 
1----1 
X 
X 
198S 1* 1------1 
81 1----1 
1----1 
1981 1* 1---1 
62 1----1 
1--1 
1982 . . * 1 X 
83 1--1 
1---------1 
X 0 
o 
X 
o 
X 
1983 
84 
1 11: 1------------1 
1---------1 
1--------1 
1984 1 * 1-----1 
85 1--------1 
1985 
86 
1986 
87 
J------------1 
1 * 1---------1 
1------------1 
1----1 
1* l-----1 X 
1----1 
: 
o 
X 
·----------------------------------~-----~--------------------· . - - . 
t = lledia cutral 1 = dlacordaate (Oatlier 1 o = utnudaaeate dilcorclaDte 
Cada caja considera 12 observaciones (1 afto) 
PIQ. NQ16 PLOTBO DE CAJAS (BOX PLOT) 
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.respecte a les afias anteriores y ~isminuyendo en 198&, 
presentando algunas observaciones discordantes ("outlier") 
y extremadamente discardantes "extreme eutlier" asi como 
cierto incremento de la media (*). Indicando de esta 
manera una serie asimétrica y presencia de caracter no 
estacionario, siendo necesar lo alguna transformacHm no 
lineal de los datos de tal manera que se estabilice la 
dispersión de los datos. 
Para analizar la presencia de estacionalidad de la 
muestra, se realizó el plateo de caja agregada cuyo 
resultado se presenta en la figura N2 17 correspondiente a 
los meses de enero a diciembre, confirmandose que la 
presencia de descargas mAximas son generalmente en el mes 
de febrero (2) y las !pocas de poca descarga eorresponden 
a los meses de julio, agosto y setiembre, asi mismo los 
meses de marzo presenta una baja dispé:rsi6n en sus datos 
salvo una discordante, lo que indica una descarga casi 
uniforme en el tiempo. 
La presencia de dispersiones y asimetria de los 
datos como se observan en el análisis de cajas y en el 
p1oteo de la serie hara necesario encontrar el valor de b 
de la ec. 4.19; apropiado para lograr la simetria, lograr 
la dispersión uniforme e independiente del nivel de la 
var lable, etc. Para e4~1contrar e 1 valor de b adecuado se 
efectuo el plateo del Nivel vs. la Dispersión de los 
9,3ti3 
29,777 
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VARIABLE: CAUDAL 
m3 /s. 
295,328 
. - A----------------------------------------------------A-: 
1--------1 
ENE -1 * 1-----------1 
1--------1 
1----------------1 
FEB 1---1 * 1------------------~--1 
1----------------1 
1-------1 
MAR 1-----1 * 1-------1 
1-------1 
1-----J 
ABR -1 * 1------1 
1-----1 
MAY 
1 1 
*1-1 
11 
JUN *-
JUL : * 
AGO : * 
SET : * 
OCT * x 
11 
NOV 1*-x 
1 1 
1--1 
DIC -1* 1--1 
1--1 
. . 
: 
: 
X 
: 
:-------------------------------------------------------------: 
* = Media central 
x = Dato discordante 
Cada caja considera 13 observaciones (de 13 afios) 
FIG. NQ 17 GRAfiCO DB CAJAS .AGREGJ\DO (.AGGREG.ATE BOX PLOT) 
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cau~ales; como se muestra en la figura NQ 18; 
una pendiente de m=l,B596 por minimo cuadrados 
estimando 
lo que 
indica que la familia de transformaciones, la existencia 
de una dependencia entre el nivel y la dispersión de tipo 
logaritmica, encontrandose de 1-m = 1-1,9§96 = -9,9596 ~ 
O, por lo tanto los caudales serán transformados po.r medio 
cde una transformación logaritmica (ID=O); definido por el 
Forecast Plus; por Zbt = Ln{Zt+9,1); V Zt ~ O. 
Una vez identificado el tipo de transformación se 
procedía a aplicar logaritmo a cada una de las 
observaciones. luego se procedió nuevamente al plateo del 
Nivel VS. la Dispersión de los datos transformados 
obtenlendose la figura NQ 19; asi encontrandose una 
pendiente de m=-9,13368, por lo tanto un valor de b igual a 
1-m=l, 1.068~1. indicandG que ya no existe dependencia entre 
el nivel y la dispersión. De esta manera se obtiene la 
serie can cierto grado de homogeneidad. 
La serie transfarmada (Ln(Caudal)=Zt) es nuestra 
nueva serie a ser utilizada, estos resultados se presenta 
en la figura NQ 20 de acuerdo a la transformación 
utilizada la serie presenta simetria y una variación 
alrededor de su media, etc. 
Nuevamente podemos efectuar el plateo de caja y caja 
ag,regada para la serie transformada ( b=O) ya que esta 
transformación debe eliminar toda las dispersiones, 
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VARIABLE: CAUDAL 
valores de les datos a Escala 1 x 18 
L0g ( Dispersión) 
25,106 41,441 
Log (Nivel) :-~-------------------------------------------------: 
13,451 : * 
28, ~52 
. 
O , 
* * 
* 
* 
* 
** 
* 
•• 1c : 
:---------------------------------------------------: 
* Considera subconjuntos de 12 Observaciones consecutivas 
Estimado minimo cuadrado de la pendiente = 1,9506 
Transformación aproximada para estabilizar la disperión 
del tipo LOGARITMICO. 
FIGURA NQ 18 PL0TEO DEL NIVEL VS. LA DISPER:SION 
Nivel 
9,080 
25,731 
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Escala: lx19 
Dispersión 
17,52 37,93 
:-A-----------------------------------------------A-: 
.. 
* 
* .. 
* 
* 
* 
* 
.. 
. . 
* 
* 
* 
* 
. 
. 
:---------------------------------------------------: 
* Considera subconjuntos de 12 Observaciones consecutivas 
Estimado minimo cuadrado de la peridiente = -9,9368 
FIG. N2 19 PLOTEO DEL NIVEL VS. DISPERSION 
VARIABLE: Ln(CAUDAL) 
-L,n(Q) 
5· 
3· 
1· 
o.· 
-l· 
\ ~ 
' 
~- 1 
' 
-2 ·. 1 ;_- ·- .1 "~: .- ~, · · i .·: j - 1 .. r -- - .~-· --- - 1 · · 1 " : - ~ - 1 
75 76 77 18 70 80 81 82 83 84 ' so 86 .87 
Ti&n.lpa 
'Fil. N 20 Plot.eo de serie ·Transformada. ~ Ln(Descarga) 
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asi•etria, etc.; asi MostzandcSe en las fi~uras NQ 21 y 22 
respec,ti vc:unent~. En la Fig. 21 se puede eb,servar la 
presencia de cierta tendenc i.a le que indica no 
estacionar:iedad;. e,n, la Fig. 22 se obse·rva presenci.a de 
estacional iaae, can per ledo s=12, biém def !nido., en ambas 
figuras no se presentan datos de extremo iiiscordantes. 
Para verificar la v,ariabilidad de nuestra serie se 
procedí~ a efectuar el análisis de ee·nsist.encia de 
nuestros dates transformados y 
estadistic·amente na son significativos la vc:uriancia co~o 
se muestra el la ta.bla NQ lO estos resultados de variancia 
para 13 años. 
La prueba de comparación de la variancia, entre 1974 
y de 19133. obteniendose un Fc==3, 3.47; con valores m:ri tices 
para un nivel de confianza del 99% e1 F tabla con (11,11) 
G.L. es 4,46; por lo tanto no existe evidencia estadistic.a 
para rechazar la hipótesis ent.re la homogeneidad de 
var iancia. Pero m.ás n® presenta homogene ida.€! los datGs 
originales. 
eomo podemos haber visto el análisis .exploratorio de lo.s 
a .atos es una herramienta para analizar el comportamiento 
de nuestros datos y que deben cumplir ciertas Cándicione,s 
para p.oder ser mo.delado por un mo.delo de Box y Jenk ins 
ya que sine fuera este análisis estariamlls asumiendo los 
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-10,134 18,8fil3 
Escala: 1xlfiJ 
56,881 
:-~--- -----------------------~-------------------------------A-: 
1----------------1 
1974 1---1 * 1----------1 
75 [----------------1 
1-----------------------1 
1975 1--1 * 1--------1 
76 1-----------------------1 
1---------------1 
1976 1-1 * 1--------------1 
77 1---------------1 
1----------------------l 
1977 1---1 * 1-----1 
78 1----------------------1 
1---------------------1 
1978 1---------1 * 1-------------1 
79 1---------------------1 
1-----------------------1 
1979 1--1 * 1---------1 
88 1-----------------------1 
1-------------------------1 
1980 1-----1 * 1------------1 
81 1-------------------------t 
1----------------------l 
1981 1---1 * 1---------1 
82 1------------~---------1 
1--------------------1 
1982 1-----1 * 1--------------1 
83 1--------------------J 
1-------------------------------1 
1983 1-----l * 1----------------1 
84 1-------------------------------1 
1--------------------1 
1984 1---------1 * 1-----1 
85 1--------------------1 
1-----------------------: 
1985 1-----1 * 1-----------1 
86 1-----------------------1 
1-----------------------1 
1986 1------1 * 1---------1 
87 1-----------------------1 
:-------------------------------------------------------------: 
* = Media (Midmean) 
Cada caja considera 12 observaciones (de 1 afio) 
P'IO, Nt 21 PLOTEO DE CAJAS (BOX PLOT) 
VARIAB" E: Ln(CAUDAL) 
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-19,134 18,803 
Escala: 1x19 
56,881 
·-------------------------------------------------------------· . .
ENE 
FEB 
MAR 
ABR 
MAY 
JUN 
JUL :_ 
. 
. 
1-----------1 
1----1 * t-----1 
1-----------1 
1---.-------1 
1------------1 * 1--------1 
X 
1----------1 
1-----1 
1----1 * 1--1 
1-----1 
1-----------1 
1 --1 * 1 ----1 
1-----------1 
1----------1 
1---1 * 1-----1 
1----------1 
1---------1 
1-1 * 1----1 
1---------1 
1-------1 
1----1 * 1--1 
1-------1 
1-------1 
AGO -1 * 1----1 
1-------1 
1--------1 
SET .: 1-----1 * 1--1 
OCT : 
NOV 
. 
. 
DIC : 
X 
1--------1 
1------------1 
1---1 * 1-------1 
1------------1 
1-----1 
1-----1 * 1----1 
1-----1 
1---------1 
1---------1 * 1-----1 
1---------1 
: 
: 
·-------------------------------------------------------------· . . 
* = Media Central x = dato discordante 
Cada caja considera 13 observaciones 
rta. HQ 22 PLOTBO DE CAJA AGREGADA (AGGREGATB BOX PLOT) 
VARIABLE: Ln(CAUDAL) 
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TABLA NQ 10: VARIANCIAS ANUALES DE Ln (CAUDAL) 
-·- ·-·---.-o . .o-- ..... -- .... ~-- ·--·--- ..... --- .......... _"'""-~- ·-----_ ..... '""-: ·------·--
ARO VARIANCIA VARIANCIA 
74-15 1, 284 
* 
81-82 2,917 
75-7€> 2, 93 .1iJ 82-83 2, 191iJ 
76-77 1, 516 83-84 4, 297 
* 
77-78 1,754 84-85 1,917 
78-79 2,586 85-86 2, 377 
79-8.9 2,1366 86-87 2, 319 
89-81 2, 763 87-88 2, 492 
---------~-------------------------------------
datos. come si tuvieran una distribución normal, sin 
dispersión, etc. sin embarqo no siempre los datos 
hidrometecuol6C!Jicos presenta'n caracter isticas hom.og.:eneas. 
F'ia.s.e sk. Identif.icación ~ plantea.miento del Modelo 
Una vez <jU.e tenernas las Glatos con ciertas 
condic:one·s podemas efeatu.ar su identi.ficacHm dentro de 
los modelos de Box y Jenkins y plante.ar los modelms 
probables que pueden representar a nue·stras descargas 
medias mensuales y poder pcredecir valores futuros. 
De .acuerdo a las e.ccuaciones 3 .10, 3.11 y según a las sec. 
2. 4, 3 3 .1 y 3. 3. 3 para la e.stimaci6n de las funciones de 
apt.oe·0rrelaci6n y autoao%re1acl6n. pare:ial se a·alcul6 para 
los datos originales y para los transformados;' wres·entando 
i.:ü':l las: ~i:l)lulas l'JQ z~ y '24: ¡r;eispec¡¡t;,J:v;a~~nt:e .g tos aat~;$' 
9:ti<;rip;a_J,es pQ:r~ue e•s nece.sa:r io comp.arar: r;¡;~re· -cen. la 
·trc:msfio·rmácíi>n m.a·trb!ñ;g:a ta. e,struct.:ctr7a de la. inl:;:o:rmaoie.'n~ 
nto:s,t .ra'n.d(l. l .as bandas. d.el lhoiit:éi d~ o·Q;~f'tan:~'a .• , 
~omo p,ueo'e o;J;;>se)!;y¡¡¡r~e en l ··ilis' Fi91s .• N'g ;4·;3: y '2>4 eJ; 
.c .. om~mr·tami;e;r;rto d.e ta :FAO y F:AP so.n muy slmllát:és ¡¡ 
:m.U:e·s t::t.a:n; e . ..i: e t 'ba: e:sjba.<í":l anaa: l•ed.aa •or·'d ina t ta: .~ tn .embarg:o· 
:ha,y p:r:e:S.eñcl.a d.e.: ~-s-t~aaa anjj,Jicd.á.d Ji' n.:~: :e:s..taatonar:t.e.da.a: po:~ 
·e;f:ecrt!;l e·stq;c(j.o;naJ .• fP'~ra íP·<'Hle·r; cqJltp'l.e~'ar ca11. el, a!n~lls· ~s se· 
•procedí6 a efe.c.tuat ·el .a:náltsts d':el 'pezd.nioqr,a'íila. y 
p:e.l'lado:g.l!'ama aculn'ul:atl.o• de a,cuerd·~ a. l'a a·ec. '3: .. 7 . : :3 vara una. 
"ª:ll;: iaJ!J.~, Z.t:• t !;in (oª l;lªq;;L )1 :) , most;~9nla'o. f! e ~11 lª·l? f i .9-qr,as NJ~. ~~' 
(.a y. h·) .o.ll>"ée;niéndo•s.e ~ue 'é.l e~~ecfta estaatona:l es. muy 
~ .ii\pfft:'t:ª:JCl,te en n::u~ª·'bt'a. ·$e:~ i~ :9'a~~ Jlre~l. <:>·ao. :~:;.1;2~· e :i9u.a .l a 
·una< f~~·~Y..e:nc;~.ª &~· l.l:l..~ ·~ :s:.reacS; 71 con :JI\e:PQ:?· lm¡¡m:r:tanct.a 
;p:a;.z:a :Gt . .ro·s pertt>:dlo.s., en la. f!~i:· ~s; .b- e:n B, .é;,83 .sé: p;rodll'é!e:. 
u:n· s::ait,:o l.~· ¡q•üe iniU~a estl!ei:ortalí!lad. ~ E1t'ita p:'te·seneia oe 
'e'Sitacj;qn.c¡l :i.P,a.·<l !f:lP§' .~~unec:1 :qqce pqJ:a pa,q:Q~ d,e~ ~e .c:m.~¡::p, 
Jf;e::bre:r:a, .etc:. rde.J\ :a::fl'e ~· ti.e.ne·n cierta ;n ·e.st·rec'h-a ·r .e·l ,a:ci.lln 
.eén lo:s. c:aJlé:iale·s de enero'., Ee·bt:e•t="Q·, . :e.t .c;;,. d'el ·j-ll: j~a; 
re sp:e.crtiva.me n te. 
~.a.s q·n,das: s :i:n~!i'Old:a-l,es q:g,~ gre,?"e,ntª lª· .f':~e ¡;rrr.e·~~nta, 
e·s.·t .a<donat:.Le·dª;d ~~!!YlP.~, P~"XQ· p~ra: el peJrt.·949 e~ta·ciQnªl. 
:~·o :presenta: onda:s ni de,ea.i'illléntó ·éX:panenc.ia1,. ,s :lno un 
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N6mero de observacienes : 156 (1974.99-1987.B8) 
Media de la serie = 23,77661 
Elesviacion estandar de la serie = 37,79373 
--- -- ---------- -------- ---------------.--------------------------------------
--------------------------------------------------------------------------
lutocorrelacioues lutoconelaci6a P,arcial PlC PlP 
====================================--======-========================,==-====== 
. 
¡uttut . ¡tuuu 1 I.SÜ l. 5'31 
¡u ttt¡ 2 1.127 -1.214 
. t 1 . .. , . 3 -1.191 -1.197 
ttt 1 • 
.*1 . 4 -1.195 -1.192 
tu¡ • **1 • 5 -1.m -1.121 
ut¡ . tt¡ . ' -uu -1.111 
tu¡ . • t 1 • 7 -1.221 -1.118 
u¡ . .. , . 1 -1.1'1 -I.IBG 
.• 1 • . 1 . 9 -1.147 -1.116 
. 
, ... 
. 
, ... 11 1.221 1.264 
' 
¡ttttt 
. ¡t. 11 1.371 1.111 
. ¡ttttt • 1 tt 12 1.411 1.164 
' 
¡ttt . 1 . 13 1.267 1.116 
. , .. . 1 • 14 1.175 -1.113 
.• 1 • • t 1 . 15 -1.117 -1.1'51 
tt 1 ' 1 1 H -1.185 1.114 
ttt¡ . • t 1 1 17 -1.227 -1.145 
ttt¡ . • 1 1 18 -1.223 -1.117 
u¡ . . 1 . 1 19 -1.11' -1.118 
u 1 • .*1 1 21 -1.137 -1.195 
. • l . 't 1 • 1 21 -1.m -t.ns 
. ¡u • 1 . 1 22 1.115 1.121 
. 1 tttttt • ¡tttt 123 1.m 1.3!9 
fUUttt 1 ttt 124 1.m 1.232 
¡tttt u¡ . 1 25 1.291 -I.HI 
1*. . , .. 1 26 t.tn 1.112 
• t 1 . . 1 . 1 27 -1.191 -1.112 
*'*1 1 t. 1 21 -I.H2 1.111 
u¡ • . 1 . 1 29 -I.U2 1.115 
u¡ • . 1 . 1 31 -l.lU I.IU 
u¡ . • 1 . 1 31 -1.173 1.111 
n¡ . . 1 1 l2 -1.135 1.111 
.•1 . • t 1 . 1 33 -I.Ut -1.117 
• lit .• 1 • 1 34 1.154 -1.181 
IIUt . 1 1 35 1.2U 1.121 
JUU 1 1 36 1.]25 1,114 
======-================-==========::::~:::-:::::::::::::========-===========·::,::: 
Box-Piuce Q-Stat 337,12 Prob 1,1111 SI of Couelatio11s 1."'' 
Ljoag-Box Q-Stat 315,71 Prob 1.1111 
===================================·===·===========-========================= 
FHJURA N2 ~ 3 FUNCION DE AUTOCORRELACION (FAC) Y "FUNCION DE 
AUTOCORRELACION PARCIAL 
(Datos originales - Caudal) 
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Número de observaciones : 156 
Media de la serie = 1,88931 
Desviación estandar de la serie = 1 1 556896 
::: :·: === = = = =-=-·=::: ==·=== :·:: = ':-::.::: ======·== ===========-======·==: = ==: =-= =:======= 
lutocorrelaciones lutocorrelacioo Parcial llC FAP 
==-===========·=<==============-============-====::::======-=====·=========-======= 
• 1 tttttttttt • llttttttttt 1 1.712 l. 772 
ltUtU tUUJ . 2 1.441 -1.385 
1 . ttUttl . 3 1.124 -1.431 
ttttl . tUl . 4 -1.335 -1.195 
ttttttUI tu¡ 5 -1.598 -1.227 
tttttUUJ . u¡ 6 -1.691 -l.lH 
ttttttftl . • 1 t. 1 -•.m 1.m 
un¡ 
. • 1 ttt 8 -1.293 1.236 
• 1 t. ' lit 9 1.179 1.165 
lttttt • 1 t. 11 1.422 1.112 
• 1 ttttttttt • lltt 11 1.677 1.243 
ltttttttttt • 1 t. 12 1.747 1.19.4 
• 1 tttttttt • 1 13 1.624 1.118 
IUtt 
. 1 H 1.341 1.116 
1 . • 1 . 15 -1.115 1.112 
tttttl . • *1 . 16 -1.361 -·.m 
uuuu1 ttl . 17 -1.616 -1.116 
tutun•J 
. .1'. 18 -I.G62 1.161 
UUtttl 
. *1 19 -1.544 -1.147 
ttul u¡ . 21 -1.296 -1.151 
. 1 . .*1 . 21 1.121 -t.m 
• 1uu 1·•. 22 1.344 1.154 
ltttttttt ¡u 23 1.613 1.142 
, ¡tutttttt 
. JI, 24 1.699 1.1~. 
. ¡ututt 
.*1 . 25 1.50 -1.188 
1uu • 1 . 26 1.292 -1.134 
• 1 . . 1 27 -1.138 f.I·H 
Utitl . . 1 28 -1.35] -1.111 
tttttUI . • 1 . 29 -1.571 1.m 
ttttttu¡ 
. • 1 31 -l. 643 -1.111 
tttttttl 
.*1 31 -1.555 -1.112 
UUI . .•1 32 -1.312 -1.141 
• 1 . • 1 33 1.117 -1.112 
. ltttt • 1 . 34 1.322 1.117 
. 1 ttttttt • 1 35 1.546 -1.111 
. ¡uuuu • 1 . 36 1.6H -1.118 
Bn-Pierce Q-Stat l345,H Prob 1,1111 SI of CQIIelatiotJs 1.181 
Ljung-Box Q-Stat 15U,r1 P10b 1.1111 
==-======,===.=======-========-==================-=·========'==========-===-======= 
FIGURA N.Q 24 FUNCION DE AUTOCORRELACION Y FUNCION DE 
AUTOCORRELACION PARCIAL 
(Variable=Ln(c:audal) 
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Fig. NQ 25.b Periodograma Acumulado - Rio Pisco 
Ln (Caudal) 
~.. ..... 
~~ ~ 
a.ntertp:·r~~ :~:stq· ~eg,t;Jlere ;tl.EJv:crr ~. $e~ e·st~~qij, :Ql)CI~ia p~r:a J,o 
cual. se. tómarAn. éti:felténelas1 de 6.rden t2 (D=l) pa't:a lograr 
N~ ~6. ; pre'sent:ando una. ·ser . .ie e·s:Jtac:iaf}a.:rr.i,a :~:onde se pneQ~ 
i:d·eñt;i.ftc.~.r. el. ord:en par.a to.s. tét.íáifios: AR., MA,. SAR yto 
.In:iqlaJmente •se p:qeñ.e, pla,ntear un mode:l .o' de' orden 1 
pa~rá el t~rmino autorregres·i ·Voi r.eqül,a%: (AR(:l)J ya qu·é e'n 
la FA'P es- si.;qai:f1'1.íl.atlva. pa:ra, U:n at:ta.fBt« y u.n :o~.cJe.n 1 pat.a 
el, t .!!:r)lli.n,Q ele me:<f:ia ;m,j;\v,il r;e.gula~ UfA ( lJ l p;o~r Lo •qu:e; 
;p:re~senta una. c:o:r:relac.ibn. eri:gtdl:fica.ti:va.; ;pa.r:a la ;par·te: 
'F·AP e: o·~~ e l,c}C!.•i o:n.e·p :S i~~t ~ ~Qªt tv~ ~ tle ~t~r'ªs o·s I;~· y ~ 4; a~ I 
mi.s.ilió .en la func.ió» d.e a:.u·t.ocor:t~la·c.i&.n pr·esJenta p.at:a la 
ured:la m6.vl1 estaclo:na:l (MAil.ll .• 
:Es.to HnH..c.a que, :hu'estro p·tiill.eJ: aodel.o ide:ntif~H::ad'o 
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Número de obser.vaciones : 144 
Media de la serie = -~,~2~15 
Desviación estandar de la serie = 1,919666 
Diferenciación estacional de primer orden (D=1) 
============::::;::;:::::=-=========:::;:o::::::::::;:::;::::\::::::-:;::::::::::::::::::::: 
Auto con elaci oaes Aatocorrelaci6a Paicial PlC FAP 
===============-========================;=======================,============ 
, fUUI , fUUI 1 1.417 .1.411 
, flU • f • 2 I.H8 1.131 
• f • Uf • 3 -1.111 -1.133 
• 1*. • fU 4 1.181 1.155 
• JU • Jlt 5 1.151 1.111 
• f t. tt 1 • 
' 
1.138 -l.lll 
• *1 • 
·* 1 • 1 -1.1n -1.1n 
• f t. • fiU 8 1.157 1.213 
• JU • fU 
' 
1.187 1.128 
1 t. . Ulf , 11 I.IU -l.m 
**1 • tt 1 • 11 -1.131 -1.131 
tttUttf • tttUIJ , 12 -1 •. 511 -1. 427 
IUJ . , J tU 13 -I.Ul 1.227 
,tf . . fl, H -1.m 1.113 
. , .. • 1 • 15 1.165 -1.133 
• 1 • • 1 t, u 1.112 1.171 
,tf • • 1 • l7 -1.174 -1.115 
• f t. • f • 11 I.U2 1.117 
• ¡u • 1 t, 1! 1.131 1.171 
• f . • f • 21 1.111 -1.113 
.. , . • 1 • 21 -1.111 1.121 
,lf Uf. 22 -1.116 -1.122 
• 1 . • 1 • 23 1.m -1.111 
• ¡u UIJ , 24 1.144 -1.211 
• 11. . , .. 25 I.IU 1.136 
• f • fl • 26 -1.121 1.184 
,IJ . ,t¡ • 21 -1.141 -1.156 
·*' . ,t 1 • 21 -1.15t -1.111 
• 1 . ,t 1 • 29 -1.123 -I.UI 
·*' • f • ll -1.111 1.111 IUf • *f • 31 -1.226 -1.191 
u¡ • ,IJ • 32 -1.111 -1.116 
,t¡ . • 1 t. 33 -t.m 1.114 
• f . • t f • 34 1.111 -1.154 
• 1 • • 1 • 35 -1.114 1.114 
,IJ • .*f • 1 36 -1.114 -1.:.~ 
-==========·=====:===============================================-=========== 
Bo·x-Pietce Q-Stat 114,57 Pub 111111 SI of Correlatim 1.183 
Ljaag-Box Q-Stat 127,11 Pub 1.1111 
=================-=================,======================================== 
FIGURA N2 26 FUNCION DE AUTOCORRELACION Y AUTO-CORRELACION 
PARCIAL (Variable=Ln(caudal; D=1) 
- !L3:4 -
;pat'ciáll sezJ a sAR'lM'A:(1, ,e,,1 h~: t2,·1,1 ).;¡_.:z ·do'Jil(l e: l:a 'Vát'.iable 
ser· i a la: t .r.a•ns .. f ()t11fai!a ·ca·e, Bf.)X y C().x•; z·i; = iLn t (!a udal > ·; para 
el softwa¿t·e: .Qe'l F·ox.e·ca·st ;pl.us t~:a;paja. Cilo.n Lntcalll<l:al + 
:0,. l. ) ; .o, 1 para pode~: cons'id:erar algun.o.s · ·dat,os de valore.s O 
·qué po:cár·ta pres'eJt;tar.s;'fL" 'Y' que los v'alo:t.es .d,e c:a.ndale·s 
s t empre t .. en(i)'t'án • 'U,e s•et ~~rayl:)z;:es· P i ,.cg,;u..ail:es: a ~~.rP.. El 
modelo :s :lRIHbtl :,O..,l.l~f21_,l ,.~l .)"':z p.az:a z:'ti es e;_quJvaleJlt;e: a ~Qn 
!llodelo SARHA;(l 1 l)x(2,1);a.::.z:· :para. Wt; o::n W~=Z.t:"'"Z*"-.~:~· 
Fa,se· d:e Est:imaclón. VerJ:.f ·ic·ap.ión y s~elecchSn ·G modelos 
:El m.od:el.o ld:en:.t t e t c:.:a.do, s.AiU HA. 'f 1.,:0 1 .1 }, )f( 2 ,11• 1.) :i. ·~ .se 
pr'ocedi·ó. a estlma.r l>Q,s _pa.r ·amet·ros "'':1.; •fli..; .. :a, e·:~. y ~'~ 
:s:eg.u.ietla,Q. la($' ecua~!cione·$ .de YW y l.;¡s d.e la sec;., ·l.,S, . ,. 2. 
y ~ .,4; estos¡ ~e~s:.u,J;~.aQ. .oª ee ~.:r:e·~~;n:ta e,n, ¡,~ tap·:J.~ N.i ll;;: as f 
tambjé:n s·.e mue·str:a ia tnat: tiz; .de correi.at::ión. é:ntré; l.o.s 
pa.rámectr'os .e.stimados .lo: que n.o:s indica. qú.e Eh .. ttene tf l!e:xte' 
'co;~·)x el.a~li~n c;:;¡;:m -'J.. ., m~s· ;r,n~ c.p;n l~.s d.e·m~s p.-~bet:~os .; ~ .s. 
CIOJ:ela•c .ionado con ill:1. :¡ ~:u esto n.os .!ndica. q,ue el mod:eio 
,p.ue.d.e s:er explicado co.n uñ menor n.ulilezo de para11et·ros, y 
:no.s· pe·rnu t .e p;flant~á.t n.u:evo ao<lelo •. 
:~a, val.:iQ.a·c·16n del model.:o :p.la,ntezad·o n:os ,pe,;rrmi.te 
E}n;~on.t~a.r; l.~ fpnci~.Jl d~ ~·e~'.i.dP·9S~ $'e·~~Q ~c.s "' d .·e la :~ec .. 
3.1 pa.ra d=:o y t>=l.,¡ ol)t.enlend.ose .a,l la .F.l.q·. N:sz 27 ·do.nde 
$:e: mue'$.t;ra la: ',FA:R enc·o;,n't.r:,ª .n~ose. .g.ue l ·O·I3 :J:;es· .. ~duo's se. putléi.e 
.c=onslde:rar. com.o ;r:~J.;do x:u.ido :bl!lll'co por: '1.º g;Qe to4Cf~ . laa 
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Número de observaciones : 143 
Media de la serie residual = 9,97923 
Desviación estandar de la serie residual = 9,716812 
Diferenciación estacional de primer orden (D=l; s=l2) 
Lag Yalue T-Yalue -1.1 1.1 tl.l 
: ------- .. ----------------.---------------------------: 
1 1.11 1.12 1 
2 1.12 1.21 1 (t 
l -1.11 -1.21 (tU( 
4 1.15 1.65 [ ,. 
5 1.14 I.H 1 ,. 1 
' 
1.17 l. U 1 (tt 1 
1 -1.16 -1.61 1 t( 1 
1 -1.11 -1.15 1 1 1 
' 
I.U l. U [ (tttl 
11 -1.13 -l.ll 1 t( 1 
11 1.17 1.11 [ (tt 1 
12 -1.11 -1.11 [ 1 1 
13 -1.16 -I.U 1 t( 1 
u 1.11 1.17 1 1 1 
15 1.1' 1.17 [ (tt 1 
15 -1.12 -1.11 ( 1 1 
17 -1.12 -l.ll (ut( 1 
18 1.11 1.83 1 (ti 1 
u 1.11 1.15 ( (tt 1 
21 -1.16 -1.62 ( t( 1 
21 -1.11 -1.16 ( 1 1 
22 -1.19 -2.11 (UU( 1 
23 8.16 1.5, [ ,. 1 
24 -1.12 -1.25 1 1( 1 
25 1.11 1.11 ( 1 1 
26 -1.12 -1.11 ( 1 1 
27 .. ., 1.95 [ (tt 1 
28 -1.16 -I.U [ 1( 1 
29 1.11 I.U 1 1 1 
31 -1.11 -1.15 1 1 1 
:---------------------------------------------------: 
( 1 = l.l1itea 2-euor eatildu. 
lstadlstico loi-Piuce Cbi-Caadrado coa 25 G.L. = 21,2 
Prohbilidad = o, Tl' (13,9\) 
FIGURA N2 27 FUNCIOH DE AUTOCORRELACIOH RESIDUAL 
MODELO: SARIMA (1,9,1)x(.2,1,1):u 
a.u.to:corr.e1.ac.io:ne:s t!le: los .r ·e,siduos s:é ; enéUe.n.t:·ra· dent;ro de:l. 
i :nt:e:t:valo de e(jí1fi.an~a l .o qu;e· $e a·iee .que el ·~uidip ~sta 
'inc .. o:~rrela'cl o.natto;. •ta ;pr'l.Te·ba d.e .b·o:nda'Q Q.e .a~ox y Plie•t:ce 
ni,vel d.e 
segúFJ' i ·ndica un QB=·2H 1 ~ con 25· G.L., a:f'j;r;JJé;n~ose 
acepta. ios rest.düos ecuao r,utao hlanc.o c.on .un: 
.con~f:fatt:ta ,de, 73..,9\, para .tfd-cuadr·ada c.o:r:t 
i'tJ'd i o:andó t)Jl valc:trr mu,y· il'Ciepb'able. 
.2~5 !G • L/. '-
Como pod.emQs ver qge, .nu~·:st:ro :•o~e·l·O p~ede: se:x 
.mo.d.i .ficªde' y :co·nsi:derar u~ ·par4qret~ .o a.gto.J:;~g~:es'ivo 
·esitac:i.o~na~l d.e o:t'd.en 1 po.r~;túe e.s•te. S .. M~(l) tJ:ertde· ,a 
:re,pt:eJ~:e:nt.ar á.'l SAlH2l c~•-o s•e. vi..o en ·e.l :módel.o l.n·tc:l;al; e.s 
~§· ~ g_g:~ §~ .p lAn,t;eª en "-9Qe lq ,$6:~ rtifA. (l.~ :e~, l LX. C~, 1, ;l, h. a' Pª~~ 
l ·o cua.l :s·-e ef"tH:-:tdo la. e¡sJt.1mac'i:6:n de los p.at,üte.trns· 
eQt"~e:sp()ndte~ntes co;Jilq ~e btd .ica en. la· t .. a:bla 812 X:2 .; d·onae 
:la· -CQ~·re;L.aeJ~n H~. O.l ,c~on AQ{IJ ~~·J! mant·i~ne· .y res~l)ta.nd.o 
parAme·tr.os .c.onsisten.be:s; c .omo muestra .la. tabla l,2. 
E~l a:rtá:l:ts 'i.is· ·de les 1X'e;$iauos s.e efeétuó, o:bte'ntind<>:s;e 
la. F'AR y que ta,mbién. presen·ta ·como '1U'l ruido bla.n.c .o l()· g.ue. 
·s .e :p·;t;~·sent:a, en .la 'lri9.:.: ~l"Si2 '28,; ,pa.~a lo cual ~e 
exa·mlnar es,tos resiá.tu:>s Q.'O·n la p;~ue:bª .g·e- ~.Q;x 
. e.~ncontzándose .el 'Vál.o.t de Q'B=2·4,¡. :8 ct:>·n 
.p,:toced'e a 
"1 :P t ~r:oe·-; 
.29 a •. L • 
CPt.x:e~~p.o.QdJ.,~~nd-~ ct acepta~ ~· lqs re~~a;uo~. , ~<ul un plvel ae 
:c:on:fia'n,,..:a del 68,8:\, eÓilao pu.e.d.e oberse·z:vat;se ·qtfe 
num6.·r-leam.e;nte 'hay ~ e:x:r.or e :es :llefrtos a.e.e:pt:ar' 'lo:s. te.si.d'uos' en 
eoll:Parac;16~n con 1:!-1 ao-aelo 1n:1e1.a 'li sJn .. eJibaxgo. el niiler-o. 
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TA.BLA NQ '11 .ES'TlMAf:ION. DE· PARAMETROS ·y ESTA:D.IS'l'.:ICt.a.S 
Mn.deló';,: SAál:ltA, .(l.,. O,l)~( :t,l,l. ~'S. •:z: 
.Di fe.re nc iac l :ó:.n est.a·c to.na: l de ;p.r l.:m·e:r ·ord.en ( D= 1. ~ .5'=12 .l 
Suma .fle '.C\laa:r-ad•os. de:;! ~;~;ror = 61, :556 
:Vá r. i.:an,c: l a1 Ré"s· i·dua1 :.. e-;,, 41:t'tfi S~· · 
;AJt(lJ 
lfl:<tll 
:S•AR 1( ll 
'Si~.R '( .z l 
·SMA( 1. ) 
rs., 6 -t~?.Z 
!0, .l;T'~ ·~ 
.-ftl., •HJ'5;8 
-¡J',;IArJ:l,..'f 
0i~, S t 9:fj 
C.o;rrela:t::ion Matri:z 
l\:f{ ( l J 1 1 ,. :&·0 
:kA I~ 1 '). 1: iJ., Sr2: 
sAR'(lJ 1--a,·a:s 
SAR' I~l J..-·lif, .iHJ 
SMAfl ·) l-0~0·J 
1;,1· ~ .. ~ 
..... a"Jut 
s.,JJ4 
- ~0c,S0 
1,9!á 
·oi :84 
;0,.90 
1, '00 
0,.18'3 
Mnde.1 o :~ SA,R'J: KA. ~ l~tO, ll~ C 1:,, 1,1 ). :1 z 
D·lee·r·e;nc:iación es·taéiÓnal · tlé ·p:rbt1er: e;rde'D {jD=l,; •s=t2J 
SP.m:~:t q~ QPªc:i.~~·QQs tteJ .. :e,t;.x:g.r =· 6),. 23.~ 
t.ra:ria.n.oía ~i\es :itiual .=i Ot, 4'1.}5/876: · 
AR( 1:), 
J'tl).;t l ): 
iSl:R <'1) 
SMA ·(1.) 
·ARC1 :l li !, . SS 
'MACll 1 0',. '19 
S.AR. ( 1;) 'i' "' B;JJJJ 
SMAClJ Í' a;~o 
1.; "~" 
-e·,,s:.t 
9 .,1~3 
1,:00 
e.,. S Si 
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Nó.mero de o.bservaciones : 143 
Media de la serie residual = 8,93477 
Desviación estandar de la serie residual = 8,6963852 
Diferenciación estacional de primer orden (D=l; s=12) 
Lag Yahe t-Yahe -1.1 1.1 tl.l 
·---·---------·-------------------------------------· 
1 1.15 1.55 
2 -1.15 -1.65 
3 -1.17 -2.15 
4 1.11 1.84 
5 1.15 1.52 
' 1.17 1.13 
7 -1.15 -1.53 
1 1.11 1.24 
! I.H 1.61 
11 -1.11 -1.17 
11 1.13 1.33 
12 1.11 1.15 
13 -1.15 -1.51 
14 1.14 1.41 
15 1.15 1.51 
1' 1.1, 1,,, 
17 -1.17 -1.71 
11 1.11 1.25 
1! 1.13 1.46 
21 1.16 1.66 
21 -1.15 -1.57 
22 -1.12 -1.21 
23 -1.11 -1.13 
24 1.16 1.61 
25 1.14 1.41 
2' 1.13 l.ll 
27 1.13 1.12 
21 1.12 1.24 
2' 1.15 1.52 
31 1.14 1.42 
ll -1.11 -1.12 
32 -I.U -I.U 
)) -1.11 -1.15 
. . 
1 ,. ) 
1 ., 1 
IUIJ 1 
1 Jtl 1 
1 11 1 
1 ¡u 1 
l. ., 1 
1 ¡tu¡ 
1 ¡au¡ 
1 1 1 
1 11 1 
1 1 ) 
1 11 1 
( 1 t ) 
1 11 1 
1 ¡tt 1 
1 tiJ 1 
1 JIU J 
1 JIU 1 
l ¡u 1 
l t 1 1 
l tu¡ 1 
1 1 1 
l ,. 1 
l 11 1 
l ,. 1 
l ,. 1 
1 11 1 
1 11 1 
l 11 1 
l u¡ 1 
1 11 1 
l 1 1 
:---------------------------------------------------: 
l 1 = Ll1ltes 2-errotes estildar. 
lstadl&tic:o lox-Piuce Chi -Cudrado coa 29 C.L. = 24,1 
Pubabilidad = O,UI (51,1\) 
FIGURA Ng 28 FUNCION DE AUTOCORRELACION RESIDUAL 
MODELO: SARIMA ( 1, 8,1) x (1,, 1,1 )_ :a.z 
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de parámetros es menor y que dese tenerse en cuenta por el 
principio de parsimonia. lo que nos lleva también a 
plan~ear un nuevo modelo seg6n como se indica en la sec. 
3.7.2¡ y este nuevo modelo a plantearse es sin la 
participación del parámetro MA(l) y esto seria un 
SARIMA(l,B,0)x(l,l,lhz lo que pasamas a estimar los 
parámetros correspondientes siguiende la misma metodologia 
anterior. Estos parámetros estimados se presentan en la 
tab1a N~ 13 al igual que las correlaciones entre los 
parámetros. este modelo presenta ciertas caracteristicas 
de simplicidad de un modelo por tener un reducido númera 
de parámetros. Pero al efectuar el análisis de residuos 
como se presenta en la Fig. NQ 29 muestra el residuo 
dentro del intervalo de confianza con un indicador de Box 
y Pierce de QB=29,5 para 39 G.L. con un nivel de confianza 
de aceptar a los residuos como un ruido blanco de 49\ . Lo 
que nos indica que el modelo no es el más indicado 
estadisticamente por lo que los prabables modelos ya no 
serán con disminuir parámetros del modelo identificado. 
Ahora podemos cambiar de modelo a partir del modelo 
inicial identificado, aftadiendo o cambiando parámetros que 
pueden explicar con mayor claridad el fen6meno; asi 
tenemos un modelo SARIMA {2,0,l)x(l,l,l)~z; modelo con 
doble efecto regresivo de orden regular y 1 de orden 
estacional; la estimación de estos parimetros se 
presentan en la tabla Ni 14 lo que nos indica que los 
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TABLA N2 13 PARAMETROS ESTIMADOS Y ESTADISTICOS 
Modelo: SARIHA (1,0,0)x(1,1,1)J.2 
Diferenciación estacional de primer orden (D=1; s=12) 
Suma de cuadrados del error = 65,997 
Variancia Residual = 0,425469 
Parameter Va1ue T-Statistic 
AR(1) 
SAR(l) 
SHA(1) 
0,5629 
-9,2315 
9,687~ 
Correlation Matrix 
AR ( 1 ) SAR ( 1) SH'A ( 1 ) 
AR(1) 1 1,90 
SAR(l) 1-0,12 
SMA(l) 1-0,01 
1,1HJ 
0,64 
8,27 
-2,18 
8,48 
TABLA N2 14 PARAMETROS ESTIMADOS Y ESTADISTICOS 
MGlc:lel0: SARIMA (2,0,1)x(1,1,1h2 
Diferenciación estacional de primer orden (0=1; s=12) 
s-uma de cuadrados del error = 63,316 
Varianc~a Residual = 0,419398 
Parameter Value T-Statistic 
-·---·-----· -----
-----------
AR(1) 1,2639 11,23 
AR(2) -0,2636 -2,34 
MA(1) 0,8040 11,32 
SAR(l) -9,2431 -2,42 
SMA(1) 8,7659 11,82 
Correlation Matri.x 
AR ( 1 ) AR ( 2 ) MA ( 1 ) S AR ( 1 ) SHA ( 1 ) 
------------------------------------
AR(1) 1 1,08 
AR(2) 1- 8,89 1,88 
HA(1) 1 9,62 -8,62 1;08 
SAR(1) 1-8, rn 0,01 0,86 1,99 
SHA(1) 1-8,13 8,13 -9,95 8,57 1,88 
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NúmerJ de observaciones : 143 
Media de la serie residual = -9,91678 
Desviaci6n estandar de la serie residual = 9,7979534 
Diferenciaci6n estacional de primer orden (D=l; s=12) 
Lag Yalae T-Yalae -1.1 1.1 +1.1 
1 -1.11 -1.95 
2 1.19 1.12 
3 -1.16 -1.11 
4 1.17 2.14 
S 1.19 1.15 
' 1.12 1.41 
7 -1.12 -1.21 
1 1.12 1.36 
' 1.11 1.'4 
11 -1.11 -1.13 
11 1.11 1.14 
12 1.11 1.13 
13 1.11 1.13 
14 1.17 1.71 
15 1.11 1.11 
1' 1.19 1.91 
17 -1.16 -1.61 
11 1.11 1.14 
19 1.12 1.28 
21 1.15 1.52 
21 -1.11 -1.15 
22 -1.11 -1.86 
23 1.16 I.S6 
24 1.13 1.31 
25 1.15 1.49 
26 1.12 1.17 
27 1.15 1.4~ 
28 -1.11 -1.11 
29 1.15 1.49 
31 1.14 1.43 
31 -1.11 -1.78 
32 -1.12 -1.11 
33 -1.13 -1.26 
:---------------------------------------------------: 
1 tt( 1 
1 ltt 1 
1 tt( 1 
1 (tU) 
1 (tt 1 
1 (ltt) 
1 1 1 
1 (ltl) 
1 (tttt) 
1 1 J 
1 (tt J 
1 1 1 
1 1 ) 
1 ¡tt 1 
1 (tt 1 
1 (U 1 
1 .. , 1 
1 (ttt J 
1 (ttt J 
1 11 J 
1 1 1 
1 U( ) 
1 1 t 1 
1 1 t 1 
1 11 1 
1 1 1 
1 11 1 
1 1 1 
1 11 1 
1 11 1 
1 .. , 1 
1 1 1 
1 11 1 
·---------------------------------------------------· 
. . 
1 1 = lstiiated flo-Staadard lrror Liaits 
Box-Pierce C~i-Sqaare Statistic tit~ 31 Dt~rees tf Preedoa = 2,,5 
Probability = 1,49 
FIGURA NQ 29 FUNCION DE AUTOCORRELACION RESIDUAL 
MODELO: SARIMA (l,O,O)x(1,,1,1)1z 
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parámetros son consistentes y muestran cierta 
entre ellos; los resultados del análisis de 
muestra en la Fig. NQ 39 lo que nos 
correlaci~n 
la FAR se 
indica en 
cemporf:amienba de los residuos más cercana al · de un ruido 
blanco. La prueba de Box y Pierce para los residuos indica 
un QB=20,4 y con 28 G.L. ~orresponden a un nivel de 
confianza del 85% de aceptar los residuos como un ruido 
blanco, modelo que tendremos en cuenta para poder elegir 
el mejor modelo; 
Finalmente podemos estimar los parAmetras del modelo 
SARIMA (2,8,l)x(2,1,1), modelo que aparentemente nos 
indicará mayor explicación de la serie por tener un mayor 
n6mero de parámetros; sin embargo los resultados de los 
estimados que se presentan en la tabla N2 15, y la Figura 
N2 31 presentan relativamente alta la correlación entre 
les parámetros y la prueba de los residuos con un Box y 
Pierce de eB = 26 1 4 con 24 G.L.; correspondiente a un 
chi-cuadrado de 33,3\ de aceptar a los residuos como un 
ruido blanco. Este resultado estadlstieamente es .muy bajo 
ya que podemos decir que el modelo no es aceptado. 
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N~mero de ebservaciones : 143 
Media de la serie residual = -9,93407 
Desviación estandar de la serie residual = 9,6989929 
Diferenciaci6n estacional de primer orden (D=l; s=l2) 
Li9 falue T-Yahe -1.1 lol +lol 
1 ·loll 
2 loll 
J -loH 
4 lo U 
5 -loll 
' 
lo" 
7 -loll 
1 loll 
9 loll 
11 -lol4 
11 -loll 
12 lol2 
13 -loll 
14 loll 
15 lol1 
H lo U 
17 -lol9 
u loll 
u lo., 
21 1.14 
21 -lol7 
22 ·loH 
23 -lol3 
24 1.15 
25 loll 
u loll 
27 1.11 
21 1.12 
u 1.12 
ll 1.12 
l1 -1.12 
)2 -1.15 
ll -1.16 
FIGURA tHl 3" 
·---------------------------------------------------· 
• o 
·loll 1 
lo13 1 
-l. 76 11t*1 1 
lo93 ¡tt 1 
·lolc2 1 1 
1.66 1 ¡t 1 
-I.H 1 ttl 1 
lo92 1 lit .1 
1.21 1 lttt) 
-I.U 1 •1 1 
-1.1' 1 1 1 
lo23 1 1 1 
-lo92 1 ttl 1 
1.11 1 1 1 
lo U 1 1 1 
lo U 1 lt 1 
-lol2 1 .. , 1 
1.14 1 ¡tul 
1.11 1 IU J 
I.U 1 lt 1 
-lo74 1 ttl 1 
-1.51 1 tu¡ } 
·lo32 1 *1 J 
lo SI 1 1• 1 
lo U 1 1 ) 
1." 1 1 1 
1.11 1 1 J 
I.H 1 1 ) 
I.U 1 1 J 
1.27 1 1• J o .. 
-l. U 1 lttl J 
-1.51 1 *1 1 
-1.&2 1 ti 1 
. --- -~------·------------------·----------------------.  
( 1 = Llaites 2-erreies estiDdir. 
Estadistica Box-Pierce Chi-Cuadrado con 28 G.L. - 20,CJ· 
Probabilidad= 0,85 (85\). 
RESIDUAL AUT000RRELATIOB FUHGTION 
Modelo: SARIMA(2,0,l)x(l,l,l)~z 
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TABLA N2 15 PARAMETROS ESTIMADOS Y ESTADISTICOS 
Modelo: SARIMA (2,0,l)x(2,1,1)1a 
Diferenciación estacional de primer orden (D=1; s=12) 
Suma de cuadrados del error = 68,84 
Variancia Residual = 8,4856 
Parameter Value T-Statistic 
---------
-----
-----------AR(1) -8,1567 -8,88 
AR(2) 8,4265 3,75 
MA(1) -8,6397 -3,82 
SAR(1) -8,4956 -2,21 
SAR(2) -8,1561 -8,98 
SMA(l) 9,3995 1,87 
Correlation Matrlx 
AR(1) AR(2) HA(1) SAR(1) SAR(2) SHA(1) 
AR(l) 1 1,88 
AR(2) 1-8,66 1,80 
MA(1) 1 8,93 -8,77 1,88 
SAR(1) I-8,1U -B,85 8,81 1,88 
SAR(2) 1-9,88 -B,B3 8,83 B,88 1,88 
SMA(1) 1-8,83 -8,02 -8,93 9,92 8,86 1,89 
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N~merg de observaciones : 143 
Media de la serie residual = 9,95917 
Desviación estandar de la serie residual = 9,719435 
Diferenciación estacional de primer orden (D=l; s=12) 
Lag Jalae t-Yalue -1.1 1.1 +1.1 
:---------------------------------------------------: 
1 -1.11 -1.13 
2 -1.13 -1.32 
3 -1.11 -1.12 
4 1.18 1.91 
5 1.15 1.51 
' I.U 1.17 
7 -1.17 -1.12 
1 -1.11 -1.15 
9 I.U 1.17 
11 -1.13 -1.35 
11 1.17 1.7, 
12 -1.13 -1.21 
13 -1.11 -1.19 
14 1.11 1.11 
15 1.13 1.45 
1' -1.14 -1.41 
17 -1.13 -1.41 
11 1.12 1.35 
19 1.1, 1.,5 
21 -1.15 -1.53 
21 -1.11 -1.17 
22 -1.19 -2.11 
23 1.1, 1.66 
24 1.11 1.12 
25 -1.12 -1.1' 
2' -1.13 -1.35 
27 1.12 1.23 
21 -1.11 -1.79 
29 -1.11 -1.11 
31 1.15 1.5, 
1 
t 1 1 
1 1 
JU) 
,. 1 
( JU) 
1 UJ ) 
1 1 1 
1 JIU) 
1 IJ ) 
1 IU) 
1 t 1 1 
(IUJ ) 
1 1 1 
1 JIU) 
1 IJ 1 
l ttt¡ 1 
1 JIU 1 
l 1 tt 1 
l t 1 1 
1 1 1 
IUUJ 1 
1 lit ) 
1 1 1 
1 1 1 
1 11 l 
1 JUt J 
1 UJ ) 
1 1 1 
1 ,. ) 
:---------------------------------------------------: 
1 ] = lsti1ated !vo-Staadaxd lxror Liaits 
Box-Pierce C~i-Sqaare Statistlc vit~ 24 Degrees of Freedoa = 2&.4 
Proballility = 1,333 
FIGURA N2 31 FUNCION DE AUTOCORRELACION RESIDUAL 
MODELO: SARIMA(2,0,l)x(2,1,1)12 
;Cpnro podtliUO~; haber visto· Í:o:s r:es u.ltad.os de lo::; 
·mo:d:;elos p·l ·a ·hife,.arlio. ·M' sel;EH:!;c16cñ .d,éil hi.0:'diel0 ·~tl .a't::'ep)tat a. 1'es, 
r:·e:s·.taqQ·s ~.Q:~o rulJiJP b..la.nco ·C:Qéil. ,;;a,, , a., ?l, e( ;y QS'\' •(;le, 
,p ;:rroba:.bii .. Li;dad ''JI qlile'. ·son ·re'Prresenta.das par 4, 5 '!1 '5: 
pa.r ·cime:t:ros .:fc:ts"Pe . c,tlvament.a, l .c> qtte l;nd·ic~a qJ.te; e 1 :PiJ ;i:~:~l:Pl<' 
el~ Pli,·~I$Jxn;on:jfa 'F\:Q: es Jn:U:Y J'm,p,O:i:'t~nt:e en es.t ·a. se .. llie·CHi:!ri6n y ma:s .. 
. aún a'hoxa que :ias· éomput·adota.s éslá:n al a;t.c.a:nc:e;,. (!H'ltonoe:a, 
11U'~;s,.t;J$,o' .;~()·q:t;ü~; gue: ~~p:x-e ·~:eJJ:ta, ! :a• S,~J;ie ·~'e, J..:a,~ &:.es'q,a.r~aiS· 
m~d:.iiis Jf\e ns,ua :J,.es· serán: e.l ·mo·d .e lo S.MHMA ( i,.vo, 1.J,x ( 2·, 1 1 l.) ~:z. 
y· e{l s·ARIMA t .2 , :o 1• 1 ') ·1e {; 1., 1, 1 j; a. 2'; . am'b,as mD·delé's r ieP"X'e•sentad ~:ts 
por &· gat'¡S'me:tto:s. ·y g,ue ll.Jl(f\la'!ll~;nte ser64'\. ~.$tiGtªd'<1)'!$ 
trt í ,1, J.::11:atll1 P ~ 'l; M:J,;ºr ·o, 'W ., S .• :p;"" 
ttoe$:e :);q ·s.:aR~~·~;~ .l.,, O:~ .~ l x,( ~.,1 ., 1) ~~a : 
pa't'·a n..., ::: .Z:'t; ,.. z~...,~.2; ~·· Z:e la. br,ansf,er.mada de ao:x ! ' C&x.; 
c:.t·onq~ .: w·~ f?e' ~e;fio~ ~!3~~c;:~ena?;.i,~, s:e~~:n Elo: !'4~l. ;Y las .Ecs •. 
3 .• ·6.9 ~' 4. j Y: .(. :2•4,; co.n d.=B. y D=l .al teém·ptazar z~~ p:ar· :w~ 
el rnod:e;;tQ. queia ;; 
el' B J' ~ .( B fW#·='a ( !EJ;) l5' ,( Bla~. 
eón;. ·1! .(8);:1-~:i.'B. ;: ··c~~· (a);;l-t .t..íV-2 -t: ~B~•,,; á(B)=tl--S:l.B ; 
~. :ea: >~:t-~i.S.~'~; :rr:eem.J!>:la~:CiiJ!loQ ·"'ta:l ,c)· ( ·~ .J ~··(\)ca ·> y '~ taJ ·~~· .; !l. 'X 
·9~dena:ndo· S·e tien,e :lá. sl.q;uie.nt.e e:x;plr;e.si&n: 
·~3-a•· -1• t 8:a..tt51..a,.-1.:» t6 .. 2: :1 
re.empla·zand'o: :los valo:re;s . ·~·~· la tab:lª. ;(4:2! l.l, e.fft1.q¡ªqQ~ CQ'Il. 
rA:J. 
t .(!:¡ 
f:z 
;,;¡¡a 
'"' 
·~ 4'92 ; ~ 8:., = ari?~J. 
= ·</J~;~ ~- -e 1 4.9'.51 ,.¡: 15 !L =· e i.2. = :9'; s !1.'9!5 
... 
'l/i•2 • - -0 liU 4\ ,. 
+ ,0,:06:5'9W'c-'2!.5; + eH: - 9,1T9 .)a.,. -:l. .-1", ':519; !)a~-1:t:ti9, 99"3la.:;-;~.;~ 
(6.3). 
M'A ( 1 ) i MAl 112 ) " .MA l ~ll ) , A:·R ( ~1, ), , Ali. ( 121 ,. -AR C 1 4 ;) , 1\:R (. 'Z 4 ) y 
AR( Jt5)' • 
por .Ed For ecas t Plus y ,e 1 S bab;praph.ics • 
· tf! ~ cfl;;; )' z~ ""'·~ -~ '-'•cfl,;; Zt:-·- . :~ -~ +·~ :L:~--:;; 21:,- ;¡},. +'at: '"' 9,;a..a ."' "' ;a. =_c$ !1-.a,.,--.-• . :o!+S • . d :a,a1;·~ • :IJ' 
(&. •4) 
Z;to=0, ~497 ~-~·-1.. +:ra,,. ~9 s·.z;,:;-;1. :;(-"-' 3;8-65 1z~-1. :.. t9,.3.'.0:J;az~-z .. -
ta:, 19 7 3:- t~.,... z-s -t:0 , 1.9 Í.4 Z1='·""' ::a;• ,... 0 1 1 '6 S_ 8'8 Z:-.: .,.;:t•7 +at•••9 , 119. 3ªt:·- ·1 ..... 
lrJ· , '51:95a~'- ·-:a.-z:+01 ~, IIJ~f3·l -4at- -;i. .~ 
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El !llOdelo equivalente a 6.4 y estimado por el TSP es: 
MA ( 1 ) , MA ( 12 ) , MA ( 13 ) , AR ( 1 ) , AR ( 1 2 ) , A.R ( 13 ) , AR ( 2 4 ) , 
AR(25), AR(36) y AR(37) estos valores se presenta en la 
tabla N!2 16 para el modelo SARIMA (l,O,l)x(2·,1,lh:z y la 
funci6n de los residuos para aceptar a los residuos como 
ruido blanco se presenta en la fiqura NQ 32 aceptándolos 
ce>n un Box y Pierce Chi-cuacilrado can 25 GL. igual a 0B = 
18,29 de 95,38\ de probabilidad es de notar que el valor 
de QB para la misma muestra y G.L. es mayor y en varios 
modelos arroja valores relativamente altos, esto puede 
deaerse al no considerar las interacci.ones de los 
p;uámetros y el alge>r ltmo de mlnimos cuadrados muchas 
veces no es el más recomendable. 
TABLA NQ 16 PARAMETROS ESTIMADOS DEL 
MODELO : SARIMA(1 1 0,1)x(2 1 1 1 1)::a.2 
LS //Variable Dependiente : Ln(caudal) 
Convergencia despues de 8 iteraciones 
==·====='======•======::::;:::::·=======·===================================== 
YlRUII.II COBFFICIIIt STD. 11101 T-Stlf. 2-tllL SIC. 
===·======,===========-==================================================== 
11111 
11(12) 
11{13 1 
lR(l) 
AR(12) 
U(l3) 
Ai(24) 
11(251 
11(36) 
ll(l7) 
-1,2315515 
-1,739U61 
1,1613198 
1, 7111119 
1,6859576 
-1,3657515 
1,2975931 
-1,1975519 
-1,14U212 
-1,1715651 
1.1mn5 
l.~&nm 
1.1754142 
1.unm 
I.IU15U 
1.1175111 
1.1845SG7 
1.1131153 
1.1971316 
1.1991914 
-1.4147157 
-11.994136 
J.m5ns 
5.1451331 
6.!957135 
-3.1127491 
3.51945'86 
~1.7471327 
-1.43156.18 
-1.7214922 
l.lUI 
1.1111 
l. 7273 
1 .. 1111 
1.1111 
1.1124 
1.1116 
1.1114 
'·"" 1.4722
====================================================:;'===============·==== 
1-sqaared 
ldjusted 1-sqaard 
S.l. of regressiu 
Loq litelUood 
1,123917 
I,IU371 
1, 71175:2 
-123,1124 
leaa of depeDdeat tar 
S.D. of depeadeat tar 
Saa of sqaared resid 
r-statistic 
1.146591 
1.627937 
55.16491 
55.669U 
======~=======-::;:::::::::::::===-== -=.====·====-===;=-=="===·======,===========-== 
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N~mber of observations: 121 
=========================-=== .. ================================~========-=::::: 
lotoconelaci ones Autoconelaci6n Parcial PIC m 
-= = ===== = ::;::::: = ==-==== =========·= = =-===== = ==·==-== ====== ========: =======-== == 
• 1*. . 1*. 1 1 1.142 1.142 
• 1*. • 1*. 1 2 1.171 1.168 
.. , . • t 1 • 1 3 -1.111 -LJ7 
. 1•. . ¡t, 1 t 1.145 1.151 
.. , . • 1 • 1 5 -1.13! -1.131 
• 1 • . 1 • 1 ' -1.118 -l .. m 
• •1 • .•1 • 1 7 -1.1u -t.m 
• 1 • • 1 • 1 a 1.124 t.m 
. ¡u . ¡u 1 9 1.143 1.152 
. , .. • 1 • 111 I.IU 1.13'1 
. , .. • JI, 111 1.111 1.m 
• 1 • 
·- 1 • 1 12 1.123 1.133 
• 1 • . ., . 1 13 -1.131 -1.156 
• 1 • • 1 • 1 14 -1.121 -1.113 
• 1 • . 1 • 1 15 1.113 1.128 
. '1 • 
·' 1 • 1 16 -1.179 -t.m tttt . ttt 1 • 1 17 -l. 213 -1,. 218 
• 1 • • 1 • 1 11 -1.112 1.121 
• 1 • . 1 • IH 1.132 1.133 
.•1 • u¡. 1 21 -1.169 -1.161 
• 1 • • 1 • 1 21 -I.IH -1.111 
,t¡ . 
·'' . 
1 22 -1.169 -1.155 
. 1 t. • 1•. 123 1.193 1.166 
• 1 • ,t 1 • 1 24 -1.116 -1.141 
• 1 • • 1 • 1 25 -1.113 l.llt 
• 1 • • 1•. 1 26 -1.11' 1.116 
• 1 • • 1 • 1 27 1.111 -1.113 
.•t . .•1 • 1 28 -1.192 -1.153 
.•t . ,t¡ . 1 29 -1.176 -1.142 
. •t . . t 1 • 1 31 -1.165 -1.156 
-=============·=====================-==-=================-=====-=====-=-========= 
Bu-Pierce O-Stat 18,29 Prob 1,9537 SI of Conelations 1.191 
~jnng-Box Q-Stat Z.l, 33 Prob l. 8773 
==-==========:====-=============================================·============= 
FI®URA NQ 32 FUNCION DE AUTOCORRELAG!IONES DEL RESIDUAL 
MODELO: SARIMA(1,0,l)x(2,1,1);..z 
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El modelo equivalente a 6.4 encontrado seg6n el TSP 
será: 
+ ~3aZ~-3e + ~37Zt-37 + at - e~at-~ - a~zat-~2 + e~3at-~3 
(6.4b) 
reemplazando valores de la tabla NQ 16 se tiene: 
( 6. 6) 
Similarmente con lo parámetros estimados se procede a la 
representación del modelo SARIMA(2,0,l)x(1,1,1)12 
para w~=z~-Zt-~2 , estacionario e lnvertlble. 
reemplazando a Wt, se tiene: 
Zt = 1,2635Zt-~-S,2639Zt-z+S,7569Zt-1z-S,9564Zt-~3 + 
( 6. 7) 
Predicción ~ l.Q.§_ Modelos Seleccionados 
Según la sec. 4.5 de predicción con modelos ARIHA; se 
efect6a la predicci6n para encontrar valores futuros de 
set. 1987 a ago.l988 seg6n las ecuaciones 6.5 y 6.7 y en 
base a una selección adecuada del horizonte de análisis, 
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para ello, por lo general el origen está constituido por 
la última observación con la finalidad de utilizar toda la 
información posible; pero ~n algunas veces es necesario 
considerar otros oci~enes debido a la presencia de 
aleatoridad y a causas naturales que pueda presentarse 
(afios secos, húmedos y/o normales); el pronóstico será el 
promedio de los pronósticos de estos diferentes or1genes y 
además nos permite reducir la aleatoridad. 
Consideramos como origen de las predicciones los 
periodos de tiempo t= 156, 132 y 129. Estos origenes 
seleccionados; 132 porque los modelos consideran 
parámetros con atrasos hasta 37 meses y considerando un 
afio normal como inicio del pronóstico; origen 129 debido 
que es el final del periodo de presencia del pico ó afio 
irreg\:llar que puede llegar a ser significativa su 
inclusión, considerando que los efectos son mayores que un 
afio; asi la descarga estimada para setiembre de 1987 está 
en función de las descargas de ago.87, set.86, ago.86, 
set.85, ago.85, set.84, ago.84 para el modelo 
SARIMA(1,0,1)x(2,1,lhz y para el modelo 
SARIMA(2,0,1)x(1,1,1)1z estará en función de ago.87, 
jul.87, set.B6, ago.86, jul.86, set.85, ago.BJ, Jul.85. 
En base a estas consideraciones se procedió a efectuar los 
pronósticos para los diferentes origenes y calculando el 
promedio del pronóstico se presenta en la tab.la NQ 17 para 
los dos modelos. 
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TABLA N2 17 PREDICCION PARA ORIGENES 156, 132 y 128. 
MODELG: SARIMA(l,O,l)x(2,1,1)12 
t = 
Mes\Origen 156 132 128 PROMEDI® 
SETIEMBRE 3,943 1,163 11 39 6. 1,966 
OCTUBRE 2,857 3,148 1,882 2,629 
NOVIEMBRE 4,483 4,.335 3¡198 4, liHJ4 
DICIEMBRE 18,788 15,427 9,179 14,465 
·ENERO 43,263 24,837 28,625 31,242 
FEBRERO 104,861 71,191 53,581 76,278 
MARZO 69,185 73,438 63,768 68,768 
ABRIL 49,916 41,779 34,418 38,738 
MAYO 9,183 6,899 4,852 6,948 
JUNIO 4,276 3,B85 1,954 3,185 
JULIO 2,882 1,511 1,189 1,594 
AGOSTO 1,798 1,314 1,842 1,384 
MODELO: SARIHA(2,0,1)x(1,1,1)12 
l'!'es\Origen 156 132 129 PROMEDIO 
SETIEMBRE 9,775 1,825 1,213 1,271 
OCTUBRE 1,784 3,929 1,998 2,567 
NOVIEMBRE 3,231 7,583 4,629 5,147 
DICIEMBRE 9,223 18,977 9,699 12,699 
ENERO 21,996 49,476 29,597 39,668 
FEBRERO 53,172 189,621 57,752 79,515 
MARZO 41,924 97,279 59 1 889 65,795 
ABRIL 21,387 46,451 26,535 31,458 
MAYO 4,466 8,219 4,486 5,721 
JUNIO 1,955 3,619 1,989 2,494 
JULIO 1,812 2,981 1,194 1,482 
AGOSTO 8,869 1,664 8,982 1,171 
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Como se indicó en la Sec. 4.5.4. sobre los 
intervalos de confianza y las Ecs. 4.54, 4.55 y 
acaemá.s considerando la transformación de Box y 
efectuada a la serie según la Ec. 4.59 se tiene 
intervalos de confianza a un 95%, la Ec. 4.61, 
4.56; 
Cox 
los 
donde 
v.(h), es la variancia residual estimada por cada modelo; 
presentándose en las Tablas N2 11 y 14 para los modelos 
SARIMA(l,O,l)x(2,1,1)1z y SARIMA(2,0,1)x(l,l,l)1z 
respecti va.mente y el valor de Y1: ( h) es el log-ar 1 tmo 
natural del caudal estimado para origen t y horizonte h; 
los resultados del intervalo de confianza se presenta en 
la tabla NQ 18. 
Errores ~ la Predicción 
Para comparar los modelos s .eleccionados se calculan 
errores de la predicción con los datos observados 
set. 87 a ago. 68 as 1 encontrandose los e.rrore,s 
mostr1ndose en la tabla Na 19 ; de igual manera 
calculan la suma de los errores al cuadrado para 
modelo obteniéndose la tabla NQ 28 lo que indica que 
m0delo que preselltaba un Box y Pierce de aceptar 
los 
para 
y 
se 
cada 
el 
los 
residuos con 85% presenta mayor error que el modelo que 
presenta un 73,9% indicando que este último modelo seria 
el mejor para los pronósticos y presentado . buen pronóstico 
para los oriqenes 156 y 128; para poder encontrar en 
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TABLA N.Q 18 INTER:VALOS DE CONFIANZA AL '351. 
SARIMA<l,O,llx<2,1,1)12 
VarCR) = 0,407656 
PRONGSTICO L I M I T E S 
OBSERVACION INFERIOR SUPEF.:IOF~ 
SET 1 , 066 0,'972 0,305 4,077 
OCT 2, 62'3' 2,.2'3.5 0,752 '3, 538 
N©V 4,11!J04 4,678 1, 146 14,346 
DIC 14,465 8,363 4, 138 50,908 
ENE 31,242 33,753 8, ':938 109,549 
f"EB 76,278 105,264 21,823 266,963 
MAR 68,768 47,568 19,674 240,714 
ABF.: 38,738 4'3,6'37 11,083 135, 74'3 
MAY 6, '348 14,984 1, ':i188 24,635 
JUN 3, 105 4,910 0,888 11,203 
JUL 1, 5'34 2,149 0,456 5,920 
AGCI 1, 384 0,863 0,396 5, 189 
SARIMA<2,0,l>x<1,1,1)12 
Var CFD ·- 0, 41 '331218 
L I M I T E S 
PF.:ED I CC I QN OBSeRVACION I NFEF~IOR SUt''EfUOR 
SET 1,271 0,972 121,357 4,5:21 
OCT 2,567 2, 2'35 121,722 9,134 
NOV 5,147 4,6713 1,447 18,314 
DIC 12,600 8,363 3,541 44,831 
ENE 3121,660 33,753 8,617 10'3, 085 
FB:B 7121,515 105,2G4 19,819 250,987 
MAR 65,795 47,5€.8 18,492 234,092 
ABR 31,458 49,6'37 8,842 111,924 
MAY 5,721 14,'384 1,608 20,363 
J'UN 2,4'34 4,'91121 121,701 8,875 
JUL 1,402 2,149 121,394 4,989 
AGO 1,171 0,863 121,32'9 4,168 
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TABLA NQ 19 ERRORES DE LA PREDICCION SET.87 AG0.88 
SARMA(1,1)x(2,1) SARMA(2,1)x(1,1) 
OBSERVADA PROMl ERROR! PROM2 ERRClR2 
SETIEMBRE 
OCTUBRE 
NOVIEMBRE 
DICIEMBRE 
ENERO 
;'EBRERO 
MARZO 
ABRIL 
. MAYO 
JUNIO 
JULIO 
AG0STO 
9,972 
2, 295 
4,678 
8,363 
33,753 
HJS,264 
47,568 
49,697 
14,984 
4,919 
2,149 
9,863 
1,966 
2,629 
4,994 
14,465 
31,242 
76,278 
68,768 
38,738 
6,948 
3,195 
1,594 
1,384 
-9,994 
-9,334 
9,674 
-6,192 
2,511 
28,986 
-21,21iJ9 
19,969 
8,936 
1,81iJ5 
9,555 
-9,521 
SUM = 25,275 
1,2 -:- 1 
2,567 
5,147 
12,689 
39,669 
79,515 
65,795 
31,458 
5,721 
2,4!94 
1,492 
1,171 
-9,299 
-9,272 
-9,469 
-4,237 
3,993 
34,749 
-18,227 
18,239 
9,264 
2,416 
9,747 
-9,398 
SUM = 44,695 
TABLA NQ 29 SUMA DE CUADRADOS DE LOS ERRORES DE PREDICCION 
SETIEMBRE 
OCTUBRE 
NOVIEMBRE 
DICIEMBRE 
ENERQ . 
FEBRERO 
MARZO 
ABRIL 
MAYO 
JUNIO 
JULIO 
AGOSTO 
SECMP 
SARKA(1,1)(2,1) 
SARMA(2,1)x(1,1) 
9,91 
9,12 
9,57 
37,81 
44,11 
884,33 
1333,77 
1453,88 
1518,45 
1521,71 
1522,92 
1522,29 
(A) 
1522,299 
9,99 
9,16 
9,38 
18,34 
27,91 
1235,41 
1567,61 
191iJ9,29 
1986, HJ 
1991,94 
199 2, 49 
1992,59 
( B) 
1992,589 
'.\ A/B 
19,992 
73,796 
149,694 
296,161 
158,973 
71,582 
85,883 
76,598 
76,454 
76,393 
76,388 
76,398 
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cuanto es bueno uno y el otro se calculó el porcentaje de 
los errores al cuadrado acumulativos, presentAndose en la 
tabla NS2 28 
Puede verse que el modelo SARIMA(l,~,l)x(2,1,1)~2 
presenta resultados más satisfactorios para los ori<)enes 
tornados y muy confiables para los meses de setiembte 87 y 
de febrero 1988 a agasto 88; en cambio para los mese,s de 
noviembre, diciembre (87) y enero (88) es superior el 
modelo SARIMA(2,0,l)x(l,l,l) sienda más eonfiable para el 
periodos de origen 132; de esta manera determinamos los 
pronósticos y podemos ver el comportamiento de estos 
resultados y de los observados (sin incluir los dos picos 
existentes) en la figura NQ 33, hasta agosto de 1988. 
Can el modelo obtenido SARlMA( 2,0, 1 )x(l,l,lb.z y los 
datos fiasta Ago.88 encontramos las p:redicciones para 
Set.88 a Ago.93 para origenes de 168, 156 y · 144, el 
promedio de las predicciones y sus respectivos intervalos 
de confianza ( 9 5\) que se 11\uestra en la Flg. N.2 34 y los 
valores estimados se presenta en sec. Anexo. 
Cotno puede observarse que las descargas estimadas presento 
para un periodo muy grande a pesar que por lo general los 
modelos en series de tiempo son aplicables a periodos 
cortos; es por ello tomar estos resultados eon cautela y 
con un intervalo de confianza de 95\, y a ·ctualizarlos 
estas predicciones cuando se obtienen los datos de 
registro. 
!», 
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VII. CONCLUSIONES X. RECOHENDAeiONES 
7 .1 CCiJ.NCI.US I ON:ES 
Las conclusiones son las siguientes: 
1) De la serie de las descargas medias mensuales del rlo 
Pisco; en el An&lisis Exploratorio de los Datos, presea 
ta un comportamiento estacional, presentando datos no 
homogeneos y necesidad de aplicar una transformación no 
iineal de Box y Cox de tipo logarltmica obteni~ndose 
una ser le simétrica (que involucra ne:rmal idad), 
dispersión uniforme logrando que los efectos de dos 
factores sean aditivos sin interacción entre ellos (no 
inclusión de cuadrados ni productos €ruzados). 
2) La serie es diferenciada en relación al atraso unitario 
estaci€lnal (D=l), para producir estacionariedad. 
3) El mejor modelo que representa a las descargas medias 
mensuales del rlo Pisco es el S,ARIHA(2,0,l)x(l,l,lh.2 y 
el SARIMA(l,O,l)x(2,1,1)12• 
4) De la verificación (set.97 a ago.8B), para setiembre 87 
y para los meses de febrero 88 a agosto 88 pronostica 
mejor el modelo SARIHA(l,O,l)(2,1,1)12 en relación al 
modelo SARIMA(2,0,l)x(l,l,lh2 el cual da mejores 
resultados para los mes,es de octubre, 
dlclemmre (87) y enero (88). 
noviembre, 
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5) Con los modelos obtenidos y con los datos actualizados 
s~ predice las descargas medias mensuales del Rio Pisco 
con un intervalo de con.fianza del 95% ., · para tiempos 
futuros. 
7.1 RECOMENDACIONES 
1) Para realizar nuevas predicciones es necesario tener en 
cuenta la transformación logaritmica, actualizar la 
información y considerar un periodo mayor de 
información (unos lB a 15 afios más) para el estucHo 
ciclos. 
2) Realizar predicciones para periodos cortos (1 a 2 atios) 
y para afios normales, secos y h6medos. 
3) Determinar 
del Per6 
tesis. 
Modelos de predicci6n para los demás rios 
con la metodologla utilizada en la presente 
4) Utilizar modelos multivariados teniendo como base estos 
modelos de Box y Jenkins, a las descargas, 
pr ~cipi taci .ón, operaci6n de embalse, etc. 
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A N E X O S 
At{EXQ A ESTACIONARIEDAD E INVERTIBILIDAD, AUTOCOVARIANCIA 
Y AUTOCORRELACION PARA ALGUNOS MODELOS 
1) Sea el modelo AR(1) z~ = s,sz~-1 + a~ 
Es estaeionario puesto que. tl>::a. = 111,81 < 1 
Es invertible por definición, AR de orden finito 
Cálc.ulo ü,. Co'Var iancia 
Se obtiene: 
2 
Ya = ------- = ---------- = 5,56 
1 - (1,8) 2 
Tomando Ya como valor in letal, se tiene: 
Y:. = 2,84 
Y:z = 3,56 Y• = 2,28 
Los coeficientes de autocorre1aci6n 
directamente de la forma recursiva: 
1 ,,. = f>::a. ,,._1 
Tomando p::a. = 1, como valor inicial: 
p::a. = 8, 89 
pz = B, 64 
p:. = 8,512 
f• = 8, 4HJ 
Ya = 1,82 
Y• = 1,45 
se obtienen 
,. = 8,328 
,. = 8,262 
El cálculo de los coeficientes w::a., w:z, ••• ,w~ del modelo 
MA(CD) 1 como puede transformarse en AR(l) para un idttntico 
retar:do, coinciden con los pa.: p::a.=8,8; rz=8,64; ••• 
21 Para un modelo AR(2) 
Bstacionaxledad; las ralees de la ecu.ación caracter i.stica 
deben ser menor c¡¡ue 1, en valor ab:soluto; ó si para el 
cálculo se utiliza el polinomio caracter1st1co, las 
tat.ee.s de:lfen IU!.r en; valor: absolU•tQ •aY.O\t' que '1, .6, lo q:ue 
e~ 1º JDi$mo d.éné:ñ est'ar' sltuadó fuer·a del c:txeulo unft:ario:· 
A) '\Jitolllz:a·nd-o .la e~:ua~c:l.ó,n oa.cae'te.tts:t'Lca: 
()¡2 ·"'"- ., ., GG ""- t~· , -~ ';:{ :t 
.cu~a.·s· ra 'íCJe.s s:orü: cs~.,.G~) ;::; 112.t'l.,6 ·t · '(11t '6'2 t !1~1, :3 
,Q:;¡,. ;;:; Q1 '"·~·2 i' ~$~, = -~ .t32 ; ~--<Yil ·~ªt,Q~.s ~eªli-··· y Q.;t;.s;:;~nt•«sl 
a;onae: ·~ 
;l Q~ ·1 == J :s:, $ ~· :1 r{ .l y :f, ~';a :1 = 1 - ~e:, :r2: J { ,1 ~ )~tl'tó.:~peª :~\¡¡¡ 
;P:X oce.;so· •el$; e:~ta<::~1--o~:rxc:u~ :iº ~ -
:a,J .Qttl:t-zap.Q!Q el JlQi].i,n.QJitf:Q-· c::ª~ª;c:;te;;·~; s.ttc;.o; 
1 ,..., 1 7_6B ..., á,, 3.Ba = lí 
Obte:n:i~néli'-ose l:a& ~:atne.s 'Sa = 1,98· ·y B.:z = -,a.,es; 
.entonc.es: 
f'Ib .. l > 1 y ta·.~ : J: >- .1, '~.s;:t;in. .fuera del clrt:dlró 
Ull-if-ar'j.O¡r 'lueg·o ~l pro.ce~.O eS e!J:tCJºi 'Ol\~J'iO y 
~-ll~pr;ob4ndnse q.Qe: 
C;l sn, un pr:·oces o IR{ 2l se, 'Pttl!tl:e (::ompr::ohilr: s l .es' 
est:ac:iiona,r !La o no examJ;nand'o s .i lo~ ooet-ic~l:~·ntes (j•;a., y 
f 'z ot~•Pil·'~·~n~ l~ii$· ~~.~$ :cfe!l$1gaal.f~a~s; 
'"'"- + .P;a ~. i 
-rj!'.l + 1/i•z ~; l -9., :6 t ·9\,3 ::: - .1:,' ·( 1 
'S,. i ' > -1 •. 
El PJ:·Oceso MH21 es .tnve,r.t~ii:)·.J.e ya <Jcl-1~ es- il;nlt<n 
ckleulo dfl la :covar1.an0 la 
p:a.ra y .• se ·t .ie.ne:; x • . :: i/l;j.l'i. + -~T'.;e- t tf2 • 
ta·mb:fén se 't·ie·tle•: 
Yo = 12,42 
también se tiene: 
los demás valores se tiene de: 
y 
Y~& = t&~Y~&-:a. + t&2Yk-2 ; k ~ 2 
Y:. = 9,26 
y,. = 8,59 
Ya = 7,93 
Los coeficientes de correlación correspondientes son: 
pk = Y~&/Yo ; obteniéndose los siguientes resultados: 
p:a. = 9, 8 6 , pz ::: 9, 81 , p:~~ = 9, 7 S , p.. = 11, 6 9 , 
,. = 8,64. 
otro método es p~ = 1/):a.,/(1-t&a) = 9,86 y los deaAs valores 
de: ,.. = -~ P..-1. . + t&a rk-2 • 
3) Sea el modelo MA(2): 
p;stacionariedad 
Por definición todo proceso MA de orden finito es 
estacionario. 
Inyettlyllidad 
A) Utilizando las ralees de la.. .ecuaci6n carac::teristica: 
G2 - 1,40 + 1,2 = • 
Resolviendo se tiene: 
o~ = 1,2 + 1*1,18 
son ralees coaplejas c:o·n:hsgadas; 
Gz = 1,2 - 1*1 1 88 
cuyos módulos es: 
r = /9,2 2 + 1,9ai = 1,19 
como 1r1 = 11,181 > 1, el proceso es no invertible. 
B) Utilizando el polinomio caracteristico: 
1 - 9,4B + 1,28~ = 9 
resolviendo se tiene: B1 = 9,166 + 19,99 ; 
cuyo módulo 
Como II 1 < 1 
Bz = 1,166 - 19,98 
r = /9,166 2 + 8,99 2 = 8,91 
; el modelo es no invertible. 
C) Para el modelo MA(2) las condiciones de invertibilidad 
aplicadas directamente sobre los paré.metros se tiene: 
81 + Sz < 1 ¡ 9,4 - 1,2 = -8,8 < 1 Se cumple 
-e1 + ea < 1 ¡ -9,4 - 1,2 = -1,6 < 1 Se cumple 
Sz ) -1 ; -1,2 < -1 No se cuaple 
luego el modelo es no invertible: 
@ Aunque el proceso no sea invertible siguen siendo 
válidas las ecuaciones para el cálculo de la variancia y 
de las autocovariancias. 
Ya = (1 + 9 2 1 + 9 2 2)0' 2 a = 5,2 
y1 = (-Eh + 818a)a2 • = -1,76 
Y2 = -9z0' 2 a = 2,4 
Y .. = 9 . k = 3,4,5, ••• , 
* Las autocorrelaciones se calculan a partir de la 
variancia y de las autocovariancias: 
,1 = -8,34 
p2 = 9, 46 
,.. = 8 para k= 3, 4, 5, ••. 
'i'c:J ;,:::;, r/J~'':f•:z Jl, 5·~: 
y,. 
-=· i/I'J..Y~ , == 9:¡ S 3 
1'5: =· ~11'',¡ _:::; 
"'·'' 
4 S: 
* ªs:t ter¡:; ,c<:>~ 'fi~ :iE!:nt:::es Ji,e ~1l:tq.~o.~·:r;~:l"ªe'i.·6'n; $e ci~t; . .tené e,n 
t .Q;'tma .inme,tU:ata·: 
En é:stá :s :eccl6:n1 voy a ifes·c,ri b ir ~n foraa: 'JJ;teye: y 
re·suJD:1dª efl c:o.nt,e.nl.(lo Clel 'S'p,ft:wa,r~e~ For·ec·Ci.fit Jiil\ls ~'Ji a,J.g:UJ;tas 
lJ: mlt.a:~;i a:n:e$ .de e:~,'t.e 'Ji .€J,e_1. íi' •. s: .• P ~ · 
Fo·r .eca.st ~1 t{S-' 
cs.o.nsta· íb! un mé'ni\ l)rlné ipal conf'Prcilic!U!o d,e 
c,o.m,pon,en·te.s :<;l:1ie ·sé.: muestran •é.n la pantalla. dóílil: 
1) Data Management 
2) .Exploratory Paeka<g.e 
3) Forecasting Analysis 
4) Batch Mo<de 
5) End the Program 
Which ? 
De los cuales p.0demos describir l$5 c(!)nte.Jlidos principales 
de cada uno de estos componentes; 
Dcmde está in<iluido pregramas para crear, editar, 
transformar e illlpr imir files; es est,a sección 
introducimos los .datos hist6r icos al computador 1 
co.mJ¡~letar datos por omisión, editar datas en f i le.s o 
archivos, etc. 
Editar un New File 
ant.es de introducir la var.iamle y los datos 
se crea u;n file label {el etiquetado) de la 
form<H 
Number of variables: 1 
mensuales 
siguiente 
Type of labeling: YEAR 
Starting label! 1974 
St-lrtinqJ observation~ S9 
Number .of .ebservation between each label: 12 
In.crement of the labels: 1 
Este etiquetada lleva una extensión x .lbl y para 
cualquier error o cua'ftdo se d.esea interrumpir el 
proceso usar la tecla <ElSC>. 
Transformación de Datos 
En esta sección se elaboran sub-programas para crea.r 
nuevas variables, normalizar la serie, etc. c .on el uso 
de los siguientes comandos NEW, SELECT, tllOMPUTE, IF-
THEN COMPUTE, NORMAL!ZE, LAG, D!FFERENCE, SUM, WRITE, 
Etc. can la ayuda de los comandos algebraicos y 
tr igonométr leos en utilizando la sintaxis idéntico al 
BASIC. 
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CaJ.abio de parámetros en la tabla 
Importante porque omite o activa algunas funciones del 
sistema DOS y de las operaciones internas del P'rograma 
como el camino de los datos y la salida de los 
resultados (por archivos o por impresora}, operaciones 
formato de cada archivo, etc. 
2) Exploratory Package 
En esta sección sirve para el análisis exploratorio de 
los datos cuyo sub-programas que cuenta son: 
1) Time Plot 
2) 4253HT Robust Smoething 
3) Bex Plot (Trend/cicle variation) 
4)" Agregate Box Plot (Seasonal variation) 
5) Spre.ad vs Level plot 
6) Auto€errelation Function 
7) Return Main Menu 
3) ForecastinCJ Analysis 
En esta sección se efectúa diferentes métodos para el 
suavisamiento de una serie temporal, métodos de 
descomposición de una serie y pronósticos mediantes 
modelos de descomposición y de Box & Jenkins, análisis 
de regresión, etc. cuyos sub-programas que contiene 
sen: 
1) Simple Moving Average 
2) Single Exponential Smoothin• 
3) Doble Exponential Smoothing 
4) Holt's Two-Parameter Smoothing 
5} Harrison's Harmonic Smoothing 
6) Brown's Quadratic Exponential Smoothing 
7) Winter's Seasonal Smoothing 
8) Robust Des,composition 
9) Census X-11 Descomposition 
10) Regression Trend Analysis 
11) Hultiple Regression Analysis 
12) Generalized Arlaptive Filt·ering 
13) Box Jenkins Analysis 
14) Return Mai.n Menu. 
Como podemos notar que dentro de ello se encuantra el 
análisis de Box y Jenkins (13) para series temporales 
el cual a su vez consta de: 
1) Identificación 
2) Estimación 1 Pronóstico 
3) Retorna al menú 
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En la fase de indentificación se indicar~ la 
trans fo.rmación usada, e 1 grado de di feren€ las 
ordinarias y/o estacionales a efecuar a la serie y la 
salida de las funciones de autocorrelaci6n y 
autocorrelación parcial. Adem~s en la fase de 
estimación se indicará los términos ordinarios y/o 
estacionales autorregresivos y de media móvil, número 
de Backforecast, número m~ximo de iteraciones para la 
estimación de los parámetros, convergencia-tolerancia, 
valor inicial de la estimación y la función de 
autocorrelación de los residuos. 
4) Batch Mode 
Donde se crea, executa o borra un file bate'"' también 
desde este componente puedes reto.rnar al menú pr lnc ipal 
o ·salir del Forecast Plus. 
Dentro de las limitaciones y alcances encontradas 
dentro del Software menciono: 
- Los gráficos que se obtienen, no son apropiados para el 
análisis, es recomendable usar otro graflcador. 
- Cuando una serie llega al número máximo de iteraciones o 
no llega a la convergencia .arroja el mensaje de ser ne 
estacionaria o invertlble y que es posible extenderse o 
efectuar una nueva corrida. 
- Cuando no se usan transformaciones es posible que cuando 
se tengan datos muy bajos (cercano,s a cero) pud.iera dar 
pronósticos menores que cero, ya que ne existe la 
restricción V Zt > 9. 
- Si bién es cierto que las pruebas de 
bu enes indicadores para los :r:.es id u es 
añadirse otras pruebas para modeles con 
Bex-Pierce. 
Box-Pierce son 
pero pudiera 
igual o aprox. 
- La selección de los "lag" para los residuos es 
automático. 
TSP 
El micro TSP utilizado es de la Versión 7.B3 adaptable a 
cualquier computador AT; y dentro de las limitaciones 
encontradas se tiene: 
- No cuenta aparentemente con un menú principal y esta 
orientado principalmente a Econometr1a; es necesario 
seguir cuidadosamente una secuencia del trabaja que se 
efectúa. 
17:2 
- Como no esta establecido el orden de los comandos 
cualquier comando es aceptado en cualquier paso; las 
operaciones y cálculos se hacen en muestras o sub 
mueFtras por un comando Exp. y un Smpl. 
- Cualquier error durante el proceso y la ejecución de un 
comando puede llevar a resultados viciados y es 
recomendable realizar nuevamente las operaciones. 
- En la fase de estimación de los parámetros 
parametros linealizados (no existe producto 
de los parámetros) es necesario tener 
lineali~ado en variable y en pará~etro. 
acepta selo 
ni cuadrados 
un modelo 
- La matriz de correlación presenta como pares ordenados 
qu~ dificulta el rápido análisis. 
- Las pruebas estadisticas que presenta las diferentes 
pruebas de autocorrelación, regresión lineal, etc. son 
muchas y no están de acuerdo a las funciones que 
desempeKa cada prueba o valor estadistico. 
- La prueba de los residuos y el plateo de ello es un 
proceso adicional. 
ANEXO C PREJ:)ICCIGNES E INTERVALOS BE CONFIANZA (95\) PARA 
SETIEMBRE 1988 A AGOSTO DE 1993 
MODELO : Sl'RIMA(2,0,1)x(l,1,1) 
MES\OiiGil H8 156 144 PROIIIDIO IIFIIIOR SUPIRIOR 
-----------------------~---------------------------------------------------------
88\SIT 1,17 ..,, 3.12 l. 75 1.49 6.22 
OC! 2,63 1.95 7.13 Ul 1.11 13.81 
lO V 4,68 3.42 12.98 7.13 UB 24.99 
DIC 15,42 11.94 36.11 21.79 5.15 73.93 
&9\IHK 37,13 26.61 81.57 48.17 13.52 171.95 
FIB ,4,91 47.11 191.11 113.11 29.15 367.37 
lllR 43,27 31.12 163.42 79.27 22.29 211.!1 
lBR 21,11 14.55 83.99 39.51 11.11 141.52 
lllY 4,11 3.12 16.81 7.91 2.24 28.31 
JUN 2,13 1.56 7.46 3. 72 1.15 13.22 
JUL 1,31 1.95 3.92 2.16 1.58 7.31 
AGO 1,12 1.73 3.35 1.71 1.48 6.85 
S&T 1,16 l. 73 3.23 1.67 1.47 5.~5 
OCT 2,23 1.53 7.33 3. 71 1.14 13.15 
IOV 4,12 2.78 13.28 6.67 1.87 23."' 
DIC 11,11 8.33 37.11 1&.85 5.31 67.84 
-------.---- .. ----------- ............ -- .. ----·-.. -__________ ... _ -------------------------------
----- -- ----- ... -- ...... - .. , .. ------"!"'- ------- --- .. ----- -~- ---~-- --------------------------___ _,_ 
MI·S\ORIGEI 168 156 U4 PIOKSDlO IIPIIIOR SUPIRIQR 
----- -=-- --------------_._ .... __ ... ----------- ____ ... -- .. _ ... __ ... __ --......... --- ........ --------·----------
91\ENI! 31,57 21.12 84.51 45.17 12.67 161.27 
FU 62141 31.94 215 •. U U2.42 28.81 1'64.23 
KA.R 37,32 .26.94 166.11 76 .. 79 21.59 273.11 
UR 21143 u. u ss.s• 1U9 11.24 H2.~2 
JIU 4,88 2.71 17.31 8.31 2.3'3 29.51 
m 2123 1.32 7.65 1.73 1.15 13.28 
JUL 1,24 1.76 4.11 2.Ji 8.56 i.ll 
AGG 8,81 1.61 3.41 l. 61 8.45 5.71 
SET 1,91 ,,,, 3.,.38 1,59 8,45 5,67 
OCT 1,92 1,24 7,44 3153 1,99 12157 
lO V 3,43 2,18 13,44 6,15 1, 79 22,58 
DIC 9,93 ti l7 37137 18,12 5,17 64,11 
91 \Kili 26124 u.,n 84,44 42,34 11,91 151,56 
FKB 511H 31,73 Zl5161 95186 2.6 ,96 341,91 
MAR 31,46 21,~5 H6,3i 72,53 28,51 259,35 
ABR 16,97 9191 85137 !7,41 11,52 133,15 
ltlY 3, 7$ 2.111 11,18 7,67 2,1& 27,26 
JUN 1, 77 1112 1158 3146 1197 12,29 
JUL 1,81 I,U 4111 1,87 1,52 6,64 
lGO 1,69 1141 31 36 1,51 1,42 5,36 
.S.iT 1,74 I,U 3,23 1,48 l,t2 5,25 
OCT 11 ~8 .1 96 1 ,u 1,28 1,92 11,66 
H(}V 2,83 1, 69 13,15 5,89 1,66 28,95 
DIC B,IG 5,21 3&,51 16,59 4,67 SD,tl 
92\RNR 211J7 12,53 82142 38,81 11,91 138,11 
FB,B 42131 2316~ 211111 8;8, 1B 24:,94 315,44 
KlR 2~, 71 16,16 166,38 ,;,,39 19,~1 246,77 
UR 1411& 7171 82161 H,79 9,78 123,71 
ltlY 3112 1, 5'9 16,68 7111 2,1.1 25,26 
JUN 1, 4b 1118 11 3'8 3,18 1,89 U,ll 
JUL. 1182 8,!6 3, 8t 1,69 e,u 6,1.2 
lGO 8155 I,H 312'3 l,J8 1139 4,91 
SRT 1,61 1, }.5 31 t9. 1,35 1,18 4,79 
oeT 11 ll .1 13 6196 3,11 1,84 11,66 
IOV 2127 1,27 12152 5,35 1,51 19,14 
DIC. 6,47 3192 34,,1 15,12 4,22 531 4'2 
93\lll! 17,14 9,41 78,1:5 a1,n 9,81 1'24,11 
FiB 33159 17171 tn1n 18,12 22,51 l84,9:2 
ltlR 21,U 12,84 156118 62,84 17,67 m,u 
lBR U,IB 5.72 771 6'8 31,49 8,86 U2,11 
HU 2145 1118 15,57 6,41 1,&1 22,76 
JUI 1,14 1161 6,83 2186 1,81 11,16 
J!JL 1,64 1134 3,5·5 1,51 1,42 5,37 
lGO I,H 1, Z7 31 ti 1,2J 1,35 4,39 
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