The Semantic Web is arising over the pas few years as a realistic option for a world wide Information Infrastructure, with its promises of semantic interoperability and serendipitous reuse.
3 transformation procedures to import data are no longer a feasible alternative, and more principled mechanisms to ensure interoperability are required.
Interoperability at different abstraction layers
The problem of interoperability in any information infrastructure (be it world-wide or local, be it for geographic information or otherwise) can be analysed at different layers of abstraction (also see Chapter 8, Figure 8 .1), all of which must be solved in order to obtain full interoperability:
Physical interoperability concerns the lowest layer of the abstraction hierarchy: plug-shapes and sizes, voltages, frequencies, and the bottom layers of the ISO/OSI network hierarchy. This is where most of the progress has been made, and physical interoperability between systems has been solved: with the advent of hardware standards such as Ethernet, and with protocols such as TCP/IP and HTTP (Hypertext Transfer Protocol), we can nowadays walk into somebody house or office, and successfully plug our computer into the network (even automatically via wireless LANs), giving instant world-wide physical connectivity. Ironically, it is the success with which the physical interoperability problem has been solved that now creates problems at higher interoperability levels.
Syntactic interoperability: Physical connectivity is not sufficient. We must also agree on the syntactic form of the messages we will exchange. Again, much progress has been made in recent years, particularly with the advent of eXtendible Markup Language isoXML. XML has been dubbed 'the ASCII of the 21st century', and indeed it is now the most widely used syntactic standard, and is itself used as a carrier for other syntactic standards such as HTML (for the content of web-pages 1 ), WSDL (Web Service Description Language 2 , for the interfaces of webservices), and SOAP (Simple Object Access Protocol 3 , for the format of web-service messages),
Semantic interoperability: Of course, even syntactic interoperability is not enough. We need not only agree on the form of the messages we exchange (structure of the information), or the form of the web-pages that we publish, but also need to know the intended meaning of such messages and pages. In case we want also machine processing, e.g. in urgent situations where human decisions have to be supported by machine processing (selections, combinations, translations, and other reasoning tasks), then the intended meaning has to be formalized.
The meaning of semantic interoperability
In this section we shall be somewhat more precise about the meaning of semantic interoperability. Semantic interoperability is usually defined in terms of a formal semantics, and this can be done either denotationally, inferential, or operational. Although the primary definition of the semantics of formal languages is most often in terms of a denotational semantics (e.g. (P. and for RDF (the Resource Description Framework) and OWL (the Web Ontology Language) respectively, we will instead describe semantic interoperability in terms of inferential semantics.
When an agent (a web-server, a web-service, a database, a human in a dialogue) utters a message, the message will often contain more meaning than only the tokens that are explicitly 
Minimal semantic interoperability: explicit content only
Thus, we could say that the semantic interoperability between A and B increases with the amount of information that they agree on after having exchanged a message. The minimal amount of information that they share is only the fact expressed in the statement itself: there is some object 'Amsterdam' and some object 'The Netherlands', and they are related by the first 'being the capital of' the second. Notice that this minimal amount of semantic interoperability is already non-trival. Simply exchanging the following arbitrary XML syntax
is by itself not enough for B to understand that we are dealing with two objects and a relation betweem them: is 'being capital of' a relation between two objects (as indeed intended), or does the tree-structure of the XML denote some type-information, as in the minimal intended meaning that we are dealing with a relation between two objects, agents A and B must have previously agreed on this intended meaning of their syntactic structure, namely that the root of the XML tree is the relation between a subject (first subnode) and an object to have much better basis for exchanging the intended meaning ('semantics') of sentence S beyond its limited literal content. In fact, we could say that the amount of semantic interoperability between A and B is measured by the number of new facts that they both subscribe to after having exchanged a given sentence: the larger and richer their shared ontology, the more semantically interoperable they are.
It is exactly this kind of shared ontological information that can be captured in RDF Schema (as opposed to RDF only): A more expressive language such as OWL is required to express that the capital of a country is 9 unique:
<owl:InverseFunctionalProperty rdf:ID='isCapitalOf'/> (the semantics of InverseFunctionalProperty states that the value of such a property uniquely defines the object of the property, since the inverse property (from value to object) is functional (has exactly one value).
Full semantic interoperability: upper and lower bounds
OWL is more expressive than RDF Schema in a very specific way: when agreeing on an ontology O expressed in RDF Schema, two agents A and B have both committed to a minimal set of beliefs that they will both uphold given some sentences S to be exchanged in the future;
again, in our example, if A states that Amsterdam is the capital of The Netherlands, then by subscribing to their shared ontology O, B is forced to believe a number of other things as well (Amsterdam being a city, etc). Hence, there is a minimum set of beliefs, a lower bound, on what agents A and B will infer after having exchanged a sentence S.
However, using an RDF Schema ontology, A cannot forbid B to believe certain things, for example it cannot forbid B to believe that besides Amsterdam, The Hague is also a Dutch capital.
Technically, this amounts to saying that RDF Schema cannot express negative information, it does not contain negation. OWL does, hence in OWL, we can say that if Amsterdam is the Dutch capital, no other city can be (the InverseFunctionalProperty above). OWL enables A and B to not only put a lowerbound on what they must believe after exchanging a sentence, it also allows them to put an upperbound on what they may not believe after exchanging a sentence. By strengthening the ontology O, A and B can move these lowerbound and upperbound successively closer together, hence narrowing the window of opportunity for any misunderstandings (consisting of things that one of them believes after S, while the other one does not). Stronger ontologies, that place higher lowerbounds and lower upperbounds on the set of inferred consequences of an exchanged sentence, increase the semantic interoperability between two agents.
The role of XML as a notation
The above semantic descriptions have all been given in the XML notation that is prescribed by the W3C standards ( (Bechhofer et al., 2004) for OWL and (Becket, 2004) for RDF). However, this is only one particular syntax in which we can state the intended semantics. Of course, the XML syntax has a special status, since it is the one that was chosen for the standardisation documents. Nevertheless, different syntactic forms exist for expressing the same semantic contents. Examples in the case of RDF and OWL are the N3 syntax 1 that is popular because it is much more compact and readable then the official XML syntax. Also very popular is the UMLbased notation because of its graphical presentation. In fact, many of the chapters in this volume (e.g. chapters 3,4,5,9) use UML class-diagrams to present knowledge that is also easily formalisable in OWL's official XML syntax.
The Semantic Web as a foundation for an Information Infrastructure
We are now in a position to define the role of Semantic Web technology as a foundation for an Information Infrastructure. The Semantic Web offers technology that contributes towards solving the interoperability problem at all three of the layers discussed above: HTTP, DNS and URI's for physical interoperability, XML for syntactic interoperability, and RDF, RDF Schema and OWL for semantic interoperability.
These languages and their corresponding technology are organised in a stack, where each higher layer uses lower ones. Semantic Web applications achieve semantic interoperability by exchanging not only their data, but by also exchanging (or having previously agreed to) explicit models of these data. These shared data models are often known as ontologies, and constitute shared knowledge used to interpret the information to be exchanged.
The most important premise on which the Semantic Web rests can be now be phrased as follows:
Premise: In order to achieve semantic interoperability it is certainly necessary (and most likely also sufficient) to express both data and data-models (a.k.a. ontologies) in languages with a formalised semantics, which enforce the sets of beliefs that agents must or may not uphold as the result of exchanging a certain piece of information.
Notice that this premise is very close to the Knowledge Representation Hypothesis, formulated by Brian Smith in his 1982 Ph.D. thesis (Smith, 1982) :
'Any mechanically embodied intelligent process will be comprised of structural ingredients that a) we as external observers naturally take to represent a propositional account of the knowledge that the overall process exhibits, and b) independent of such external semantical attribution, play a formal but causal and essential role in engendering the behavior that manifests that knowledge.'
We can recognise 'the propositional account of knowledge' in the propositional structure of the Semantic Web languages (RDF, RDF Schema, OWL), and the 'causal and essential role in engendering behavior' is similar to the inference-enforcing process based on shared background knowledge that we discussed in the previous section.
Alternative approaches
We should note that although this approach to semantic interoperability may sound plausible, it is certainly not the only possible route. In particular the possibility of a propositional account of the required knowledge to express sufficiently rich data-models has traditionally been criticised in Knowledge Representation, and similarly in the Semantic Web. And it must be acknowledged that the currently most effective approaches to search are not based on propositional accounts of the contents of the Web, but rather on statistical models, as used in search engines such as Google, using word frequencies, and patterns of links between pages instead.
Although the two approaches (the propositional and the statistical) are often positioned as alternatives, there is in fact nothing to make them mutually exclusive. It is well possible for example to imagine statistical patterns being used as the basis for constructing an propositional account, and in fact many machine-learning contributions to Semantic Web technology (e.g. ontology learning) take exactly this combined approach.
Most important achievements to date
After having outlined the foundational ideas underlying the Semantic Web, and having described their role in a semantically interoperable Information Infrastructure, in this section we will discuss the most important achievements in recent years towards the realisation of this Semantic Web Information Archictecture.
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Ontology languages
A crucial and widely known achievement has been the definition and adoption of a number of data-modelling languages, stacked one on top of the other, with ever more expressivity: RDF, RDF Schema, OWL, where the latter is itself divided into three substrata with proper syntax and semantic inclusions. Without going into the details of these language (ample reference and teaching material exists), the general power of these languages is as follows:
• RDF: expressing binary relations between objects, and expressing that an object belongs to a given type (or 'class');
• RDF Schema: arranging these classes and properties in a class and property inheritance hierarchy (superclass-subclasss), and stating that properties have certain types as their domain and range;
• OWL Lite: expressing (in)equalities between individuals, between classes and between properties, and stating algebraic properties of properties (transitivity, symmetry, inverse functionality, etc), 0/1-restrictions on the cardinality and ranges of properties;
• OWL DL: definition of classes by enumeration, algebraic operations on classes (intersection, union, complement), stating disjointnes of classes, arbitrary cardinality restrictions on properties
• OWL Full introduces no new language constructions, but is more liberal in the way these constructions are combined (for example using classes as instances of other classes).
Of course the increase in expressivity comes with an increase in computational costs of doing 14 inference in these languages. The above stack of languages allows users to pick the language with the appropriate cost/benefit trade-off for each particular application. The (almost) proper inclusion relations between these languages ensures the possibility to move to more expressive languages as and when the need arises, without having to redo prior efforts.
With their status of W3C recommendation, these languages are guaranteed to be implementable and stable, enabling a rapid growth of industrial investment in their support and deployment.
Ontology vocabularies
The above Semantic Web data-modelling languages have indeed been used for the construction of data-models in a wide variety of domains. Very often, this was not a construction from scratch, but instead involved translating previously existing structures ('datamodels', 'ontologies', 'thesauri', 'vocabularies') into these new languages with their standardised syntax and semantics, thereby illustrating how these languages do indeed enable greater degrees of semantic interoperability.
It is already impossible to be exhaustive (the Swoogly Semantic Web search engine lists more than 10.000 different vocabularies at the time of writing). We give the following incomplete list only to illustrate the diversity of ontologies expressed in Semantic Web languages, both in choice of domain and in how extensive the modelling has been
• bio-medical: GO (15.000 terms from molecular biology 1 ), SNOMED (300.000 terms • Geographical: See chapter 3 of this volume by Lieberman and Goad for a description of a number of geographical vocabularies and ontologies.
Of course, these languages and vocabularies are only useful if they are used for something. In the next section, we will describe tools for using these languages and vocabularies, followed by some brief examples of succesful use-cases that were built using these languages, tools and vocabularies.
Tools
The above vocabularies, and others which are routinely being built these days in many different application areas, are far too large and complicated to be managed manually. The community has developed a large set of methods and tools for creating, managing and deploying such large ontologies. Because of the rapidly evolving state of the art there is little point in putting any list of such tools in print, but they cover every aspect of an ontology's life cycle:
• creation (either through knowledge acquisition and manual modelling, or through concept extraction from a corpus of text, or through machine learning from a large dataset),
• change management (detecting which changes have occurred between versions, alerting for possible inconsistencies or redundancies this may have caused)
• modularisation (= selecting the right subvocabulary for a given task),
• ontology alignment (= integration of multiple vocabularies for a single use),
• storage and querying of very large datasets organised by an ontology (at the time of writing, ontology stores can handle in the order of billions of facts),
• reasoning (= drawing inferences from the given facts using the reasoning steps that are allowed under the formal semantics of the language)
• visualisation (= visualising large datasets organised by ontologies, either in the form of tree-diagrams, in the form of other diagrams such as cluster-maps, see Figure 3 .1).
Many of these tools have outgrown the stage of academic prototyping, and are available as commercial software, including support services.
Annotation and classification techniques
Of course, such large ontologies are only useful if used to describe and organise large datasets (the datasets between which we want to obtain semantic interoperability in the first place). This involves a task called annotation or classification in different parts of the community, but these are essentially the same task: given an item from a dataset and given a ontology for the domain of the dataset, decide which class(es) the data item must be assigned to. This task is of course crucial to the use of ontologies for solving semantic interoperability problems: if a data-item is not assigned to a class in the ontology, it is not known to the receiving agent what to make of this data-item, and which inferences to draw about this item.
This crucial task can be done either manually or automatically (in restricted domains).
• manual: in a large number of domains, manual annnotation will remain the dominant mode of classification for some time to come. In particular for non-text items (sound, still images, video), automatic classification remains very hard (e.g. Snoek et all, 2007) . In many audio-visual archives (e.g. in the cultural sector, satellite images, aerial photography, but also in medical applications), software uses an ontology to suggest annotations to users, but the final annotation is only made after user approval. The same holds for high quality long-term archives such as National Libraries (van Gendt et al, 2006 ).
• automatic: if an ontology is expressed in OWL DL, it is possible to determine the necessary and (sometimes) the sufficient properties that a data-item must satisfy to belong to a certain class in the ontology. For text corpora, or for semi-structured datasets, it is possible to automatically analyse the properties of data-items and then determine to which class(es) they belong.
The tasks of annotating, classifying and performing inference are often integrated into a single environment. Tools such as Sesame 1 or the Oracle 2 tools set give a single integrated environment in which to write down semantic definitions of classes and their relations, store instances of those classes, and perform reasoning with such instances and classes.
Use-cases, scenarios, applications
All the above languages, tools and technology have been used to develop showcases in a variety of domains. Without any claim to completeness, we will sketch here a small number of use-cases which illustrate in particular the role of semantic web technolog in semantic interoperability.
Together, these use-cases do indeed make it credible that Semantic Web technology can indeed serve as the foundation for semantic interoperability in a world-wide Information Infrastructure. French National Libraries are shown in a single interface, using automatically created links between the thesauri that were used to index the separate collections. An additional feature of the STITCH browser is that because one of the thesauri is multi-lingual, it becomes possible to search for manuscripts using search terms in a different language than with which they were annotated, using the multi-lingual thesaurus as a translation device. This is also very relevant in the spatial context; e.g. in INSPIRE there should be support for 21 languages; see chapter 1.
DOPE browser over multiple scientific literature collections: In the DOPE project (the Drug
Ontology Project for Elsevier, Stuckenschmidt et al, 2004) , a single large thesaurus (EMTREE, a commercial product by Elsevier, 45.000 preferred terms and 190.000 synonyms to describe mainly drugs and diseases) was used to index a large body of scientific literature (5 million abstracts from the Medline database and another 500.000 full text papers from Elsevier's Science Direct collection). Annotation of papers and abstracts with EMTREE terms was done automatically using commercially available concept extract techniques. These semantically indexed heterogeneous collections could then be browsed using a single interface (see Figure   3 .1), which used the ontology for query disambiguation, hierarchical and clustered display of search results, and query refinement. The Semantic Web Education and Outreach (SWEO) Interest Group from W3C has published a collection of a few dozen use cases of semantic technologies 1 , ranging from eGovernment to eCommerce, and from improved search to data-integration, covering sectors as diverse as the automotive industry, the financial sector, the IT industry, the publishing world and others. (Hess & de Vries, 2006) . Closely related work, but aimed at the integration and chaining of geographic services as opposed to geographic datasets is reported in (Lemmens et al, 2006) . Other work aiming at the integration of geographic services has earned a top ranking in the 2006 Semantic Web Challenge 3 .
The most important challenge: ontology mapping
Perhaps the most important challenge of all is how to deal with semantic interoperability across multiple ontologies: although a shared ontology gives a way to draw shared inferences that explicate the intended meaning of data-items, this does require a shared ontology. Semantic interoperability across multiple ontologies requires to align these different ontologies. This problem has been the subject of research in different fields over many decades. (Newcombe, 1959) , and surveyed in (Winkler, 1999) , schema integration (Rahm, 2001} , and more recently ontology mapping (see the recent book (Euzenat & Shaivko, 2007) for what is currently the best survey of the state of the art).
An important development in this historical progression is the move towards ever richer structure: the original record linkage problem was defined on simple strings that were names of record-fields; the schema-integration problem already had the full relational model as input;
while ontology mapping problems are defined on full hierarchical models plus rich axiomatisations. Each step in this progress has all the solutions of the previous steps at its disposal (since each later model subsumes the earlier ones), plus new methods that can exploit the richer structures of the objects to be aligned.
Current approaches to ontology mapping deploy a whole host of different methods, coming from very different areas. These can be categorised to distinguish linguistic, statistical, structural and logical methods. The currently available best survey of ontology alignment techniques is (Euzenat & Shvaiko, 2007}. Linguistic methods are directly rooted in the original record linkage work all the way back to the early 60's. They try to exploit the linguistic labels attached to the concepts in source and target ontology in order to discover potential matches. This can be as simple as basic stemming techniques or calculating Hamming distances, or can use specialised domain knowledge.
Statistical methods typically use instance data to determine correspondences between concepts:
if there is a significant statistical correlation between the instances of a source-concept and a target-concept, there is reason to belief that these concepts are strongly related (by either a subsumption relation, or perhaps even an equivalence relation). These approaches of course rely on the availability of a sufficiently large corpus of instances that are classified in both the source and the target ontology.
Structural methods exploit the graph-structure of the source and target ontologies, and try to determine similarities between these structures, often in coordination with some of the other methods: if a source-and target-concept have similar linguistic labels, then dissimilarity of their graph-neighbourhoods can be used to detect homonym problems where purely linguistic methods would falsely declare a potential mapping.
Logical methods are perhaps most specific to mapping ontologies (instead of mapping recordfields or database-schemata). After all, in the time-honoured phrase of (Gruber, 1993) , ontologies are ``formal specifications of a shared conceptualisation'' (my emphasis), and it makes sense to exploit this formalisation of both source and target structures. A particularly interesting approach is to use a third ontology as background knowledge when mapping between a source and a target ontology: if relations can be established between source (resp. target) ontology and different parts of the background knowledge, then this induces a relation between source and target ontologies. A serious limitation to this approach is that many practical ontologies are rather at the semantically lightweight end of Uschold's spectrum (Uschold, 1996) , and thus don't carry much logical formalism with them.
Given the difficulty of the problem, and the amount of work already spent on it, it seems unlikely that the problem of ontology mapping will yield to a single solution. Instead, this seems more the kind of problem where many different partial solutions are needed. Currently, our toolbox of such partial solutions is already quite well stocked, and is still rapidly growing. However, a theory of which combination of partial solutions to apply in which circumstances is still lacking.
