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1. INTRODUCTION 
In a classical paper, F. Lettenmeyer [8] showed that a linear ordinary 
differential system with an irregular singular point at z = a,, may have 
several linearly independent solutions holomorphic at za , and estimated the 
number of such solutions. The Lettenmeyer theorem was extended to non- 
linear systems by R. W. Bass [l], who effected a change of variables in order 
to apply Wintner’s fixed-point theorem for analytic mappings in a separable 
Hilbert space. 
Recent work of W. A. Harris, Jr., Y. Sibuya, and L. Weinberg [4, 61 has 
greatly simplified the proofs of the theorems of Lettenmeyer and Bass and 
has, in addition, yielded several theorems on systems of Briot-Bouquet 
type as corollaries. 
In a recent note [2], we developed analogues of some of these results for 
neutral functional differential systems (NFDS) of the form 
29 $ = f(? Y(4, YM4)7 Y’(m)) (1.1) 
near z = 0, in the case where f is linear and homogeneous and g(z) = OLZ, 
01 constant, 1 (Y 1 < 1. In this paper we obtain extensions to the nonlinear case 
and additional results for linear systems which yield an existence theorem for 
holomorphic solutions near x = CO of systems of the form 
YW = 44Y(4 + 64Y(B4 U-2) 
where A and B are 11 x 12 matrices holomorphic at cc, and j3 is a complex 
constant, 1 /3 / > 1. This equation has been studied in the scalar constant 
coefficient case by T. Kato and J. B. McLeod [7]. Some results for constant- 
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coefficient systems have been given in another paper of McLeod [9] in the case 
l/3 1 < 1. However, we obtain here only an existence theorem, while Kato 
and McLeod obtain asymptotic estimates. We also obtain simplified proofs 
and extensions of several results in the Russian literature, especially those 
of E. I. Grudo [3]. 
2. Two LEMMATA 
In what follows, we shall make much use of power series representations 
for holomorphic functions. The following lemma, which can be proved by 
induction, gives such a representation for composite functions. 
LEMMA 2.1. Let p > 0, and let 
and h(z) = f h,zk 
k-d 
be holomor~hic in 1 z j < p with 1 h(x)/ < p for I z I < p. Set 
k=l 
and Q&z) = i hgk, 
k-1 
and write 
Dejne yO,, = 1 and yOK = 0, k > 1. Then 
f (h(z)) = i (i %f ‘“Vd) zk 
k-0 m--u 
where f (*)(ho) = dmf (h,)/dx”, and the ymk are functions of the coeflcients of 
h(z) alone. 
We shall also need to solve simultaneous systems of determining equations. 
For a linear differential system, the determining system is linear and the 
well known theory of linear algebraic equations applies. In the nonlinear 
case, the determining system will be nonlinear, and the following lemma will 
be used: 
LEMMA 2.2. Consider the system of simultaneous equations 
G&, ,..., 4 = 0, 
G(z, ,‘.-, .4 = 0, 
(2.1) 
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where G, , k = l,..., 1 are holomorphic functions all vanishing at the origin, 
but none vanishing identically. If 1 < n, then this system has at least an (n - l)- 
parameter algebroid family of solutions. 
This is a special case of a theorem of Weierstrass; for a proof, see Osgood 
[lo, pp. 132-1331. 
3. THE NONLINEAR CASE 
Let X denote the set of all n-vector valued functions f = f (z) whose 
components have absolutely convergent power series expansions in 1 z 1 < 6. 
For feX, 
f (4 = f f?2, fk = (fk’,..., f?cnY, 
k=O 
define a norm by 
1 fkj 1 Sk 
1 
. 
It is easy to see that (X, I/ . 11) is a Banach space. A central result is the fol- 
lowing: 
THEOREM 3.1. Let f (z, y, u, v) be an n-vector function of z, 
y = (Y1,...,Yn)T, u = (ul,..., Uy-, and v = (VI,..., vfy 
holomorphic in a neighborhood of the origin in (3n + l)-dimensional complex 
euclidean space. Let D be an n x n matrix, D = diag(d, ,..., d,J with non- 
negative integers di . Let h(z) = C”= h k 1 k~k be a scalar function holomorphic at 
z = 0 with 1 h, / < a, for some a, 0 < 01 < 1. Then for each positive integer N 
su#%iently large and each su$iciently small polynomial 4(z) with S’+(z) of 
degree N, there exists a polynomial p(x; 4) in z of degree N - 1 with coeficients 
that depend on f, h, N and 4, such that the nonlinear NFDS 
zD~‘(4 = f h ~(4, yWN, y’V+N + ~6; +> (3-l) 
has a solution y(z) holomorphic at z = 0. Further, y is holomorphic in # and 
x”( y - $) = O(xN+l). 
Proof. For N sufficiently large, define 9N: X---f X by 
=TNY =g> y = (Y1(4,...,Y”(4)=> 
g(4 = kW>..., g”W, 
with 
Hence 
Define y(z) = y(h(z)). Then by Lemma 2.1, 
From this it follows that 
Also define 9(z) = (jl(z),..., $‘@))T, with 
Y(z) = j. (k + l)Y:+lMz))“* 
By Lemma 2.1, 
Let 8 > 0 be chosen sufficiently small that 
Set 
and 
Then 115 11 < 1 $(@))I and by the Cauchy integral formula 
(3.3) 
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hence 
Let + = (Q,...,p)r b e t h e vector polynomial with @(a) = Ctzz (b$9 
and consider the functional equation in X 
Y = d + =%f(.,Y> $9) -4 + %vf(.,Y). (35) 
The estimates (3.2)-(3.4) imply that, for N sufficiently large, pFj satisfies 
a Lipschitz condition in y with Lipschitz constant less than 1. Hence for 
sufficiently small # there exists a unique solution of the functional equation 
(3.5), 
y =Y(?$)EX* 
It follows from the definition of “E(7N that the holomorphic solution y of the 
functional equation (3.5) satisfies the NFDS 
where 
XDY’@> = f(% y, Y,B) + P(? 4>, 
N-l 
PC? 4) = zDW> - c [f(% Y(? 4, Y(&+ d>, Yvw m Xk* 
k=O 
The proof is complete. 
Remark 3.2. In case f(z, u, v, W) in Theorem 3.1 is linear and homo- 
geneous in u, v, w, the solution y(x) will be linear and homogeneous in 6, 
see [2]. Further, in this case, the equation (3.5) is of the form 
Y = + + TN[YI, where TNCYI = %VY + By + C91 
and [I - TN]-l will exist for N sufficiently large. 
(3.6) 
THEOREM 3.3. Let f (z, y, u, v) and h(x) be as in Theorem 3.1, and let 
f(z, 0, 0,O) = 0, let d = trace D and n - d >, 0. 
Then the system 
ZDY’(4 = f k Ye4 Yw4), YVW) (3.7) 
has at least an (n - d)-parameter algebroid family of solutions holomorphic at 
z = 0. 
Proof. Consider the system of nN equations (determining equations) in 
the nN + n - d unknowns &j, represented by 
P(T 4) = 0. (3-V 
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Sincef(z, 0, 0,O) = 0, p(z; 0) = 0, and hence by Lemma 2.2 there exists 
at least an (n - d) parameter algebroid family of solutions of (3.8). For each 
+ thus obtained, Theorem 3.1 ensures the existence of a corresponding 
solution of (3.7). 
THEOREM 3.4. Let f and h be as in Theorem 3.1. Let y(z) = Cz=, ykzk 
be a formal solution of the Briot-Bouquet equation 
in the sense of equality of formal power series. Then y(z) is convergent in a 
neighborhood of z = 0. 
Proof. Since di = 1, i = l,..., n, d(z) = Ci:l &.sk and y* = $ + O(aN), 
where y* is the holomorphic solution whose existence is guaranteed by 
Theorem 3.1. The determining equations can be represented as 
[f (&Y*(.; +>, P*(? 9% x9*(*; mk - w?s = 0, h = 0, I,..., iv - 1. 
(3.10) 
However, the equations for the existence of a formal solution are 
[f (% Y(x), y(h(z)), zY’(h(z)))lk - hY,c = 0, h = 0, 1, 2 ,...) (3.11) 
and hence the first N equations of (3.11) are the same as (3.10). The condition 
that h(0) = 0 implies that yK is uniquely determined by the preceding 
coefficients, and thus y* = y(z), and the formal solution converges in a 
neighborhood of z = 0. 
COROLLARY. Let 
A(z) = 2 Akxk, 
k=O 
B(z) = i Bsk and c(z) = i c,z 
k-0 k-l 
be n x n matrices holomorphic at z = 0. Let g(z) = CzEogkzk be an n-vector 
function holomorphic at x = 0, and let h(z) be as in Theorem 3.4. Suppose that 
no eigenvalue of A, + B, is a nonnegative integer. Then the Briot-Bouquet 
system 
ZY’M = 44 ~(4 + W y(W) + C(z) r’(W>> + A4 (3.12) 
has a solution holomorphic at z = 0. 
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Proof. The system (3.12) is of the form (3.9); the equations for the 
existence of a formal solution of the form y(z) = CTSOykzk are 
YkY, + **- + y,yk-, + (yO - K1)Yk = gk 
where the 11 x n matrices Y, depend on the coefficients of A(z), B(z), C(z) 
and h(z), and in particular, Y,, = A, + B, , The hypotheses of the corollary 
guarantee the existence of a formal solution which converges by Theorem 3.4. 
4. THE CASE TRACE D > n 
The determining equation will now be used to prove existence of holo- 
morphic solutions of systems with trace D > n. In particular, consider the 
system 
~3q4 = &4Y(,+ (4.1) 
where A(z) = crS,, A kzk is an n X n matrix holomor 
I: 
hit at z = 0. The 
polynomial f$( x in Theorem 3.1 is of the form Cci0 +kzIc since di = 2, ) 
i = l,..., n, and the determining equation is 
N-2 
x2~‘(x) = c (@)k Zk + (&(%+))N-, +?iN-“* 
k=O 
This equation is equivalent to the system 
A,#, 
4+0 + Aoh 





AN-&O + AN-S& + **- + AI+,, + Ao+N--2 = (N - 3) &f-.-Q 
AN-I+, + AN-&I + “- + A&N-S + AoYN-1 = (N - 2) +N--2 - 
From Remark 3.2, yN-i in the last equation in (4.2) can be found using 
y(*;+) = (I- ZNA)-l$. S ince for large enough N, 11 dP,A I/ < 1, the 
mapping (I - gNA)-l is given by the convergent series (see Taylor [II], 
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p. 164) I + gNA + (9NA)2 + *** . Define the matrices RN,1 , RNS2 ,..., 
RN.N-I by 
R N,k = AN--K + A, f (yr,AJa zk--l 
iv=0 I N-l ’ 
k = I,..., (N - 2); 
RN,N-l = A, - (N - 2) I + A0 1 y N-l 
where Ez==, (-‘Z&A)” zk-l]N-l is the coefficient of +,-#‘-1 in the expansion 
Y(Z) = (I - &A)-1 ty$&) . 
\ZZl 
Then the system (4.2) can be written as 
I 4 A0 A, -1 0 0 A, 0 . . . (4.3) 
AN--~ AN-S A,-(N-3)1 A, 
RN,I RN.S RN. N-S RN,N-I 
which represents nN linear equations in the n(N - 1) unknowns $?&j+ The 
matrix in (4.3) will be called the determining matrix. 
THEOREM 4.1. Let rB be the rank of the n(k + 1) x n(k + 1) matrix 
i 
Ao 
4 Ao 0 
. . . 
Ak A,-, A, - (k - I)1 A, I 
for each k = I, 2,..., where the Ai are as in (4.1). Sets = sup,(nk - rk}. Then 
ifs > 0, the system (4.1) h as at least s linearly independent solutions holomorphic 
at z = 0. 
Proof. The determining equation (4.3) has nontrivial solutions, which 
guarantee nontrivial solutions of (4.1), if the rank of the determining matrix 
is less than n(N - 1). Since N may be chosen arbitrarily large, the hypothesis 
of the theorem ensures this. 
EXAMPLE. Consider the system 
x2 2 = A(z) y(z), (4.4) 
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where 
Y = (Yl Y Y2 7 Y3F, and 
x 
cos x 
22 0 22 








which has rank 2. Hence there exists a nontrivial solution of (4.4) holomorphic 
at x = 0 by Theorem 4.1. 
Note that the equation (4.4) h as an irregular singular point at z = 0, 
since the matrix 
is not nilpotent, see [5]. 
The last 1z rows of the determining matrix, represented by the R,,, , 
k = l,..., (IV - l), are observed to have a simpler form under additional 
hypotheses: 
THEOREM 4.2. If in the coe@zients of the system (4.1), the matrix A,, is 
nilpotent of index 1 > 2 and if A,A, = Ad2 = .*. = A,A,-, = 0, then the 
matrices R,,, are given by 
R N,k = 4-k + AOW + ~NA) Zk-‘IN-I), h = 1, 2,..., (N 
RN,,-I = A, - (N - 2) I + A,([(1 + JG,A) ZN-2]N-l). 
We omit the proof. 
Theorem 4.1 can be generalized to the NFDS 
where 
z2y’(4 = 44~(4 + WRY + C(4~‘(4, 
- 2); 
(4.4) 
A(z) = f A,/, 
k=O 
C(z) = 5 C,zk 
k=O 
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are n x n matrices holomorphic at z = 0 and (Y is a complex constant, 
1 011 < 1. The determining equation is then 
(AN-~ + BN-2) 4, + *** + (A, + @-“B. + (N - 2) a”“C,) h2 
+p- 1) cYN-2C,yN-, = P - 3) h-3 
(AN-I + BN--~)A, + **- + (A, + ~N-l& + (N - 1) 01~-~cl)yN-, 
+ NcL~-T~YN = (N - 2) +N-2 
The coefficients yN-r and yN can be found using y(*; 9) = (I - TN)-1 + 
from (3.6). The last 2n rows of the determining matrix are very complicated; 
we shall not write the matrix explicitly. 
The following result is analogous to Theorem 4.1 and is proved in the 
same way: 
THEOREM 4.3. Let yk be the rank of the n(K + 1) x n(k + 2) matrix 
A, + Bo CO 0 0 . . . 0 
A, + 4 A, + hBo + Cl UC0 0 
A, + B, A, + M3, + C, - I A, + A2B, + 2X, 3X2Co *.. 
. . 
A, + BI, A,-, + mk-1 + ck *” uk 
A,, + AkB, + &I”-X’,(K + 1) XkC,, 
for each k = 1, 2,..., where uk = A, + PIBl + (k - 1) Ak-2C2 - (k - 1) I, 
and the Ai , Bi , Ci are as in (4.4). Set s = supk{nk - rk}. Then if s > 0, 
the system (4.4) has at least s linearly independent solutions holomorphic at z = 0. 
Now consider the equation (4.4) in the case where C(z) = 0. By making 
the change of variable z = l/c, the equation (4.4) becomes 
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Here A and B are holomorphic for ( 5 j sufficiently large. Since 1 01 j < 1, 
[ l/or1 > 1 and so(4.5) is an equation of advanced typewith a singularity at 00. 
Hence the following theorem is an immediate corollary of Theorem 4.3. 
THEOREM 4.4. Let A(z) and B(z) be n x n matrices such that the series 
A(z) = f A,,+ and B(z) = f B,z-” 
k=O k=O 
converge. Let fi be a complex constant with 1 /3 1 > 1. Let rk be the rank of the 
n(k + 1) x n(k + 1) matrix 
-A, + Bo 0 
A, + B, A,+-+, 
A,+& A,,+$&-,*- 
A, + (j$-‘B, + (k - 1)z A, + ($)” Bo 
for each k = 1,2,..., and set s = sup,(nk - yk}. Then ifs > 0, the system 
2 = 44 ~(4 + B(4 r&W 
has at least s linearly independent solutions holonwrphic at z = CO. 
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