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1 Introduction
In this paper we give a complete classification of canonical forms for skewad-
joint operators on pseudoeuclidean vector spaces, complementing O’Neill’s
results [7] on selfadjoint operators.
There is a certain skewadjoint operator in the integration of the geodesic
equations on a 2-step nilpotent Lie group with a left-invariant metric tensor,
usually called J after Eberlein [3]. In the Riemannian (positive definite) case,
J2 is always diagonalizable. This makes possible the completely explicit
integration of the geodesic equations (compare [3] and [2]) and the rather
complete and explicit determination of the conjugate loci (compare [5] and
[6]). In attempting to extend some of these results to the pseudoriemannian
(indefinite) case, it became apparent that we needed a set of canonical forms
for such skewadjoint operators J . Obtaining the list turned out to be a
sufficiently involved process that we are presenting it separately.
Throughout, we consider a (finite-dimensional) vector space V provided
with an inner product 〈 , 〉; i.e., a nondegenerate, symmetric bilinear form
which is generally indefinite. When necessary, we comment on differences
if the form is actually definite. Also, J : V → V will denote a skewadjoint
linear operator.
We used [4] as our main reference for linear algebra, and [1] to a lesser
extent, and refer to them for all details relevant to the computational pro-
cedures employed.
2 Preparation for the classification
To begin, we consider the minimal polynomial of J in the (preliminary) form
p(t) =
p∏
i=1
(
t2 − 2ait+ (a
2
i + b
2
i )
)ki q∏
i=1
(
t2 + λ2i
)li r∏
i=1
(t− µi)
mi
where ai 6= 0 6= bi, λi > 0, and all ai, bi, λi, µi are real. The types of
factors correspond to complex eigenvalues that are not pure imaginary, pure
imaginary eigenvalues, and real eigenvalues, respectively.
Proposition 2.1 For µi 6= 0,
ker (J − µiI)
mi and ker
(
J2 − 2aiJ + (a
2
i + b
2
i )I
)ki
are null subspaces of V .
1
Proof: If u, v ∈ ker(J − µiI)
mi , then
〈u, (J + µiI)
miv〉 = 〈(−J + µiI)
miu, v〉
= 〈(−1)mi(J − µiI)
miu, v〉
= 〈0, v〉
= 0 .
Note that (J+µiI)
mi : ker(J−µiI)
mi → ker(J−µiI)
mi is nonsingular. Thus
it follows that 〈u, v〉 = 0 for all u, v and ker(J − µiI)
mi is null as claimed.
The other case is done similarly. 
Proposition 2.2 For nonzero µi, ker(J +µiI)
mi and ker(J2+2aiJ +(a
2
i +
b2i )I)
ki are complementary null subspaces to ker(J − µiI)
mi and to ker(J2−
2aiJ + (a
2
i + b
2
i )I), respectively.
Proof: Suppose ker(J + µiI) = 0. Then we see that J + µiI : W → W is
nonsingular, where
W =
p⊕
i=1
ker
(
J2 − 2aiJ + (a
2
i + b
2
i )I
)ki
+
q⊕
i=1
ker
(
J2 + λiI
)li
+
⊕
j 6=i
ker (J − µjI)
mj
By the previous result, if 0 6= u ∈ ker(J−µiI), then there exists w ∈W such
that 〈u,w〉 = 1. Since J + µiI is nonsingular on W , there exists w
′ ∈ W
such that (J + µiI)w
′ = w. But now we have
1 = 〈u,w〉 = 〈u, (J + µiI)w
′〉
= 〈(−J + µiI)u,w
′〉
= −〈(J − µiI)u,w
′〉
= 0
which is a contradiction. Thus a power term (t+µi)
m′i must appear in p(t).
We shall show that m′i = mi.
Suppose m′i < mi. We can choose u ∈ V such that (J − µiI)
mi−1u 6=
0 and (J − µiI)
miu = 0. Then there exists v ∈ W such that 〈(J −
µiI)
mi−1u, v〉 = 1. Since mi − 1 ≥ m
′
i, (−1)
mi−1(J + µiI)
mi−1v ∈W1 where
W1 =
p⊕
i=1
ker
(
J2 − 2aiJ + (a
2
i + b
2
i )I
)ki
2
+
q⊕
i=1
ker
(
J2 + λiI
)li
+
⊕
µj 6=±µi
ker (J − µjI)
mj
Since (J + µiI)
mi :W1 →W1 is nonsingular, there exists v
′ ∈W1 such that
(J + µi)
miv′ = (−1)mi−1(J + µiI)
mi−1v. But now we have
1 = 〈u, (−1)mi−1(J + µiI)
mi−1v〉 = 〈u, (J + µiI)
miv′〉
= 〈(−1)mi(J − µiI)
miu, v′〉
= 0
which is a contradiction. Thus m′i ≥ mi. Interchanging roles, we get mi ≥
m′i so m
′
i = mi.
Now we show that ker(J + µiI)
mi is a complementary null subspace to
ker(J − µiI)
mi . For 0 6= u ∈ ker(J − µiI)
mi , there exists w ∈ W such
that 〈u,w〉 = 1. Now write w = w1 + w2 where w1 ∈ ker(J + µiI)
mi and
w2 ∈W1. Since (J + µiI)
mi :W1 →W1 is nonsingular, there exists w
′
2 such
that (J + µiI)
miw′2 = w2. So we have
1 = 〈u,w〉 = 〈u,w1 + w2〉 = 〈u,w1〉+ 〈u,w2〉
= 〈u,w1〉+ 〈u, (J + µiI)
miw′2〉
= 〈u,w1〉+ 〈(−1)
mi(J − µiI)
miu,w′2〉
= 〈u,w1〉+ 0
= 〈u,w1〉 .
It follows that ker(J − µiI)
mi and ker(J + µiI)
mi are complementary null
subspaces (of each other).
Similarly, one may show that ker(J2 + 2aiJ + (a
2
i + b
2
i )I) and ker(J
2 −
2aiJ + (a
2
i + b
2
i )I) are likewise complementary. 
From these two propositions it now follows that the minimal polynomial
of J can be written in the form
p(t) =
p∏
i=1
(
t2 − 2ait+ (a
2
i + b
2
i )
)ki (
t2 + 2ait+ (a
2
i + b
2
i )
)ki
·
q∏
i=1
(
t2 + λ2i
)li
·
r∏
i=1
(t− µi)
mi (t+ µi)
mi · ts
(2.1)
where ai 6= 0 6= bi, λi > 0, µi 6= 0, and all ai, bi, λi, µi are real.
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Proposition 2.3 ker(J2−2aiJ+(a
2
i +b
2
i )I)
ki⊕ker(J2+2aiJ+(a
2
i +b
2
i )I)
ki
for 1 ≤ i ≤ p, ker(J2+λ2i I)
li for 1 ≤ i ≤ q, ker(J−µiI)
mi⊕ker(J+µiI)
mi for
1 ≤ i ≤ r, and ker Js are J-invariant, mutually orthogonal, nondegenerate
subspaces of V .
Proof: These are rather straightforward calculations. As an example, we
show that each ker(J2 + λ2i )
li is nondegenerate.
Suppose a vector u ∈ ker(J2 + λ2i I)
li satisfies 〈u, v〉 = 0 for all v ∈
ker(J2 + λ2i I)
li . Let
W =
p⊕
i=1
(
ker(J2 − 2aiJ + (a
2
i + b
2
i )I)
ki ⊕ ker(J2 + 2aiJ + (a
2
i + b
2
i )I)
ki
)
⊕
r⊕
i=1
(ker(J − µiI)
mi ⊕ ker(J + µiI)
mi)
⊕
⊕
j 6=i
ker(J2 + λ2jI)
lj ⊕ ker Js .
Then (J2 + λ2i I)
li : W → W is nonsingular, hence surjective. This and
〈u, (J2+λ2i I)
liw〉 = 〈(J2+λ2i I)
liu,w〉 = 0 for all w ∈W imply that 〈u,w〉 =
0 for all w ∈ W , thus 〈u, v〉 = 0 for all v ∈ V , so u = 0 since V is
nondegenerate. Consequently ker(J2 + λ2i I)
li is also nondegenerate. 
It now follows that J can be decomposed as an orthogonal direct sum of
skewadjoint operators on each of these subspaces:
ker(J2 − 2aiJ + (a
2
i + b
2
i )I)
ki ⊕ ker(J2 + 2aiJ + (a
2
i + b
2
i )I)
ki
for 1 ≤ i ≤ p ;
ker(J2 + λ2i I)
li for 1 ≤ i ≤ q ;
ker(J − µiI)
mi ⊕ ker(J + µiI)
mi for 1 ≤ i ≤ r ;
ker Js.
Thus it will suffice to classify skewadjoint operators of each type.
3 Minimal polynomial (t2−2at+(a2+b2))k(t2+2at+
(a2 + b2))k
If J is such a skewadjoint operator on V , then we can also consider J as a
skewadjoint operator on the complexification U = V C of V . Here the inner
4
product is extended by bilinearity in the usual way.
〈v1 + iw1, v2 + iw2〉 = 〈v1, v2〉 − 〈w1, w2〉+ i(〈w1, v2〉+ 〈v1, w2〉)
The minimal polynomial of J factors over C as
(t− (a+ ib))k(t− (a− ib))k(t+ (a+ ib))k(t+ (a− ib))k .
Then there exists a vector u+iv ∈ U such that (J−(a+ib)I)k−1(u+iv) 6= 0
and (J − (a + ib)I)k(u + iv) = 0. Since Re(J − (a + ib)I)k−1(u + iv) and
Im(J − (a + ib)I)k−1(u + iv) lie in ker(J2 − 2aJ + (a2 + b2)I)k, there exist
w, x ∈ ker(J2 + 2aJ + (a2 + b2)I)k such that
〈(J − (a+ ib)I)k−1(u+ iv), w + ix〉 = 2 (3.1)
by Proposition 2.2. Now we need the following result.
Lemma 3.1 If u+ iv ∈ ker(J− (a+ ib)I)k and w+ ix ∈ ker(J+(a− ib)I)k,
then 〈u+ iv, w + ix〉 = 0.
Proof: Since
(J + (a+ ib)I)
k
: ker (J + (a− ib)I)
k
→ ker (J + (a− ib)I)
k
is nonsingular, there exists w′ + ix′ ∈ ker (J + (a− ib)I)
k
such that
(J + (a+ ib)I)
k
(w′ + ix′) = w + ix .
Thus,
〈u+ iv, w + ix〉 = 〈u+ iv, (J + (a+ ib)I)
k
(w′ + ix′)〉
= 〈(−1)k (J − (a+ ib)I)
k
(u+ iv), w′ + ix′〉
= 〈0, w′ + ix′〉
= 0 .

Write w+ ix = w1 + ix1 +w2 + ix2 with w1 + ix1 ∈ ker (J + (a+ ib)I)
k
and
w2 + ix2 ∈ ker (J + (a− ib)I)
k
. Then from (3.1) and Lemma 3.1 we obtain
2 = 〈(J − (a+ ib)I)k−1(u+ iv), w + ix〉
= 〈(−(a+ ib)I)k−1(u+ iv), w1 + ix1 +w2 + ix2〉
= 〈(J − (a+ ib)I)k−1(u+ iv), w1 + ix1〉
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This implies that we may assume that
w + ix ∈ ker (J + (a+ ib)I)
k
in (3.1). Since w − ix ∈ ker(J + (a− ib)I)k, we have via Lemma 3.1
〈(J − (a+ ib)I)h(u+ iv), (J + (a− ib)I)j(w − ix)〉 = 0 (3.2)
for all nonnegative integers h, j.
Also, we can find complex numbers a1, a2, . . . , ak−1 such that
〈(u+ iv) + a1(J − (a+ ib)I)(u + iv) + · · ·
+ak−1(J − (a+ ib)I)
k−1(u+ iv), w + ix〉 = 0 ,
〈(J − (a+ ib)I)(u+ iv) + a1(J − (a+ ib)I)
2(u+ iv) + · · ·
+ak−2(J − (a+ ib)I)
k−1(u+ iv), w + ix〉 = 0 ,
...
...
...
〈(J − (a+ ib)I)k−2(u+ iv) + a1(J − (a+ ib)I)
k−1(u+ iv), w + ix〉 = 0 .
Replacing u+ iv by
(u+ iv) + a1(J − (a+ ib)I)(u+ iv) + · · · + ak−1(J − (a+ ib)I)
k−1(u+ iv)
we have
〈(J − (a+ ib)I)h(u+ iv), w + ix〉 = 0 for 0 ≤ h ≤ k − 2 . (3.3)
Note that (3.1) and (3.2) continue to hold as well.
Let u1 = u and v1 = v and set
(J − (a+ ib)I)h(u1 + iv1) = uh+1 + ivh+1 for 1 ≤ h ≤ k − 1 . (3.4)
Then
Juh = auh − bvh + uh+1
Jvh = buh + avh + vh+1
for 1 ≤ h ≤ k − 1 (3.5)
Juk = auk − bvk
Jvk = buk + avk
(3.6)
Now (3.1) implies that
(J + (a+ ib)I)
k−1
(w + ix) 6= 0 ,
(J + (a+ ib)I)
k
(w + ix) = 0 .
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Let w1 = w and x1 = x and set
(J + (a+ ib)I)h(w1 + ix1) = wh+1 + ixh+1 for 1 ≤ h ≤ k − 1 . (3.7)
Then
Jwh = −awh + bxh +wh+1
Jxh = −bwh − axh + xh+1
for 1 ≤ h ≤ k − 1 (3.8)
Jwk = −awk + bxk
Jxk = −bwk − axk
(3.9)
By (3.1), (3.2), and (3.3),
〈(J − (a+ ib)I)h(u1 + iv1), (−1)
j(J + (a+ ib)I)j(w1 + ix1)〉
=
{
2 if h+ j = k − 1 ,
0 otherwise,
〈(J − (a+ ib)I)h(u1 + iv1), (−1)
j(J + (a− ib)I)j(w1 − ix1)〉 = 0
for all nonnegative integers h, j. This implies that
〈uh+1 + ivj+1, (−1)
j(wj+1 + ixj+1)〉 =
{
2 if h+ j = k − 1 ,
0 otherwise,
〈uh+1 + ivh+1, wj+1 − ixj+1〉 = 0
for all nonnegative integers h, j. Thus we have all inner products zero except
〈uh, wj〉 = (−1)
j−1
〈vh, xj〉 = (−1)
j
if h+ j = k + 1 .
(Recall that ker(J2 − 2aJ + (a2 + b2)I) and ker(J2 + 2aJ + (a2 + b2)I)
are null subspaces.) Note that {u1, vi, . . . , uk, vk, w1, x1, . . . , wk, xk} spans
a J-invariant, nondegenerate subspace. Hence there exists a J-invariant,
nondegenerate subspace N of V such that
[[u1, v1, . . . , uk, vk, w1, x1, . . . , wk, xk]]⊕N
7
is an orthogonal direct sum. On the subspace [[u1, v1, . . . , wk, xk]], the matrix
of J is 2k × 2k of the following form.

a b
−b a
1 0 a b
0 1 −b a
. . .
a b
−b a
1 0 a b
0 1 −b a
−a −b
b −a
1 0 −a −b
0 1 b −a
. . .
−a −b
b −a
1 0 −a −b
0 1 b −a


Continuing this process, we get an orthogonal direct sum of J-invariant
subspaces Vh such that on each of them, J has a matrix of the preceding
form but of size 2r × 2r for some r with 1 ≤ r ≤ k, with respect to a basis
of the specified type.
4 Minimal polynomial (t2 + λ2)l
Let J be a skewadjoint operator on V with such a minimal polynomial.
Lemma 4.1 There exists a vector v ∈ V such that v, (J2 + λ2I)v, . . . ,
(J2 + λ2I)l−1v are linearly independent and 〈v, (J2 + λ2I)l−1v〉 6= 0.
Proof: Since the minimal polynomial of J is (t2 + λ2)l, there exists v ∈ V
such that v, (J2 + λ2I)v, . . . , (J2 + λ2I)l−1v are linearly independent.
If 〈v, (J2 + λ2I)l−1v〉 = 0, then there exists w ∈ V such that 〈w, (J2 +
λ2I)l−1v〉 6= 0. If 〈w, (J2 + λ2I)l−1w〉 6= 0, then we simply replace v with
w and verify that we have achieved the desired result; otherwise, replace v
with v + w and verify that this works. 
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So we may start with v ∈ V as in the Lemma. Set (J + iλI)lv = u1+ iv1
and observe that (u1+iv1), (J−iλI)(u1+iv1), . . . , (J−iλI)
l−1(u1+iv1) are
linearly independent over C and that (J−iλI)l(u1+iv1) = (J
2+λ2I)lv = 0.
Let
(J − iλI)
h
(u1 + iv1) = uh+1 + ivh+1 for 0 ≤ h ≤ l − 1 .
First off, we have
〈uh + ivh, uj + ivj〉 = 0 for 1 ≤ h, j ≤ l
since
〈uh + ivh, uj + ivj〉
= 〈(J − iλI)h−1(J + iλI)lv, (J − iλI)j−1(J + iλI)lv〉
= (−1)l〈(J − iλI)h−1(J − iλI)l(J + iλI)lv, (J − iλI)j−1v〉
= (−1)l〈(J − iλI)h−1(J2 + λ2I)lv, (J − iλI)j−1v〉
= 0 .
This implies that
〈uh, uj〉 − 〈vh, vj〉 = 0
〈uh, vj〉+ 〈vh, uj〉 = 0
for 1 ≤ h, j ≤ l . (4.1)
Next, we have
〈ul + ivl, uh − ivh〉
= 〈(J − iλI)l−1(J + iλI)lv, (J + iλI)h−1(J − iλI)lv〉
= (−1)h−1〈(J − iλI)l+h−2(J + iλI)lv, (J − iλI)lv〉
= (−1)h−1〈(J − iλI)h−2(J2 + λ2I)lv, (J − iλI)lv〉
whence
〈ul + ivl, uh − ivh〉 = 0 for 2 ≤ h ≤ l . (4.2)
Note that J2(J2 + iλI)l−1v = −λ2(J2 + iλ2I)l−1v. We use this in the
following computation.
Lemma 4.2 If l is odd, then 〈u1+iv1, ul−ivl〉 is a nonzero real number, and
if l is even then it is nonzero pure imaginary. Moreover, 〈uh+ ivh, uj − ivj〉
is real when h+ j is even and pure imaginary when h+ j is odd.
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Proof: We compute
〈u1 + iv1, ul − ivl〉
= 〈(J + iλI)lv, (J + iλI)l−1(J − iλI)lv〉
= −〈(J + iλI)l+1v, (J2 + λ2I)l−1v〉
= −〈
(
J l+1 +
(
l+1
1
)
(iλ)J l + · · ·+
(
l+1
l
)
(iλ)lJ + (iλ)l+1I
)
v, (J2 + λ2I)l−1v〉 .
If l is odd,
〈u1 + iv1, ul − ivl〉 = −〈
(
J l+1 −
(
l+1
2
)
λ2J l−1 +
(
l+1
4
)
λ4J l−3 − · · ·
+ (−1)
l+1
2 λl+1I
)
v, (J2 + λ2I)l−1〉
= −〈
(
(−1)
l+1
2 λl+1 −
(
l+1
2
)
λ2(−1)
l−1
2 λl−1 + · · ·
+ (−1)
l+1
2 λl+1
)
v, (J2 + λ2I)l−1v〉
= (−1)
l+3
2 λl+1
(
1 +
(
l+1
2
)
+
(
l+1
4
)
+ · · ·
+
(
l+1
l−1
)
+ 1
)
〈v, (J2 + λ2I)l−1v〉
which is a nonzero real number. If l is even, an analogous computation
yields a nonzero pure imaginary number. The rest is done similarly. 
Now assume that l is odd and consider a vector of the form
w + ix = (u1 + iv1) + α1(u2 + iv2) + · · ·+ αl−1(ul + ivl) .
Then we can determine the (complex) coefficients αi such that
〈w + ix, (J + iλI)h(w − ix)〉 = 0 for 0 ≤ h ≤ l − 2 .
Indeed, consider
〈w + ix, (J + iλI)l−2(w − ix)〉
= 〈(u1 + iv1) + α1(u2 + iv2) + · · · + αl−1(ul + ivl),
(ul−1 − ivl−1) + α¯1(ul − ivl)〉
= 〈u1 + iv1, ul−1 − ivl−1〉+ α1〈u2 + iv2, ul−1 − ivl−1〉
+ α¯1〈u1 + iv1, ul − ivl〉 .
Since 〈u1 + iv1, ul−1− ivl−1〉 is pure imaginary and 〈u2 + iv2, ul−1− ivl−1〉 =
−〈u1 + iv1, ul − ivl〉 is real, we can find a pure imaginary α1 such that
〈w + ix, (J + iλI)l−2(w − ix)〉 = 0 .
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At the next step, there are six such inner product terms (with coefficients)
which are all real. We obtain a real α2 such that
〈w + ix, (J + iλI)l−3(w − ix)〉 = 0 .
Continuing inductively, we find all the desired coefficients.
Replacing the previous u1 + iv1 with w + ix so determined, using (4.1),
(4.2), and Lemma 4.2, and rescaling, we have
〈uh + ivh, uj + ivj〉 = 0 for 1 ≤ h, j ≤ l ;
〈uh + ivh, uj − ivj〉 =
{
(−1)j(±2) if h+ j = l + 1 ,
0 otherwise.
In other words, all inner products among the uh and vj are zero except
〈uh, uj〉 = 〈vh, vj〉 = (−1)
j(±1) if h+ j = l + 1 .
Since (J− iλI)(uh+ ivh) = uh+1+ ivh+1 for 1 ≤ h ≤ l−1 and (J − iλI)(ul+
ivl) = 0, the matrix of J on [[u1, v1, . . . , ul, vl]] is 2l × 2l of this form.

0 λ
−λ 0
1 0 0 λ
0 1 −λ 0
. . .
0 λ
−λ 0
1 0 0 λ
0 1 −λ 0


If l is even, the condition on inner products of the basis vectors becomes
〈vh, uj〉 = −〈uh, vj〉 = (−1)
j(±1) if h+ j = l + 1
with all others vanishing as before, while the 2l × 2l form of the matrix of
J remains the same.
We finish by continuing this process as at the end of the preceding sec-
tion, with 1 ≤ r ≤ l now.
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5 Minimal polynomial (t− µ)m(t+ µ)m
Let J : V → V be a skewadjoint operator with such a minimal polynomial.
Then V = ker(J − µI)m ⊕ ker(J + µI)m = W1 ⊕ W2 where W1 and W2
are complementary null subspaces by Propositions 2.1 and 2.2. There exists
v ∈W1 such that v, (J−µI)v, . . . , (J−µI)
m−1v are linearly independent and
(J−µI)mv = 0. Then we can choose w ∈W2 such that 〈(J−µI)
m−1v,w〉 = 1
and there exist real numbers a1, . . . , am−1 such that
〈v + a1(J − µI)v + · · ·+ am−1(J − µI)
m−1v,w〉 = 0
〈(J − µI)v + a1(J − µI)
2v + · · ·+ am−2(J − µI)
m−1v,w〉 = 0
...
...
...
〈(J − µI)m−2v + a1(J − µI)
m−1v,w〉 = 0
If we replace v by v+a1(J−µI)v+· · ·+am−1(J−µI)
m−1v and set v1 = v,
v2 = (J − µI)v1, . . . , vm = (J − µI)vm−1, and w1 = w, w2 = (J + µI)w1,
. . . , wm = (J + µI)wm−1, then all inner products are zero except
〈vi, wj〉 = 〈(J − µI)
i−1v, (J + µI)j−1w〉
= 〈(−1)j−1(J − µI)i+j−2v,w〉
= (−1)j−1 if i+ j = m+ 1.
We also have a J-invariant, nondegenerate subspace N such that V =
[[v1, . . . , vm, w1, . . . , wm]] ⊕ N is an orthogonal direct sum. With respect to
the obvious basis, the matrix of J on the first subspace is block-diagonal

µ
1 µ
1
. . .
1 µ
−µ
1 −µ
1
. . .
1 −µ


with two elementary Jordan diagonal blocks, each m×m.
We finish as before, with 1 ≤ r ≤ m now.
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6 Minimal polynomial ts
Let J be such a skewadjoint operator. Then there exists a subspace V1 of V
such that V = ker Js−1⊕V1, whence J
s−1V = Js−1V1. Since J
s−1V1 is a null
subspace, there exists a complementary null subspace W1 and a subspace
N which is orthogonal to their direct sum so that V = (Js−1V1 ⊕W1)⊕N .
Then Js−1V = Js−1V1 = J
s−1W1⊕J
s−1N . SinceW1 is a complementary null
subspace to Js−1V1, this implies that J
s−1V1 = J
s−1W1 and that J
s−1N ⊆
Js−1W1. Thus we may assume that W1 = V1 and we have
V = Js−1V1 ⊕ V1 ⊕N
where Js−1V1 and V1 are complementary null subspaces (of each other) and
N is orthogonal to their (direct) sum.
Firstly, assume that s is even. Consider Js−1v1 for a nonzero vector in
V1. Then there exists w1 ∈ V1 such that 〈J
s−1v1, w1〉 = 1 and v1 and w1 are
linearly independent.
Lemma 6.1 [[v1, . . . , J
s−1v1, w1, . . . , J
s−1w1]] is a J-invariant, nondegener-
ate, 2s-dimensional subspace of V .
Proof: Suppose a1v1 + · · ·+ asJ
s−1v1 + b1w1 + · · ·+ bsJ
s−1w1 = 0 for real
ai, bi. Applying J
s−1 to this equation, we obtain a1J
s−1v1 + b1J
s−1w1 = 0.
Then 〈a1J
s−1v1 + b1J
s−1w1, w1〉 = a1 = 0 whence b1 = 0. Continuing this
process, all the coefficients vanish so our list is a basis and the subspace is
2s-dimensional.
If 〈a1v1+· · ·+J
s−1v1+b1w1+· · ·+J
s−1w1, u〉 = 0 for all u in our subspace
with real ai, bi, then replacing u by J
s−1w1 yields a1 = 0. Continuing in this
way, all the coefficients vanish again; this time it shows that our subspace
is nondegenerate. 
Next, we can find real numbers ai, bj such that if v = v1+a1Jv1+a2J
2v1+
a3J
3v1 + · · · + as−1J
s−1v1 + b1Jw1 + b3J
3w1 + b5J
5w1 + · · · + bs−1J
s−1w1,
then
〈v, Jhv〉 = 〈v, Jhw1〉 = 0 for 0 ≤ h ≤ s− 2 .
Replacing v1 by this v, we may assume that
〈v1, J
hv1〉 = 0 for 0 ≤ h ,
〈v1, J
hw1〉 = 0 for 0 ≤ h ≤ s− 2 ,
〈Js−1v1, w1〉 = 1 .
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Now we can find real ci such that if w = w1+c1Jv1+c3J
3v1+c5J
5v1+ · · ·+
cs−1J
s−1v1, then 〈w, J
hw〉 = 0 for all h ≥ 0. Replacing w1 by this w, we
may assume that all inner products 〈v1, J
hv1〉, 〈v1, J
hw1〉, 〈w1, J
hw1〉 vanish
except 〈Js−1v1, w1〉 = 1. Setting vh = J
h−1v1 and wh = J
h−1w1, the matrix
of J on the basis {v1, . . . , vs, w1, . . . , ws} is 2s× 2s of the form


0
1 0
1
. . .
1 0
1 0
0
1 0
1
. . .
1 0
1 0


and all inner products vanish except 〈vi, wj〉 = (−1)
j−1 if i+ j = s+ 1.
Lastly, assume that s is odd. Consider Js−1v1 for v1 ∈ V . Then there
exists w1 ∈ V such that 〈J
s−1v1, w1〉 =
1
2
and 〈Js−1(v1 + w1), v1 + w1〉 = 1.
We proceed by replacing v1 by v1 + w1. As before, we then have that
[[v1, Jv1, . . . , J
s−1v1]] is a J-invariant, nondegenerate, s-dimensional subspace
of V . Also, we can find real numbers a2, a4, . . . , as−1 such that
〈v1 + a2J
2v1 + · · ·+ as−1J
s−1v1, J
h
(
v1 + a2J
2v1 + · · ·+ as−1J
s−1v1
)
〉 = 0
for 0 ≤ h ≤ s−2. Replacing the current v1 by v1+a2J
2v1+ · · ·+as−1J
s−1v1,
we obtain
〈v1, J
hv1〉 = 0 for 0 ≤ h ≤ s− 2 ,
〈v1, J
s−1v1〉 = 1 .
Set vh = J
h−1v1 for 1 ≤ h ≤ s. The the matrix of J with respect to the
basis {v1, v2, . . . , vs} is 

0
1 0
1
. . .
1 0
1 0


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with all inner products of basis vectors vanishing except 〈vi, vj〉 = (−1)
j−1
if i+ j = s+ 1.
We finish almost as usual, with 1 ≤ r ≤ s, but r × r blocks now. This
completes the classification.
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