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Analytical force and dynamic models for material removal processes such as end 
and face milling do not account for material and process related uncertainties such as tool 
wear, tool breakage and material inhomogeneity. Optimization of material removal 
processes thus requires not only optimal process planning using analytical models but 
also on-line monitoring of the process so that adjustments, if needed, can be initiated to 
maximize the productivity or to avoid damaging expensive parts. In this thesis, a 
Polyvinylidene Fluoride (PVDF) sensor based process monitoring method that is 
independent of the cutting conditions and workpiece material is developed for measuring 
the cutting forces and/or torque in milling. The research includes the development of 
methods and hardware for wireless acquisition of time-varying strain signals from PVDF 
sensor-instrumented milling tools rotating at high speeds and transformation of the strains 
into the measurand of interest using quantitative physics-based models of the 
measurement system. Very good agreement between the measurements from the low cost 
PVDF sensors and the current industry standard, piezoelectric dynamometer, has been 
achieved. Three PVDF sensor rosettes are proposed for measuring various strain 
components of interest and are shown to outperform their metal foil strain gauge 
counterparts with significantly higher sensitivity and signal to noise ratio.  In addition, a 
computationally efficient algorithm for milling chatter recognition that can adapt to 
different cutting conditions and workpiece geometry variations based on the measured 
cutting forces/torque signals is proposed and evaluated. A novel complex exponential 
model based chatter frequency estimation algorithm is also developed and validated. The 
xviii 
 
chatter detection algorithm can detect chatter before chatter marks appear on the 
workpiece and the chatter frequency estimation algorithm is shown to capture the chatter 
frequency with the same accuracy as the Fast Fourier Transform (FFT). The 
computational cost of the chatter detection algorithm increases linearly with data size and 
the chatter frequency estimation algorithm, with properly chosen parameters, is shown to 
perform 10 times faster than the FFT. Both the cutting forces/torque measurement 
methodology and the chatter detection algorithm have great potential for shop floor 
application. The cutting forces/torque measurement system can be integrated with 
adaptive feedback controllers for process optimization and can also be extended to the 








Motivation and Problem Statement 
Material removal processes such as end milling and face milling (henceforth 
referred to as milling) are used extensively in a wide range of industries including 
aerospace and automotive. One example is the production of large structurally critical 
monolithic airframe components [1]. Analytical models of the milling process do not 
account for various process and material uncertainties such as tool wear, tool breakage, 
and material inhomogeneity. Therefore, optimization of the milling process requires not 
only optimal process planning using analytical models, but also real-time monitoring of 
the cutting process to ensure that high quality parts are produced at the highest possible 
rate while minimizing defects and scrap.   
The cutting forces and torque in milling are key process responses that can be 
used to monitor the state of the process, since they can be used as a proxy for tool wear, 
tool breakage, material abnormalities, chatter, etc. While several researchers have 
developed mechanistic cutting force models for milling [2-4] with the ultimate goal of 
understanding the process, their models do not account for material and process related 
uncertainties. The current de facto industry standard for cutting force measurement, 
piezoelectric dynamometers, and other cutting force measurement approaches reported in 
the literature suffer from at least one of the following drawbacks: 1) high cost, 2) limited 
bandwidth, 3) intrusiveness, 4) dependency on workpiece material, and 5) low sensitivity 
due to long transmission path between the signal source and the sensor(s). A low cost, 
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nonintrusive way of measuring milling forces and torque with high fidelity is therefore 
needed.  
A key limitation in the end milling of airframe structures is chatter vibration, 
which negatively impacts productivity and often causes irreparable damage to the part 
and the machine tool spindle. While researchers have developed analytical models for the 
prediction of chatter vibration based on structural dynamics models and cutting 
conditions [5-8], they do not account for a wide range of uncertainties such as tool run 
out, material inhomogeneity, nonlinearity in the cutting force-chip thickness models [9], 
etc. In addition, reliable structural dynamics models of the 
workpiece/tool/fixture/machine tool system needed for chatter prediction are not 
available. Therefore, on-line detection and suppression of chatter via real-time process 
monitoring is still necessary.  
Although a lot of work on on-line chatter detection in milling has been reported, 
they suffer from at least one of the following drawbacks: 1) the sensing units used to 
monitor the process response are either intrusive or prohibitively expensive (such as 
piezoelectric dynamometers), 2) the reported chatter detection algorithms are expected to 
work only in research labs since they fail to take into account various events that may 
occur during the machining process such as varying cutting conditions, geometric 
discontinuities in the workpiece, tool wear, tool chipping/breakage, etc., and 3) the 
reported chatter monitoring methodologies do not lend themselves to networked 
monitoring and control of machining processes and remote decision making. Therefore, a 
minimally intrusive, adaptable and industry-friendly chatter detection methodology that 
facilitates intelligent information retrieval is still highly desirable.  
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To summarize, the needs of low cost, adaptable and industry-friendly solutions 
for real time monitoring and optimization of the milling process form the motivation for 
this research. New technologies and approaches that are different from the traditional 
workpiece or machine tool structure based measurement/monitoring systems need to be 
explored.  
PVDF Sensor 
Thin film sensors have been proposed as a promising candidate for surface strain 
and temperature measurement [10]. They can be either sputtered onto the specimen or 
simply attached to the specimen using adhesives. In order for the sensor to be mounted on 
a specimen of irregular shape, it has to be sufficiently flexible. Thin film Polyvinylidene 
Fluoride (PVDF) piezoelectric sensors possess this characteristic. In addition, they are 
low cost (~$5 per sensor) and offer a unique combination of wide bandwidth (with 
resonant frequency above 10 MHz), fast response, high dynamic range (up to 2% strain) 
and high strain sensitivity (around 10 mV/µε
1
) [11]. Examples of using PVDF sensors in 
strain sensing in non-machining applications can be found in the literature [12, 13]. 
Research Objectives 
In light of the motivations and problems stated in the beginning of this chapter, 
this research aims to create novel, low-cost and non-intrusive wireless sensor systems for 
measuring the cutting forces and torque in milling and to establish computationally 




 µε stands for micro strain 
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efficient algorithms for milling chatter detection and chatter frequency estimation. The 
specific objectives of this research are as follows: 
1. Develop quantitative physics-based models for PVDF sensor based 
measurements. 
2. Demonstrate high fidelity, real-time measurement of cutting force and torque in 
milling using PVDF sensors and quantitative physics-based models. 
3. Establish a computationally efficient milling chatter detection method.  
The research objectives of this thesis are accomplished through a comprehensive 
literature review of the prior work followed by scientific studies and rigorous 
experimental validation of the proposed approaches.  
Proposed Approaches 
A brief overview of the PVDF sensor based wireless measuring and monitoring 
approach is given here. The cutting forces/torque in milling will be obtained in real-time 
by measuring the dynamic strains induced in the tool during cutting using a thin 
piezoelectric PVDF film attached to the tool shank and transforming the strains to cutting 
forces/torque using quantitative physics-based models. The sensor can be coupled with 
low-profile electronics with embedded intelligence for detecting the onset of chatter and 
pinpointing the dominant chatter frequency. Chatter alarms, if present, can be wirelessly 
transmitted to a nearby base station, where corrective measures can be initiated. The 












The remainder of this thesis is organized as follows. Chapter 2 contains a 
comprehensive review of the prior work and existing methods. Chapter 3 introduces a 
novel PVDF piezoelectric strain sensor based method for monitoring of in-plane cutting 
forces in end milling and experimental validation of the proposed method. Chapter 4 
presents new arrangements of PVDF sensors to maximize their sensitivity to a particular 
cutting force component of interest and to minimize their sensitivity to irrelevant 
components. The design of a general purpose PVDF rosette is also proposed and 
investigated.  Chapter 5 covers a computationally efficient algorithm for on-line chatter 
detection and chatter frequency estimation and experimental validation of the proposed 
algorithm. In Chapter 6, the PVDF torque sensor based on the shear strain rosette 
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presented in Chapter 4 is prototyped and experimentally validated in milling. The 
performance of the PVDF torque sensor is also compared with three popular sensors for 
chatter detection, namely, piezoelectric dynamometer, accelerometer, and acoustic 
microphone. Finally, the conclusions and future recommendations of this work are given 









A critical review of the relevant work available in the literature is presented in this 
Chapter. The review is divided into four areas: 1) prior work in machining process 
monitoring, especially wireless machining process monitoring, 2) PVDF based sensing 
applications, 3) monitoring of cutting forces/torque in milling, and 4) on-line recognition 
of chatter in milling.  
Wireless Machining Process Monitoring 
Machining process monitoring is a critical aspect of machining process 
automation and has long been pursued by researchers [14-16].  Different types of sensors 
such as piezoelectric ZnO films [15, 17, 18], acoustic emission sensors [19], resistance 
thermometers [20], thin film thermocouples [21] and thin film strain gauges [22] have 
been used for monitoring of machining processes including milling, turning, grinding, 
lapping and chemical mechanical polishing. Recently, the application of wireless sensing 
in machining process monitoring has attracted the interest of the research community. It 
has been demonstrated that tool temperature and spindle vibration data can be acquired 
wirelessly by embedding low profile sensors and wireless transmitters into the cutting 
tool and spindle housing [23, 24] . Attempts have also been made to wirelessly detect the 
onset of chatter [25], predict the chatter frequency [26], measure the cutting torque [27], 
predict the cutting forces and monitor tool wear  [28] in the milling process using an 
instrumented end mill. Wireless acquisition of cutting temperature using a thermal sensor 
embedded in the rake face of a PCBN insert was also demonstrated [29, 30]. The method, 
however, adds significantly to the cost of tool production.  
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PVDF Based Sensing Applications 
Piezoelectric sensors made from PVDF polymers are promising alternatives to 
metal foil strain gauges (MFSGs) for structural sensing applications where only the 
dynamic or quasistatic signals are of interest. Compared to MFSGs, PVDF sensors 
feature high sensitivity, high dynamic range and broad frequency bandwidth. In addition, 
it is possible to acquire voltage signals directly from PVDF sensors without external 
power supply, making them ideal for remote sensing solutions. Compared with 
piezoelectric ceramics such as Lead Zirconate Titanate (PZT), PVDF polymers feature 
smaller thickness, higher flexibility and deformability, and lower Young’s modulus, 
thereby minimizing the impact of sensor instrumentation on the dynamics of the host 
structure. This is particularly important for host structures that have complex shapes (e.g. 
weld joints) or possess low stiffness (e.g. plastics). More importantly, the PVDF polymer 
shows different sensitivities to strains along the two in-plane axes, facilitating the 
decoupling of strain components in a general strain field.   
Previous studies on PVDF sensors either employ them as a qualitative measuring 
unit [31, 32], or use them in simple loading conditions such as uniaxial bending or 
uniaxial tension/compression [12, 33, 34]. Little effort has been devoted to isolating a 
particular strain component of interest using multiple PVDF sensors when the host 
structure is under complex loading. The method proposed by [13] necessitates two exact 
host structures with different sensor configurations, which limits its practical value. The 
study by [35] isolates the uniaxial strain by taking advantage of the low Possion’s ratio of 
the host structure material. Thus, it is not generally applicable to other materials. Among 
the limited attempts to calibrate the measured sensor signal with actual strains, the 
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models reported in different studies contradict each other. For example, the model 
reported by Sirohi and Chopra [34] ignored the contribution of lateral strain in the host 
structure to the longitudinal stress in the piezoelectric sensor, while the constitutive 
relation between stress and strain given in  Zhang et al. [33] was incorrect. The models 
reported by [36] and [37] avoid these drawbacks but are limited to the special case of 
bending strain. Besides, none of the previous studies compensate for thermal strains and 
the pyroelectric effect of the PVDF material. 
Monitoring of Cutting Forces/Torque in Milling 
Among the large number of machining process responses, the feed and transverse 
forces are of paramount practical significance since they can be used as a proxy for the 
detection of tool wear, tool breakage, material abnormalities and chatter [16, 38]. Current 
state-of-the-art for accurate measurement of forces in milling consists of platform or 
rotating piezoelectric force dynamometers. However, these force sensing systems suffer 
from several limiting drawbacks including: (1) large size, fragility and intrusiveness to 
the process, (2) lowering of dynamic stiffness of the cutting 
tool/workpiece/spindle/machine tool system, (3) limited bandwidth (typically 2~4 KHz), 
(4) high cost, and (5) dependence on workpiece mass and geometry (for platform 
dynamometers).  
Several attempts have been made to measure the cutting forces and torque in 
milling with forces/torque sensors integrated into the spindle housing [39-42]. These 
methods usually require significant installation effort and the signal is usually corrupted 
by the spindle dynamics and inertial forces. Also, the sensitivity of such a measurement 
system is typically low because of the long transmitting path between the signal source, 
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i.e., cutting zone, and the signal pick-up location(s). The novel method of correlating 
forces with the control signals of active electro-magnetic spindle bearings [43] is not 
applicable when other types of bearings are used.  Other methods such as correlating the 
feed motor current with the cutting force [44], indirect force measurement via the 
acceleration signal [45], and strain gauge based platform dynamometers [46] suffer from 
the drawback of narrow bandwidth. Although the force measurement system proposed in 
[47] is capable of measuring the cutting forces acting on each individual cutting insert, 
the high cost and intrusiveness of the system limits its practical usefulness. 
All of these drawbacks severely inhibit the widespread adoption of piezoelectric 
dynamometers and point to the need for a non-intrusive and relatively low-cost 
measurement system for use in real time monitoring of forces/torque in production 
milling processes as well as in research and development environments. 
With the capability of data retrieval from rotating tools, strain gauge rosettes are 
installed on the cutting tool to measure the cutting forces in  [28] and milling torque in 
[27, 48]. The signal-to-noise ratio of the sensor is improved due to the shortened 
transmitting path between the cutting zone and the sensor. However, the low sensitivity 
of metal foil strain gauges still poses a problem and necessitates stringent signal 
conditioning of the sensor signal. In addition, the mechanistic model used in [28]  suffers 
from the drawback that the model coefficients depend on the workpiece and cutting tool 
materials. If either material is changed, the model needs to be recalibrated.  
 
On-line Recognition of Chatter in Milling: Sensors and Algorithms 
11 
 
Various sensing methods have been used for chatter monitoring in various 
machining processes (mostly turning, milling, boring, grinding and drilling). They 
include accelerometers [49-69], force sensors [49, 51-55, 64, 67, 70-88], acoustic 
microphones [89-94], cutting torque sensors [49, 79, 95-98], mechanical stylus profiler 
[99], acoustic emission sensors [49, 100-102], ultrasound [103], spindle motor current 
sensor [104], electrical power sensor [49], eddy current sensor [65, 105], and workpiece 
surface image sensor [106]. An acceptable sensor must have adequate sensitivity and a 
wide bandwidth (since chatter frequencies typically range from 200 Hz to as high as 
4,000 Hz [89]), be non-intrusive, low-cost and easy to use. Review of past work indicates 
that force dynamometers, acceleration sensors and acoustic microphones are the most 
commonly used sensors for chatter detection. The pros and cons of these three types of 
sensors are summarized in [89].  
In this work, the use of a thin-Film PVDF sensor for chatter detection is proposed 
because of its wide range of favorable features including low cost, high sensitivity, high 
flexibility and broad bandwidth. When deployed on the tool shank, unprecedented signal 
to noise ratio (SNR) can be achieved due to the shortened path between the cutting zone 
and the sensor. Preliminary work carried out as part of this thesis [36] reveals that signals 
acquired by the PVDF sensors has the same fidelity as those acquired by piezoelectric 
dynamometers, especially when dynamic frequency content is involved. Another 
important advantage of the PVDF sensor is its versatility. PVDF sensors can be 




In addition to choosing a suitable source signal, a high performance signal 
processing algorithm is needed for detecting chatter in its incipient stages. The ideal 
algorithm should be physically meaningful, computationally efficient and independent of 
the cutting conditions. In addition to recognizing the onset of chatter, it should supply 
other useful information such as the dominant chatter frequency to help suppress the 
emerging chatter. Past work on chatter detection generally employs three types of signal 
processing methods, including: (i) transform domain analysis such as the Fourier 
transform, power spectrum, short time Fourier transform (STFT) [49, 65, 83, 84, 88, 89, 
92, 93, 98, 105, 107, 108] and wavelet transform [53, 57, 58, 74, 77, 79, 99, 103], (ii) 
time domain analysis [50-52, 54, 67, 68, 70, 72, 75, 76, 78, 82, 86, 94, 96, 97, 104], and 
(iii) pattern recognition [55] and classification algorithms such as artificial neutral 
networks [63, 69, 85, 87, 102, 103, 109, 110], fuzzy logic [91], hidden Markov model 
[66, 111], support vector machine [58, 66] and index based reasoner [95].  
Traditional Fourier Transform and power spectrum analysis techniques are not 
suited for on-line chatter detection. Fourier Transforms of the chatter signal can reveal 
the existence of chatter frequencies but not their “time of arrival” due to the infinite 
support of the eigenfunctions used in the Fourier Transform. Due to their computational 
efficiency, linear time-frequency analysis methods such as STFT and Wavelet Transform 
have been studied extensively by researchers for chatter detection. STFT suffers from the 
inherent limitation that good time domain and frequency domain resolution cannot be 
achieved simultaneously. The frequency resolution of the STFT was identified as the 
primary performance bottleneck of the classic audio signal based chatter suppression 
system developed in [93]. The wavelet transform provides a better time-frequency 
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resolution in the low frequency band, however, resolution in the high frequency band is 
inadequate. Furthermore, when the chatter frequency is not known a priori, it is difficult 
to identify the number of levels of decomposition needed and the specific level(s) that is 
(are) sensitive to the onset of chatter. Therefore, chatter detection algorithms based on the 
wavelet transform [53, 58, 79, 103] may not be able to effectively detect chatter when the 
cutting conditions change. The choice of the mother wavelet function can also have a 
major impact on performance of the algorithm, which further complicates the application 
of wavelet-based methods. Finally, wavelet transform based algorithms for chatter 
detection proposed in the literature [53, 57, 58, 74, 77, 79, 99, 103] cannot pinpoint the 
chatter frequency accurately.  
Chatter detection methods based on advanced pattern recognition and 
classification algorithms suffer from the drawback that extensive training is needed 
before they can work. Also, decisions made by the classification algorithms are not 
physically meaningful and some of the methods cannot identify the chatter frequency [58, 
95].  
Time series features such as coherence [56], coarse-grain entropy rate [75], 
permutation entropy [90], singular values of a Toeplitz matrix of the third order 
cumulants of acceleration measurements [54], and statistical modeling [78] have been 
used to recognize chatter in turning. However, the existence of forced vibrations at the 
tooth passing frequency and its harmonics limits the applicability of these methods in 
milling. 
Descriptive statistical analysis of the cutting force [70] and audio signal [94] was 
used to detect chatter in milling. The assumption made in [70] that the cutting force 
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approaches a Gaussian distribution when chatter occurs is questionable. The once-per-
revolution sampling method proposed in [94] is computationally very efficient but 
sensitive to the measurement errors and various transients events in the cutting process. 
Furthermore, most time series analysis methods [50, 51, 54, 70, 72, 75, 78, 82, 94, 104] 
cannot identify the chatter frequency. 
In the early work by Braun [65] the phase information of the complex 
demodulated acceleration signal acquired from turning was found to be sensitive to the 
state transition of the cutting process dynamics. The time domain method obviates the 
difficulties associated with frequency domain methods when non-stationary signals are 
involved. However, the phase computed using a regular arctangent subroutine is, in 
general, discontinuous and unwrapping of the phase can be difficult [112].   
Choi and Shin [77] proposed a cutting condition independent and computationally 
inexpensive chatter index that is inversely related to the dimension of the cutting process 
dynamics. However, it is not clear whether the reduction in dimension occurs before or 
after chatter is fully developed.  
Al-Regib and Ni [50] suggested using the ratio of the high-frequency band energy 
to the total energy in a signal as an indicator of chatter. While this normalized index is 
process and cutting condition independent, its performance in milling is questionable 
because, in the incipient stages of chatter, the energy around the chatter frequencies is 
smaller than at the spindle speed related frequencies. Also, it is hard to define what a high 
frequency band is when the chatter frequencies are unknown.  
Dijk et al. [59] proposed an interesting method, which decomposes the signal 
acquired from a spindle mounted accelerometer into two parts: periodic part due to tool 
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rotation and perturbation part due to tool deflection and chip regeneration. The former 
part was modeled as a moving average (MA) process and the latter as an autoregressive 
(AR) process, which is recursively estimated and used for chatter detection. However, the 
assignment of an AR model to the chip regeneration part of the signal is not supported by 
cutting force models. In addition, significant estimation errors may occur if the order of 
the AR model is not chosen properly.  
The multi-sensor and multi-index chatter detection approach developed by 
Kuljianic et al. [49, 109] effectively improves the reliability of the chatter detection 
system and reduces false alarm rate. However, the method is computationally expensive 
and significant instrumentation effort is needed. 
Finally, since most of the above methods are only validated in simple straight line 
cutting experiments, it is unclear whether they would still work if the toolpath is 
curvilinear or if the workpiece geometry has discontinuities (such as holes, slots, pockets, 
etc.) that can cause transient dynamic behavior during cutting. 
Summary 
It can be seen from the literature survey that all past applications of PVDF sensors 
involve qualitative instead of quantitative measurements. In addition, existing methods 
for monitoring of cutting force and/or torque in milling are intrusive, prohibitively 
expensive for widespread adoption, possess limited bandwidth, have low sensitivity, or 
are dependent on the workpiece material. The reported methods for on-line chatter 
detection suffer from at least one of the following drawbacks: 1) difficulty with 
processing non-stationary signals, 2) high computational cost, and 3) possible sensitivity 
to transient events in milling other than chatter vibrations.  
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The rest of this thesis describes the analysis, development and experimental 
validation of low cost, PVDF sensor based wireless cutting force and cutting torque 
measurement systems and a computationally efficient algorithm for on-line chatter 









In this chapter, a novel, low cost and non-intrusive method of monitoring the feed 
and transverse forces in the peripheral end milling process is described. This work is an 
extension of the authors’ prior work on slot end milling process [36], where wireless on-
line monitoring of the feed force was demonstrated while neglecting the contribution of 
the axial force to the elastic deformation of the tool. This work has also been reported in 
another authors’ paper [113]. Although wireless functionality is not incorporated into the 
peripheral end milling work presented in this chapter, a wireless transmitter can be easily 
integrated into the described hardware for real time data acquisition. In the following 
sections of the chapter, the overall methodology and approach is described, followed by 
experimental validation, discussion of results and conclusions.  
Background 
A brief description of the force measurement system shown in Figure. 2 is given 
in this section. The PVDF sensor(s) mounted on the shank of the end mill are wired to the 
signal conditioning and data logging electronics designed and built in-house, which are 
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cutting forces acting on the end will elastically deform the tool. The elastic strain 
produced in the tool at the PVDF sensor location then gives rise to electric charges at the 
PVDF sensor electrodes due to the piezoelectric effect. The charges are converted into 
voltage signals using an on-board charge amplifier, whose output is passed through an 
anti-aliasing filter before being sampled by the embedded microcontroller unit (MCU), 
which logs the sampled signal into an on-board Secure Digital (SD) card.  The signal 
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  In Figure. 3, F(t), ε(t), q(t), V(t), VA(t), V[n] and T denote the cutting force 
component vector, the strain response at the PVDF sensor location, the charges generated 
at the sensor electrodes, the voltage signal produced by the charge amplifier, the voltage 
signal output by the anti-aliasing filter, the digital voltage samples collected by the data 
logging unit and the sampling period, respectively. The single underline notation used for 
the variables denotes that there are multiple force components (i.e. Fx, Fy, Fz) and 
multiple PVDF sensors (e.g. ε1, ε2, ε3) involved. Accordingly, the double underline 
notation is used to denote the transfer function blocks (i.e. G(s), GPVDF(s), GC(s), GAA(s)) 
which are, in general, matrices.  
To accurately measure the input cutting force signals, the transfer function of each 
block in the signal flow chain needs to be modeled so that the overall transfer function 






Force Measurement System Modeling  
Mechanical transfer function between cutting forces and strain 
To measure the feed and transverse forces in peripheral end milling, at least two 
PVDF sensors are needed because each sensor will provide one equation relating the feed 
force and transverse force and two equations are needed to solve for the two force 
components. In this work, as shown in Figure. 4, a strain gauge rosette design consisting 
of three PVDF sensors which are mounted 120° apart from each other on the tool shank is 
used. Robustness of the measurement system is increased by using one more than the 
minimum required number (2) of sensors.  
          Consider the schematic of the peripheral end milling process shown in Figure. 4, 
which establishes two major coordinate systems: 1) the machine centered coordinate 
system representing the feed (Y), transverse (X) and axial (Z) force directions, and 2) the 
tool centered coordinate system that corresponds to the tangential (T), radial (R) and axial 
force (Z) directions. In the following model development it is assumed that the tangential 
and radial forces, which are in reality distributed forces, can be approximated by two 
concentrated loads acting on the tool at a distance equal to half the axial depth of cut 
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complex loading during cutting, can be treated with simplified loading conditions, 
namely, biaxial bending in the feed and transverse directions and torsion about the tool 
axis. Of these two deformation modes, bending is considered to be more critical in this 
work since it can cause the tool to be pushed away from or pulled into the workpiece, 
thereby altering the effective axial and radial depth of cut, while the shear strain caused 
by torsion is neglected here since the PVDF sensor is insensitive to the in-plane shear 
strain for reasons to be discussed later. A final modeling assumption is that the tool 
deformation is such that small strain theory of elasticity is applicable.  
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Treating the end mill as a cantilever beam clamped in the tool holder and 
assuming the Euler-Bernoulli beam theory applies, the bending strain induced in the tool 
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Please note that the flutes of the cutting tool should have minimal impact on the strain in 
the tool at the location of the PVDF sensors, provided that the sensors are located 
sufficiently far away from the transition region between the flutes and tool shank. 








It can be shown that the axial normal strain caused by the axial force Fz is usually one to 
two orders of magnitude lower than the bending strain obtained from Eq. (1) when the 
axial and feed forces are comparable in magnitude To see this, consider the ratio of the 
bending strain εx cause by Fx to the axial strain εz caused by Fz (let Hx be D0/2) 
 

































Considering the fact that the axial forces are usually smaller in magnitude than the in-
plane forces in end milling process, the axial normal strain is not considered in the 
remainder of the model development. More rigorously, it is possible to eliminate the 
contribution of axial normal strain by employing a four-piece PVDF sensor rosette 
design, which is described in detail in Chapter 4.  
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where θ1 = 0°, θ2 = 120° and θ3 = 240°.  Combining Eqs. (1), (4) and (5), the bending 
strain at the i
th
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where ωo and φo are the angular velocity of the end mill and the initial angular position(s) 
of the sensor(s), respectively. 
Note that a static model is used here to relate the strain at the PVDF sensor 
location to the dynamic cutting forces. The static model is sufficient when the tooth 
passing frequency is below the lowest natural frequency of the cutting tool/ workpiece 
/machine tool system. A stationary impact hammer test was performed to find the lowest 
natural frequency of the system used in this study (as shown in Figure. 2) in the feed (Y) 
and transverse directions (X). The test was repeated 25 times for each direction and a 
least squares based H1 algorithm [114] was used to find the frequency response function 
(FRF). The accelerance form of the FRF is shown in Figure. 5. It can be seen that the 1
st
 
stationary modes of the X and Y directions are nearby (410 Hz and 390 Hz, respectively). 
Since rotating FRFs can be assumed to have higher stiffness than stationary ones owing 
to the bearing stiffness [115], the first rotating modes in the X and Y directions are 
expected to be higher than 410 Hz and 390 Hz, respectively. This justifies the assumption 
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that a static strain-force model is applicable as long as the excitation frequency due to the 
cutting force is below 390 Hz. Above 390Hz, a frequency-dependent transfer function is 
needed to relate the strain response to the cutting force. It is worth mentioning that the 
impact hammer test was conducted when the tool tip was free of constraints. During 
cutting, the tool tip will be in contact with the workpiece and the effect of this change in 
the boundary condition on the first natural mode of the system remains to be studied. 
However, some insights may be gained by assuming that the cutting tool behaves like a 
fixed-free beam (i.e. cantilever beam) when the tool tip is free and a fixed-pinned beam 
when the tool tip is supported by the workpiece; the first natural mode of the system will 





Figure. 5. Frequency response function of the cutting tool/tool holder/spindle/machine 
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Frequency Response Function - Y Direction
1st Mode: 390 Hz
1st Mode: 410 Hz
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Modeling of PVDF sensor strain-charge relation 
Given that the PVDF sensors are bonded to the tool shank using commercially 
available adhesives such as epoxy glue or double-sided tape, the potential impact of shear 
lag on the sensor signal must be considered. While the temperature dependence of the 
adhesive damping may pose a problem under drastic temperature change, it is neglected 
in this study. If the temperature rise at the sensor location is a concern, either the 
temperature dependent damping effect needs to be modeled or a temperature-insensitive 
way of bonding the sensor to the tool shank needs to be used. In this work, the possible 
influence of shear lag on the measurement is accounted for by assuming that only a 
certain amount of bending strain is transmitted to the sensor through the adhesive. 
















Note that in most cases it is safe to assume κ = 1.  
          In order to relate the strain to the electric charge generated in the PVDF sensor 
electrodes, the constitutive model of the PVDF sensor needs to be considered. The linear 
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         The constitutive equations of the PVDF sensor in Eq. (10) are referred to as the 
strain-charge form. Alternative constitutive equations are also available [117]. In Eq. (10) 
the Voigt notations of the stress vector σ and the strain vector ε are used, s
E
 is a 6 x 6 
elastic compliance matrix, and the piezoelectric stress coefficient matrix d has the 
following form:  
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The index i in dij references the electric axis while index j refers to the mechanical axis, 
i.e., it relates the electric displacement generated in the i
th
 direction to the mechanical 
stress applied in the jth direction. For a thin film piezoelectric sheet, the poling is 
typically in the thickness direction, denoted as axis 3 in  



















When the PVDF piezoelectric element is used as a sensor, there is no externally applied 
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It is clear from Eq. (12) that the in-plane shear stress σ6 does not contribute to the electric 
displacement component because dk6 (k=1,2,3) is zero, hence supporting the argument 
that the PVDF sensor is not sensitive to in-plane shear strains when the PVDF sensor is 
mounted properly with respect to the tool, i.e., when axis 1 of the PVDF sensor is parallel 
to the end mill axis.  
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To compute the electric charges generated by the mechanical strains, the electric 
displacements need to be integrated over the electrode areas whose surface normals are 
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The PVDF element can be treated as an orthotropic material after being poled, with the 
symmetry axes coincident with the geometric axes shown in  
Figure. 6. Owing to small thickness of the PVDF sensor, it can be assumed that the 
sensor is in a state of plane stress, i.e., σ3=σ4=σ5=0. Consequently, the constitutive 
equations of the PVDF sensor material in a plane stress state can be written as (with 
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where νlm is the Poisson’s ratio between axes l and m, i.e., the contribution to the normal 
axial strain along axis m by the normal stress along axis l. Due to symmetry, ν21/E2 = 
































































Combining Eqs. (6),  (12), (16) and (17), and integrating according to Eq. (13), the total 
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where A3 is the area of the electrode layer in the PVDF sensor.  Note that as α (see 
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which implies that when the sensor is small enough, the strain produced in the PVDF 
sensors can be assumed to be uniform. Since the materials involved in this study have 








For the PVDF sensor, d32<<d31 (d32 ≈ 10%-16% of d31 [34]). Therefore, the term d32E2 
(ν12- νt) can be dropped without significant loss of accuracy and Eq. (18) can be 
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It is interesting to note that, depending on the relative magnitudes of ν12 and νt, the 
term dropped from Eq. (18) can either add to or subtract from the overall sensitivity of 
the PVDF sensor to the cutting forces. The motivation for performing the foregoing 
numerical simplification is to rid Eq.  (18) from its dependence on d32, which may be of 
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practical significance when the exact value of d32 is not known. In general, since the 
Possion’s ratio of many material is constrained in the range [0, 0.5], it is very likely that 
Eq. (21) will hold even if another type of tool material is used. However, d32<<d31 is 
generally not true for other piezoelectric materials. For example, in the case of Lead 
Zirconate Titanate (PZT), d32 is very close to d31. In such cases Eq.  (18) must be used.   
Modeling of signal conditioning circuits  
Before the sensor signal can be sampled by the data logging system, the electric 
charges generated in the electrodes of the PVDF sensor need to be transformed into a 
voltage signal via a charge amplifier and filtered so that any frequency content beyond 
the Nyquist frequency is sufficiently attenuated. The circuitry given in [120] was used as 
the charge amplifier. For the anti-aliasing filter, a fourth-order Butterworth filter with a 
cut-off frequency of 400 Hz was designed so that at least 30dB attenuation is achieved at 



































The corresponding transfer function of the signal conditioning circuit can be 
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where CF is the capacitance of the capacitor in the feedback loop of the charge amplifier 
and Vi is the voltage signal generated between the two electrodes of the i
th
 PVDF sensor.  
The Bode plot of the transfer function of the signal conditioning circuitry (a 
charge amplifier and a Butterworth anti-aliasing filter) is shown in Figure. 9. It can be 
seen that the low frequency content (<15Hz) of the signal is attenuated by the signal 
conditioning circuitry. The phase of the input signal is distorted since the phase response 
of the signal conditioning circuitry is slightly nonlinear. Therefore, it is expected that the 
discrete voltage samples collected by the data logging unit will not capture the magnitude 
and shape of the cutting force signal exactly. Note that the attenuation of low frequency 
content is inevitable in signal conditioning of piezoelectric sensors because the charges 











Determination of cutting force from the PVDF sensor signals 
Combining Eqs.  (22) and (24), three equations containing two unknowns,  Fx and Fy , 
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Cij in Eq. (25) denotes the element on i
th
 row and j
th
 column. A least squares approach can 
now be used to solve for Fx and Fy. An alternative approach is to treat θ as an unknown 
and solve the system of non-linear equations for Fx, Fy and θ. In this work, the former 









































To verify the proposed force measurement system, end milling experiments were 
performed on an Okuma MILLAC 44V CNC milling machine. The experimental setup is 
shown in Figure. 2. The workpiece materials used were Aluminum 7050-T7451 
(AL7050) and AISI 1018 Steel (S1018). A 25.4 diameter two flute tungsten carbide 
square end mill with a 30 degree helix angle was used. No cutting fluid was used in the 
tests. All other cutting conditions used in the experiments are listed in Table 1. In 
addition to the PVDF sensor signal measurement, a 3-component piezoelectric platform 
dynamometer (Kistler 9257B) was used to measure all three cutting force components 
produced in the machining tests. This data is used to validate the PVDF strain sensor 
measurements as described later. A NI DAQ board was used to collect force data from 
the dynamometer at a rate of 10,000 Hz per channel, while the in situ data logging device 
was programmed to sample the three PVDF sensors mounted on the end mill shank at a 








































1 750 50% 2.54 0.0508 AL7050 3.90 
2 900 50% 2.54 0.0508 AL7050 3.90 
3 1050 25% 2.54 0.0635 AL7050 3.64 
4 1200 25% 2.54 0.0508 AL7050 3.83 
5 1500 50% 2.54 0.0508 AL7050 3.83 
6 1650 50% 2.54 0.0508 AL7050 3.83 
7 1800 50% 2.54 0.0508 AL7050 3.83 
8 1950 50% 2.54 0.0508 AL7050 3.83 
9 2100 50% 2.54 0.0508 AL7050 3.83 
10 2250 25% 2.54 0.0508 AL7050 3.83 
11 2400 30% 2.54 0.0508 AL7050 3.83 
12 1050 25% 1.27 0.0254 S 1018 3.75 
13 1200 25% 1.27 0.0254 S 1018 3.75 
14 1200 38% 1.27 0.0254 S 1018 3.75 
15 1350 25% 1.27 0.0254 S 1018 3.75 
16 1500 25% 1.27 0.0254 S 1018 3.75 
17 1650 25% 1.27 0.0254 S 1018 3.75 




Calibration of the PVDF sensor signal  
In practice, the exact values of some of the constants in Eq. (22) are usually 
unknown. For example, the Young’s modulus of the tool material (Et), and the 
piezoelectric stress coefficient (d31) of the PVDF sensors may not be precisely known. In 
cases where only rough estimates of the constants are available, the PVDF sensor signal 
must to be calibrated against a reliable signal. In this work, the PVDF sensor signal was 
calibrated against the dynamometer force signal. To facilitate the calibration, the quantity 
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If the initial angular position of the sensor φo and the angular velocity of the tool ωo are 
known, the PVDF sensor can be calibrated against the dynamometer force signal simply 
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so that Eq. (27) is still valid. Table 1 lists the values of Ks obtained from calibration 
against the dynamometer force signal. For the purpose of validation, Ks is calculated from 
the estimated values of the material constants listed in Table 2.  It can be seen that the 
estimated sensitivity is 5.67 mV/N, which is equivalent to 80 mV/µε for this particular 
system or about 4000 times that of a metal foil strain gauge with a gage factor of 2 and an 
excitation voltage of 10V.  
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Table 2. Estimation of Ks 
 
Et 600 GPa  
E1, E2 5 GPa [34] 
νt 0.24 [118] 
ν21, ν12 0.35 [119] 








Results and discussion 
Validation of the PVDF sensor-based force measurement system is performed 
using two approaches as follows: 1) Backward Comparison: the independently measured 
dynamometer force signal is taken as the true force signal, which is then fed into the 
measurement system (see Figure. 3). The output of the system, called the reference 
signal, is the signal expected from the PVDF sensors. If the proposed models for the 
force measurement system are valid, the reference signal should match the magnitude 
and shape of the in-situ measured PVDF sensor signal; 2) Forward Comparison: this 
involves comparing the dynamometer force signal directly with the force signal back 
calculated from the in-situ measured PVDF sensor signal using Eq. (25).  
Backward comparison 








Figure. 10. Backward comparison between the reference signal and the in-situ measured 





Figure. 11. Backward comparison between the reference signal and the in-situ measured 
PVDF sensor signal (Cutting Test No. 10). 
 
 



















In situ Measured PVDF Sensor Signal
















































In situ Measured PVDF Sensor Signal


































Figure. 12. Backward comparison between the reference signal and the in-situ measured 





Figure. 13. Backward comparison between the reference signal and the in-situ measured 
PVDF sensor signal (Cutting Test No. 17). 

















In situ Measured PVDF Sensor Signal















































In situ Measured PVDF Sensor Signal



































It can be seen from Figures. 8-11 that there is close agreement in both the shape 
and magnitude of the reference signal and the in-situ measured PVDF sensor signal, 
which validates the models of the measurement system proposed in this chapter. It is also 
clear that the scaling coefficient Ks (listed in Table 1) is largely unchanged across the 
different cutting conditions and workpiece materials. This is expected since nothing was 
assumed about the cutting conditions and the workpiece material in developing the 
physics based models. It should be noted that, the in-situ measured PVDF sensor signal is 
an attenuated and distorted version of the linear combination of the three cutting force 
components and should not be confused with a specific force component. In applications 
where the DC component and the exact shape of a particular force component are not 
required, the in-situ measured PVDF senor signals are still useful. Examples of such 
applications include chatter detection, tool wear monitoring and tool breakage detection.  
         It is also noted that the experimentally obtained Ks (listed in Table 1) is of the same 
order of magnitude as the estimated value given in Table 2, but is approximately 32% 
smaller. This again validates the models represented by Eqs. (22) and (24). It is expected 
that if more reliable values of the material constants are available a priori, better 
agreement between the experimentally determined and the estimated Ks can be achieved.  
Forward comparison 
In applications where the exact magnitude and shape of the force components are 
required, the in-situ measured PVDF senor signal is not sufficient. In order to compensate 
for the distortion introduced by the signal conditioning circuitry and to recover the 
original magnitude and shape of the force signal, a discrete Finite Impulse Response 
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(FIR) compensation filter is introduced, as shown in Figure. 14. The continuous time 
transfer function of the charge amplifier filter (GC(s)) and the anti-aliasing filter 
(GAA(s)), have to be discretized into GC(z) and GAA(z), respectively, using the zero-
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Figure. 14. Discrete time compensation of attenuation and distortion introduced by the 












and let g(n) be the inverse z-transform of G(z), a least squares inverse FIR filter h(n) can 










where * denotes the convolution operation, δ(n) is the unit impulse function and nd  is the 
integer sample delay in the discrete time domain. GCOMP(z) is then simply the z-transform 
of h(n). It is noted here that a simple inversion of G(z) is not possible because G(z) has a 
zero at 0 Hz. The forward comparison can then be performed between the force signal 
calculated from the PVDF sensor signals using Eq. (25)  and the independently measured 
dynamometer force signal. Representative results for the feed (Fy) and transverse (Fx) 





Figure. 15. Forward comparison between the forces calculated from the PVDF sensor 
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Figure. 16. Forward comparison between the forces calculated from the PVDF sensor 




It can be seen from Figures 13 and 14 that the FIR compensation filter helped to 
restore the PVDF sensor signals to their “reference” form at the expense of extra 
computation and delay (nd  samples) introduced in the discrete time domain. To better 
compare the force signal calculated from the PVDF sensor signals and the independently 
measured dynamometer force signals, the delay is not shown in Figures. 13 and 14. Also, 
the dynamometer force signal measured from dynamometer was downsampled so that its 
cutoff frequency matches that of the PVDF sensor signal. Reasonable agreement between 
the forces back calculated from the PVDF sensor signals and the dynamometer 
measurements is achieved, except where sharp transitions occur in the force signals, e.g. 
when the cutter enters/exits the workpiece. The oscillations observed in these transition 
regions can be explained by the Gibbs phenomenon, which can be suppressed by further 
increasing the sampling rate of the PVDF sensor-based force measurement system to 
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cover higher order harmonics of the tooth passing frequency. Increasing the signal-to-
noise ratio (SNR) of the force measurement system will also help in bringing the two 
signals closer to each other. The agreement between the two signals is better at the tool 
entry stage of cutting than in the stable cutting stage. This can be explained by the fact 
that due to longer engagement time per spindle period, the low frequency content, 
especially the DC content, contributes more to the cutting force during stable cutting than 
it does during the tool entry stage. Since the low frequency content is attenuated by the 
signal conditioning circuitry yet not perfectly compensated, the discrepancy between the 
two signals is larger at the stable cutting stage.  
The systematic discrepancy between the dynamometer force signal and the PVDF 
sensor signal as seen in Figure. 16 is thought to be due to the imperfect compensation by 
the FIR filter. To be specific, the FIR filter needs to have a very large magnitude response 
around 0 Hz to compensate for the attenuation caused by the charge amplifier. Therefore 
the noise in the PVDF sensor signal and the discrepancy between the two signals in the 
backward comparison around 0 Hz will be significantly amplified by the FIR filter during 
compensation, leading to the increased discrepancy in forward comparison. This 
argument can be seen in Figure. 17 between 0-15Hz and it also explains why the 
discrepancy is larger when the cutting tool is out of cut, i.e. when the signal to noise ratio 





Figure. 17 Comparison of the Dynamometer Force (Fx) and PVDF Sensor Based Force 




Using an Analog-to-Digital Converter (ADC) with a higher number of bits will 
help reduce the quantization noise (the ADC used in this test has 10 bits). If the behavior 
of the PVDF sensor noise and backward discrepancy around 0 Hz can be well 
understood, filters can be designed to attenuate the noise before the compensation. In 
addition, if the behavior of the after-compensation discrepancy can be shown to be 
consistent, it can also be removed by filtering. However, the application of additional 
filters may lead to larger latency.  
For off-line data processing, a FIR filter with optimal delay (nd) can be found to 
minimize the difference between the two sides of Eq. (30) [121]. For on-line applications, 
however, nd is usually bound by the allowable latency. 
Summary 
A novel, low cost and non-intrusive method for monitoring the cutting forces in 





























FFT of Fx - Dyno Force







FFT of Fx - PVDF Sensor
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the peripheral end milling process has been proposed, implemented and validated. The 
methodology takes advantage of a low cost PVDF sensor which offers a unique 
combination of high flexibility, wide bandwidth, fast response, high dynamic range, high 
strain sensitivity and differential sensitivity along the different geometric axes. Physics 
based models have been developed to relate the PVDF sensor signal to the cutting forces 
in end milling. High fidelity PVDF signals were acquired using an in-house developed 
data logging unit and were found to compare well with the force signals measured from a 
piezoelectric platform dynamometer. When the exact values of the material constants of 
the cutting tool and the PVDF sensor are known, they can be used directly in Eq.(26) to 
calculate Ks, which can then be used to transform PVDF sensor signals into cutting force 
signals independently of the workpiece material. In this case, no calibration of Ks is 
needed for the measurement system to function. In this work, the PVDF sensor signal is 
calibrated against the dynamometer force signal. The PVDF sensor signal represents a 
slightly distorted version of the cutting force signal and is useful in applications where 
only the AC content of the cutting forces is of interest. A least squares FIR filter was 
introduced in the discrete time domain in order to recover the original form of the cutting 
force signals. So long as the frequency content of the cutting force signal lies within the 
bandwidth of the measurement system and the attenuation and distortion introduced by 
the signal conditioning circuitry in the low frequency range are appropriately 
compensated, the cutting force can be accurately measured. Future work will include 
improving the measurement system to better capture the original shape of the force 
signals, incorporating wireless functionality into the measurement system for real time 
data acquisition and extending the methodology to other rotating tool machining 
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processes such as drilling.  
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In this chapter, three types of PVDF sensor rosettes for isolation of bending strain, 
shear strain and axial strain are proposed for: (1) isolating the strain component of 
interest under complex loading, and (2) compensating thermal strains and pyroelectric 
effect due to changes in temperature. Complete models for the PVDF sensor and rosettes 
are derived from first principles, incorporating all physical behaviors of a PVDF sensor, 
namely, electro-mechanical coupling, thermal expansion and pyroelectric effect. 
Experimental results are then presented for validation of the proposed PVDF rosette 
designs and the corresponding models and for comparison with their MFSG counterparts. 
The work presented in this chapter has also been reported in the author’s paper [122]. 
Modeling of PVDF Sensor Rosettes 
Output of individual PVDF sensor when subjected to in-plane deformation 
 The voltage output of a single PVDF sensor when subjected to in-plane 
deformation is first derived. First, the constitutive model of the PVDF sensor needs to be 
considered in order to relate the strain to charges generated in the PVDF sensor 
electrodes. The linear constitutive model shown in Eq. (31) [123] will suffice since only 
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where element dkj relates the electric displacement in the kth direction to the mechanical 
stress in the jth direction. For a thin film piezoelectric sheet, the poling direction is 
typically in the thickness direction, denoted as axis 3 in Figure. 18. Axes 1 and 2 are 
referred to the drawn and transverse axes, respectively.  
            When a PVDF piezoelectric element is used as a sensor, there is no externally 












3 31 32 33 3
5
6
0 0 0 0 0
0 0 0 0 0
0 0 0
D d p
D d T p












      
      
        
            
 
  




It is clear from Eq. (33) that the shear stress in the 1-2 plane, σ6, does not contribute to 
any electric displacement because di6 (i=1,2,3) is zero. In the 1-2 plane, the PVDF sensor 
shows sensitivity to only normal stresses that are aligned with axes 1 and 2 of the PVDF 
sensor. 
           The electric charges generated in the electrodes by the mechanical stresses are 









In practice, a PVDF sensor has electrodes only in the 1-2 plane. Therefore, A1 and A2 










The PVDF element can be treated as orthotropic material after being poled, with the 
symmetry axes parallel to the geometric axes 1 and 2 shown in Figure. 18. Owing to the 
small thickness of the PVDF sensor, it can be assumed that the sensor is in a state of 
plane stress, i.e., σ3=σ4=σ5=0. Consequently, the stress-strain-temperature relations of the 
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where νkj is the Poisson’s ratio between axes k and j and represents the contribution to the 
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Combining Eqs. (33), (35), (37) and (38), the total charge q generated by the PVDF 
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where A3 is the area of the electrodes of the PVDF sensor.  Finally, the magnitude of the 













where CF is the capacitance of the PVDF sensor when a voltage amplifier is used to 
interface with the PVDF sensor or the feedback capacitance when a charge amplifier is 
used [124].   
            If we assume that the PVDF sensor is securely bonded to the host structure, then 
the strain field in the sensor is the same as that experienced by the host structure. Due to 
the small thickness (~30 µm) and low Young’s modulus of the PVDF sensor (Y1, Y2 ≈ 
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5GPa) [34], it can be assumed that the elastic deformation and thermal expansion of the 
host structure is unaffected by the sensor. By applying the compatibility condition at the 



















where εi,h and αi,h are the elastic strain seen by the host structure and the coefficient of 
thermal expansion (CTE)  of the host structure along the i
th
 axis (i = 1, 2) of the PVDF 
sensor, respectively. ΔTh denotes the average temperature change in the host structure. 
             It is clear from Eq. (39) that when a single PVDF sensor is used, both the axial 
strain ε1 and the transverse strain ε2 contribute to the voltage output. In applications where 
only a particular strain component is of interest, multiple PVDF sensors or a sensor 
rosette must be used to separate the desired strain component from the rest. Three sensor 
rosette designs for isolating the bending strain, shear strain and axial strain, respectively, 
are discussed in the following sections.  
PVDF rosette for isolation of bending strain 
To eliminate the sensitivity of the PVDF sensors to axial and shear strains, the 
bending strain rosette shown in Figure. 19 can be used. The voltage output of the rosette 










where Vi  is the voltage output of the ith sensor. Assuming that the material properties 
and electrical constants of the four PVDF sensors in the rosette (i.e. d31, d32, ν12, ν21, Y1, 
Y2, α1, α2, p3
σ
, A3, CF) are the same, and letting ε1,i and ε2,i denote strains along axis 1 and 
axis 2 in sensor i, Eq. (42)  may be rewritten by substituting in Eqs (39) and (40) for q 
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For small deformation, the total strain experienced by a structure is the 
superposition of strains caused by all deformation modes, i.e., bending, axial 
deformation, shear deformation and thermal expansion. The shear strain in the XY plane 
is not picked up by the PVDF sensor due to vanishing of di6 (i=1,2,3) and is therefore no 
longer considered. Due to symmetry, the axial strains in the X/Y direction cancel out 
when ε1/2,2 and ε1/2,4 are subtracted from ε1/2,3 and ε1/2,1, respectively. The bending strain 
due to flexure about the neutral plane in XZ vanishes when adding ε1/2,1 and ε1/2,2 to ε1/2,3 
and ε1/2,4, respectively. Therefore, only the bending strain caused by flexure about the 
neutral plane in XY and the thermal strain need to be considered. For these two 
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It is interesting to note that depending on the relative magnitudes of ν12 and νh, the 
transverse sensitivity of the PVDF sensor rosette (due to d32) could either increase or 
decrease the overall sensitivity of the rosette to the bending strain. Also, in cases where 
ν12 and νh are very close, Eq. (47) can be further simplified by dropping the d32Y2(v12-
vh) term. The pyroelectric effect and the thermal strain do not appear in Eq. (47) under 
the assumption that the temperature change seen by sensors 1 and 2 are the same as that 
seen by sensors 4 and 3, respectively. The reasonableness of this assumption depends 
on the distance between the sensors and the sensor size.  
Application of the bending strain rosette is not limited to a rectangular beam. 
Eq. (47) is applicable for any host structure where the symmetry between sensors 1 and 
3, 2 and 4, 1 and 4, 2 and 3 is satisfied. For example, the bending strain in a circular 
cross section beam can be measured using the two configurations illustrated in Figure. 
20. Note that both configurations measure the bending strain due to flexure about the 
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XZ neutral plane. Configuration (a) maximizes the temperature compensation 
performance because sensors 1 and 2 are close to sensors 4 and 3, respectively. 
However, the sensitivity of the rosette is low because all four sensors are close to the 
neutral plane. On the other hand, configuration (b) maximizes the overall sensitivity to 
bending strain at the cost of limited temperature compensation since sensors 1 and 2 are 









It is also noted that the bending strain rosette described in this section is not 
limited to PVDF sensors. Any piezoelectric material could be used instead of the PVDF 
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polymer, except under the extreme condition: νh >> ν12 and (1- νh ν12) ≈ (νh - ν12). In this 
case, the overall sensitivity is significantly offset by the transverse sensitivity term. 
However, this is rare for host structures made of isotropic materials whose Possion’s ratio 
is bound by 0.5.  
PVDF rosette for isolation of shear strain 
To isolate the shear strain in a circular shaft subjected to complex loading, the 
PVDF strain gauge rosette shown in Figure. 21 can be used. Individual sensor outputs are 
combined to form the rosette output according to Eq. (43). Axial strains, if present, cancel 
out when ε1/2,2 and ε1/2,4 are subtracted from ε1/2,3 and ε1/2,1, respectively. Because sensors 
1 and 2 are diametrically opposite to sensors 3 and 4, respectively, bending strains are 











The only strain components left to be considered are the shear strain and thermal strains. 
If the engineering shear strain caused by shear deformation is denoted by γ, the strains 
along the axes 1 and 2 of the PVDF sensors can be found from Mohr’s strain circle (see 
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Here αi,h (i = 1, 2) stands for the coefficient of thermal expansion (CTE) of the host 
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It can be seen that the pyroelectric effect vanishes under the assumption in Eq. (46) 
(which is reasonable since sensors 1 and 2 are very close to sensors 4 and 3, respectively). 
The thermal strain, on the other hand, remains in Eq. (49) when the host structure is not 
homogeneous and isotropic, i.e., the CTE differs between directions 1 and 2. For host 
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structure materials that are homogeneous and isotropic, α1,h = α2,h, the thermal strain term 
vanishes and only the shear strain γ is left. It can also be seen that the transverse 
sensitivity of the PVDF sensor (d32) can only decrease the shear strain sensitivity of the 
rosette. In the extreme case where d31Y1(1-v21) equals d32Y2(1-v12), the rosette completely 
loses its sensitivity. Fortunately, in the case of the PVDF sensor, d32 is typically one order 
of magnitude lower than d31 [34]. This is not generally true for other piezoelectric 
sensors. For example, in the case of PZT, d32 is almost equal to d31 [34], making it 
inappropriate for shear strain measurement. 
The application of the shear strain PVDF rosette is not limited to circular shafts. It 
is applicable wherever the symmetry between sensor pairs 1, 4 and 2, 3 are satisfied 
while the antisymmetry between sensor pairs 1, 3 and 2, 4 are maintained. Some 
examples are given in Figure. 23, where two varieties of shear strain PVDF rosettes are 
used to measure the torque applied on a cruciform shaft (left) and a square shaft (right), 











PVDF rosette for isolation of axial strain 
Similar to the previous two scenarios, the axial strain can be isolated from other 
strain components (i.e. bending strain, shear strain and thermal strain) using the rosette 
design shown in Figure. 24. Eq. (43) can be applied to relate the voltage output of the 
rosette to the axial strain experienced by the host structure. Due to symmetry, the bending 
strains caused by flexure about the neutral plane in XY are canceled by adding ε1/2,1 and 
ε1/2,2 to ε1/2,3 and ε1/2,4, respectively. The bending effect caused by flexure about the 
neutral plane in XZ is removed when all four sensors are located on the centerline of the 
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Similar to the shear strain isolation described in the previous section, the pyroelectric 
effect completely vanishes while the thermal strain remains when the host structure is not 
homogeneous and isotropic. The transverse sensitivity of the PVDF sensor (d32) tends to 
decrease the overall sensitivity of the rosette to axial strain. Therefore, piezoelectric 
materials with d32 close to d31 (such as PZT) should be avoided. It is also noted that the 
application of the axial strain PVDF rosette is not limited to rectangular bars. As long as 
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there is symmetry between sensors 1 and 3, and sensors 2 and 4 (e.g. circular bar, 
cruciform bar), the axial strain rosette is applicable.  
Comparison of PVDF rosettes and MFSG rosettes 
It should be noted that for each PVDF sensor rosette discussed, there is a 
traditional MFSG counterpart. When an unbalanced full Wheatstone bridge is used with 
the MFSGs, the bridge output is approximately proportional to the isolated strain 
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In general, Eo is a non-linear function of Ri (i = 1,2,3,4) and the change in Eo is a 
nonlinear function of ΔRi (i = 1,2,3,4). When change in Ri due to strain is small, the 
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The following key differences between the PVDF sensor rosette and the corresponding 
MFSG are noted: 








Assuming a typical gage factor of 2.0 and an excitation voltage of 10V, the voltage 
output under one micro strain (µε) is 20µV, which is three orders of magnitude lower 
than that of a PVDF sensor (typically 10mV/µε) [11]. Even for semiconductor strain 
gauges whose gage factors are usually on the order of ~100 [126], the voltage output per 
micro strain is only ~1mV under a 10V excitation, which still one order of magnitude 
lower than that for a PVDF sensor. 
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2. Because of their low sensitivity, the application of MFSGs almost always requires 
stringent signal conditioning to maintain an acceptable signal-to-noise ratio (SNR). This 
is not true for PVDF sensor rosettes because the SNR is inherently much higher due to 
their higher sensitivity.  
3. The output of the Wheatstone bridge given in Eq. (55) is a first order 
approximation to the nonlinear function in Eq. (53). Taking the axial strain rosette for 
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and assuming the bridge is initially balanced by ensuring R1 = R2 = R3 = R4, the voltage 




















Eo is approximately linear with respect to εh only when (i) the strain is small and (ii) the 
Wheatstone bridge is initially balanced resistively. On the other hand, the output of a 
PVDF rosette is linear with respect to the input strain as long as Eq. (31) holds. 
Design of general purpose PVDF sensor rosette  
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PVDF sensor rosette can also be used to identify all three in-plane strain 
components in a general strain field. In general, to decouple all three strain components, 
three PVDF rosettes must be used. In Eq. (39), assuming there is no temperature change 
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With the general PVDF sensor rosette shown in Figure. 26, and using Mohr’s strain 
circle, we can obtain three equations for three unknowns, ε1,h, ε2,h and ε6,h, which denote 
the normal strain along axis 1, normal strain along axis 2 and tensorial shear strain in the 
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Substituting κ = K1/K2, and letting β = 2α, the condition number of the matrix can be 
analyzed numerically, as shown in Figure. 27. It can be seen that in the case of the MFSG 
(κ =100) and the PVDF sensor (κ =10), the coefficient matrix is well conditioned and the 
three strain components can be solved by inverting the coefficient matrix when α is in the 
range of 45° to 80°. With α = 45° or 60°, the coefficient matrix can be significantly 
simplified. For a PZT sensor (κ →1), the coefficient matrix is close to singular, hence 












To validate the PVDF rosette designs presented earlier and to compare the 
performance of the PVDF rosettes with their MFSG equivalents, experiments were 
performed for all three types of rosettes. An aluminum beam with a rectangular cross 
section, a circular cross section shaft and a rectangular bar were prepared for the bending 
strain rosette, shear strain rosette and axial strain rosette, respectively. The host structures 
were also instrumented with corresponding MFSG rosettes at locations very close to the 



















































              All PVDF sensors used were 30 mm by 12 mm in size, while the MFSGs used in 
the bending strain rosette, the torsion strain rosette and the axial strain rosette were 11.4 
mm by 8.4 mm, 7 mm by 6.3 mm and 7.1 mm by 7.1 mm in size, respectively. The 
MFSG signals are amplified by an instrumentation amplifier, while the PVDF sensor 
signals are sent to a charge amplifier. The low cut-off frequency of the charge amplifier is 
0.7Hz
3
. A 5th order Butterworth filter with a cut-off frequency of 5KHz serves as the 
anti-aliasing filter before the signals are sampled into the discrete domain. The sampling 
rate was set to 20 KHz to ensure that at least 30dB attenuation is achieved at or above the 




 as given by 1/(2RCF) where R is the feedback resistance of the charge amplifier. 
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Nyquist frequency (10KHz). Only the dynamic signals are compared for the PVDF and 
the MFSG rosettes because the PVDF sensor cannot capture static signals due to decay of 
charges over time.  
               In all tests, dynamic strain was introduced by hitting the host structure with an 
impact hammer. The point of contact was changed from test to test to introduce varying 
loading combinations of the host structure. The MFSG signals are taken as the reference 
signal. If the output from the PVDF rosette matches the reference signal, the PVDF 
rosette design and the corresponding model is considered to be valid. The experimental 






















































































 It can be seen from the results that all three types of PVDF rosette signals agree 
quite well with the corresponding MFSG rosette signals in the time domain. Note that in 
all the results shown the PVDF sensor signal has a faster rise time than the MFSG signal. 









































































































































This is at least partly due to the fact that PVDF sensors are larger in size and are located 
slightly closer to the point of impact. It is unclear at this point if the PVDF sensors will 
rise faster than the MFSG sensors if their locations are coincident. Additional tests are 
needed to answer this question. The periodic nature of the bending strain rosette signal 
suggests further comparison in the frequency domain, which is shown in Figure. 32. For 
the other two cases, the time domain PVDF sensor signals and MFSG signals are very 
close to impulse signals, and their respective spectra are flat within the bandwidth of the 









 It can be seen that the frequency domain comparison again validates the PVDF 
sensor rosette design. In addition, the superior signal to noise ratio (SNR) of the PVDF 
sensor is also evident, especially in the sub-2KHz range. This is because the impact 
hammer could only excite the host structure up to a limited frequency. Due to the SNR 



































advantage, two additional modes that were masked by noise in the MFSG signal are 
revealed in the PVDF sensor signal. This suggests that the proposed PVDF rosette could 
be used in modal testing applications where low SNR is a concern. The close agreement 
between the PVDF sensor signal and the MFSG signal in both the time and frequency 
domains serve to validate the PVDF rosette designs and the corresponding models.  
Summary 
 PVDF sensor rosettes for isolation of bending strain, shear strain and axial strain 
are designed, modeled and experimentally validated. Comparison between the PVDF and 
the MFSG signals verifies the ability of PVDF strain rosette to isolate a particular strain 
component of interest and demonstrates its advantage in terms of SNR. Two questions 
omitted by previous studies are answered in this chapter: 1) how to isolate a strain 
component of interest with multiple PVDF sensors, and 2) how the thermal strain and 
pyroelectric effect of the PVDF sensor shape the measured signal. First principles based 
models derived in this chapter facilitate quantitative evaluation of the elastic strain 
component of interest, even under changes in ambient temperature. Changes in material 
constants (e.g., p3
σ
, α, d31) with temperature, which has been shown to be insignificant 
experimentally [34], are not considered in this study.  
         The three types of PVDF rosettes can also be combined to measure multiple strain 
components of interest, e.g., it is possible to measure the bending strain, the shear strain 
and the axial strain simultaneously on a circular cross section beam. Although limited to 
geometrically symmetric host structures, the PVDF rosettes proposed in this chapter can 
still find a wide range of applications in areas such as structural health monitoring and 
manufacturing process monitoring. Examples include monitoring of wind turbine shaft, 
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cutting tool condition and machine tool spindle health monitoring. The PVDF rosette also 
lends itself to the measurement of strain rate, which is a purely dynamic signal.   
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This chapter presents a model-based computationally efficient method for 
detecting milling chatter in its incipient stages and for chatter frequency estimation by 
monitoring the cutting force signals. The chatter detection algorithm is an extension of 
the tool breakage detection algorithm proposed by Altintas [127]. Based on a complex 
exponentials model for the dynamic chip thickness, the chip regeneration effect is 
amplified and isolated from the cutting force signal for early chatter detection. The 
proposed method is independent of the cutting conditions. With the aid of a one tap 
adaptive filter, it is also found to be able to distinguish between chatter and the dynamic 
transients in the cutting forces due to sudden changes in workpiece geometry and tool 
entry/exit. To facilitate chatter suppression once the onset of chatter is detected, a time 
domain algorithm is proposed so that the dominant chatter frequency can be determined 
accurately without using computationally expensive frequency domain transforms such 
as the Fourier Transform. The chatter frequency estimation algorithm originates from the 
spectrum estimation of a complex exponentials signal embedded in white noise and is 
shown to be as accurate as and computationally more efficient than Fourier Transform 
based methods.  
In the following sections, the proposed methodology is presented with 





Complex exponentials cutting force model  
Cutting force is chosen as the source signal for chatter detection because of the 
availability of well-established mechanistic models for milling. As established in [8], 
with the absence of runout, the instantaneous tangential force fjt and radial force fjr
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where Ks is the specific cutting force coefficient, a is the axial depth of cut, st is the feed 
per tooth, ( )j t  is the instantaneous angular position of tooth j, Kr is the ratio of the radial 
force to the tangential force, 
p
jA  and 
c
jA  are the amplitudes of the chip regeneration 
waviness in the previous and current tooth passes, respectively, and 
p
j  and 
c
j denote 
the phases of the chip regeneration waviness in the previous and current tooth pass, 










































where st  and e  are angular positions of tooth entry and exit, respectively. Please note 
that the linear mechanistic model given in Eq. (61) assumes that tangential cutting force 
is proportional to the chip thickness and Ks and Kr are both constants for a certain 
combination of cutting tool and workpiece materials. This model is only valid under the 
following assumptions: 1) the undeformed chip thickness is sufficiently larger than the 
cutting edge radius [128], 2) the workpiece material is homogeneous, and 3) the chip 
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The total cutting force is simply the summation of the resolved forces over all teeth 
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It can be shown that with no chip regeneration, i.e. 
p
jA  = 
c
jA =0, Fx and Fy are periodic 








where z is the number of cutter teeth, ω is the angular speed of the tool (also known as 
the spindle frequency), T  denotes the tooth period, Tz   represents the spindle period 
and 2 /T T   is the tooth passing frequency. Due to the periodic rectangular window 
functions g( j ), the Fourier series expansion of F(t) (which can be Fx(t), Fy(t) or a 
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functional combination of the two) consists of an infinite number of higher order 
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where * denotes the complex conjugate operator. Since the energy contained in the 
cutting force signal is finite, only a limited number of the higher order harmonics are 
significant and the rest of them can be safely dropped. If we consider a measured cutting 
force signal 
ˆ ( )F t , a random disturbance needs to be added to account for the various 
random processes also present in the actual process, e.g. material inhomogeneities, noise 
in the measurement system, etc. In light of the central limit theorem, the aggregation of 
all these random processes can be modeled as a white Gaussian noise.  Therefore, the 
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where w(t) is the additive Gaussian white noise and N1 and N2 determine the number of 
significant harmonics of the tooth passing frequency and the chip regeneration frequency, 
respectively. The insight provided by Eq. (68) is that ˆ ( )F t consists of three parts: a 
periodic part due to the rigid body motion of the cutting tool and interrupted cutting, a 
aperiodic chip regeneration part due to instantaneous deflections of the tool/workpiece 
and a unknown stochastic disturbance due to material inhomogeneity, measurement 
system noise, etc. When the cutting process is stable, the cutting force is dominated by 
the periodic part. During transition from chatter-free cutting to unstable cutting, the chip 
regeneration part starts to grow and eventually dominates the cutting force signal after 
chatter is fully developed.  
Chatter detection algorithm 
The proposed chatter detection algorithm is based on the complex exponentials 
model given in Eq. (68) and contains four steps aimed at isolating and amplifying the 
chip regeneration part and compensating for the transients introduced by tool entry/exit, 
workpiece geometry variations and other non-stationary events that may occur during 
milling. These four steps are described next.  
Differentiation 
Since the chip regeneration frequency is usually higher than the tooth passing 
frequency, the force signal is first differentiated with respect to time to amplify the high 
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frequency content in the force signal. It is clear from Eq. (68) that differentiation usually 
causes the chip regeneration frequency content to be amplified by a larger ratio than the 
tooth passing frequency. Note that after differentiation, the periodic part still has the same 
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To prevent the ultra-high frequency content in ˆ ( )F t  from being amplified inappropriately 
by the differentiation, the frequency band above the highest possible chatter frequency is 
attenuated before differentiation. As suggested in [89], chatter vibrations range in 
frequencies from 200Hz to as high as 4000 Hz. Therefore, the cut-off frequency of the 
anti-aliasing filter was set to 5000Hz in this work so that the ultra-high frequencies in the 
source signal will not present any problem during differentiation. 
Since the cutting force signal is almost always discretized, the differentiation 







 order) that approximate the ideal differentiator in the least squares 
sense are designed and their frequency responses are shown in Figure. 34. It can be seen 
that all three FIR filters are very similar in performance in the 0 to 0.2 Hz range. Beyond 
0.2 Hz, the 1
st
 order FIR filter outperforms the others. Therefore, the 1
st
 order FIR filter, 










Spindle Period Averaging:  
Because the periodic part of the cutting force signal is due to the tooth period, it 
can be isolated from the chip regeneration content, which is due to the instantaneous 
deflection of the tool and/or the workpiece. In order to make the chip regeneration part of 
the signal stand out, the tooth passing frequency and its harmonics need to be removed. It 
is proposed in [91] to remove each harmonic with a notch filter, which is computationally 
very expensive. In addition, the number of notch filters needed is hard to determine. In 
this work, the removal of the periodic content in the measured force signal is achieved in 
time domain by integrating the measured cutting force signal over its smallest period, 











signal usually contains the spindle frequency and its harmonics. Accordingly, the 
smallest period of the periodic part in the cutting force signal is . Therefore, df(t) is 
integrated over the spindle period instead. To magnify the signal-to-noise ratio (SNR), 

















Note that the outcome of this step is a time series xk corresponding to the spindle period 
k. In this step, the periodic part in ˆ ( )F t results in a global DC trend in xk, while the chip 
regeneration part and the stochastic disturbance may vary slightly from one spindle 
period to the next, leading to local variations around the DC trend.  During stable cutting, 
the amplitudes of the chip regeneration part and the stochastic disturbance are much 
smaller than that of the periodic part. Therefore, the local variation in xk around the DC 
trend is small in stable cutting. 
When dealing with discretized df(t), the integration in Eq. (71) is approximated by 
summation over the spindle period and can be implemented recursively in time. Per 
convention, xk is treated as a time series sampled at unit frequency. 
One Tap Adaptive Filtering:  
In stable cutting, if the chip load is exactly the same from one spindle period to 










where ak is a normally and independently distributed (NID) random process that is 
attributed to the stochastic disturbance and the chip regeneration part from one spindle 
period to the next. Eq. (72) describes a first order autoregressive (AR) process usually 
referred to as the random walk process. However, the AR(1) model is not valid when the 
chip load varies with time, for example, during tool entry/exit or when the tool passes 
through an existing geometric feature in the workpiece, e.g. a hole [127]. Under these 








where βk is the time varying AR(1) coefficient. In macro and meso-scale milling, the tool 
feed is small compared to the tool diameter and, in general, the size of pre-existing 
workpiece geometric features. Therefore, the pre-existing geometric features cause the 
chip load to vary only slightly from one spindle period to the next and the global DC 
trend in xk to vary slowly and smoothly over the time. This global variation is different in 
behavior from the small local variations in xk caused by the stochastic disturbance w(t) 
and the chip regeneration content, as illustrated in Figure. 35.  
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Eq. (73) can be implemented as a one-step predictor with a time varying tap 
weight βk, which can be adaptively updated in each spindle period with the latest data xk+1 
using the recursive least squares (RLS) algorithm [121]. One recursion of the RLS 
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where λ is the forgetting factor controlling how many past data points to take into account 
for predicting the next sample, Pk is the inverse of the autocorrelation matrix of xk, and K 
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is the Kalman gain. Note that ak is known as the a priori error in adaptive filtering 
literature and the innovation in the Kalman filter literature. Since a one tap adaptive filter 
is adopted here, Pk and K are both scalars. For the sake of implementation, Eq. (74) can 
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When the cutting process is stable, the RLS filter enables the slow and smooth 
variation in the global trend in xk  due to the time varying chip load to be effectively 
captured by the AR(1) model, resulting in a stationary residual signal ak with small 
variance. However, when chatter vibration starts to build up, the local variation caused by 
the chip regeneration content in xk is no longer negligible and the RLS algorithm can no 
longer adapt fast enough to capture the rapid changes in xk, leading to an ak with 
increasing variance. In this case, a standard univariate control chart can be implemented 
to monitor ak for chatter detection. Chatter is signaled when the amplitude of ak exceeds 
the predetermined control limits. The upper control limit (UCL) and lower control limit 










where σ is the standard deviation estimated from ak during stable cutting and L is a real, 
positive number determined from the acceptable false alarm rate α (i.e., the probability of 
issuing an alarm when chatter does not occur). If ak can be assumed to follow the 












where Z(z) stands for the cumulative distribution function of the standard Gaussian 
distribution. During stable cutting, the expected number of successive samples that fall in 
the control limits before a false alarm is activated, referred to as the average run length 












It is clear from the above discussion that setting up the control limits for the 
control chart is independent of any cutting conditions; L is chosen based on the 
acceptable false alarm rate and σ is estimated from ak at the very beginning of each cut. 
Therefore, the proposed chatter detection algorithm is expected to work independently of 




The last step in the chatter detection algorithm is to remove any singular peaks in 
ak so that the false alarm rate is reduced. Singular peaks may result from a hard spot in 
the workpiece, tool breakage or chipping, etc. In these cases, a one tap adaptive filter 
cannot respond fast enough to the sudden large variation in the force signal and a singular 
out-of-control point may appear in ak. It is proposed to use a median filter with a window 
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 is the signal to be used for chatter detection. Note that the median filter delays 
chatter detection by one spindle period because ak
M
 cannot be determined until ak+1 
becomes available. 
 Limitations and discussion 
It has been pointed out in [7] that chatter frequencies can be integer multiples of 
the spindle frequency ω when chatter occurs in the form of a flip bifurcation, where the 
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where z is the number of teeth on the cutting tool. Clearly, for an even number of teeth, 
the chatter frequencies ωc are integer multiples of ω, which will be completely removed 
during the spindle period averaging and adaptive filtering steps. Noticing that ωc can 
never be an integer multiple of ωT, it is proposed to use tooth period averaging on df(t)
2
 



















While the tooth period averaging approach can potentially detect chatter earlier because a 
new xk becomes available every tooth period and ak
M
 is checked against the control limits 
z times per spindle period (instead of once per spindle period in the spindle period 
averaging approach), tool runout can cause periodic fluctuations in xk and ak
M
 with a 
period of z (note that xk and ak
M
 are time series sampled at unit frequency). An additional 
notch filter at the frequency of 1/z is then needed to remove the runout induced periodic 
fluctuations from xk, thereby increasing the computational cost. Since flip bifurcation 
usually occurs in high speed and highly interrupted cutting, the spindle period averaging 
approach is expected to be more frequently used.  
Dominant chatter frequency estimation 
To facilitate chatter suppression, the dominant chatter frequency needs to be 
estimated from the cutting force signal once the onset of chatter has been recognized by 
the control chart. The spindle frequency or one of its harmonics is then matched with the 
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estimated dominant chatter frequency to suppress chatter [92]. Transform based methods 
such as Fast Fourier Transform (FFT) may be applied to the cutting force signal collected 
near the chatter onset point, and the dominant chatter frequency can be identified as the 
highest peak in the spectrum. However, tradeoff has to be made between the stationarity 
assumption (i.e. the signal is approximately stationary near the chatter onset point) and 
the frequency resolution: the greater the number of data samples, the better the frequency 
resolution is, but the less reasonable the stationarity assumption is. Here, a 
computationally more efficient algorithm that obviates the above difficulty is proposed.  
In the incipient stages of chatter development, the chip regeneration part in the 
cutting force is still small in magnitude compared to the periodic part. Therefore, the 









Note that if flip bifurcation is expected to occur, T  instead of  will show up in Eq. (82)
and a notch filter at 1/z will be needed to preprocess f(t). After the first order difference, 
only the chip regeneration content and the stochastic disturbance remain, and the Fourier 
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where v(t) is the white noise in f(t). Note that v(t) is different from w(t) in Eq. (68) 
because of the first order difference in Eq. (82). Let f(n) and v(n) be the discretized 
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where p = 4N2 + 2 and Ak and ωk denote the complex amplitude and frequency of the 
corresponding harmonic, respectively. The estimation of ωc from f(n) is based on the 
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It can be shown that if the phases of each harmonic (contained in Ak) are statistically 
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is known as the signal vector, σv2 is the variance of v(t) and H denotes the Hermitian 
transpose. The first part in Eq. (86), denoted as Rs, is a M by M matrix of rank p, while 
the second part, denoted as Rn, is an identity matrix. Performing eigendecomposition on 








f i i i v i i
i i
R v v v v 
 






where v1,v2,…vM is a set of orthonormal eigenvectors for Rs and λ1s, λ2s, … λps are the first 
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The first p eigenvectors in Eq. (89), v1,v2,…vp, are referred to as the signal eigenvectors 
and the last (M-p) eigenvectors vp+1,vp+2,…vM are referred to as the noise eigenvectors. 
Since Rf is a Hermitian matrix and the eigenvectors corresponding to different 
eigenvalues are orthogonal to each other [121], the signal eigenvectors corresponding to 
eigenvalues (λis+σv2) are orthogonal to the noise eigenvectors corresponding to 
eigenvalues σv2 . Accordingly, the space spanned by the signal eigenvectors (known as 
the signal subspace) is orthogonal to the space spanned by the noise eigenvectors (known 
as the noise subspace). Since signal vectors ek also lie in the signal subspace [130], they 






















Eq. (90) essentially means that the discrete time Fourier transform of v has p zeros at ω1 
ω2,…ωp. Or equivalently, V(z), the z-transform of v, has p zeros on the unit circle in the z-
plane, with the phase angle of each zero given by ωk/2π.  
Although v can be an arbitrary vector in the noise space, it has been suggested in 
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where Vn = [vp+1 vp+2 … vM] and u1 = [1 0 …0]
T
.  
The algorithm for determining the dominant chatter frequency among all p 
complex exponentials in Eq. (84) can now be established as follows: 
1. Compute the M x M autocorrelation matrix Rf according to Eq. (85). Since 
Rf is both Hermitian and Toeplitz, only the M independent elements in Rf need to be 
computed. In practice, the expectation operator E is approximated by the sample average. 
Note that since f(n) is a time-varying signal, its autocorrelation matrix is time varying too. 
Therefore, at any time instant the autocorrelation matrix is computed using only the latest 
N data points. At time n, the estimated time dependent autocorrelation coefficient at lag k, 
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Since only the noise eigenvectors of Rf are of interest, the normalization by N is 
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which provides a way to evaluate the autocorrelation matrix recursively in time.  
2.  Perform the eigendecomposition on Rf, find its (M-p) noise eigenvectors: 
vp+1 vp+2 … vM and the minimum norm vector vmin according to Eq. (91). Since we are 
dealing with a real signal f(n), Rf is always real and symmetric, which can reduce the 
computation complexity significantly when computing its eigenvalues and eigenvectors 
[130].  
3.  Compute the roots of the (M-1)th order polynomial Vmin(z), the z-
transform of vmin. The roots are found by computing the eigenvalues of the companion 
matrix which is (M-1) by (M-1) in size.  
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4.  Sort all (M-1) roots obtained in Step 3 to determine the root that is closest 
to the unit circle in the z-plane (i.e. the root whose magnitude is closest to unity), 
calculate its phase angle θ (in radians) and determine the dominant chatter frequency ωc 








where Fs is the sampling frequency (in Hz).  
An example illustrating the relationship between the pole locations in the z-plane 
and the spectrum of the signal is given in Figure. 36. In the z-plane, the phase angle θ is 
simply the angle made between the positive direction of the horizontal axis and the line 
connecting the pole and the center of the unit circle. In this example, (M-1) = 8. Note 
that the pair of poles (p2, p2*) closest to the unit circle corresponds to the strongest 
harmonics in the signal, i.e., the dominant chatter frequency, while the pair of poles 











Since in most cases only the dominant chatter frequency is of interest, it is 
reasonable to set p = 2, i.e., it is assumed that there exist only two complex exponentials 
in f(n): ωc and –ωc. The dimension of Rf , M, needs to be larger than p. 
The chatter detection and chatter frequency estimation algorithm is summarized 






























Experiments and Results 
A set of end milling experiments was performed to verify the proposed 
methodology. The tests were designed such that the tool encounters different types of 
geometric features (holes with different diameters, slots, curvilinear tool paths, etc.) 
along the tool path. Cutting force signals were collected using a table-type force 
dynamometer (Kistler 9257B) at 10 KHz. Since the direction of tool motion with respect 
to the workpiece coordinate system may change along the tool path, the source signal is 
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Chatter detection   
The first two tests examine the capability of the chatter detection algorithm to 
recognize chatter when chatter is actually occurring, while the following three tests 
investigate if the proposed algorithm can distinguish between chatter and workpiece 
geometry-induced transients in the cutting forces. The control limits in all control charts 
are set as L = 6, which corresponds to a false alarm rate (α) of 2E-9 and an ARL0 of 5E8. 
In other words, only one false alarm is expected after 5E8 spindle revolutions according 
to the univariate control chart theory. 
Test 1: In this test, chatter developed during a linear cut where the axial depth of 
cut increased linearly from 2.54 mm. The inputs (the two in-plane cutting forces) and 
outputs of the four-step chatter detection algorithm are shown in Figure. 38 and Figure. 
39. A gentle linear trend is observed in Fx and Fy due to the increasing axial immersion. 
At the beginning of the cut, xk is characterized by small local variations superimposed on 
a time varying global trend. The one tap adaptive filter then successfully removes the 
global trend and leads to zero-mean residuals ak and ak
M.
. As the chip regeneration part in 
the cutting force signal gradually builds up, the amplitude of the local variations in xk also 
grows, resulting in residuals with increased variance. Eventually, chatter was detected 
around the 1322
th 
spindle period, about 130 spindle periods earlier than the appearance of 
chatter marks on the workpiece. In this work, no optical evidence of the chatter marks 
was collected during the experiments. In future work, optical evidence of chatter marks, 
especially at the instant when the algorithm reports chatter alarm, may help further verify 







Figure. 38. Inputs and outputs of the chatter detection algorithms for test 1 (a) (Cutting 
conditions: four  flute 6.35mm carbide tool, 1018 steel workpiece, 3400 RPM, 0.0254 









Test 2: In this test, chatter developed during a linear cut with constant axial and 














shown in Figure. 40 and Figure. 41. It can be seen that in the first 100 spindle revolutions 
after start of cutting (~350
th
 spindle revolution), the cutting forces are stable, xk has a 
constant DC trend with small local variations and the residuals have very small variance. 
When chatter starts to build up, large variations appear in xk, ak and ak
M
. Chatter is 
detected around the 460
th 
spindle period, about 30 spindle periods ahead of the 





Figure. 40. Inputs and outputs of the chatter detection algorithms for test 2 (a) (two flute 
25.4 mm carbide tool, 1018 steel workpiece, 1200 RPM, 0.0381mm feed/tooth, 25% 















Figure. 41. Inputs and outputs of the chatter detection algorithms for test 2 (b). 
In the previous two tests, chatter was successfully recognized by the proposed 
algorithm ahead of fully developed chatter, i.e. before chatter marks are observed on the 
workpiece. The workpiece is not damaged when the chatter alarm is issued, which means 
that corrective measures can still be taken to suppress chatter. The following three cutting 
tests examine the capability of the proposed algorithm to distinguish between chatter and 
various types of transients (e.g. tool entry/exit, sudden changes in workpiece geometry). 
Due to these transients, the cutting force signals become non-stationary and cannot be 














Test 3: The workpiece geometry for this test is illustrated in Figure. 42. The 
beginning of the tool path is indicated with a black dot. The tool intersects an existing 
hole on the first leg of the tool path, makes two 90-degree turns, crosses a slot and 
temporarily jumps out of cut on the second leg. The cutting force signals shown in 
Figure. 43 are clearly non-stationary, which leads to a time varying global trend in xk. 
The one tap adaptive filter removes the trend in xk and produces a zero-mean residual ak
M
 
to be used for chatter detection. No chatter was observed in this test (i.e. no chatter 
marks), and ak
M








Figure. 43. Inputs and outputs of the chatter detection algorithms for test 3 (a) (two flute 
12.7mm carbide tool, aluminum 7050 workpiece, 2400 RPM, 50%-100% radial 









Test 4: The workpiece geometry for this test is also shown in Figure. 42 and the 
beginning of the tool path is indicated with a black dot. In this test, the tool intersects a 
series of existing holes and slots along a curvilinear toolpath. Similar to Test 3, the time-










resulting in a zero-mean residual signal to be used for chatter prediction. No violation of 
the control limits is observed in Figure. 46, which suggests that no chatter occurred 





Figure. 45. Inputs and outputs of the chatter detection algorithms for test 4 (a) (two flute 
12.7mm carbide tool, aluminum 7050 workpiece, 2400 RPM, 50%-100% radial 


















Test 5: The workpiece geometry for this test is shown in Figure. 47, where the 
axial depth of cut increases in five steps along a straight line. The steps in the axial depth 
of cut are also evident in the cutting force signals. Again the time varying trend in xk due 














Figure. 48. Inputs and outputs of the chatter detection algorithms for test 5 (a) (four flute 
6.35 mm High Speed Steel tool, aluminum 7050 workpiece, 2400 RPM, 50% radial 









signal that lies in the 6σ control limits. No chatter alarm is signaled by the control chart in 










In Tests 3-5, the proposed algorithm successfully reduces the non-stationary 
cutting force signals into zero-mean residual signals for chatter detection. No false chatter 
alarm is issued due to geometry-induced transients in the cutting force, which proves that 
the proposed algorithm is capable of distinguishing between chatter vibrations and 
transient dynamics due to changing workpiece geometry.  
Chatter frequency estimation  
The performance of the proposed chatter frequency estimation algorithm is 
investigated in this section and compared with FFT. The data used for estimation are the 
force signals collected during the three spindle revolutions immediately before chatter is 
signaled by the control chart. It is assumed that during these three spindle periods the 
cutting force signal is stationary so that FFT can be computed. For the proposed chatter 
estimation algorithm, M = 8, p = 2.  
First of all, the spectra of F(t) and f(t) are compared in Figure. 50. For illustration 
purposes, all the FFTs and spectra shown are normalized by their maximum amplitude. In 
Figure. 50 it can be seen that when chatter is just indicated by the control chart, the 
amplitude of the chip regeneration content is still small compared to the spindle rotation 
frequencies in F(t). After a first order difference is performed (as described in Eq. (82)), 
the spindle rotation frequencies vanish, which facilitates the estimation of the dominant 











The dominant chatter frequencies estimated by the proposed algorithm are 
compared with the ones estimated using FFT in Figure. 51 and Figure. 52. Note that for 
the sake of illustration, the spectrum of f(t) estimated using the proposed algorithm is 
presented and the dominant chatter frequency is identified as a singular peak in the 
spectrum. In practice, since only the dominant chatter frequency is of interest, it is 
unnecessary to compute the whole spectrum. In both cases, the chatter frequency 
estimated using the complex exponentials model agree very well with the highest peak in 
the corresponding FFTs, which validates the proposed algorithm. It will be shown in the 











Figure. 51. Dominant chatter frequency estimated by proposed algorithm (top) and FFT 





Figure. 52. Dominant chatter frequency estimated by proposed algorithm (top) and FFT 




Computational Complexity Analysis 
The computational cost of the proposed chatter detection algorithm and the 
dominant chatter frequency estimation algorithm are detailed in Table 1.  It is clear that 
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the number of computations needed for the proposed chatter detection algorithm is linear 
with the number of data available in a spindle period (i.e. the sampling rate). This is 
comparable with the computational cost of the wavelet transform (O(N)) and more 
efficient than FFT O(Nlog(N)). 
It is interesting to note that the computational cost of the proposed chatter 
frequency estimation algorithm is only a function of M, the size of the autocorrelation 
matrix Rf, and is independent of the data size N. On the other hand, the computational 
cost of the FFT is a function of the data size N. After chatter is signaled by the control 
chart, the number of real multiplications needs to arrive at the dominant chatter frequency 




 + M(M-p) + 1. On the other 
hand, if a radix-2 FFT is adopted, the number of multiplications needed is approximately 








the proposed algorithm will have an advantage in computational cost. Since N is typically 
chosen to be a large number to achieve adequate frequency resolution in FFT, Eq. (97) is 
usually true. In addition, if FFT is used, (N-1) comparisons are needed to locate the peak 
frequency in the spectrum, while for the proposed algorithm only (M-2) comparisons are 
needed to sort all the roots. If we select p = 2, M = 8 and the number of data to be used 
for chatter frequency estimation is N = 1024, the proposed method saves approximately 
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9336 in the number of multiplications and 1017 in the number of comparisons. The 
savings in computation buys more time for taking corrective actions to suppress chatter.  
Another advantage of the proposed chatter frequency estimation algorithm is the 
savings in memory usage. For the proposed algorithm, only the ( )F t sampled in the latest 
spindle period needs to be stored in memory for computing f(t) and all the past f(t) are 
compressed into the M independent elements in Rf. For FFT, however, not only the ( )F t  
in the latest spindle period needs to be saved for computing f(t), but a buffer needs to be 




Table 3. Computational complexity analysis of the proposed algorithm. 
 





Differentiation (Eq. (70)) 1 addition
a
 per  F(t) sample 
Spindle period averaging 
(Eq. (71)) 
1 multiplication and addition per F(t) 
sample 
One tap adaptive filtering 
(Eq. (75)) 
6 multiplications, 3 additions and 1 
division per spindle period [121] 









First order difference Eq. 
(82) 
1 addition per F(t) sample 
Computation of Rf (Eq. 
(94)) 
2M additions and multiplications per F(t) 
sample when implemented recursively in 
time 
Eigendecomposition 
of Rf  
~M
3
 additions and multiplications 
Computation of vmin (Eq. 
(91)) 
M(M-p) multiplications, M(M-p-1) 
additions, and 1 division 
Rooting a (M-1) order 
polynomial Eq. (90) 
~(M-1)
3
 additions and multiplications 
Determine the dominant 
chatter frequency 
(Eq.(95)) 
(M-2) comparisons, one multiplication 
  a 




 A novel model-based and computationally efficient algorithm for incipient 
detection of milling chatter and estimation of the dominant chatter frequency based on 
the cutting force signal is presented and experimentally validated. The proposed method 
is shown to be capable of detecting chatter and accurately estimating the chatter 
frequency before chatter is fully developed. It was also found to be capable of 
distinguishing between chatter and transients in the cutting force caused by changes in 
workpiece geometry and/or tool entry/exit. The algorithm is cheaper in terms of 
computational cost and memory usage than frequency domain transform based methods 
such as FFT and can be implemented in low cost microcontrollers for on-line detection 
and suppression of chatter. Although the method is derived based on cutting force 
models, the intimate relationship between force and other types of signals suggest that it 
may also be applied to cutting torque and acceleration signals. Cutting torque signal is of 
special interest because of its directional independence with respect to tool movement. 
Future work will include evaluating the performance of the algorithm with tool direction-
independent signals and under different cutting conditions.  
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CHAPTER 6 PVDF SENSOR BASED CUTTING TORQUE MEASUREMENT 





Cutting torque signal is sometimes preferred over the cutting force signal in 
certain milling process monitoring applications such as chatter detection along a 
curvilinear toolpath because of its close relationship to cutting power and its directional 
independency. This chapter investigates the use of the PVDF torque rosette developed in 
Chapter 4 to measure the dynamic component of the cutting torque in milling. The 
signals obtained from the PVDF torque sensor are validated torque signals acquired by a 
piezoelectric platform-type force dynamometer. In addition, the ability to detect chatter 
using the PVDF torque sensor is experimentally compared with the performance of three 
other sensors - piezoelectric dynamometer, accelerometer, and acoustic microphone - that 
are popular for chatter detection in milling. However, it must be noted that the purpose of 
comparison is to benchmark the PVDF torque sensor only. The comparison of other types 
of sensors has already been performed in prior work [49, 89]. 
Theory and Approach 
The prototype of the PVDF torque sensor system is shown in Figure. 53. The 
differences between the torque sensor prototype and the prototype for in-plane cutting 
force measurement shown in Figure. 2 (Chapter 3) include the arrangement of the PVDF 
sensors and the associated signal conditioning electronics. In this prototype, four PVDF 
sensors are attached to the cutting tool shank and arranged according to the pattern given 
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in Figure. 23. The dynamic shear strain produced in the cutting tool by the milling torque 
is sensed by the PVDF rosette and, if needed, the milling torque can be back calculated 
using Eq. (49). The signal flow inside the cutting torque measurement system is the same 
as that shown in Figure. 3. The schematic of the signal conditioning circuit for the PVDF 










To validate the PVDF torque sensor and the associated theories, it is necessary to 
experimentally compare the signals acquired from the PVDF torque sensor with reliable 
measurements of the cutting torque. Since a milling torque dynamometer is currently not 
available in the Precision Machining Lab at Georgia Tech, it is proposed to compute a 
reference cutting torque signal from the in-plane cutting force signals measured from a 
platform type dynamometer (Kistler 9257B), against which the signal measured using the 
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PVDF torque sensor is compared. The way that the reference signal is computed is 
detailed in the following section.  
Computation of the reference signal from in-plane force signals 
As shown in Figure. 54, when only one tooth of a straight flute end mill is 
engaged in cutting, the forces seen by the dynamometer during the cutting process in the 
workpiece coordinate system (X-Y) can be resolved into the tool coordinate system (R-

























where θ denotes the angular position of the cutting tool in the workpiece coordinate 
system (X-Y). Since Fx and Fy are measured by the dynamometer, the tangential cutting 
force Ft can be determined as long as θ is known for each discrete sample of the 
dynamometer force signal. To find θ, we notice that the transverse cutting force Fx can be 










According to linear mechanistic models for cutting force, [8], assuming negligible tool 
















where Kc is the specific cutting pressure, st is the feed per tooth and η is the ratio between 
the radial force and the tangential cutting force and can be assumed to be constant for a 
specific combination of workpiece and tool materials under a particular cutting condition. 
The linear model given in Eq. (100) is only valid under certain assumptions and a more 
detailed explanation has been given in the Methodology section of Chapter 5. 








Clearly Fx is a monotonically increasing function of θ in the range of 0° to 90° because 
sinθ and cosθ monotonically increase and decrease with θ between 0° to 90°, 
respectively. In peripheral milling with a radial immersion of less than 50%, the 
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maximum possible θ in any tooth period is less than 90° and is reached only when the 
engaging tooth exits the workpiece. Therefore, during each tooth period the transverse 
force Fx reaches its maximum when θ reaches the tooth exit angle. Since the tooth exit 
angle θEX can be easily determined from the radial depth of cut r and the cutting tool 













the angular positions of all other sampling points that are adjacent to the maximum 
transverse force point can be calculated accordingly with the knowledge of the sampling 
frequency and the nominal spindle rotation speed. The tangential cutting force Ft can then 
be computed using Eq. (98) and the cutting torque is simply the tangential cutting force 
multiplied by the radius of the cutting tool. 
Note that in actual cutting experiments, a helical end mill is used instead of a 
straight flute end mill and the maximum transverse force does not occur exactly at the 
tooth exit angle. Instead, the maximum transverse force point is expected to be slightly 












where is R the cutting tool radius, a is the axial immersion and φ is the helix angle. To 
reduce the effect of the helix angle, the axial immersion in all cutting experiments is set 
to be less than or equal to 30% of the tool radius. It is also worth mentioning that the tool 
exit angle can be affected by the cutter radial runout [132].  
Comparison of the PVDF sensor signal with the reference signal 
A set of peripheral end milling experiments was performed to experimentally 
validate the proposed cutting torque measurement system. A Kistler 9257B dynamometer 
was used to independently collect the in-plane cutting force signals in all experiments. 
The cutting tool used was a two flute solid carbide end mill of 25.4mm diameter. All 
other cutting conditions are tabulated in Table 4. The PVDF torque sensor is sampled at a 
frequency of 12KHz and the Kistler dynamometer was sampled at 10KHz. For validation 
purposes, the unknown material and geometric constants in Eq. (49) are combined into a 













where T is the torque applied on the cutting tool, R is the radius of the cutting tool, G is 
the shear modulus of the cutting tool material and Ip is the polar moment of inertia of the 
cross section of the cutting tool at the location where the sensors are attached. Ignoring 
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the possible residual thermal strains in Eq. (49) and substituting Eq. (104) into Eq. (49), 
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In this work, the sensitivity coefficient Ks is determined to be 2.386 mV/Nm in the first 
cutting test and used in all following tests.  
 
 

















1 1500 50% 1.905 0.0254 AL 7050
a 
2 1800 50% 1.905 0.0254 AL 7050 
3 2100 50% 1.905 0.0254 AL 7050 
4 1500 25% 2.540 0.0254 AL 7050 
5 1800 25% 2.540 0.0254 AL 7050 
6 2100 25% 2.540 0.0254 AL 7050 
7 2400 25% 2.540 0.0254 AL 7050 
8 1800 34% 2.540 0.0254 AL 7050 
9 1800 25% 1.905 0.0254 AL 7050 
10 2100 25% 1.905 0.0254 AL 7050 
11 2400 25% 1.905 0.0254 AL 7050 
12 1200 25% 3.810 0.0254 ST 1018 
13 1500 25% 3.810 0.0254 ST 1018 
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Representative results for the different cutting conditions and workpiece materials 
are given in Figures. 54-58. Backward comparison is used to compare the PVDF sensor 
signal and the reference signal. Details of how backward comparison is performed can be 
found in Chapter 3. Note that only the dynamic component of the cutting torque is 
involved in the backward comparison. It can be seen from Figure. 55 to Figure. 59 that 
reasonably good agreement is achieved between the two signals in terms of the general 
trends across different cutting conditions and workpiece materials. This validates the 
PVDF torque sensor rosette design, the associated quantitative models for the PVDF 





Figure. 55. Backward comparison of PVDF sensor signal with reference signal (cutting 
conditions: two  flute 25.4 mm carbide tool, Aluminum 7050 workpiece, 1500 RPM, 
0.0254 mm feed/tooth, 50% radial immersion, 1.905 mm depth of cut). 
 
 




























Figure. 56. Backward comparison of PVDF sensor signal with reference signal (cutting 
conditions: two  flute 25.4 mm carbide tool, Aluminum 7050 workpiece, 1800 RPM, 





Figure. 57. Backward comparison of PVDF sensor signal with reference signal (cutting 
conditions: two  flute 25.4 mm carbide tool, Aluminum 7050 workpiece, 2100 RPM, 
0.0254 mm feed/tooth, 50% radial immersion, 1.905 mm depth of cut). 
 
 



















































Figure. 58. Backward comparison of PVDF sensor signal with reference signal (cutting 
conditions: two  flute 25.4 mm carbide tool, Aluminum 7050 workpiece, 1800 RPM, 





Figure. 59. Backward comparison of PVDF sensor signal with reference signal (cutting 
conditions: two  flute 25.4 mm carbide tool, 1018 Steel workpiece, 1200 RPM, 0.0254 
mm feed/tooth, 25% radial immersion, 3.81 mm depth of cut). 
 
 



















































Discussion on the discrepancy 
While the agreement between the PVDF torque sensor signals and the reference 
cutting torque signals is reasonable, it is not as good as the agreement between the as-
measured PVDF sensor signals and the cutting force signals presented in Chapter 3. The 
discrepancy between the two can be attributed to two sources: 1) from the reference 
signal side, inaccuracies in the estimated angular positions of the engaging tooth due to 
the helix angle of the tool, the cutter radial runout and the noise and transients in the 
measured dynamometer signals, and 2) from the PVDF sensor signal side, imperfect 
positioning of the PVDF sensors on the cutting tool shank that leads to the incomplete 
cancellation of the bending strains, axial strains and thermal strains. These residual 
strains will result in spurious oscillations in the PVDF sensor signal, especially when no 
cutting tooth is engaged with the workpiece. An additional contribution to the 
discrepancy includes the variation of material properties of the four PVDF sensors in the 
rosette due to manufacturing process uncertainties. It is expected that better agreement 
between the two signals can be achieved by positioning the four PVDF sensors in a more 
precise way.  
Characterization of Different Sensors for Chatter Detection 
As the first step in comparing the PVDF torque sensor with other sensors, the 
frequency response functions (FRF) of the three sensors, i.e. the acoustic microphone, the 




A Knowles piezoelectric microphone is used in this work because it provides a 
flat frequency response from 20Hz to 10KHz, whereas the more common electret 
condenser microphone is typically only usable above 100Hz.  The microphone sensor 
assembly is shown in Figure. 60 and the signal conditioning circuit is shown in Figure. 61. 


























The FRF of the piezoelectric microphone from the manufacturer datasheet is 
given in Figure. 62. Due to the low sensitivity of the piezoelectric microphone (3.5 
mV/Pa at 1000 Hz), the signal from the piezoelectric microphone is amplified 100 times 










































Piezoelectric dynamometer  
The set-up of the piezoelectric dynamometer (Kistler 9257B) with the workpiece 
mounted is shown in Figure. 63. Experimental modal analysis was performed to 
determine the FRF of this system. An impact hammer was used to excite the structure in 
the X/Y direction and the response of the piezoelectric dynamometer in the X/Y direction 
was recorded, from which the FRF in the X/Y direction can be determined. The point of 
impact is also indicated in Figure. 63. A total of 25 tests were performed and recorded for 
each direction and a least squares method [114] was used to find the FRFs of the system, 
as shown in Figure. 64. It can be seen that the first modes in the X and Y directions are at 
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1250 Hz and 900Hz, respectively. The useable bandwidth for measurement in the X and 
Y directions is about 900 Hz and 500 Hz, respectively. Note that during the milling 
process, material is removed from the workpiece in the form of chips and the FRF of the 
workpiece mounted dynamometer system may vary over time. Also, the point where the 
cutting force is applied during the milling process is time varying and is, in general, 
















Figure. 64. Frequency Response Functions of the workpiece-mounted dynamometer in 





In this work, two uniaxial piezoelectric accelerometers (Kistler 8636C50) were 
mounted on the piezoelectric dynamometer to measure the vibration produced during the 
cutting process in two orthogonal directions, as shown in Figure. 65. The accelerometers 
were mounted on the dynamometer system instead of the workpiece to 1) avoid 
overloading the accelerometers and to 2) minimize variations in the positions of the 
accelerometers when different workpiece samples are used. Since the accelerometer itself 
has a much wider bandwidth compared to the structure on which it is mounted, the FRF 
obtained from the experimental modal test simply reflects the structural dynamics of the 
workpiece-dynamometer-workpiece holder-machine tool structure system.  
 
 





























Similar to the piezoelectric dynamometer, an impact hammer was used to excite 
the structure in X/Y directions and the response of the accelerometers in the X/Y 
directions was measured, from which the FRF in the X/Y directions were determined. 
The obtained FRFs are given in Figure. 66. The first natural mode in the X and Y 
directions is about 1200 Hz and 700 Hz, respectively. Note that during milling the point 
where the cutting force is applied is time varying and is, in general, different from the 











Figure. 66. Frequency response functions of the workpiece-mounted accelerometer in the 




Chatter Experiments and Results 
A set of milling experiments is performed to compare the performance of the 
PVDF torque sensor and three other sensors -piezoelectric dynamometer, accelerometer 
and acoustic microphone - for chatter detection in milling. During the experiments, the 
PVDF sensor is sampled at 12KHz and all the other sensors are sampled at 20KHz. The 
cutting tool is a 25.4 mm diameter two flute solid carbide end mill and the workpiece 










































Axial Depth of Cut 
(mm) 
1 1200 25% 0.0381 Increasing linearly from 0 
to 5.95 
2 1200 50%  0.0381 Increasing linearly from 0 
to 5.95 
3 1200 50% 0.0381 Increasing in steps from 






In the PVDF torque sensor prototype, four individual PVDF sensors need to be 
attached to the tool shank in a predetermined pattern to form the torque rosette. Since the 
commercially available PVDF sensors used in this study were too large to fit onto a 25.4 
mm diameter cutting tool, their size was reduced by cutting away part of the sensors. 
Consequently, both the sensor material and the electrodes are exposed and deformed 
along the line of cutting and possible shorting of the two electrodes can occur. The 
capacitance and resistance between the two electrodes of the cut sensors can be measured 
to check if any short between the electrodes exists right after they are cut. However, it 
turns out that after the cut sensors are attached to the cutting tool shank, compressive 
bending stress produced by the cutting force at the location of the sensors can still cause 
the exposed electrodes to temporarily contact each other, thus resulting in randomly 
distributed spurious peaks in the measured PVDF sensor signal. One example of the 











It can be seen in Figure. 67 that the number of spurious peaks in one tooth period 
ranges from 0 to 2. If the chatter detection algorithm developed in Chapter 5 is applied to 
the measured PVDF sensor signal, the random variation in the number of spurious peaks 
per tooth period will result in large oscillations in the spindle period averaged signal, thus 
leading to false alarms. Therefore, to detect chatter with the PVDF torque sensor using 
the algorithm developed in this work, it is critical to have well packaged PVDF sensors of 
customizable size that can fit on regular size cutting tools.  
Comparison of the performance of different sensors 
Due to the spurious peaks in the PVDF torque sensor signal, it is not feasible to 
compare the PVDF sensor against the other sensors using the chatter detection algorithm 
developed in this work. Instead, the four sensors will be compared using the fundamental 
signal processing method: the Fourier Transform. While Fourier Transform cannot 
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identify the point where chatter occurred because the eigenfunctions used to decompose 
the signal have infinite time support, it can indicate the presence of chatter vibration, if 
any, in a time averaged sense. In other words, it measures how chatter vibration is 
captured by the sensors relative to other frequency contents. 
Test 1: The frequency spectrums of the signals obtained from all four types of 
sensors used in Test 1 are given in Figures. 67-70. For comparison, all the spectrums are 
normalized by the amplitude of the maximum frequency peak seen in the spectrum in 

































It can be seen from Figure. 68 and Figure. 69 that the spectrum of the PVDF 
sensor signal is similar to that of the dynamometer force signal, especially at the spindle 
frequency, tooth passing frequencies and their harmonics. This similarity is expected 
because during the periodic engagement of the cutting tool with the workpiece, the forced 
vibration at the spindle speed related frequencies will directly impact both sensors (by 
causing dynamic strain in the cutting tool where the PVDF sensors are attached and by 
introducing periodic displacement in the quartz crystal inside the dynamometer), 
resulting in strong peaks at those frequencies. Also, this similarity explains why 
reasonably good agreement is achieved between the PVDF torque sensor signal and the 
reference cutting torque signal under stable cutting conditions in the first section of this 
chapter. However, it is also noticed that the PVDF sensor picks up the chatter frequency 
peaks slightly better than the dynamometer. The amplitude of the strongest chatter 
frequency peak is 14% of the strongest peak in the PVDF sensor signal, while for the 


















dynamometer signal this ratio is about 6%. In addition, the chatter peaks in the PVDF 
signal compare favorably with their neighboring harmonics of the spindle frequencies 
and tooth passing frequencies, whereas in the dynamometer signal the chatter peaks are 
overshadowed by adjacent harmonics. The likely reason for this is that after the cutting 
tool exits the workpiece in one tooth period, the free vibration of the tool and workpiece 
will continue to impact the responses of the PVDF sensor and the dynamometer. 
However, since in end milling the cutting tool tends to be the most flexible link in the 
cutting tool-workpiece-dynamometer-machine tool system, the response of the PVDF 
sensor is stronger. The difference between the two sensors in picking up the chatter 
frequencies is expected to be significant for low radial immersion cuts and insignificant 





Figure. 70. Frequency decomposition of the accelerometer signal (Test1, the acceleration 














Chatter Frequencies Spindle/Tooth Passing
Harmonics
Spindle Frequency/Tooth
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The spectrum of the accelerometer signal agrees well with the experimentally 
obtained FRF shown in Figure. 66, i.e., the frequency contents between 500 Hz and 1200 
Hz are amplified by the first mode. Due to this amplification, the amplitude of the 
maximum chatter frequency peak is 80% of the amplitude of the maximum peak, which, 
instead of being the tooth passing frequency, is a harmonic of the tooth passing frequency 









The microphone sensor faithfully reflects the sound pressure received by the 
sensor between 20Hz-10,000Hz because of its relatively flat frequency response. The 
maximum chatter frequency peak reaches 40% of the amplitude of the maximum 
frequency seen in the signal. One noticeable difference between the microphone signal 
and the accelerometer signal is that the noise level around the maximum chatter peak in 





















the accelerometer signal is much higher than that in the microphone signal, largely 
because the noise is also amplified by the first mode of the accelerometer system.   
Test 2 The spectra of the PVDF sensor signal and the dynamometer force signal 
collected during Test 2 are shown in Figure. 72 and Figure. 73, respectively. Similar to 
the observations from Test 1, the PVDF sensor signal and the dynamometer force signal 
are very similar in capturing the frequency content at the spindle frequency, tooth passing 
frequency and their harmonics. In terms of the chatter frequencies, the strongest chatter 
peak in the PVDF sensor signal is about 3% of the strongest peak in the signal, and the 
ratio for the dynamometer signal is 2%. Also, the ratio between the chatter frequency 
peaks and their neighboring spindle speed related harmonics are also very similar for the 





























Figure. 73. Frequency decomposition of the dynamometer force signal (Test 2, the force 




The Fourier transforms of the accelerometer signal and the microphone signal 
collected during Test 2 are shown in Figure. 74 and Figure. 75, respectively. Similar to 
the observations from Test 1, very strong chatter peaks are observed in transforms of the 
two sensor signals, which are up to 40% of the strongest peak in the accelerometer signal 
and 60% of the strongest peak in the microphone signal. Again, a higher noise floor is 
observed around the maximum chatter frequency peak in the accelerometer signal.  




















Figure. 74. Frequency decomposition of the accelerometer signal (Test 2, the acceleration 
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143 
 
Test 3 The spectra of all four sensor signals collected in Test 3 are shown in 
Figures. 75-78. Since Test 3 has the same radial immersion as Test 2, the observations 
from the two tests are also similar. The chatter peaks in the PVDF sensor signal and the 
dynamometer signal overshadow their neighboring harmonics of spindle speed related 
frequencies. However, the PVDF sensor outperforms the dynamometer in terms of the 
normalized amplitude of the chatter peak. The accelerometer and the microphone 
continue to deliver superior performance in capturing the chatter frequency peaks, as 
evident in Figure. 78 and Figure. 79. Also, very high signal to noise ratio is achieved in 


























Figure. 77. Frequency decomposition of the dynamometer force signal (Test 3, the force 





Figure. 78. Frequency decomposition of the accelerometer signal (Test 3, the acceleration 













































Summarizing the aforementioned observations, the PVDF sensor and the 
dynamometer outperform the microphone and accelerometer in measuring the cutting 
resistance (i.e., cutting force, cutting torque) because the forced vibration caused by the 
cutting resistance is directly imprinted in the responses of these two sensors. The PVDF 
sensor can pick up the chatter frequencies better than the dynamometer, especially under 
low immersion cutting, largely because the PVDF sensor produces a larger response to 
the free vibrations due to the relatively low mechanical stiffness of the cutting tool. For 
monitoring applications, especially for chatter monitoring, the microphone and 
accelerometer demonstrate superior performance as measured by the normalized 
amplitude of the chatter frequency peaks. The microphone is probably preferred because 
of its flat frequency response and higher signal to noise ratio compared to the 
accelerometer.  
 



















A PVDF torque sensor was prototyped and experimentally validated. Reasonably 
good agreement was achieved between the reference cutting torque signal computed from 
the as-measured dynamometer force signals and the as-measured PVDF sensor signal. 
The agreement between the two signals can be further improved by adopting a more 
reliable cutting torque signal or by more precise positioning of the PVDF sensors on the 
host structure. In addition, the PVDF torque sensor is qualitatively compared with three 
popular sensors for chatter detection: piezoelectric dynamometer, accelerometer and 
acoustic microphone. Due to the spurious peaks seen in the PVDF sensor during chatter 
experiments, it could not be compared with the four sensors using the chatter detection 
algorithm developed in this work. Instead, all the sensors signals were compared using 
the traditional Fourier Transform. It is observed that for chatter monitoring applications, 
the microphone and the accelerometer outperform the dynamometer and the PVDF 
torque sensor in terms of the normalized amplitude of the chatter frequency peaks. 
However, it is also observed that both the PVDF torque sensor and the dynamometer can 
capture the periodic force vibration much better and, at the same time, the PVDF torque 
sensor can pick up the chatter frequencies slightly better than the dynamometer, 








This chapter summarizes the original contributions and main conclusions of this 
thesis and suggests possible areas for future studies.  
Original Contributions 
A set of innovative methods and algorithms for wireless monitoring of milling 
process has been presented in this thesis, including the PVDF sensor based measurement 
of in-plane cutting forces and cutting torque in milling process and a computationally 
efficient algorithm for on-line chatter detection and dominant chatter frequency 
estimation in milling. In addition, three novel PVDF rosettes and one general purpose 
PVDF rosette have been developed to maximize the sensitivity of the sensor to a 
particular strain component of interest and to minimize its sensitivity to noise and 
irrelevant strain components. The originality of this research lies in the design of the 
PVDF sensor rosettes, physics based modeling of the cutting forces/torque measurement 
system, the computationally efficient signal processing scheme used to isolate the chatter 
regeneration frequency content from the source signal, the cutting condition independent 
index for chatter detection and the complex exponentials model based time domain 
algorithm for dominant chatter frequency estimation. The proposed methods in this thesis 
represent lower cost alternatives to the current industry standard for cutting force/torque 
measurement, i.e., piezoelectric dynamometers.  
Main Conclusions 
The conclusions for each part of this research are summarized below.  
148 
 
PVDF sensor based in-plane cutting force measurement in milling 
 PVDF sensor based in-plane cutting force measurement system was designed, 
analyzed, prototyped and experimentally validated for end milling. Very good 
agreement was achieved between the PVDF sensor signal and the 
piezoelectric dynamometer force signal.  
 Quantitative, physics based models were established to relate the measured 
PVDF sensor signals to cutting forces. The model was shown to be 
independent of workpiece material and cutting conditions.  
 A least squares FIR filter was shown to flatten the frequency response of the 
measurement system with reasonable success. 
Generic PVDF sensor rosette design and validation 
 PVDF sensor rosettes for measuring the bending strain, shear strain and axial 
strain have been designed and experimentally validated against their metal foil 
strain gauge counterparts, respectively. Very good agreement between the 
measurements from the PVDF sensor rosettes and those from the metal foil 
strain gauge rosettes has been achieved.  
 Quantitative models for the PVDF sensor measurements were developed for 
the three proposed PVDF sensor rosettes. Thermal strains and the pyroelectric 
effect, which were not considered in prior work on PVDF sensor applications, 
were taken into account in the models.  
 The PVDF sensor rosettes demonstrate a much higher signal to noise ratio 
than their metal foil strain gauge counterparts, which is expected because the 
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sensitivity of the PVDF sensor to strain is about three orders of magnitude 
higher.  
Algorithms for chatter detection and chatter frequency estimation in milling 
 The chatter detection method, which consists of a four-step signal processing 
scheme followed by a univariate control chart, is shown to be able to 
recognize chatter before chatter marks appear on the workpiece and is 
independent of cutting geometry variations, cutting conditions and 
tool/workpiece materials.  
 The complex exponentials model based chatter frequency estimation 
algorithm is shown to capture the dominant chatter frequency with the same 
accuracy as the traditional Fourier Transform.   
 Both the chatter detection and chatter frequency algorithms are 
computationally more efficient than traditional Fourier Transform. The 
computational cost of the chatter detection algorithm is linear with the size of 
the data, while the chatter frequency estimation algorithm can be 10 times 
faster than FFT with properly chosen parameters.  
PVDF sensor based milling torque measurement and chatter detection 
 The PVDF toque rosette was implemented on the cutting tool to measure the 
milling torque. Reasonable agreement between the PVDF sensor signal and a 
reference signal computed from the dynamometer force signals was achieved.   
 The PVDF torque sensor was experimentally compared with three popular 
sensors for chatter detection: piezoelectric dynamometers, accelerometers and 
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acoustic microphones. It was observed that the PVDF torque sensor and 
piezoelectric dynamometers outperform the accelerometer and microphone in 
measurement applications, while the accelerometers and microphones 
demonstrate superior performance in chatter monitoring 
 Compared with piezoelectric dynamometers, the PVDF torque sensor picks up 
the chatter vibration slightly better, largely because of the large response of 
the PVDF sensor to free vibrations of the slender cutting tool.  
Future Work and Recommendations 
All the methods and algorithms developed in this thesis can potentially be applied 
in shop floor applications or in the development of a new machining process without 
significantly increasing the production cost. These sensing technologies are especially 
useful when the machine tool structures involved are not sufficiently rigid. One 
application of special interest is robotic arm based milling or drilling process. A robotic 
arm features higher versatility, higher programmability and lower capital cost when 
compared to traditional machine tools. However, only limited mechanical stiffness is 
offered by the robot arm structure, leading to poor dimensional accuracy and repeatability 
during machining. High bandwidth feedback using the sensing technologies developed in 
this work may help the robotic arm achieve the desired accuracy and repeatability. The 
reliability and fault diagnosis of the cutting force/torque measurement system itself, 
especially the signal conditioning and radio frequency transmitting electronics, when 
rotating at high speed may also be an interesting topic.  
To commercialize the methods introduced in this thesis, better packaging of the 
sensors and associated electronics is needed to protect the sensors and electronics from 
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coolant and chips. The establishment of the error maps of the PVDF sensor based 
measurement systems via extensive cutting experiments is also needed to better 
characterize the performance of the system under different cutting conditions. It is 
suggested that all the electronics be manufactured on flexible printed circuit boards so 
that they can be non-intrusively attached to the cutting tool-tool holder system. More 
precise positioning of individual PVDF sensors is necessary to fully take advantage of the 
benefits offered by the rosette design. Material property variations of the PVDF sensor 
can be minimized by implementing tighter statistical process control. Dynamic balancing 
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