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Abstract-h this note, we use inexact Newton-like methods to find solutions of nonlinear operator 
equations on Banach spaces with a convergence structure. Our technique involves the introduction 
of a generalized norm as an operator from a linear space into a partially ordered Banach space. In 
this way, the metric properties of the examined problem can be analyzed more precisely. Moreover, 
this approach allows us to derive from the same theorem, on the one hand, semilocal results of 
Kantorovich-type, and on the other hand, global results based on monotonicity considerations. By 
imposing very general Lipschitz-like conditions on the operators involved, on the one hand, we cover a 
wider range of problems, and on the other hand, by choosing our operators appropriately, we can find 
sharper error bounds on the distances involved than before. Furthermore, we show that special cases 
of our results reduce to the corresponding ones already in the literature. Finally, several examples 
are being provided where our results compare favorably with earlier ones. 
Keywords--Banach space, Inexact Newton-like methods, Nondifferentiable operator. 
1. INTRODUCTION 
In this note, we are concerned with approximating a solution x* of the nonlinear operator equation 
F(x) + Q(x) = 0. (1) 
where F is a Frechet-differentiable operator defined on a convex subset D of a Banach space X 
with values in X, and Q is a nondifferentiable nonlinear operator with the same domain and 
values in X. 
We introduce the inexact Newton-like method 
2 n+l = 5, + 4x,)*(-(FM + Q(xn))l - zn, x0 = 0, (n > 0) (2) 
to approximate a solution z* of equation (1). Here, A(z)* is an approximation for A(z)-‘, 
A(z) E L(X) (the space of bounded linear operators from X into X) (x E D) and is of the 
form A(s) = S(zli + G(s) + T(z) (CT E D); S(z) E L(X) approximates F’(z); G(z) E L(X) 
such that G(s,)(zr, - zr,_i) approximates Q(z,) - Q(z,_i) (n 2 1) and T(z) E L(X) with 
T(&)(% -x,-r) approximates A(xn_~)(zn_l) - A(sn)(zn) (n > 1). For Q(z) = 0 (zr E D), 
G(z) = T(z) = 0 (x E D) (0 1 inear operator), S(z) = F’(z) (x E D), and zn = 0 (n > 0), we 
obtain the method considered in [l], and for G(x) = T(x) = 0 (z E D), we obtain the method 
in [2]. 
The importance of studying inexact Newton-like methods comes from the fact that many com- 
monly used variants of Newton’s method can be considered procedures of this type. Indeed, 
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approximation (2) characterizes any iterative process in which the corrections are taken as ap- 
proximate solutions of the Newton equations. Moreover, we note that if, for example, an equation 
on the real line is solved F(z,) + Q(sn) 2 0 (n 2 0) and A(z,)* overestimates the derivative 
2, + A(G)*[+‘(G) + Q(G)] (n 2 0) is always larger than the corresponding Newton-iterates. 
In such cases a positive correction term is appropriate. 
By imposing very general Lipschitz-like conditions on the operators involved, on the one hand, 
we cover a wider range of problems, and on the other hand, by choosing our operators appro- 
priately, we can find sharper error bounds on the distances involved than before. As in [1,2], we 
provide semilocal results of Kantorovich-type and global results based on monotonicity consid- 
erations from the same general theorem. Moreover, we show that our results can be reduced to 
the ones obtained in [1,2], and furthermore, to the ones obtained in [3-71 by further relaxing the 
requirements on X. 
2. PRELIMINARIES 
We will need the following definitions [4,5]. 
DEFINITION 1. The triple (X, V, E) is a Banach space with a convergence structure if 
(Ci) (X, ]( . 11) is a real Banach space; 
(C2) (v,G II II ) v is a real Banach space which is partially ordered by the closed convex cone C; 
the norm ]( ]]v is assumed to be monotone on C; 
((23) E is a closed convex cone in X x V satisfying (0) x C C E C X x C; 
(Ca) the operator ] (: DO -+ C is well defined: 
1x1 = inf{q E C I (z,q) E E} 
for 
~ED~={zEXI~~EC:(Z,~)EE}; 
(W for aJJ 5 E DO, II4I I II I4 IV. 
The set 
U(a) = {Z E X 1 (~,a) E E} 
defines a sort of generalized neighborhood of zero. 
Let us consider some motivational examples for X := Rm with the maximum-norm: 
(a) V := R, E := {(z,e) E Rm x R I (IzI(, 5 e}; 
(b) V := Rm, E := {(s,e) E R” x R” ] ]z] I e} (componentwise absolute value); 
(c) V := Rm, E := {(x,e) E R” x R” ] 0 2 z < e}. 
Case (a) involves classical convergence analysis in a Banach space, (b) concerns componentwise 
analysis and error estimates, and (c) is used for monotone convergence analysis. 
The convergence analysis will be based on monotonicity considerations in the space X x V. 
Let ((z,, e,)) be an increasing sequence in EN, then 
(xn9 en) 5 (&G-k, %+k) * 0 5 (%+k - xn, en+k - en). 
If e, + e, we obtain: 0 I (Zn+k - z,, e - e,), and hence by (Cs), 
kb+k - &II 5 lie - enllV + 0, asn+oo. 
Hence {z~} (n 2 0) is a Cauchy sequence. When deriving error estimates, we shall as well use 
sequences e, = 200 - 20, with decreasing sequence {w,} (n 2 0) in CN to obtain the estimate 
0 2 (xn+k - xn,wn - W,+k) 5 (xn+k - xn, wn). 
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If 2, + 2* as n --) 00, this implies the estimate lx* - z,I 5 zu, (n > 0). Note also that for 
(z,e) E E, z E Do and condition (C,) gives 1x1 5 e. 
DEFINITION 2. An operator L E C’(& -+ V) defined on an open subset VI of an ordered Banach 
space V is order convex on [a, b] C VI if 
c,d E [u,bl, c 2 d * L’(d) - L’(c) E L+(V), 
where for m 2 0 
L+(V) = {L E L(Vrn) 10 5 2, =+ 0 I L(Q,~z,. . . ,Gn)) 
and L(Vm) denotes the space of m-linear, symmetric, bounded operators on V. 
DEFINITION 3. The set of bounds for an operator H E L(Xn) is defined to be 
B(H) = i’,L E L+(Vm) I (zi,qi) E E =+ (Hh,. . . , GA L(ql, . , q-m)) E E}. 
DEFINITION 4. Let; H E L(X) and y E X be given. Define operator T on X by 
T(z) = (I - H)(z) + y. 
The point 
exists iff Tm(0) = lim,,, F(O) exists. In this case, we have 
z = T”(O). 
We can then define H* a sort of inverse of H by 
H*(y) = z. 
3. CONVERGENCE ANALYSIS 
Let a E C, operators Kl, K2, M, Ml, K(w) E C(Vl + C), VI 2 V, w E [0, a], and points 
zn E D (n 2 0). It is convenient to define the sequences c,, d,, a,, b, (n 2 0) by 
Cn+l - I%+1 - %I, (n 2 O), 
d n+l == (KI + K2 + A4 + Ml)(d,) + K([z,J)cn, do = 0, (n 2 o), (3) 
a, == (Ki + K2 + M + Ml)“(a), (4 
b, == (KI + K2 + M + Ml)n(0), (5) 
and the point b by 
~=(KI+K~+M+MI)~(O). (6) 
We can now state and prove the main result of this section. The proof follows along the lines 
of [1,2] and can be provided upon request. 
THEOREM. Let X be a Banach space with convergence structure (X, V, E) with V = (V, C, 11 11 v), 
an operator F E C1(D -+ X) with D c X, an operator Q E C(D + X), operators A(z), S(z), 
G(z), T(z) E L(X) (z E D), a point a E C, operators Ml, K1, K(w), KS(W) E L+(V) for all 
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w E [O, a], M,K2 E C(h -+ C), and a null sequence (2%) E D (n > 0) such that the following 
conditions are satisfied: 
(c6) 
(C7) 
cc,) 
(C9) 
(Go) 
(Cll) 
(C12) 
(Cl,) 
(C14) 
(Cl,) 
(cl6) 
Then 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
(vii) 
U(a) C D and [O,a] c VI; 
KS(O) E B(I - A(0)) and -F(O) + Q(0) + A(O)(zo), (Kl + K2 + M + Ml)(O) E E; 
K1 + K(jxI + tlyl) - K(IzI) E B(S(z) - F’(x + ty)) for all t E [O,l], z,y E U(a) with 
1x1 + IYI 5 a; 
0 I (G(z + Y)(Y) + Q(x) - Qb + Y), WI4 + Ivl) - M(I4)) E E for aJJ x7 Y E U(a) with 
I4 + IYI 5 a; 
0 I (T(G.)(G - ~~-1) + A - A(G-I)(G-I), MING - x,-11) E E (n 2 l), where 
(2,) (n 2 0) is given by (2); 
K&I) - KS(O) E B(A(O) - A(s)) and J&(14) I K1 + KZ (x E U(a)); 
R(a) 5 a, where R(w) = (K1 + K2 + M + Ml)(w) w E [O,a]; 
(K1+K2+M+M~)“a-,0asn~m; 
sd_ K(w + t(v - w))(w - w) dt I KZ(TJ) - K~(w) for all vu, w E [0, a] with w < v; 
Mu L 0 and 0 5 Mz(w~ + w2) - M2(w1) 5 MZ(w3 + w4) - M2(w3) for all w, ‘~1, ~2, 
w3, w4 E [0, u] with w1 I wg and w2 i w4 and M2 is M or Ml; and 
0 5 K(w) 5 K(v) and KS(W) < K3(21) for all w, w E [O, u] with w < w. 
The sequences ((z,, d,)), ((xc,, bn)) E (X x V)N are: well defined, remain in EN, monotone, 
and satisfy: 
b, I d, I b, b, I a,, and lim b, = lim d, = b. TX-00 7Z-IX2 
rteration (5,) (n 1 0) generated by (2) is: well defined, remains in U(b), converges to a 
solution z* E U(b) of equation F(z) + Q(z) = 0, and b given by (6) is the smallest fixed 
point of R on [0, a]. If zn = 0 (n L 0), x* is unique in U(u). 
The following error bounds are true for all n 2 0: 
Iz,+~ -x,1 5 d,+l -d,, Ix, - x*1 I b - d,, and 12, -x*1 5 a, - b, 
(if zz, = 0 (n 2 0)), where d,, a,, and b, are given by (3), (4), and (5), respectively. 
Moreover, define the operator h(q) = (I - K3(lznl))*Sn(q) + c,, where S,(q) = (K1 + 
KZ + M + Ml)(lz,I + q) - (Kl + K2 + M + Ml)(Ic+l) - K3(lz,l)(q) and the interval 
I, = [O,a - 1~11 (n 2 0). 
S, are monotone on I, and R, : [0, a - dn] + [0, a - d,] (n 2 0) are well defined and 
monotone. 
If q E I, satisfy h(q) I q, then 
c,LR,(q)=pSq and %+I@-c,)Ip-c,, (n 2 0). 
If qn E I, solves R,(q) I q, then 
12*--mlIam (m>n), where a, = qn and a,+~ = R,(u,) - c,. 
If q E I, solves R,(q) < q, then Ix* - ~~1 I RF(O) I q. 
REMARK 1. The results obtained in the theorem reduce immediately to the corresponding ones 
in [l, Theorem 5 and Lemmas 10-121, when S(s) = F’(z), Q(z) = 0, G(z), T(z) = 0 (z E D), 
M = 0, Ml = 0, K1 = 0, z, = 0 (n 2 0), t = 1, K2 = L (order convex on [O,u]), K = L’, 
and KS(O) = L(0). 0 ne of the reasons why we introduce a condition as general as (Cs) (similar 
observation for (Cg) and (CIO)) is not only to cover a wider range of problems, but also because 
it may be possible to choose K, K1 so that K1 + K(p + tq) - K(p) < L’(p + tq) - L’(p) for all 
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p,q E VI, t E [0, l]. Then it can easily be seen that our estimates on the distances ]~,+r - z,] 
and ]z* - z,] (n > 0) will be sharper. One such choice for K could be 
K(P + tq, P) = sup IF’(z) - F’(a: + ty)l, for all z,y E U(a), p,q E [O,a]. 
I4tlYl~P, IdSPT tE[O,ll 
REMARK 2. We can immediately produce a monotone convergence result from the theorem as 
follows. Let J E /,(X + X) be a given operator. Define the operators P, Pl(D --t X) by 
P(x) = JH(z + u), PI(Z) = FI(x) + &I(X), P(z) = F(z) + Q(x), F(z) = JFl(s + u), and 
Q(x) = J&1(x + u), w h ere Fl and Q are as F and Q, respectively. We deduce immediately that 
under the hypotheses of the theorem, the zero Z* of P is a zero of JPl also, if u = 0. Assume X 
is partially ordered. Moreover, set a = v - U, V, u E II, X = V, D = C2 so that / 1 turns out to 
be I. Then under tbe hypotheses of the theorem the iteration 
Yo = u, Y~+I = in + [JA(;yn)]*(-JPl(yl,)) - z,, (n 2 0) 
is well defined for all n 2 0, monotone and converges to a zero IC* of JPl in [u, u]. Moreover, Z* 
is unique in [U,TJ] if Z, = 0 (n 2 0) (see [1,2]). 
4. APPLICATIONS 
We will complete this note with an example that shows how to choose the terms introduced in 
the theorem in practical applications. From now on, we choose t = 1, A(z) = F’(z), S(z) = A(z), 
G(z) = T(z) = 0 (X E D), K1 = 0, K = L’ ( or d er convex), Kz = L, and KS(O) = L’(0). It 
can then easily be seen from the proof of the theorem that Conditions (CIZ) and (Crs) can be 
replaced by (L + M + Ml)(a) I a and (L’(a) + M + MI)“( ) a --+ 0 as n -+ 53, respectively (see 
also Remark 1). 
EXAMPLE 1. We discuss the case of a real Banach space with norm I] 1). Assume that F’(0) = I 
and there exists a monotone operator f : [0, o] + R such that IIF”(z)ll L f(llxll) for all 5 E U(a), 
and a continuous nondecreasing function g on [0, r], r < a such that 
II&W - Q(Y)II 5 dr)Ila: - YII, for all 5, y E U f . 0 (7) 
We showed in [4], that (7) implies that 
11&(x+1)-Q(z)11 5 h(r+lllll)-h(r), 2 E u(a), II4 L a--T, where h(r) = 
s T g(t) dt. (8) 0 
Conversely, it is not hard to see that we may assume, without loss of generality, that the 
function h and all functions h(r + t) - h( ) r are monotone in r. Hence, we may assume that h(r) 
is convex and hence differentiable from the right. Then, as in [4], we show that (8) implies (7) 
and g(r) = h’(r + 0). Hence, we can set 
L(q) == IIF + Q(O)11 + 1’ ds is f(t) dt and M(q) = .I9 g(t) dt. 
For simplicity let us choose z, = 0 (n 2 0) and MI = 0. 
Then Condition (Crz) will be true if 
;f(u)u2 - (1 - g(a))a + IIJYO) + Q(O)Il 5 0. 
If we set Q = 0 and g = 0, (9) is true if IIF(O)llf(u) < l/2, w ic is a well-known condition due h h 
to Kantorovich [4]. If Q # 0, condition (9) is the same condition with the one found in (4) for 
the Zincenko iterations. Several examples can also be found in [l-7]. 
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In the example that follows, we show our results can apply to solve nonlinear integral equations 
involving a nondifferentiable term, whereas the results obtained especially in [1,5-71 cannot apply. 
EXAMPLE 2. Let X = V = C[O, 11, and consider the integral equation 
where the kernel Ic(t, s,z(s)) with (t, s) E [0, l] x [0, l] is a nondifferentiable operator on X. 
Consider (10) in the form (1) where F, Q : X -+ X are given by 
J 
1 
x(t) = ktt, s, x(s)) ds, on X, (10) 
0 
F(x)(t) = Ix(t) and Q(x)(t) = - 
J 
k(t, s, x(s)) ds. 
0 
The operator 11 is defined by considering the sup-norm. We assume that V is equipped with 
natural partial ordering, and there exists cr, a E [0, +oo), and a real function a(t, s) such that 
IlVt, 3,x) - ~(t,%Y>ll 5 4t,s)llx - Yll, 
for all t, s E [0, 11, x, y E U(o/2), and 
J 1 ck 2 sup cr(t, s) ds. tE[O,l] 0 
Define the real functions h, f, g on [O,a] by h(r) = ar, f(r) = 0, and g(r) = cr for all T E [O,a]. 
Choose L, A4 as in Example 1, Mi = ]&]I, Z, = ~,_i + E,(x, - x,-i) (n 2 l), and ]sn] < ]E/ 
(n 2 0) where e, e, are numbers or operators in L+(V). The sequence 2, is still chosen to be 
null. We can easily see that the Conditions (Cl)-(Cii), (Cid)-(Cis) of Theorem 1 are satisfied. 
In particular, Condition (Ciz) becomes 
(1 - r-y - I4b - IlQ(O)II 2 0, (11) 
which is true in the following cases: if 0 < Q < 1 - ]&I, choose a 2 ,f3 = ]]Q(O)]]/(l - QI - I&]); 
if a = 1 - ]E] and Q(0) = 0, h c oose a 2 0; if (Y > 1 - ]E] and Q(0) = 0, choose a = 0. If 
in (11) strict inequality is valid, then there exists a solution a* of (11) satisfying Condition (Cis). 
Note that if we choose (Y E (0,l - ]e]), a E (p,+co), and e E (-1, l), condition (11) is valid 
as a strict inequality. Finally, we remark that the results obtained in [1,5-71 cannot apply here 
to solve equation (lo), since Q is nondifferentiable on X and the Z,‘S are not necessarily zero. 
This example is useful, especially when the zn’s are not necessarily all zero. Otherwise, results 
on (2) on spaces with general convergence structure have already been found (see, e.g., [4] and 
the references there). 
In the final example, we solve a nonlinear system on R2. 
EXAMPLE 3. Let X = (R2, 11 aIloo). Consider the system 
3xsy + ys - 1 + 12 - I] = 0, 
x4 + xys - 1 + ]y] = 0, 
and the methods 
x,+1 = 2, - F’(GJV’(G) + Q&d), (n 1 O), 
w,+1 = WI - [WL-1, wz; Ql-l(Fh) + Qtxn)), (n L Oh 
%+1 = %t - [I+,) + [~n-~,~n;Qll-1(J’(4 + Q(G)>, (n 2 (9, 
(12) 
(13) 
(14) 
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?a 
- 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
1 0 
1 0.333333333333333 
0.906550218340611 0.354002911208151 
0.885328400663412 0.338027276361332 
0.891329556832800 0.326613976593566 
0.895238815463844 0.326406852843625 
0.895154671372635 0.327730334045043 
0.894673743471137 0.327979154372032 
0.894598908977448 0.327865059348755 
0.894643228355865 0.327815039208286 
0.894659993615645 0.327819889264891 
0.894657640195329 0.327826728208560 
0.894655219565091 0.327827351826856 
0.894655074977661 0.327826643198819 
3.3333- 1 
9.3443-2 
2.1223-2 
l.l41E-2 
3.9093-3 
1.3233-3 
4.8093-4 
l.l40E-4 
5.0023-5 
1.6763-5 
6.838E-6 
2.4203-6 
7.0863-7 
39 0.894655373334687 0.327826511746298 5.149E- 19 
Table 2. 
- 
n 
- 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
- 
UQ) llwz - w-1 II 
5 
1 
0.989800874210782 
0.921814765493287 
0.900073765669214 
0.894939851625105 
0.894658420586013 
0.894655375077418 
0.894655373334698 
0.894655373334687 
0.894655373334687 
5 
0 
0.012627489072365 
0.307939916152262 
0.325927010697792 
0.327725437396226 
0.327825363500783 
0.327826521051833 
0.327826521746293 
0.327826521746298 
0.327826521746298 
5.000E+OO 
1.2623-02 
2.9533-01 
2.1743-02 
5.1333-03 
2.814E-04 
3.0453-06 
1.7423-09 
1.0763-14 
5.4213-20 
Table 3. 
- 
n 
- 
0 
1 
2 
3 
4 
5 
6 
7 
- 
11% - h-1 II 
5 
1 
0.909090909090909 
0.894886945874111 
0.894655531991499 
0.894655373334793 
0.894655373334687 
0.894655373334687 
5 
0 
0.363636363636364 
0.329098638203090 
0.327827544745569 
0.327826521746906 
0.327826521746298 
0.327826521746298 
5 
3.6363-01 
3.4533-02 
1.2713-03 
1.0223-06 
6.0893-13 
2.7103-20 
Table 1. 
where [x, y; Q] denotes the first-order divided difference of Q at the points x, y E X. Methods of 
the form (12) or (13) were considered also in [4,6,7]. Method (4) is obviously a special case of (2). 
Set II~lloo = ll(~‘,x”)ll, = max{lz’l, Ix”I}, F = (Fl,Fz), Q = (Ql,Qz). For z = (x1,x”) E R2 
we take Fl (z’, x”) 
Q2(x’, x”) = Ix”\. 
lx, Y; Qli,, == 
NIL 10-h-R 
= FIX” + (z”)~ - 1; F2(z’,5”) = (x’)~ + z’(cE”)~ - 1, Q, (CL?, 2”) = /CC’ - 11, 
We shall take [x, y;Q] E Mzx2(R) as 
Si(Y’, Y”) - a(x’, Y") 
y' - 5’ 
, lx, y; Q]i,2 = gi(x’, i = 1, 2 
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Using method (12) with 20 = (1, 0), we obtain the results shown in Table 1. Using the method 
of chord (13) with 1~0 = (5,5), 201 = (l,O), we obtain the results shown in Table 2. Using our 
method (14) with ~0 = (5,5), q = (1, 0), we obtain the results shown in Table 3. 
Hence method (14) (i.e., method (2) in this case) converges faster than (12) [4,6,7] and the 
method of chord [3]. 
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