This research is a continuation of that reported in Axiomatic Characterization of Synonymy and Antonymy, which was presented at the 1967 International Conference on Computational Linguistics [3]. In that paper on mathematical linguistics the relations of synonymy and antonymy were regarded as ternary relations and their domains and ranges were discussed.
i. Introduction i.i Previous Research
This work is a continuation of research initially reported in the paper Mathematical Models of Synonymy, which was presented at the 1965 International Conference on Computational Linguistics [2] . That paper included a historical summary of the concepts of synonymy and antonymy.
It was noted that since the first book on English synonyms, which appeared in the second half of the 18th century, dictionaries of synonyms and antonyms have varied according to the particular explicit or implicit definitions of "synonym" and "antonym" that were used. The roles of grammatical class, word context, and substitutability in the same context were discussed.
As was noted, synonymy traditionally has been regarded as a binary relation between two words, Graphs of these binary relations were drawn for several sets of words based on Webster's Dictionary of Synonyms [8] and matrices for these graphs were exhibited as an equivalent representation. These empirical results showed that the concepts of synonymy and antonymy required the use of ternary relations between two words in a specified sense rather than simply a binary relation between two words. The synonymy relation was then defined implicitly, rather than explicitly, by three axioms stating the properties of being reflexive, symmetric, and transitive. The antonymy relation was also defined by three axioms stating the properties of being irreflexive, symmetric, and antitransitive (the last term was coined for that study). It was noted that these six axioms could be expressed in the calculus of relations and that this relation algebra could be used to produce shorter proofs of theorems, even though no proofs were given. In addition, several geometrical and topological models of synonymy and antonymy were posed and examined.
The characterizations of synonymy and antonymy initiated in Edmundson [2] were investigated more thoroughly in Edmundson [3] .
Synonymy and antonymy were defined jointly and implicitly by a set of eight axioms rather than separately as before. First, it was noted that the original six axioms were insufficient to permit the proofs of certain theorems whose truth was strongly suggested by intuitive notions about synonymy and antonymy. In addition, it was discovered that certain fundamental assumptions about synonymy and antonymy must be made explicit as axioms. Some of these have to do with specifying the domain and range of the synonymy and antonymy relations.
This is related to questions about whether function words, which linguistically belong to closed classes, should have synonyms and antonyms and whether content words, which linguistically belong to open classes, must have synonyms and antonyms. Several fundamental theorems of this axiom system were stated and proved. The informal interpretations of many of these theorems were intuitively satisfying. For example, it was proved that any even power of the antonymy relation is the synonymy relation, while any odd power is the antonymy relation.
These results supported the belief that an algebraic characterization is .insightful and appropriate. For example, the assumption that synonymy is an equivalence relation also has been made, either directly or indirectly, by F. Kiefer and S. Abraham [4] , U. Welnreich
[i0], and others. Since the axiom system defined the notions of synonymy and antonymy jointly and implicitly, it avoidedlcertain difficulties that are encountered when attempts are made to define these notions separately and explicitly.
Axioms
Before investigating axioms for synonymy and antonymy, we will recapitulate some notions and notations for the calculus of binary relations.
Consider a set V of arbitrary elements, which will be called the universal set. A binary relation on V is defined as a set 
: RIR ~-~ n~l
The inclusion and equality of relations are defined by
Under the assumption that synonymy and antonymy are ternary relations on the set of all words, the following definitions will be used:
xSiY E word x is a synonym of word y with respect to the intension i (or word x is synonymous in sense i to word y) xAiY E word x is an antonym of word y with respect to the intension i (or word x is antonymous in sense i to word y)
In addition to the synonymy and antonymy relations, it will be useful to introduce the following classes that are the images by these 
The above eight axioms may be expressed more succinctly in the calculus of relations as follows: is not reasonable since it produces more problems than it solves.
Axiom 8: (Vy)~x) [xAiY] , which is equivalent to
is reasonable if the contrary y of word y (e.g., "irrelevant", "impossible", "nonuse", etc.) is permitted, i.e., ~ ¢ ai(Y).
Research Methodology

Research Goals
The synonymy and antonymy relations possess interesting proper ~ ties, which can be treated mathematically to provide insight about semantic relations and connectivity among words in a natural language.
One such model is the axiom system just stated. The immediate goal of the current research is to compile, in computer-accessible form, a dictionary containing all synonymy and antonymy relations holding between selected words. Such a dictionary is useful in gaining a better understanding of how the English lexicon is semantically structured since it can eventually enable the determination of the completeness of the descriptions in any synonym-antonym dictionary. Another objective is to assist the lexicographer in compiling such a dictionary so that all words are defined and related in a consistent manner.
Data Base and Data Structure
For the present research a test dictionary was compiled by selecting English words from Webster's New Dictionary of Synonyms [9] . Accordingly, a set of computer programs was written to do the following:
i. Input, in a prescribed format, words selected from the above dictionary together with relevant data concerning their synonyms and antonyms.
2. Create in core memory a suitable data structure (see [5] ) for the input, which permits the manipulation of the dictionary data. Future extensions to the system would make use of direct-access storage to enable the processing of more data.
Data Analvs~
The test dictionary is analyzed with the aid of computer programs that were written to do the following:
I. Query the data structure about words and relations. Two query modes are built into the system. The first mode allows the selection of words fulfilling an input request and the second mode permits the verification that certain relations hold between selected words.
2. Output the answers to queries or output the entire data structure, if desired.
3. Verify the consistency of word groupings, the degree of completeness of related subgroups, and the presence or absence of anomalies-in the data base.
3. Input
Input Specification
First, it is necessary to specify and format the input data so that a set of programs may process and query a test dictionary, which resides in core in the present version of the system. This is accomplished using the following input prototype:
<word>,<grammar code><sense #><relatlon~,~word>,...,<word>,; where i.
2.
<word> is an entry in Webster's New Dictionary of Synonyms.
<grammar code>makes use of the following coding mnemonics:
<=ense #> is a one-digit number representing a sense associated with a word in the dictionary.
<relation> is denoted by
S -Synonymy A -Antonymy M -word used in the description of another word but not itself a main entry.
5. <word>,...,<word> is the set of words standing in the given relation to the main entry in the given sense.
Thus, each input item consists of a main-entry word followed by a comma, a one-character grammar code, a one-digit sense number, a one-character relation, a comma, a list of words (separated by commas) that in the given sense stand in the given relation to the main entry, a comma, and a semicolon that denotes the end of an input item. A sample computer input is:
51nPLE,J2S,E&SY,FACILE,LIGHT,EFFORTLESS,SMOOTH,;
Continuation cards may be appended to any item by placing a "+" in column 80 of subsequent cards.
Comments
Several problems remain in fully attaining the above stated goals.
On the one hand, it is difficult to select from a manual dictionary sufficiently small sets of words that are closed under the relations S and A, while on the other hand large segments of such a dictionary cannot be input at present. Programs have been written to stgucture and process small test dictionaries, to select words from the data i0 structure using a query language, and to verify that certain relations hold between words.
4. Processing
Input Analysis
In the first phase of pro¢essing the program checks the wellformedness of the input entries, isolates words, records grammatical classes, and establishes relations between words.
Creation of the Data Structure
The data structure created in core provides for the construction of two tables.
The first is a directory table whose items consist of a location identifier, an entry, the grammar code, the sense number, and the relation. This directorysequentially stores the input information, ellminates duplicates, and provides a reference pointer to a second table, the matrix table.
The matrix table consists of an ineidence or connectivity matrix, which is used to store the synonymy and antonymy relations between words. It should be noted that xSy is stored differently from ySx.
In addition xSx is recorded in the data structure only if it so appeared in Webster's New Dictionary of Synonyms.
It is also possible to develop a teachability or accessibility matrix from the stored input. In graph-theoretic terms the matrix may be regarded as follows: words correspond to vertices and relations correspond to directed edges. Note that for all x and y in the data structure, it can be determined whether xSy and xAy are true or false. Simple query statements are of the form:
? if QUERY where "?" is used to initiate the request; "if" is used as a prefix for particular query types; and "QUERY" consists, in the simplest case, of one of the following five statement types:
i. xRy 2. x*y 3. xR* 4. *Ry 5. *R* where "*" denotes that any value in the specified field is allowed and the sense i is not explicitiy denoted. Item 1 above operates in the verification mode, while items 2-5 operate in the selection mode.
Simple query statements can be extended to allow compound expresions by means of the operators "not", "and", and "then". It is also possible to determine if the composition SIS of the relation S holds, i.e., for given words x and y, does the given word z in the data structure satisfy t%e request:
? if xSz and zSy
To select all such z from the data structure, the request is formulated as follows:
? if xS* and *Sy
The synonymy relation S is assumed to be reflexive, symmetric, and transitive, while the antonymy relation A is assumed to be irre- ? if x,S,y,.then.y,S,x,;
? if x,S,y,.and.y,S,z,.then.x,S,z,;
? not x,A,x,;
? if x,A,y,.then.y,A,x,;
? if x,A,y,.and.y,A,z,.then.x,$,z,;
In addition, the input format for the properties of right-identity and nonempty are as follows: and the algorithm cannot locate a word that has no predecessor. This algorithm may be useful in developing techniques for structuring the vocabulary of a synonym-antonym dictionary so that no word is used before it has been defined.
The second algorithm determines whether selected groups of words form an equivalence class with respect to synonymy in a given sense.
A binary relation R is said to be an equivalence relation if it is reflexive, symmetric, and transitive. An equivalence relation R partitions a set of elements into disjoint classes such that two elements are equivalent if and only if they belong to the same class. The routine determines whether two given words are in an existing synonym class and, if not, establishes a new class. The test fo~ equivalence classes in a set of words is initiated by the input statement.
EQUV (<word>,...,<word>) which incorporates tests for reflexivity, symmetry, and transitivity.
The output is a table indicating class membership of wozds o[, if no equivalence relations exist, indicates those properties not satisfied by particular words. For example, the routine found that, aside from reflexivity, the words "pure", "simple", and "absolute" formed an equivalence class in a particular sense i. On the other hand, the words "aft", "astern", "abaft", "after", and "behind" formed two equivalence classes {aft, astern, abaft} and {after, behind}. At present, the graphs of equivalence classes are drawn manually, rather than by computer.
Appendix 2 outlines the structure of an input deck and lists a sample input including both input data and query statements. 
TEE FOLLOWING ~ORDS AEE IN THE RELATION S TO STERN S EVEEE AUSTERE ASCETIC
In general, this form of output consists of lists of the following two types: a list of all words synonymous or antonymous to a
given Word, and a list of all synonymy or antonymy relations holding among a given set of words.
Matrix Form
The matrix form of output represents the relations by a matrix consisting of S's and A's according to whether the relation S or A holds between given pairs of words. A blank in such a matrix indicates that neither S nor A relates two words in the data structure. For example, the following matrix revealed four senses of the word "simple".
. Also, future research could consider the additional relations "contrasting" and "analogous" cited in some manual dictionaries and the i automatic determination of the senses of words.
INPUT ANALYSIS 
