In this paper we study the algebraic structure of the space of compactly supported orthonormal wavelets over real numbers. Based on the parametrization of wavelet space, one can de ne a parameter mapping from the wavelet space of rank 2 (or 2-band, scale factor of 2) and genus g to the (g ? 1) dimensional real torus (the products of unit circles). By the uniqueness and exactness of factorization, this mapping is well-de ned and one-to-one. Thus we can equip the rank 2 orthogonal wavelet space with an algebraic structure of the torus. Because of the degenerate phenomenon of the paraunitary matrix, the parametrization map is not onto. However, there exists an onto mapping from the torus to the \closure" of the wavelet space. And with such mapping, a more complete parametrization is obtained. By utilizing the factorization theory, we present a fast implementation of discrete wavelet transform (DWT). In general, the computational complexity of a rank m orthogonal DWT is O(m 2 g). In this paper we start with a given scaling lter and construct additional (m?1) wavelet lters so that the DWT can be implemented in O(mg). With a xed scaling lter, the approximation order, the orthogonality, and the smoothness remain unchanged, thus our fast DWT implementation is quite general.
INTRODUCTION
Wavelet analysis (see 2, 3, 9, 17, 25, 27, 31, 38, 39] , etc) has been proven to be a very powerful tool in harmonic analysis, neural networks, numerical analysis, and signal processing, especially in the area of image compression 28, 32, 33, 40] and noise removal 7, 11, 21] . The theoretical work of orthogonal wavelets was done in the late eighties 8, 24, 25] and the framework of biorthogonal wavelets was 1 to appear in Applied and Computational Harmonic Analysis, 1999 . This work was supported in part by AFOSR/DARPA, Exxon Production Research, NSF, Northrop Grumman Corporation, and Texas ATP 1 established in the early nineties 4, 6, 37] . Wavelet theory is closely connected with subband coding, and it provides a functional space structure for subband coding, often leading to better understanding and tremendous improvement.
The invention of the polyphase decomposition 1] is one of the reasons why multirate lter banks processing 34] became practically attractive. It enables the designer to perform all the computations at the \lowest rate permissible within the given context", and reduces the speed requirements on the processors. It is valuable not only in practical design and actual implementation of lter banks, but also in theoretical study. Actually with the polyphase decomposition, P. P. Vaidyanathan and his colleagues 35] derive factorizations of paraunitary matrices and apply such factorizations to design quadrature mirror lter (QMF) banks for digital signal processing problems. D. Pollen, P. N. Heller, H. L. Resniko , and R. O. Wells, Jr. 16, 26, 27] use the polyphase decomposition to develop a parametrization theory of compactly supported orthonormal wavelets.
In this paper, we will discuss the algebraic structure of the space of compactly supported orthonormal wavelets over real numbers. The factorization work mentioned above suggests a mapping from the orthogonal wavelet space to the space of products of unit spheres. But without the uniqueness of the factorization, the mapping cannot be well-de ned. The uniqueness result for rank m = 2 (or 2-band, scale factor of 2) was rst proved by Pollen 26] and one can de ne a mapping from the orthogonal wavelet space of rank 2 to products of unit circles. However, this mapping doesn't provide a quantitative relationship between the size of a wavelet system (or more precisely, the genus of a wavelet matrix) and the number of unit circles in the product. Here we present a new result of the wavelet factorization, the exactness of factorization, which says that the number of unit circles in the product will be exactly the genus minus 1. Then with the uniqueness and exactness of wavelet factorization, one can de ne a one-to-one mapping from the orthogonal wavelet space of rank 2 and genus g (which means the scaling lter has length 2g) to the (g ? 1) dimensional real torus Because of the degenerate phenomenon of the paraunitary matrix, this mapping is not onto. Considering even genus and odd genus orthogonal wavelets as two di erent classes and taking the union in each class up to some genus, that is, adding wavelets with smaller genus but with the same parity to build up a larger space (which is called the \closure" in this paper), then there exists an onto mapping from the torus to the \closure" with which an inclusion diagram commutes (see Theorem 3.4) . When m > 2, there is no well-de ned mapping from the orthogonal rank m wavelet space to the products of unit spheres. However, one can still set up a parameter mapping from the real torus (products of unit spheres) to the orthogonal wavelet space.
In 35], it's shown that a paraunitary matrix of (McMillan) degree N ? 1 can be factored as the product of N ? 1 primitive paraunitary matrices and a constant matrix. This result is di erent from our exactness result here, because the McMillan degree is greater than or equal to g?1, where g is the genus. An example is given in Section 3.1 which illustrates that the McMillan degree (which is 2 in the example) can be greater than g?1 (which is 1). Also in 35], the authors proved the uniqueness of factorization for lossless column vector; for a paraunitary matrix (of rank m), however, as discussed in 35], the factorization is not unique in general.
In 10], a wavelet matrix (orthogonal or biorthogonal) is decomposed into a nite sequence of lifting steps, which asymptotically reduces the computational complexity of the transform by a factor of two. Their factorization form is di erent from ours in the sense that we restrict the prime factors (which are primitive paraunitary matrices in this paper) to be orthogonal, so that the product of prime factors (plus an orthogonal Haar wavelet matrix) will always give an orthogonal wavelet matrix.
In 14, 18, 17], a factorization based loop groups is presented. By extending 2 2 unitary operators on the fundamental domain, they constructed a family of unitary operators that commute with the translations by 2. Such a family together with the translation operator T 1 (translation by 1) generates all orthogonal wavelet matrices of rank 2.
From the factorization theory, we present a fast implementation of the discrete wavelet transform (DWT). It gives an optimal solution to the problem of designing orthogonal wavelet lters from a xed scaling lter, where the optimality is measured in the sense of DWT computational complexity.
This paper is organized as follows. In Section 2 we give a brief review of previous work on paraunitary matrices and orthonormal wavelets. The exactness and uniqueness of wavelet factorization for rank m = 2 is discussed in Section 3. In particular we present a new proof of Pollen's uniqueness result based on our exactness result. This leads to a particular algebraic topological structure for the space of compactly supported orthonormal wavelets over real numbers. More speci cally, there exists a well-de ned one-to-one mapping from the orthogonal wavelet space of rank 2 and genus g to the (g ? 1) dimensional real torus. In Section 4 we study a fast wavelet transform implementation based on factorization. We conclude the paper in Section 5.
A REVIEW OF PREVIOUS WORK
Most of the material in this section is from 1, 16, 20, 26, 27, 29, 34, 35, 36] . We refer to these papers and books for more details.
Laurent Polynomial and Polyphase Decomposition
For a given sequence a = fa k ; k 2 Zg which has only nite nonzero elements, the A fundamental result is that an arbitrary paraunitary matrix can be factored into products of primitive paraunitary matrices. We de ne the paraunitary product of two paraunitary matrices A and B to be given by
where A(z), B(z), and C(z) are the Laurent series of A, B, and C, and the product in (4) is simply the matrix product. 
It is easy to verify that an orthogonal wavelet matrix with m rows has rank m in the classical sense. Note that in the theory of wavelet analysis, we will systematically employ the additional linear constraint (6) in addition to the paraunitary condition (5) . This is one of the main di erence between wavelet systems and PR FIR lter banks.
Comparison of coe cients of corresponding powers of z in (5) yields quadratic orthogonality relations for the rows of A X j2Z a i1;k1m+j a i2;k2m+j = m i1;i2 k1;k2 (7) where is de ned by i1;i2 := 1 if i 1 = i 2 0 otherwise We will refer to (5) and (6) or equivalently (7) and (6) is a non-degenerate eigenvalue of a multiresolution operator to ensure orthogonality. We refer to 5, 23] for more details. Now we return to orthogonal wavelet matrices. The set of orthogonal wavelet matrices with genus equal to 1 play a special role in the theory of orthogonal wavelets. We shall call them orthogonal Haar wavelet matrices. The set of orthogonal Haar wavelet matrices of rank m is a homogeneous space which is isomorphic to the Lie group U m?1 of unitary (m ? 1) (m ? 1) matrices, and there is a distinguished Haar matrix which corresponds to the identity element of the group U m?1 , which will be called the canonical Haar matrix. 
THE CASE OF RANK M = 2
From the factorization theorems in Section 2, we know that an orthogonal wavelet matrix can be written as a product of some primitive paraunitary matrices and an orthogonal Haar wavelet matrix. Thus it suggests a mapping from the space of orthogonal wavelet matrices to the space of products of primitive paraunitary matrices (which is, actually, unit spheres, by de nition) and orthogonal Haar wavelet matrices. However such mapping can not be well-de ned without knowing 1. the factorization form is unique. From an orthogonal wavelet matrix, there is only one set of primitive paraunitary matrices and an orthogonal Haar wavelet matrix which correspond to the factorization form.
2. the number of primitive paraunitary matrices, d, can be quantitatively determined by the genus g. Then one can set up a mapping from the subspace of orthogonal wavelet matrices of genus g to a product of a torus and an orthogonal Haar wavelet matrix.
We will refer to these two requirements as the uniqueness and exactness of factorization, respectively. In this section, we will present the exactness of factorization for rank m = 2 and also give a new proof of Pollen's uniqueness result for rank m = 2. It turns out only for m = 2, the uniqueness and exactness of factorization are valid. We will mainly study the case of m = 2 in this section, but will also discuss the case of m > 2 as well.
Uniqueness and Exactness of Factorization
In the literature, a two-band (or two-channel) lter bank has been refered to as the quadrature mirror lter (QMF) bank 12, 13, 19] . In wavelet analysis, the most common setting for the rank m is m = 2, in which we will have one scaling function (x) and one wavelet function (x). Thus when decomposing a function, there will be exactly two parts in the wavelet representation, the average part of (x) and the di erence part of (x).
In R The following uniqueness theorem was rst derived by Pollen 26] . Another remark is that in the factorization, the exponent k 1 is set to be the smallest index that A k 6 = 0 in the Laurent series A(z). If So the uniqueness of factorization sets up a well-de ned mapping from the space of orthogonal wavelets to the space of real tori (with additional parameter k 1 and Haar matrix H, which will be discussed next). And the exactness of factorization guarantees the image set of the subspace of genus g orthogonal wavelets will be inside the (g ? 1) dimensional real torus.
Since the multiplication by z ?k is just a shift of index j in a i;j , we will discard the di erence between two orthogonal wavelet matrices if one is another multiplied by z ?k for some integer k. Note that is an element of the (g ? 1) dimensional real torus. So the uniqueness and exactness of factorization builds up a bridge between the space of compactly supported orthonormal wavelets over real numbers and a torus, which is the product of unit circles.
Let WM(2; g) be the collection of all real orthogonal wavelet matrices of rank 2 and genus g, and WM (2) By the uniqueness and exactness of factorization, this mapping is well-de ned and one-to-one. Because of the degenerate phenomenon of paraunitary matrix From (11), it is easy to verify that the diagram is truly commutative. We formulate it as the following theorem. WM(m; rem)
where rem is the reminder of g under module m, and g; g ? m; g ? 2m; ; rem is a arithmetical sequence. And one can also generalize Theorem 3.4 to m > 2, which will be omitted here.
A FAST WAVELET TRANSFORM BASED ON FACTORIZATION
The discrete wavelet transform (DWT) 24] can be implemented via the multiplication by the polyphase decomposition of the wavelet matrix. In this paper we will refer to the multiplication complexity of the wavelet matrix as the computational complexity of the DWT. ). Note that to make a direct comparison with other DWT implementations, we do not consider the length of the data/signal with which the DWT will be applied to. One can equally add the length as an additional parameter and carry out a similar analysis.
In the design problem of wavelet matrices, usually all preimposed conditions, like the approximation order (or equivalently, the vanishing moments), the orthogonality, the smoothness, etc., are on the scaling lter only, and the wavelet lters are then constructed from the scaling lter. When m = 2, the wavelet lter is uniquely determined (up to a translation) by the scaling lter. When m > 2, there is some degree of freedom in the choices of the wavelet lters. It suggests the possibility that from a given scaling lter, one may construct a full wavelet matrix with an asymptotically smaller DWT complexity. Several approaches 30, 15, 20] have been presented to construct the m?1 wavelet lters from the scaling lter. In this paper we will give an optimal solution for the problem of designing wavelet lters, where the optimality is measured in the sense of DWT computational complexity.
First we brie y repeat Heller's procedure to construct a full wavelet matrix from a given scaling lter and a characteristic Haar matrix. A more general construction method is described in 20]. The next theorem is Theorem 4.1 of 15] (see also 27]). ! H is an orthogonal wavelet matrix of genus g whose rst row is a 0 and with characteristic Haar H.
With the above construction procedure, let's examine very carefully the multiplication complexity of each factor in the wavelet matrix factorization. We will prove that, for any scaling lter, one can always construct a full orthogonal wavelet matrix with an O(mg) DWT. We rst show that the factorization into primitive paraunitary factors can be further factored into almost diagonal matrices which is similar to the decomposition of Daubechies and Sweldens ' 10] for biorthogonal wavelets of rank 2, using the lifting steps. There is some di erence between these two approaches. For the eigen lter approach, the number of prime factors, d, is greater than or equal to g ? 1. When d > g ? 1 (which is the case when the exactness of factorization fails), the multiplication complexity of the prime factors may be larger than O(mg), and the DWT complexity of the constructed wavelet matrix will be larger than the DWT complexity of its characteristic Haar matrix. So with a given full wavelet matrix, the construction method from its scaling lter would seem preferable.
Finally we will discuss a speci c example on how to construct a full wavelet matrix 
CONCLUSIONS
In this paper we de ne a one-to-one mapping from the space of real orthogonal wavelet matrices of rank 2 and genus g to the space Thus any real orthogonal wavelet matrix can be uniquely identi ed as a point on a real torus. Meanwhile one can de ne a mapping from the torus to the wavelet space. The image set of suggests a partition of all orthogonal wavelet matrices of rank 2. With the same parity on the genus, the mapping provides a commutative diagram, as described in Theorem 3.4.
In the general rank m case, one can still de ne the mapping from the torus (product of S m?1 ) to the orthogonal wavelet space. It's an onto mapping. However, it's not one-to-one. And there does not exist a well-de ned mapping from the orthogonal wavelet space to the torus due to the nonuniqueness and nonexactness of the factorization.
Based on the factorization, we present an O(mg) DWT implementation for a rank m orthogonal wavelet matrix constructed from a given scaling lter. The scaling lter completely determined the approximation order, the orthogonality, and the smoothness of a full wavelet matrix. Thus from the scaling lter, one can always construct a full wavelet matrix with the additional (m ? 1) wavelet lters whose DWT has an O(mg) computational complexity.
Currently we are investigating the possibility of generalizing the above algebraic structure results to multi-dimensional wavelet matrices. In an n dimensional wavelet setting, the wavelet matrix will be n + 1 dimensional. We will report on this in the forthcoming paper.
