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Abstract
Asymptotic Counting Formulas for Markoff-Hurwitz Tuples
by
Ryan Ronan
Advisor: Alex Gamburd
Consider the Markoff-Hurwitz equation
x21 + x
2
2 + · · ·+ x2n = ax1x2 · · ·xn
for integer parameters n ≥ 3, a ≥ 1. When n = 3, a = 1 (or, equivalently, a = 3),
this equation is known simply as the Markoff equation. We establish an asymptotic
counting formula for the number of integral solutions with max{x1, x2, . . . , xn} ≤ R.
We also establish a second asymptotic formula for the number of such solutions lying in
a given congruence class modulo a squarefree number q for which a particular transitivity
property holds. After normalizing and linearizing the equation, we show that all but
finitely many solutions appear in the orbit of a certain semigroup of maps acting on
finitely many root solutions. We then pass to an accelerated subsemigroup of maps for
which the associated dynamics are uniformly contracting and show that both asymptotic
formulas are consequences of a general asymptotic formula for a vector-valued counting
function related to this accelerated dynamical system. This general formula is obtained
using methods from symbolic dynamics, following a technique due to Lalley.
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Chapter 1
Introduction
For integer parameters n ≥ 3, a ≥ 1, and k ≥ 0 the Markoff-Hurwitz equation is
the Diophantine equation
x21 + x
2 + · · ·+ x2n = ax1x2 · · · xn + k. (1.1)
In the special case of n = a = 3 and k = 0, this equation
x2 + y2 + z2 = 3xyz (1.2)
is commonly referred to as the Markoff equation, an equation with connections to the
theory of Diophantine approximation of irrational numbers [5], as well as connections to
hyperbolic geometry and the free group on two generators [1]. The positive integral so-
lutions to (1.2) are called Markoff triples, and a number which appears as a coordinate
in a Markoff triple is called a Markoff number.
We are concerned with the positive integral solutions to (1.1), which we refer to as
Markoff-Hurwitz tuples. Let V be the affine subvariety of Cn cut out by (1.1). The
set of Markoff-Hurwitz tuples is then simply V (Z+). For squarefree q we will also be
concerned with solutions to (1.1) modulo q, V (Z/qZ) (and, more specifically, the nonzero
1
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solutions (mod q), V ∗(Z/qZ)). At times it convenient to emphasize the dependence of
V on the parameters (n, a, k); in these cases we write Vn,a,k(Z+) or V ∗n,a,k(Z/qZ).
Denote by B(R) the ball of radius R in the `∞ norm on Rn. In this work, we will
prove two counting asymptotic formulas for the size of V (Z+)∩B(R) with and without a
congruence restriction. However when k 6= 0 there may be certain exceptional solutions
with a different quality of growth. We denote these exceptional solutions by E , and give
a careful definition in Section 2.1.
In joint work with Alex Gamburd, Michael Magee, and this author [12], the follow-
ing asymptotic count was established. Here we will recover this result (as well as the
following Theorem 1.0.3) as a consequence of a more general result, Theorem 1.0.5.
Theorem 1.0.1. For each (n, a, k) with Vn,a,k(Z+) \ E infinite, there exists positive
constants c = c(n, a, k) and β = β(n) such that
|(V (Z+) \ E) ∩B(R)| = c(logR)β + o((logR)β).
The problem of studying the growth of solutions to (1.1) was first studied by Zagier
in the case of the Markoff equation in [25]. In this case, Zagier obtained a stronger
error term, O(logR(log logR)2)) and an explicit value for the exponent β(3) = 2. In the
general case, the previous best result is due to Baragar, who obtained in [3, 4] for k = 0
|Vn,a,0(Z+) ∩B(R)| = c(logR)β+o(1) (1.3)
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with
β(4) ∈ (2.430, 2.477)
β(5) ∈ (2.730, 2.798)
β(6) ∈ (2.963, 3.048),
and in general
log(n− 1)
log 2
< β(n) <
log(n− 1)
log 2
+ o(n−0.58).
We observe that Baragar’s results show that β is not, in general, an integer for n ≥ 4.
It has been suggested by Silverman that these numbers are, in fact, transcendental [24].
To properly state the asymptotic count with a congruence restriction, we need some
additional terminology. Fix ξ ∈ V ∗(Z/qZ) for q squarefree, and let piq denote projection
modulo q. We will count the size of
V (Z+) ∩B(R) ∩ pi−1q (ξ)
under an additional assumption which we will refer to as the Transitivity Hypothesis
(and which we will define shortly). Without this additional condition, it is not immedi-
ately clear if a given ξ ∈ V ∗(Z/qZ) lifts to a solution in V (Z+). Since we will only count
this set when k = 0, we do not need to remove the exceptional solutions E .
Viewing (1.1) as a quadratic in xj for any coordinate j = 1, 2, . . . , n it is clear that
if x ∈ V (Z+) is a solution then so is
mj(x1, x2, . . . , xn) =
(
x1, x2, . . . , xj−1, a
∏
i 6=j
xi − xj, xj+1, . . . , xn−1, xn
)
. (1.4)
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Denote by Ψ the semigroup generated by these n moves as well as the permutations of
the n coordinates. We will show in Section 2.1 that all solutions to (1.1) outside of some
compact set can be obtained as the orbit of Ψ acting on finitely many root solutions 1,
a property that we refer to as Infinite Descent. This property was first observed by
Markoff [18] in the case of the Markoff equation and by Hurwitz [13] in the general case.
In fact, in the special case of the Markoff equation, every solution to (1.2) is obtained
in the orbit of Ψ on the solution (1, 1, 1). It is conjectured in this case that, for p prime,
Ψ acts on V (Z/pZ) in exactly two orbits: {0} and V (Z/pZ) \ {0}. In [7, 8], Bourgain,
Gamburd, and Sarnak show that this conjecture is true for “most” primes p (with an
analogous statement true for “most” squarefree q with suitable restriction on prime
factors). Using this result, they were able to show
Theorem 1.0.2 (Bourgain, Gamburd, Sarnak). Almost all Markoff numbers are com-
posite.
A crucial ingredient in the proof of Theorem 1.0.2 is a result of Mirzakhani [19] which
provides an asymptotic formula for the number of Markoff triples below a given height
and lying in a given congruence class. Mirzakhani’s congruence count is obtained as
the corollary of a more general result on counting mapping class groups on hyperbolic
surfaces using a correspondence between Markoff triples and the geodesic lengths of
simple closed curves on hyperbolic once-punctured tori. This correspondence is not
available in the general setting. This is our primary motivation for counting the size of
V (Z+) ∩B(R) ∩ pi−1q (ξ) in the general setting.
1In fact, Baragar shows in [2] that when k = 0, all solutions are obtained from the orbit of Ψ acting
on finitely many solutions.
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Let Ω be the semigroup generated by the maps
{σj,n ◦mj}, j = 1, 2, . . . , n− 1
where σi,j represents the permutation of the ith and jth coordinates. The study of this
specific semigroup is motivated in Chapter 2. In the case where Ω acts transitively on
V ∗(Z/qZ), we say that q satisfies the following Transitivity Hypothesis:
Transitivity Hypothesis. Ω acts on V ∗n,a,0(Z/qZ) with one orbit. 2
There is, of course, a natural graph theoretic interpretation of the Transitivity Hy-
pothesis. We consider the digraph Gq with vertex set V ∗(Z/qZ). The edge set, Eq,
consists of the pairs (g1, g2) for g1, g2 ∈ V ∗(Z/qZ) with
g2 ≡ σj,n ◦mj(g1) (mod q), for some j = 1, 2, . . . , n− 1.
Then the Transitivity Hypothesis holds if and only if Gq is strongly connected.
When the Transitivity Hypothesis holds, we obtain the following result which recovers
the previously mentioned result of Mirzakhani in the Markoff case n = a = 3, k = 0.
Theorem 1.0.3. For each n, a, q with Vn,a,0(Z+) infinite and for which the Transitivity
Hypothesis holds, and for each ξ ∈ V ∗(Z/qZ) with q > n1/(n−2) squarefree 3 , we have
|V (Z+) ∩B(R) ∩ pi−1q (ξ)| =
c
|V ∗(Z/qZ)|(logR)
β + o((logR)β)
2We will only study the congruence count for k = 0, as for nonzero k it is not expected that
this property holds in general. We emphasize this in the subscripted parameters in the statement of
the Hypothesis, but in general we will suppress this dependence. Whenever we use the Transitivity
Hypothesis we will assume k = 0. In particular, we do not need to remove the exceptional solutions E
from the count in Theorem 1.0.3.
3For n ≥ 5 this lower bound is vacuous; the bound only excludes q = 2, 3 for n = 3 and q = 2 for
n = 4. This lower bound can be replaced by the weaker condition that piq(x) 6≡ 0 for all but finitely
many x ∈ V (Z+). See Lemma 2.3.1.
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where c and β are the constants from Theorem 1.0.1.
In forthcoming joint work with Alex Gamburd and Michael Magee, we will show
that the Transitivity Hypothesis holds for almost all primes p. This result, together
with Theorems 1.0.1 and 1.0.3 will be used to prove an analogous version of Theorem
1.0.2 in the case of general n, a.
The proof of both Theorems 1.0.1 and 1.0.3 strongly utilizes the previously mentioned
infinite descent property. This property was also used in a crucial way by both Zagier in
[25] and Baragar in [2, 3]. The property is best understood by normalizing the Markoff-
Hurwitz equation (1.1) as
z21 + z
2
2 + · · ·+ z2n = z1 . . . zn + k′ (1.5)
with z1 ≤ z2 ≤ · · · ≤ zn and zi ∈ a 1n−2Z+. Under this normalization, the maps in (1.4)
correspond to the maps
λj(z1, z2, . . . , zn) =
(
z1, z2, . . . , zˆj, . . . , zn−1, zn,
∏
i 6=j
zi − zj
)
(1.6)
for 1 ≤ j ≤ n − 1, where ·ˆ represents omission of that coordinate. We denote this
collection of maps by
IΛ = {λ1, λ2, · · · , λn−1}
and denote the words of length l in the generators of IΛ by I
(l)
Λ . The infinite descent
property then implies that, outside of some compact set, all unexceptional solutions to
(1.5) are obtained from finitely many orbits of the free semigroup Λ = 〈IΛ〉+.
The counting problems in Theorems 1.0.1 and 1.0.3 can then be related to the growth
along orbits of Λ acting on some finite set of fixed normalized tuples {z(0)}. These orbits
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Figure 1.1: The orbit of (1, 1, 1) under the action of Ω in the case of the Markoff equation
(n = a = 3, k = 0).
can be visualized as trees, depicted in Figures 1.1 and 1.2 for ordered solutions to the
non-normalized equation (1.1) when n = a = 3, k = 0 and n = a = 4, k = 0.
Observe that on these trees, the move λn (which we do not include in IΛ) corresponds
to traveling “down” the tree towards the root, rather than “up” the tree away from the
root. Outside some compact set, λn reduces the size of the maximal entry while λj for
1 ≤ j ≤ n− 1 increases the size of the maximal entry (see Section 2.1).
This normalization allows us to conveniently work with a fixed free semigroup Λ for
each n. However, while it is now easy to keep track of ‖z‖∞ (as the largest entry of z is
now simply the nth coordinate), we must separately keep track of the congruence class
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Figure 1.2: The orbit of (1, 1, 1, 1) under the action of Ω in the case of n = a = 4, k = 0.
of the original tuples.
We will now define a vector-valued counting function on orbits of Λ. Let V (q) be
the C-linear vector space with basis elements given by V ∗(Z/qZ). For φ, µ ∈ V (q), we
define the inner product
〈φ, µ〉 = 1|V ∗(Z/qZ)|
∑
x∈V ∗(Z/qZ)
φxµ¯x,
where we use the notation φx to refer to the complex coefficient of x ∈ V ∗(Z/qZ) in
φ. Let 1 be the element of V (q) with all coefficients equal to 1. We say that φ is a
constant vector if φ = C1 for some constant C ∈ C, and say that φ is nonnegative if all
coefficients are nonnegative.
We may define a representation ρ : Λ → End(V (q)) and a map clq : S(l)Λ → Λ which
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we refer to as a cocycle so that
ρ(clq(λ)).x = λ
−1(x)
for all x ∈ V ∗(Z/qZ) and all λ ∈ S(l)Λ (see Section 2.3 for details).
Theorems 1.0.1 and 1.0.3 are then consequences of the following proposition:
Proposition 1.0.4. Suppose the Transitivity Hypothesis holds for (n, a, k, q). Then, for
all z ∈M and all nonnegative φ ∈ V (q), we have
∞∑
l=0
∑
λ∈S(l)Λ
1{(λ.z)n ≤ a 1n−2R}ρ(clq(λ)).φ = c∗(z)〈φ, 1〉(logR)β1 + o((logR)β)
as R → ∞, where 1 represents the vector in V (q) with all coefficients equal to 1. If φ
is a nonnegative constant vector, the requirement that the Transitivity Hypothesis holds
may be dropped.
There are some subtle issues that make the passage from Proposition 1.0.4 to The-
orems 1.0.1 and 1.0.3 nontrivial. First, we must take care to properly account for the
multiplicity of the ordering map, due to the possibility of tuples x ∈ V (Z+) with dupli-
cate entries. Additionally, while re-ordering the coordinates of a tuple will not change
the maximum entry of the tuple, re-ordering may affect the congruence class of the
tuple (mod q). We address this issue by averaging over permutations of the desired
congruence class. These issues are dealt with in Chapter 2, which uses Proposition 1.0.4
as a black box to prove the main results.
The maps {λj} are, of course, nonlinear. Because of this, it is somewhat difficult to
study the growth of the orbits Λ.z(0) directly. Instead, we convert this nonlinear problem
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to a linear problem in the following way. If the coordinates zi are large, we can make
the approximation that the moves defined in (1.6) are roughly
λj(z1, z2, . . . , zn) ≈
(
z1, z2, . . . , zˆj, . . . , zn−1, zn,
∏
i 6=j
zi
)
.
Taking logarithms, we are lead to the study of the linear maps
γj(y1, y2, . . . , yn) =
(
y1, y2, . . . , yˆj, . . . , yn−1, yn,
∑
i 6=j
yi
)
(1.7)
for 1 ≤ j ≤ n− 1. These maps preserve solutions to the linear equation
y1 + y2 + · · ·+ yn−1 = yn (1.8)
where 0 ≤ y1 ≤ y2 ≤ · · · ≤ yn and yi ∈ R+.
We are lead to study the dynamics of the semigroup of maps
Γ = 〈γ1, γ2, · · · , γn−1〉+
which has a natural correspondence to the semigroup of nonlinear maps Λ. We study
the orbit of Γ on the nonnegative ordered hyperplane H ⊂ Rn≥0,
H = {y = (y1, y2, · · · , yn) ∈ Rn≥0 : y1 ≤ y2 ≤ · · · ≤ yn,
n−1∑
i=1
yi = yn}.
At times, it will also be convenient to work with the projectivized plane ∆ = H/R+
which can be viewed as a subspace of Rn−2≥0 (see Chapter 6).
Both Zagier and Baragar made use of a similar linearization argument. In the three-
variable setting, Zagier exploited a slightly better fitting function than log, and used
methods from elementary number theory to count solutions to a + b = c with a, b, c,
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Figure 1.3: A visualization of (the unaccelerated semigroup) Γ acting on ∆ = H/R+ for
n = 4, mapping ∆ into a smaller subset.
relatively prime to obtain his explicit result in the n = 3 case with a stronger error term.
This method does not directly carry over to the n ≥ 4 case, so we must count the orbits
of Γ on H in a different way.
The key idea in converting the counting problems in Proposition 1.0.4 to a tractable
dynamics problem is to replace the semigroup Λ not by Γ but by the subsemigroup Γ′
generated by the countably infinite set
TΓ = {γAn−1γi : 1 ≤ i ≤ n− 2, A ≥ 0}.
That is, Γ′ = 〈TΓ〉+. The study of this subsemigroup, which we refer to as the accel-
erated semigroup, is motivated and discussed in Chapter 3; essentially, the dynamics
induced by Γ′ are uniformly contracting, but the dynamics induced by Γ are not. Addi-
tionally, when we match tuples λ.z to the corresponding γ.y, the accelerated semigroup
produces a “tighter fit” with respect to word length in the generators TΓ. The use of
CHAPTER 1. INTRODUCTION 12
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2
Figure 1.4: Another visualization of Γ acting on ∆ for n = 4. The black space represents
the image of ∆ after the action of words of length 10 in the generators {γ1, γ2, γ3}
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this accelerated semigroup is the primary reason we are able to improve on Baragar’s
result.
The passage from Γ to Γ′ is nontrivial because Γ′ is a proper subset of Γ and we
must account for the “missing” tuples corresponding to the “missing” maps (which do
contribute to the main term of the count; see Chapter 3). Furthermore, when we apply
the dynamics machinery in Chapters 6-10, the presence of a countably infinite generating
set is nonstandard and needs to be dealt with somewhat carefully.
We are lead to study the V (q)-valued counting function 4
Nq(y, u, φ) =
∞∑
l=0
∑
γ∈T (l)Γ
1{log(γ.y)n − log(yn) ≤ u}ρ(clq(γ)).φ
where y ∈ H \ {0}, u ≥ 0, and φ ∈ V (q) where φ has nonnegative coefficients.
We obtain the following result on Nq, which we use to prove Proposition 1.0.4:
Theorem 1.0.5. Suppose the Transitivity Hypothesis holds for (n, a, k, q) and nonnega-
tive φ ∈ V (q). Then, there is a positive C1 function h on H that is invariant under the
action of R+ and such that
Nq(y, a, φ) = h(y)〈φ, 1〉eβu(1 + ou→∞(1))
for all y ∈ H \ {0} where the implied function in the o does not depend on y. Moreover,
h satisfies the recursion
∑
γ∈TΓ
(
(γ.y)n
yn
)−β
h(γ.y) = h(y). (1.9)
4We may re-define ρ and clq in a natural way to involve the maps γi ∈ Γ′ rather than λi ∈ Λ (see
Chapter 3 and 5).
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If φ is a nonnegative constant vector the requirement that the Transitivity Hypothesis
holds may be dropped.
Chapters 3-5 prove Proposition 1.0.4 assuming the truth of Theorem 1.0.5 by making
precise the relationship between the accelerated linear orbits Γ′ and the unaccelerated
nonlinear orbits of Λ. The proof of Theorem 1.0.5, which is the subject of the remain-
ing chapters, follows a method due to Lalley in [16]. This renewal method obtains
an asymptotic formula for counting functions which satisfy a certain type of renewal
equation.
In this case, the renewal equation is
Nq(y, u, φ) =
∑
γ∈TΓ
ρ(γ).Nq(γ.y, u− log(γ.y)n + log(yn), φ) + 1{0 ≤ u}φ.
Taking a Laplace transform of the renewal equation leads to the study of a transfer
operator acting on C1 V (q)-valued functions onH. In our setting, this transfer operator
is
Ms,q[f ](y) =
∑
γ∈TΓ
(
yn
(γ.y)n
)s
ρ(γ).f(γ.y).
Writing Nˆq for the Laplace transform of Nq (see Section 6.1), we have
Nˆq(w, s, φ) =
1
s
(1−Ms,q)−1(1⊗ φ).
Lalley’s technique involves using information about the spectrum of the transfer op-
erator to invert the Laplace transform to obtain an asymptotic formula for the original
counting function. In Lalley’s setting, the Ruelle-Perron-Frobenius Theorem from sym-
bolic dynamics provides the spectral information about the transfer operator needed to
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carry out this analysis. However, in our setting, the Ruelle-Perron-Frobenius Theorem
does not directly apply: some notable differences are that our generating set is countably
infinite and our counting function is vector-valued.
Instead, we prove the analogous version of the Ruelle-Perron-Frobenius Theorem
directly. We show in Chapter 7 that there exists a real positive number β such that,
for s = β, the operator Ms,q has leading eigenvalue λ = 1 and the rest of the spectrum
is bounded away from 1 in absolute value. Furthermore, we show that on the line
Re(s) = β in the complex plane, the spectral radius of Ms,q is bounded away from 1
when Im(s) 6= 0. This spectral information is enough to prove Theorem 1.0.5 in the case
where φ is a nonnegative constant vector (and hence enough to prove Theorem 1.0.1).
We remark that the Transitivity Hypothesis is not needed to prove this result.
When φ is not a constant vector, we require additional spectral information. Here we
loosely follow the techniques of Bourgain, Gamburd, and Sarnak in [6] by decomposing
φ = φ0 + φ
′ where φ0 is a nonnegative constant vector and φ′ ∈ C⊥ where
C⊥ = {µ ∈ V (q) : 〈µ, 1〉 = 0}.
That is, C⊥ is the subspace of V (q) consisting of those vectors whose coefficients sum
to 0.
In Chapter 8 we study the spectrum of Ms,q restricted to C⊥-valued functions,
Ms,q|C⊥ . We show that the spectral radius of Ms,q|C⊥ is strictly smaller than the
spectral radius of Ms,q when s is real. This allows us to obtain Theorem 1.0.5 in the
case where φ is not the constant vector, and it is here where the Transitivity Hypothesis
is used in a crucial way.
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With these spectral bounds established in Chapters 7 and 8, we apply Lalley’s method
in Chapter 9 to complete the proof of Theorem 1.0.5. This chapter closely follows
Sections 7 and 8 of Lalley in [16]. A key ingredient that is necessary to use the machinery
of Lalley which is used throughout Chapters 6-9 is the fact that the generating set TΓ is
uniformly contracting (a fact which is not true if we replace TΓ by the finite unaccelerated
generating set {γ1, γ2, . . . , γn−1}). This important fact, given in ??, is presented in
Chapter 10.
1.1 Notation and conventions
For the convenience of the reader we highlight some notation used in this paper. We
will use 1 as an indicator function and 1 as the vector in V (q) with all coefficients equal
to 1. ·ˆ over a coordinate of a vector denotes omission of that vector. For a set S, S(l)
denotes the l-fold product of S with itself.
For any φ ∈ V (q) and g ∈ V ∗(Z/qZ), we denote by φg the coefficient of φ at g. If
φ1, φ2 ∈ V ∗(Z/qZ) then φ1 ≤ φ2 means that both φ1 and φ2 have real coefficients, and
(φ1)g ≤ (φ2)g for all g ∈ V ∗(Z/qZ). We use O, o, ,  notation in the standard way,
though if we write that a V (q)-valued function f is O(g) for a R-valued g, we mean
‖f‖l2(V ∗(Z/qZ)) (x) ≤ C|g|(x) for some C > 0 and all x sufficiently large. We will always
write rq = |V ∗(Z/qZ)|.
Chapter 2
Normalization
2.1 Infinite descent
For almost all values of (n, a, k) for which V (Z+) is nonempty, all but finitely many
positive integral solutions can be obtained in a predictable way as the orbit of the
Markoff-Hurwitz moves acting on finitely many root solutions. We make this idea precise
in Proposition 2.1.2 below, but first we must address the possibility of certain exceptional
solutions (which only occur for certain nonzero values of k). These exceptional solutions
appear in a different manner and exhibit a different quality of growth.
Definition 2.1.1. A tuple x ∈ V (Z+) is said to be a fundamental exceptional
solution if it belongs to one of the following two families.
1. We have a = 1, and after reordering the entries of x such that x1 ≤ x2 ≤ · · · ≤ xn
x1 = x2 = · · · = xn−3 = 1, xn−2 = 2.
In this case, x ∈ V (Z+) if and only if
(xn−1 − xn)2 = k − n− 1.
17
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2. We have a = 2 and after reordering the entries of x such that x1 ≤ x2 ≤ · · · ≤ xn
x1 = x2 = · · · = xn−2 = 1.
In this case, x ∈ V (Z+) if and only if
(xn−1 − xn)2 = k − n+ 2.
If a tuple x ∈ V (Z+) appears in the orbit of Ψ acting on a fundamental exceptional
solution, we say x is an exceptional solution (where Ψ is as defined in Chapter 1).
Otherwise, x is said to be an unexceptional solution. For a fixed (n, a, k), the set of
exceptional solutions will be denoted by E .
We observe that if k = 0, no fundamental exceptional solutions (and, hence, no
exceptional solutions) can exist since n ≥ 3. If a fundamental exceptional solution does
exist, it is easy to see that there are infinitely many fundamental exceptional solutions,
and in fact all sufficiently large positive integers appear as the largest coordinate of some
fundamental exceptional solution. It follows that the size of V (Z+) ∩ B(R) would be
at least R + O(1), which is a different quality of growth than what we observe in the
Theorem 1.0.1. For this reason, we will only study unexceptional solutions.
We can now characterize the unexceptional solutions, which (outside of some finite
set) behave somewhat predictably under the action of the Markoff-Hurwitz moves (1.4).
Proposition 2.1.2. There exists a compact set K0 = K0(n, a, k) such that for all x ∈
V (Z+) \K0 which are not fundamental exceptional the following hold:
1. If xj is the largest entry of x then the largest entry of mj(x) is smaller than xj.
That is, (mj(x))i < xj for all i.
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2. The largest entry of x appears in exactly one coordinate. That is, if xj ≥ xi for all
i, then xj > xi for all i.
3. If xj is not the largest entry of x then it becomes the largest after applying mj.
That is, (mj(x))j > (mj(x))i for all i 6= j. Moreover, this property holds for all
x ∈ V (Z+).
4. Each map mj maps V (Z+) \K0 into V (Z+). That is mj(x) ∈ V (Z+) for each j.
Moreover, this property holds for all x ∈ V (Z+).
5. If xj is not the largest entry of x, then the number of distinct entries of mj(x) is
at least the number of distinct entries of x. In particular, if x has distinct entries
then mj(x) has distinct entries.
Remark 2.1.3. Proposition 2.1.2 clearly still holds after adding finitely many elements
to K0. Therefore, we may take K0 to be a closed ball about the origin in the `
∞ norm
on Rn, and we may increase the radius of this ball if necessary and the result will remain
true. (see Section 2.5).
Proof of Proposition 2.1.2. Part 1: We adapt a proof of Cassels in [9]. By symmetry of
(1.1) we may assume, without loss of generality, that x1 ≤ x2 ≤ · · · ≤ xn. Solving (1.1)
in the variable xn, we are lead to consider the quadratic polynomial
f(T ) = T 2 − (ax1x2 · · · xn−1)T + x21 + x22 + · · ·+ x2n−1 − k.
f has two roots, xn and x
′
n which satisfy
xn + x
′
n = ax1x2 · · ·xn−1.
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Solving for x′n, we see that x
′
n = (mn(x))n.
Part 1 of the proposition is true unless either
xn−1 ≤ xn ≤ x′n
or
x′n < xn−1 = xn.
If either of these cases obtain, then f(xn−1) ≥ 0 (since the coefficient of the T 2 term is
positive). We would then have
0 ≤ f(xn−1) = x2n−1 − (ax1x2 · · ·xn−1)xn−1 + x21 + x22 + · · ·+ x2n−1 − k
≤ nx2n−1 − (ax1 · · ·xn−2)x2n−1
using k ≥ 0. Thus, f(xn−1) ≥ 0 implies that ax1x2 · · ·xn−1 ≤ n. Hence, there are only
finitely many possible values of x1, x2, . . . , xn−2.
Now, if (mn(x))n = x
′
n ≥ xn, we have
ax1 · · · xn−1 − xn ≥ xn
or, equivalently,
ax1 · · ·xn−1xn ≥ 2x2n.
Now, using (1.1), we have
x21 + · · ·+ x2n−1 + x2n − k ≥ 2x2n
which after re-arranging yields
x21 + · · ·+ x2n−2 − k ≥ (xn + xn−1)(xn − xn−1).
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If xn− xn−1 > 0, then the finite number of possibilities yield a finite number of possible
tuples x.
If, instead, xn = xn−1 (and this logic holds for the case x′n < xn−1 = xn as well),
then xn is a root of one of finitely many quadratic polynomials
(2− ax1x2 · · ·xn−2)x2n + x21 + +˙x2n−2 − k = 0.
This yields finitely many possible tuples x unless
2 = ax1x2 · · · xn−2, x21 + · · ·+ x2n−2 = k.
In this case, we must have either a = 1, k = n+ 1, and
x1 = x2 = · · · = xn−3 = 1, xn−2 = 2
or a = 2, k = n− 2, and
x1 = x2 = · · · = xn−2 = 1.
Both of these cases are (fundamental) exceptional solutions, and hence ruled out by the
hypothesis of the Proposition.
Part 2: If the largest entry of x is not unique, then applying the Markoff-Hurwitz
move to one of the largest entries does not decrease the largest entry of of x, contradicting
Part 1.
Part 3: Suppose x1 ≤ x2 ≤ · · · < xn and let x′ = (x′1, x′2, . . . , x′n) = mj(x) with
j < n. Then
x′j − xn = a
∏
i 6=j
xi − xj − xn = xn(a
∏
i 6=j,n
xi − 1)− xj.
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If a ≥ 2, the right hand side is clearly positive and the result holds. Similarly, if
a = 1 but xn−2 ≥ 2, the result holds. We are left to consider the case of a = 1 and
x1 = x2 = . . . xn−2 = 1. In this case, the tuple x satisfies
x2n−1 + x
2
n − xn−1xn = k − n+ 2.
The form on the left hand side is positive definite. Therefore, there are only finitely
many possible solutions in (xn−1, xn) given n, k. We add these to K0.
Part 4: By Part 3, it suffices to verify that for x1 ≤ x2 ≤ · · · ≤ xn, mn(x)n > 0. If
not, then we have
x′n = ax1x2 · · ·xn−1 − xn ≤ 0
or, equivalently,
ax1x2 . . . xn ≤ x2n.
Using (1.1) we have
x21 + · · ·+ x2n−1 ≤ 0.
which is clearly false since the xi are positive integral.
Part 5: This is a direct consequence of Part 3, since the entries of mj(x) are identical
to x except at the jth coordinate, which is larger than all other entries (and hence,
distinct from all other entries).
An immediate corollary of Proposition 2.1.2 is the following infinite descent property:
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Corollary 2.1.4. Any Markoff-Hurwitz tuple can be algorithmically reduced to one in
the compact K0 or to a fundamental exceptional solution by a series of Markoff-Hurwitz
moves that strictly decrease maximal entries.
As expected, the moves Ψ preserve the unexceptionality of an unexceptional solution.
Lemma 2.1.5. If x ∈ V (Z+) \K0 is unexceptional and xj is the largest coordinate of
x, then mi(x) is unexceptional for all i 6= j.
Proof. Let x′ = mi(x). First, suppose on the contrary that x′ is fundamental exceptional.
Without loss of generality, we may assume x′ is ordered.
If we are in the case a = 1, then we must have
x′ = (1, 1, · · · , 1, 2, x′n−1, x′n).
But, by Proposition 2.1.2 we must have x′j = (mj(x))j maximal in the tuple x
′ since
x ∈ V (Z+) \K0. Hence, x is of the form
x = (1, 1, · · · , 1, 2, x′n−1, xn).
If xn ≥ 2 then, after re-ordering, x is fundamental exceptional and we have a contradic-
tion. The only other possibility is that xn = 1 in which case (1.1) implies
x2n−1 − 2xn−1 = k − n+ 2
This is impossible for xn−1 ≥ max{2, k − n + 2} which does not occur outside of K0
(expanding the radius of K0 if necessary, as in Section 2.5).
Similarly, in the case a = 2, we must have
x′ = (1, 1, · · · , 1, x′n−1, x′n).
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Repeating the argument above, we observe that j = n, and xn must, in fact, be funda-
mental exceptional, a contradiction. Therefore x′ is not fundamental exceptional.
By using the infinite descent property in Corollary 2.1.4, it follows that if x′ lies in the
orbit of x ∈ V (Z+) \K0 and x is unexceptional then x′ must also be unexceptional.
2.2 Normalization
We now normalize the Markoff-Hurwitz equation in such a way so that all unexceptional
solutions outside of K0 appear in the orbit of a free semigroup of polynomial maps acting
on finitely many root solutions (up to some permutation). For x ∈ V (Z+), let
z = z(x) = a
1
n−2x.
Then, since x satisfies (1.1), z(x) = (z1, z2, . . . , zn) satisfies the equation
z21 + z
2
2 + · · ·+ z2n = z1z2 · · · zn + k′ (2.1)
where
k′ = ka
2
n−2 .
We will restrict our study of solutions to (2.1) to solutions z ∈ a 1n−2Zn+ that are
ordered in the sense that
z1 ≤ z2 ≤ · · · ≤ zn. (2.2)
We say z = z(x) is exceptional (unexceptional) if the corresponding x is exceptional
(unexceptional). Let M denote the set of unexceptional solutions in a 1n−2Zn+ satisfying
(2.1) and (2.2).
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At times, it will be convenient to denote by z(·) the map
z(x) = order(a
1
n−2x)
for x ∈ V (Z+). We denote by K the compact set in Rn given by
K = a
1
n−2K0
where K0 is as in Proposition 2.1.2.
The Markoff-Hurwitz moves {mj} then correspond to the maps
λj(z1, . . . , zn) = (z1, . . . , zˆj, . . . , zn,
∏
i 6=j
zi − zj), 1 ≤ j ≤ n− 1
where ·ˆ denote omission. We observe that, by Proposition 2.1.2 Part 3, the moves {λj}
preserve the ordering of an ordered tuple z ∈M \K.
Let IΛ = {λ1, λ2, . . . , λn−1}, and let Λ = Λ(n) denote the semigroup of polynomial
maps of Cn generated by IΛ. For z(0) ∈M \K, let
Λ.z(0) ⊂M\K
denote the orbit of z0 under Λ. We now establish some properties of Λ.
First, we observe that by Lemma 2.1.5, since every z(0) ∈ M \ K is unexceptional
(by definition of M), all the points in the orbit Λ.z0 are unexceptional. That is,
Λ.(M\K) ⊂M\K.
The following Lemmas establish that Λ is a free semigroup on M\K.
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Lemma 2.2.1. For each z0 ∈ M \K with distinct entries, the map Λ→M\K given
by
λ 7→ λ(z0)
is injective.
Proof. Suppose, on the contrary, that the map is not injective for some z0 ∈ M \ K.
Then there exists some λ′ ∈ Λ and λj1 , λj2 ∈ SΛ with j1 6= j2 such that
λj1λ
′z0 = λj2λ
′z0.
By Proposition 2.1.2, z′ = λ′z0 has distinct entries because z0 has distinct entries. So we
have λj1z
′ = λj2z
′ where z′ has distinct entries, which cannot occur for j1 6= j2 because
(λj1z
′)j1 = (z
′)j1+1 6= (z′)j2+1 = (λj2z′)j2 .
As a direct consequence, we have:
Lemma 2.2.2. The semigroup Λ is free on the generators {λj} provided V (Z+) has
infinitely many unexceptional solutions.
Proof. It suffices to find some unexceptional x ∈ V (Z+) with distinct entries. Under the
hypothesis of the Lemma, there exists some unexceptional x(0) ∈ V (Z+)\K0. If x(0) has
distinct entries we are done. Otherwise, if z(x(0))j is a duplicate of another entry (and is
not itself the largest entry) then λjz(x
(0)) reduces the number of duplicate entries. We
may repeat until all entries are distinct.
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2.3 The representation ρ and V ∗(Z/qZ)
To define the vector-valued counting function on orbits of z(0) ∈M\K under the action
of Λ, we must precisely define the representation ρ and the cocycle cq in Chapter 1.
For l ≥ 0, we denote by I(l)Λ the set of words in generators IΛ of length l. When l = 0
this set is the identity map {e}. We, of course, have
Λ ∪ {e} =
∞⋃
l=0
I
(l)
Λ .
For g ∈ V ∗(Z/qZ) we define the action of λj (for 1 ≤ j ≤ n− 2) on g as
λj.g = a
−1
n−2λj(a
1
n−2 g1).
For q squarefree, we define the graph Gq with vertex set V ∗(Z/qZ) \ {0} and (directed)
edge set Eq, consisting of the pairs (g1, g2) for g1, g2 ∈ V ∗(Z/qZ) with
g2 ≡ λj.g1 (mod q), for some j = 1, 2, . . . , n− 1.
We note that this definition is equivalent to the definition in Chapter 1 due to the
obvious relationship between the maps σj,n ◦mj and the maps λj.
For generators λ(1), λ(2), · · ·λ(N) ∈ IΛ, and vertex g1 ∈ V ∗(Z/qZ) we denote by
g1λ
(1)λ(2) · · ·λ(N)
the vertex g2 ∈ V ∗(Z/qZ) obtained by starting at vertex g1 and traveling along the edges
(g1, λ
(1).g), (λ(1).g1, λ
(2)λ(1).g1), · · · , (λ(N−1) · · ·λ(1).g1, λ(N)λ(N−1) · · ·λ(1).g1).
Note that with this notation
g1λ
(1)λ(2) · · ·λ(N) = λ(N) · · ·λ(2)λ(1).g1
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and not λ(1) · · ·λ(N).g1. We will denote by g1λ−1 the vertex g2 for which g2λ = g1.
We define the representation ρ : Λ→ End(V (q)) by
ρ(λ).g = gλ−1
for all g ∈ V ∗(Z/qZ) and all λ ∈ Λ. Observe that for a generator λ ∈ IΛ, gλ−1 is
simply λ−1(g). But for a word of length two, say λ = λ(1)λ(2) with λ(1), λ(2) ∈ IΛ, we
have gλ−1 = λ(1)−1 ◦λ(2)−1(g) rather than λ−1(g). For this reason, we now introduce the
coycle cq.
For λ ∈ I(N)Λ we will write λ = λ(N)λ(N−1) . . . λ(2)λ(1). If λ ∈ I(N)Λ and m > N then
λ(m) will refer to the identity map e. For N ≥ 0, λ ∈ Λ define cNq : Λ∪{e} → Λ∪{e} by
c0q(λ) = e
c1q(λ) = λ
(N)
cNq (λ) = λ
(1)λ(2) . . . λ(N).
In other words, cNq isolates the first N letters in a word λ ∈ Λ ∪ {e} and reverses their
order.
We now explain the benefits of this somewhat complicated set-up. For ξ ∈ V ∗(Z/qZ),
denote by δξ ∈ V (q) the vector with coefficient 1 at ξ and 0 elsewhere. Then, for
z ∈M \K and λ ∈ I(N)Λ , the condition that
(ρ(cNq (λ)).δξ)piq(a
1
n−2 z)
= 1
is equivalent to
ξλ(N)−1λ(N−1)−1 · · ·λ(1)−1 ≡ z (mod q).
CHAPTER 2. NORMALIZATION 29
or simply
ξ ≡ a −1n−2λ.z (mod q).
Furthermore, (ρ(cNq (λ)).δξ)piq(z) = 0 if and only if ξ 6≡ a
−1
n−2λ.z (mod q). In summary,
(ρ(cNq (λ)).δξ)piq(a
1
n−2 z)
= 1{ξ ≡ a −1n−2λ.z (mod q)} (2.3)
where 1 is the usual indicator function.
We also observe that ρ is a unitary representation, and if φ is nonnegative then ρ(λ).φ
is also nonnegative for any λ ∈ Λ. Finally, we observe that ρ(λ).1 = 1 for any λ ∈ Λ.
We will also need to know that each root solution z(0) ∈ M \ K does not project
to the zero solution (mod q). This Lemma will only be needed when the Transitivity
Hypothesis holds, so we may assume that k = 0.
Lemma 2.3.1. If x = (x1, x2, . . . , xn) ∈ V (Z+) with k = 0 and q > n 1n−2 , then
gcd(x1, x2, . . . , xn) < q.
Proof. Suppose, on the contrary, that gcd(x1, x2, . . . , xn) = m ≥ q. Then, since x ∈
V (Z+), we have
m2(x21 + · · ·+ x2n) = amnx1 · · ·xn.
Hence 1
m
x is a Markoff-Hurwitz tuple with a′ = amn−2. By hypothesis, m > n, and
so a′ > n. However, by [13], the Markoff-Hurwitz equation has no positive integral
solutions for a′ > n when k = 0, a contradiction.
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2.4 Proof of Theorems 1.0.1 and 1.0.3
We are now in a position to convert the counts in Theorems 1.0.1 and 1.0.3 to a result
on a vector-valued counting function on the orbit of Λ acting on z(0) ∈ M. We wish to
make explicit the relationship between the moves λj acting on a tuple z ∈ M and the
moves mj acting on a tuple x ∈ V (Z+). This will allow us to translate a count onM to
a count on V (Z+), which is nontrivial as the multiplicity of the ordering map on tuples
in V (Z+) is not necessarily one (due to the possibility of tuples with duplicate entries).
Recall Proposition 1.0.4 from Chapter 1 which provides an asymptotic formula for
∞∑
l=0
∑
λ∈S(l)Λ
1{(λ.z)n ≤ a 1n−2R}ρ(clq(λ)).φ
We will prove this proposition in Chapter 3. For now, we assume that this Proposition
1.0.4 is true, and use this to prove Theorems 1.0.1 and 1.0.3. First we carefully set up a
way to convert between orbits of the form Λ.z(0) to orbits over solutions to the original
(1.1).
Definition 2.4.1. For unexceptional x ∈ V (Z+) \K0 we define a sequence
j1, j2, j3, . . . , jl
to be admissible for x if j1 is not the largest coordinate of x and jl 6= jl−1 for all l ≤ 2.
Let Σ∗(x) denote the set of all finite admissible sequences for x.
We observe that by Proposition 2.1.2 Part 3, the largest entries of the sequence
x(l) = mjlmjl−1 . . .mj2mj1x
are increasing in l, and therefore x(l) ∈ V (Z+) \K0 for all l ≥ 1 when x ∈ V (Z+) \K0.
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Lemma 2.4.2. For each x ∈ V (Z+) \K0, the map φx : Σ∗(x)→ V (Z+) given by
φx(j1, j2, j3, . . . , jl) = mjlmjl−1mjl−2 . . .mj2mj1x
is injective. Furthermore, for x, x′ ∈ V (Z+) \K0 the images of φx and φx′ are disjoint
unless either x′ ∈ image(φx) or x ∈ image(φx′). In particular, the images of φx and φx′
are disjoint if x and x′ are distinct permutations of one another.
Proof. By Proposition 2.1.2 Part 3, the set of tuples {mj1(x)} with j1 admissible are
clearly distinct.
To show that φx is injective, we observe that if mj(x) = mj′(x
′) for some x, x′ ∈
V (Z+) \ K0 and some j, j′ admissible for x, x′ respectively, then by Proposition 2.1.2
Part 2 we may compare largest entries and conclude that j = j′. Applying mj to both
sides yields x = x′. Thus, φx is injective.
Now suppose that x′ 6∈ image(φx) and x 6∈ image(φx′), but image(φx)∩ image(φx′) 6=
∅. Then, there exists x(1) ∈ image(φx), x(2) ∈ image(φx′) with x(1) 6= x(2) but mj(x(1)) =
mj′(x
(2)) for j, j′ admissible for x(1), x(2) respectively. However, by the above argument,
this cannot occur.
Lemma 2.4.3. For distinct x(1) ∈ z−1(z(1)), the images of the maps λ 7→ φx(1)(Θ−1x(1)(λ))
are disjoint.
Proof. For distinct x(1) 6= x(1)′ ∈ z−1(z(1)) we observe that
x(1) 6∈ image(φx(1))
, as the largest entry of every element in φx(1) is larger that all elements of x
(1) (and thus
x(1)
′
). Hence, the result follows from the second part of Lemma 2.4.2.
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Lemma 2.4.4. For unexceptional x ∈ V (Z+) \K0, there exists a bijection
Θx : Σ
∗(x)→ Λ
that is an intertwiner for the map x′ 7→ z(x′) in the sense that
Θx(j1, j2, · · · , jl).z(x) = z(φx(j1, j2, · · · , jl))
for all (j1, j2, · · · , jl) ∈ Σ∗(x).
Proof. If x′ is ordered such that x′1 ≤ x′2 ≤ . . . x′n, then the admissible sequences of
length 1 are exactly j = 1, 2, . . . , n − 1 and we may map j 7→ λj. Otherwise, fix an
ordering of x′, and then apply this natural map.
By repeating this process, we obtain the result for sequences of arbitrary length.
By the above and Corollary 2.1.4, it is clear that we have a finite set ∂K0 ⊂ V (Z+)
of root solutions where we may express
V (Z+) = K0 ∪
( ⋃
x(0)∈∂K0
⋃
s∈Σ∗(x(0))
φx(0)(s)
)
. (2.4)
We will let ∂K = z(∂K0).
2.4.1 Proof of Theorem 1.0.1
Proof of Theorem 1.0.1. By (2.4) we may express the count in Theorem 1.0.1 as the sum
|V (Z+) ∩B(R) ∩ | = |K0 ∩B(R)|+
∑
x(0)∈∂K0
∑
s∈Σ∗(x(0))
1{(φx(0)(s))max ≤ R}.
Up to a O(1) error from the compact set K0, the above expression is
∑
x(0)∈∂K0
∑
s∈Σ∗(x(0))
1{z(φx(0)(s))n ≤ a
1
n−2R} (2.5)
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where we have taken advantage of the fact that the maximum coordinate of a tuple
φx(0)(s) always corresponds to the nth coordinate of the ordered tuple z(φx(0)(s)).
Applying the bijection from Σ∗(x) to Λ established in Lemma 2.4.4, we obtain
∑
x(0)∈∂K0
∑
λ∈Λ
1{(λ.z(x(0)))n ≤ a 1n−2R}. (2.6)
We may now directly apply Proposition 1.0.4 with φ = 1 and the desired result follows.
2.4.2 Proof of Theorem 1.0.3
The count in this Theorem is less easily converted to a count of orbits of Λ on z ∈M due
to the fact that re-ordering a tuple x does not change `∞x but may change the congruence
class of x (mod q). To address this concern, we will prove the following which allows us
to average over all permutations of the desired congruence class ξ ∈ V ∗(Z/qZ).
Lemma 2.4.5. For all ξ ∈ V ∗(Z/qZ), we have
|V (Z+) ∩B(R) ∩ pi−1q (ξ)| =
1
|OrbSn(ξ)|
∑
ξ′∈OrbSn (ξ)
∑
x∈V ∗(Z/qZ)
1{xmax ≤ R}1{order(x) ≡ ξ′ (mod q)}. (2.7)
To prove Lemma 2.4.5 we require the following algebraic lemma.
Lemma 2.4.6. For any fixed x ∈ Zn and ξ ∈ (Z/qZ)n, we have
∑
x′∈OrbSn (x)
1{x′ ≡ ξ (mod q)} = |OrbSn(x)||OrbSn(ξ)|
∑
ξ′∈OrbSn (ξ)
1{x ≡ ξ′ (mod q)}. (2.8)
Proof of Lemma 2.4.6. For convenience of notation, we will denote by G the group Sn.
We write G.x for OrbSn(x), the set of distinct permutations of the tuple x, and write
Gx for the stabilizer StabSn(x).
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This is essentially an application of the orbit-stabilizer theorem, where one must take
care to realize that, if σ(x) ≡ ξ (mod q) for some σ ∈ G we have Gx ≤ Gξ but that the
subgroups are not, in general, the same.
First, we observe that the sum on the right-hand side of (2.8) is either one or zero.
Furthermore, it is clear that if the left-hand side of (2.8) is zero (that is, if σ(x) 6≡ ξ
(mod q) for all σ ∈ G) then the right-hand side must also be zero.
Now, suppose that the left-hand side of (2.8) is not zero. That is, we suppose that
σ(x) ≡ ξ (mod q) for some σ ∈ G. It suffices to show that
|(G.x) ∩ pi−1q (ξ)| =
G.x
G.ξ
.
Without loss of generality, we may assume that x ≡ ξ (mod q). Then by a direct
application of the orbit-stabilizer theorem to G acting on Zn and (Z/qZ)n, we have
|G.x|
|G.ξ| =
|Gξ|
|Gx|
Furthermore, we may also apply the orbit-stabilizer theorem to the subgroup Gξ acting
on x to obtain
|(Gξ).x| = |Gξ||(Gξ)x|
It can be easily verified that the orbit of x under the action of the stabilizer of ξ is
exactly the permutations of x which are congruent to ξ (mod q). That is,
(Gξ).x = (G.x) ∩ pi−1q (ξ).
Furthermore, it can easily be verified that the stabilizer of the stabilizer of ξ acting
on x is simply the stabilizer of G acting on x. That is,
(Gξ)x = Gx.
CHAPTER 2. NORMALIZATION 35
Combining the above observations yields the desired result.
Proof of Lemma 2.4.5. We re-write the left-hand side of (2.7) as
|V (Z+) ∩B(R) ∩ pi−1q (ξ)| =
∑
x∈V (Z+)
1{xmax ≤ R}1{x ≡ ξ (mod q)}.
Let (V (Z+))ord denote the subset of ordered tuples in V (Z+). If x˜ ∈ (V (Z+))ord and
x is a permutation of the coordinates of x˜ then clearly xmax = x˜n. It follows that we can
rewrite (2.7) as
∑
x˜∈(V (Z+))ord
1{x˜n ≤ R}
∑
x∈OrbSn (x)
1{x ≡ ξ (mod q)}. (2.9)
We now apply Lemma 2.4.6 so that (2.9) is in fact
1
|OrbSn(ξ)|
∑
x˜∈(V (Z+))ord
1{x˜n ≤ R}
( ∑
x∈OrbSn (x˜)
1
)( ∑
ξ′∈OrbSn (ξ)
1{x˜ ≡ ξ′ (mod q)}
)
which, after interchanging summations, yields the desired result.
We may now prove Theorem 1.0.3, again using Proposition 1.0.4 as a black box.
Proof of Theorem 1.0.3. As in the proof if Theorem 1.0.1 we apply (2.4), but combine
this decomposition with Lemma 2.4.5 to obtain
|V (Z+) ∩B(R) ∩ pi−1q (ξ)| = O(1) +
1
|OrbSn(ξ)|
∑
ξ′∈OrbSn (ξ)
P (R, ξ′) (2.10)
where
P (R, ξ′) =∑
x(0)∈∂K0
∑
s∈Σ∗(x(0))
1{z(φx(0)(s))n ≤ a
1
n−2R}1{order(φx(0)(s)) ≡ ξ′ (mod q)}. (2.11)
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Applying the bijection from Σ∗(x) to Λ established in Lemma 2.4.4 to (2.11), we
obtain
∑
x(0)∈∂K0
∑
λ∈Λ
1{(λ.z(x(0)))n ≤ a 1n−2R}1{order(φx(0))(Θ−1x(0)(λ))) ≡ ξ′ (mod q)}. (2.12)
We now decompose ∂K0 into sets which map to the same z
(0) ∈ ∂K. Equation (2.12)
then becomes
∑
z(0)∈∂K
∑
x(0)∈z−1(z(0))
∑
λ∈Λ
1{(λ.z(0))n ≤ a 1n−2R}1{order(φx(0)(Θ−1x(0)(λ))) ≡ ξ′ (mod q)}.
which, after switching sums, yields
∑
z(0)∈∂K
∑
λ∈Λ
1{(λ.z(0))n ≤ a 1n−2R}
( ∑
x(0)∈z−1(z(0))
1{order(φx(0)(Θ−1x(0)(λ))) ≡ ξ′ (mod q)}
)
.
(2.13)
Here we have implicitly used the fact that for distinct x(0), x(0)
′ ∈ z−1(z(0)) the images
of φx(0) and φx(0)′ are distinct, which follows from Lemma 2.4.3.
Since order(φx(0)(Θ
−1
x(0)
(λ))) = a
−1
n−2 (λ.z(0)) we can replace the parenthesized expres-
sion in (2.13) by ∑
x(0)∈z−1(z(0))
1{a −1n−2 (λ.z(0)) ≡ ξ (mod q)} (2.14)
which, after substituting back into (2.10) and rearranging, yields
∑
z(0)∈∂K
|z−1(z(0))|
|OrbSn(ξ)|
∑
ξ′∈OrbSn (ξ)
(∑
λ∈Λ
1{(λ.z(0))n ≤ a 1n−2R}1{a
−1
n−2 (λ.z(0)) ≡ ξ′ (mod q)}).
(2.15)
We now wish to apply Proposition 1.0.4 to φ = δξ′ . By a direction calculation, we
have
〈δξ′ , 1〉 = 1|V ∗(Z/qZ)| .
CHAPTER 2. NORMALIZATION 37
Using this and the earlier relationship (2.3) between the 1{a −1n−2 (λ.z(0)) ≡ ξ′ (mod q)}
and the action of λ under ρ on δξ′ , we may directly apply Proposition 1.0.4 to the
piq(a
1
n−2 z)th coordinate of the parenthesized expression in (2.15) to obtain
∑
z(0)∈∂K
|z−1(z(0))|
|OrbSn(ξ)|
∑
ξ′∈OrbSn (ξ)
(
c∗(z(0))
|V ∗(Z/qZ)|(logR)
β + o((logR)β)
)
=
c(n, a, k)
|V ∗(Z/qZ)|(logR)
β + o((logR)β)
as desired.
2.5 Increasing size of K
Since K is a closed ball about the origin with respect to the `∞ norm, we may expand
the radius if necessary to help the analysis in the proceeding Chapters.
First, it will be convenient if K is large enough such that, for all z ∈M\K, we have
zn ≥ max{10, 22n} (2.16)
and
(n− 1) log(1− 2z−
1
n−1
n )− (n− 1) log 2
log zn
>
−1
2
, (2.17)
which is possible since the left hand side of (2.17) tends to 0 as as zn →∞
We may guarantee that zn−1 ≥ cz
1
n−1
n for any c ∈ (0, 1). If not, then z1 ≤ z2 ≤ · · · ≤
zn−1 ≤ cz
1
n−1
n−1 , and (2.1) yields
z2n ≤ cz2n + k′.
Since c < 1, this is false for zn sufficiently large (depending on c and k
′). Hence, we
increase the radius of K so that
zn−1 ≥ 1
2
z
1
n−1
n (2.18)
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for all z ∈M \K. In particular, using (2.16), we have
zn−1 ≥ 2 (2.19)
Finally, using (2.18), we may increase the radius of K so that
z21 + · · ·+ z2n−1 − k′ ≥ 0. (2.20)
Chapter 3
Acceleration
In this chapter, we switch our study from the semigroup Λ to a subsemigroup Λ′ which
we refer to as the accelerated semigroup.
3.1 The accelerated semigroup
The study of the vector-valued counting function in the statement of Proposition 1.0.4
is, in fact, equivalent to the study of the vector-valued counting function
M0,q(z, u, φ) =
∞∑
l=0
∑
λ∈I(l)Λ
1{log log(λ.z)n − log log zn ≤ u}ρ(clq(λ)).φ
where u > 0 and z ∈M \K and φ ∈ V (q) as before.
We now formally define the accelerated semigroup. We define the countably infinite
generating set
S = SΛ = {λAn−1λj : A ∈ Z≥0, 1 ≤ j ≤ n− 2}
and define the subsemigroup Λ′ = 〈Sλ〉 which we refer to as the accelerated semi-
group. We remark that SΛ are free generators for this subsemigroup. We also observe
that Λ′ includes all of the words in Λ that do not have a rightmost entry λn−1. That is,
39
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we can write
Λ′ =
n−2⋃
j=1
Λ.λj ⊂ Λ. (3.1)
This acceleration has two key benefits. First, in Chapter 5 when we linearize the
Markoff-Hurwitz equation, the quality of the fit will depend on the size of the quantity
α(z) :=
n−2∏
j=1
zj.
Observe that the moves λn−1 do not change the first n − 2 coordinates of z ∈ M and
therefore do not increase the size of α(z). However, by looking at all consecutive moves
λn−1 “at once” as in Λ′ the size of α(z) actually grows doubly exponentially in the word
length with respect to SΛ.
The second benefit concerns the symbolic dynamics machinery used in Chapters 6-
10. We will show that Λ′ corresponds to an accelerated linear semigroup Γ′, and the
dynamics of Γ′ on Rn≥0/R+ are uniformly contracting (see Chapter 10), while the action
of the unaccelerated semigroup Γ is non-uniformly contracting. Uniform contraction is a
crucial ingredient in Lalley’s procedure [16]; for instance, it is needed in proving a version
of the Ruelle-Perron Frobenius Theorem which describes spectral information about the
transfer operator (including the leading eigenvalue and its eigenfunction) needed for
Lalley’s method.
In light of the switch from Λ to Λ′ it is necessary to re-define the graphs Gq and the
maps ρ and cq in the following natural way. As before, for λ
A
n−1λj ∈ SΛ and g ∈ V ∗(Z/qZ)
we denote by λ.g = a
−1
n−2λAn−1λja
1
n−2 g.
For q squarefree, we define the G∗q , with vertex set V ∗(Z/qZ) \ {0} and (directed)
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edge set E∗q , consisting of the pairs (g1, g2) for g1, g2 ∈ V ∗(Z/qZ) with
g2 = λ
A
n−1λj.g1 (mod q), for some A ∈ Z+ and some j = 1, 2, . . . , n− 2.
As in Section 2.3 λ(1), λ(2), · · ·λ(N) ∈ SΛ, and vertex g1 ∈ V ∗(Z/qZ) we denote by
g1λ
(1)λ(2) · · ·λ(N)
the vertex g2 ∈ V ∗(Z/qZ) obtained by starting at vertex g1 and traveling along the edges
(g1, λ
(1).g), (λ(1).g1, λ
(2)λ(1).g1), · · · , (λ(N−1) · · ·λ(1).g1, λ(N)λ(N−1) · · ·λ(1).g1).
Note that with this notation
g1λ
(1)λ(2) · · ·λ(N) = λ(N) · · ·λ(2)λ(1).g1
and not λ(1) · · ·λ(N).g1. We do emphasize that each λ(i) is a generator, so
gλAn−1λj ≡ λAn−1λj (mod q)
(in contrast to the action of Λ on V ∗(Z/qZ) in Section 2.3). As before, we will denote
by g1λ
−1 the vertex g2 for which g2λ = g1.
We define the representation ρ˜ : Λ′ → End(V (q)) by
ρ˜(λ).g = gλ−1
for all g ∈ V ∗(Z/qZ) and all λ ∈ Λ′.
For λ ∈ S(N)Λ we will write λ = λ(1)λ(2)λ(3) . . . λ(N) as before. For N ≥ 0, λ ∈ Λ′
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define c˜Nq : Λ
′ ∪ {e} → Λ′ ∪ {e} by
c˜0(λ) = e
c˜1q(λ) = λ
(1)
c˜Nq (λ) = λ
(N)λ(N−1) . . . λ(1).
In other words, c˜Nq isolates the first N letters in a word λ ∈ Λ′ ∪ {e} in the generators
SΛ and reverses their order.
It is easy to verify that if λ is a word of length N1 in the generators IΛ and is also a
word of length N2 in the generators SΛ, then
ρ(cN1q (λ)) = ρ˜(c˜
N2
q )(λ).
For this reason, we abuse notation and refer to ρ˜ and c˜q as ρ and cq.
Even though the graphs G∗q are defined differently than the graphs Gq from Chapters
1 and 2, the Transitivity Hypothesis does in fact imply that G∗q is a strongly connected
digraph.
Lemma 3.1.1. Suppose the Transitivity Hypothesis holds. Then G∗q is a strongly con-
nected digraph.
Proof. By (3.1) it suffices to show that for each edge of the form
(x(1), λn−1x(2))
in Gq there is a path from x(1) to x(2) in the graph G∗q . Recall that the Transitivity
Hypothesis is equivalent to the statement that Gq is strongly connected.
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If λ1.x
(1) ≡ x∗ (mod q) for some x∗ 6= x(1) then, since Gq is strongly connected, there
exists λ∗ ∈ Λ such that λ∗.x ≡ x(2) (mod q). Then, λ˜ = λ∗λ1 ∈ Λ′ and λ˜.x(1) ≡ x(2)
(mod q), as desired.
It suffices to show that λ1 does not fix x
(1). But comparing coordinates of x and
λ1(x), it is clear that if λ1(x) ≡ x (mod q) then there exists some g ∈ V ∗(Z/qZ) such
that
x
(1)
1 ≡ x(1)2 ≡ · · · ≡ x(1)n ≡ g (mod q). (3.2)
Furthermore,
(λ1.x
(1))n = ag
n−1 − g ≡ g (mod q). (3.3)
However, (3.3) and (3.2) imply that λj fixes x
(1) for all 1 ≤ j ≤ n − 1. Then x(1) is
isolated on Gq, contradicting the connectedness of Gq.
The analogue of the counting function M0 for the accelerated semigroup Λ
′ is then
Mq(z, u, φ) =
∞∑
l=0
∑
λ∈S(l)Λ
1{log log(λ.z)n − log log zn ≤ u}ρ(clq(λ)).φ.
Our goal in this section is to obtain an asymptotic formula for M0,q using an asymp-
totic formula for Mq and (3.1). In Chapter 5 we will prove the following asymptotic
formula for Mq:
Proposition 3.1.2. Suppose the Transitivity Hypothesis holds. Then for all z ∈M\K
and all nonnegative φ ∈ V (q), there exists a positive constant c∗ such that, as u→∞,
Mq(z, u, φ) = e
βu(c∗(z)〈φ, 1〉1 + o(1))
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where β > 1 is the constant from Theorems 1.0.1 and 1.0.3 and the o error term is
uniform in z. Furthermore, the constants c∗ have a uniform bound (depending only on
n). If φ is a constant vector, we may drop the assumption of the Transitivity Hypothesis.
Before we prove Proposition 1.0.4, we require some results about the growth of
z ∈M\K under the action of λn−1. For z ∈M we define the following quantity which
will be useful in this Chapter, as well as Chapters 4 and 5
α(z) :=
∏
j≤n−2
zj. (3.4)
Lemma 3.1.3. For z ∈M \K, we have
(λAn−1z)n ≥ (α(z)− 1)Azn. (3.5)
In particular,
(λAn−1z)n ≥ 2Azn.
Proof. It is easy to verify that for any z = (z1, z2, · · · , zn) ∈M, the last two coordinates
of λAn−1z are obtained by applying the matrix
gα(z) =
(
0 1
−1 α(z)
)
A times to the last two coordinates (zn−1, zn) of z.
If α(z) = 1 then this matrix is torsion, contradicting the fact that for z ∈ M \ K
the maximal entry of λAn−1z increases as A increases. If α(z) = 2 and z = z(x) for
x ∈ V (Z+) \K0, we use the fact that
α(z(x)) = a
n−2∏
i=1
xi
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to conclude that z must be fundamental exceptional (and, thus, not in M\K). Oth-
erwise, we must have α(z) ≥ 3, and by setting ZA = (λAn−1z)n then ZA satisfies the
recurrence relation
ZA+1 = α(z)ZA − ZA−1 ≥ 2ZA
for A ≥ 0. This gives the desired result.
3.2 Proof of Proposition 1.0.4
We now will assume Proposition 3.1.2 as a black box to prove Proposition 1.0.4.
Proof of Proposition 1.0.4 given Proposition 3.1.2. It is straightforward to verify that
M0,q(z, log log a
1
n−2R− log log zn, φ) =
∞∑
l=0
∑
λ∈Λ(l)
1{(λ.z)n ≤ a 1n−2R}ρ(clq(λ)).φ (3.6)
where the left hand sides of (3.6) is the counting functions in the statement of Proposition
1.0.4. Hence, the proof will follow once we show
M0,q(z, u, φ) = e
βu(c∗(z)〈φ, 1〉1 + o((logR)β)).
For a fixed z(0) ∈M \K, the orbit Λ.z(0) breaks up as
Λ.z(0) = ∪∞A0=0Λ′.λA0n−1z(0)
and so it follows that
M0,q(z
(0), u, φ) =
∞∑
A0=0
ρ(λAn−1).Mq(λ
A0
n−1z
(0), u− log log(λA0n−1z(0))n + log log z(0)n , φ). (3.7)
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For each u > 0 only finitely many terms in this summation are nonzero. Denote by
Amax the value of A0 such that
u− log log(λA0n−1z(0))n + log log(z(0))n < 0
for all A0 ≥ Amax. By Lemma 3.1.3 we have
Amax ≤ log z
(0)
n eu
log 2
.
Accordingly, we now study the part of the sum (3.7) for which u−log log(λA0n−1z(0))n+
log log(z(0))n is “large.”. Let κ be a small positive constant to be chosen later, and let
the o error term in Proposition 3.1.2 be bounded in absolute value by a positive function
F (u)1 where F (u) → 0 as u → ∞. Then, using Proposition 3.1.2, the summands in
(3.7) with u− log log(λA0n−1z(0))n+log log(z(0))n ≥ κu contribute (for each g ∈ V ∗(Z/qZ))(∑
A0:
u−log log(λA0n−1z(0))n+log log z(0)n ≥κu
ρ(λAn−1).Mq(λ
A0
n−1z
(0), u− log log(λA0n−1z(0))n + log log z(0)n , φ)
)
g
≤ log z(0)n eβu〈φ, 1〉
∑
A0:
u−log log(λA0n−1z(0))n+log log z(0)n ≥κu
c∗(λ
A0
n−1z
(0))
(log(λA0n−1z(0))n)β
(
1 +O( sup
u′≥κu
F (a))
)
.
where we use the nonnegativity of φ to justify this inequality.
Lemma 3.1.3 implies that
∑
A0:
u−log log(λA0n−1z(0))n+log log z(0)n ≥κu
c∗(λ
A0
n−1z
(0))
(log(λA0n−1z(0))n)β
≤
∞∑
A0=1
c∗(λ
A0
n−1z
(0))
(A0 log 2)β
and hence converges to some limit c∞(z(0)) as u → ∞ (using β > 1). Therefore, the
summands we have discussed so far contribute
log z(0)n c∞(z
(0))eβu(1 + o(1))
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to (M0,q(z
(0), u, φ))g for each g ∈ V ∗(Z/qZ).
We now consider the A0 for which u− log log(λA0n−1z(0))n+log log(z(0))n < κu. Again,
by Proposition 3.1.2 and the nonnegativity of φ, we have
(Mq(z, u, φ))g ≤ Ceβu
for some constant C, uniformly over unexceptional z ∈M \K.
Then for each remaining A0 in (3.7),
(ρ(λAn−1).Mq(λ
A0
n−1z
(0), u− log log(λA0n−1z(0))n + log log z(0)n , φ))g
≤ (ρ(λAn−1).Mq(λA0n−1z(0), κu, φ))g
≤ Ceβκu.
Since there are at most Amax such summands, these remaining terms contribute, at most,(∑
A0:
u−log log(λA0n−1z(0))n+log log z(0)n <κu
M0,q(z, AmaxCe
βκu)
)
g
≤ log z
(0)
n Ce(1+βκ)u
log 2
to (3.7). Now choosing κ small enough that 1+βκ < β, the contributions of these terms
is smaller than the main term in Proposition 1.0.4, as desired.
Chapter 4
Iteration
In this chapter we reduce the count in Proposition 3.1.2 over all words in Λ′ to a count
over all sufficiently long words (where this length will depend on u). We are able to do
that because the counting function Mq satisfies a certain renewal equation, which we
define below and make heavy use of in Chapters 6-10 (in a modified form).
4.1 The distortion function and renewal
First we define the distortion function τ∗ : Λ′ ×M\K → R by
τ∗(λ, z) = log log(λ.z)n − log log(z)n.
It will often be convenient to bound τ as a function of the length of the word λ in
the generators SΛ. For this reason, we will usually use the notation τ
L
∗ (λ, z) to indicate
that λ ∈ S(L)Λ .
Observe that τL∗ satisfies the following telescoping property: writing λ ∈ S(L)Λ as
λ = λALn−1λjLλ
AL−1
n−1 λjL−1 · · ·λA2n−1λj2λA1n−1λj1
48
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we have
τL∗ (λ, z) =
L∑
l=1
τ∗
(
(λAln−1λjl , (λ
Al−1
n−1 λjl−1 · · ·λA2n−1λj2λA1n−1λj1).z
)
. (4.1)
It is easy to verify that Mq satisfies the following renewal equation:
Mq(z, u, φ) =
∑
λ∈SΛ
ρ(λ).Mq(λz, u− τ∗(λ, z), φ) + 1{0 ≤ u}φ. (4.2)
For any positive integer L we also have the iterated renewal equation
Mq(z, u, φ) =
∑
λ∈S(L)Λ
ρ(cLq (λ)).Mq(λz
(0), u− τL∗ (λ, z), φ)
+
L−1∑
l=1
∑
λ∈S(l)Λ
ρ(clq(λ)).1{τ l∗(λ, z) ≤ u}φ+ 1{0 ≤ u}φ. (4.3)
4.2 Iterating
Our goal in this section is to show that the sum in (4.3) is dominated by the first sum
for L ≈ cu
log u
for some (small) positive constant c. We accomplish this by the following
Lemma and the proceeding discussion:
Lemma 4.2.1. There are constants c0 and c1 depending only on n such that for all
L ∈ Z+, x ≥ 0, ∑
λ∈S(L)Λ
1{τL∗ (λ, z) ≤ x} ≤ cL1 (c0 + x)Lex. (4.4)
As a consequence, for any δ > 0, there is c = c(δ) > 0 such that when L = d cu
log u
e one
has
L−1∑
l=1
∑
λ∈S(l)Λ
ρ(clq(λ)).1{τ l∗(λ, z) ≤ u} = O(e(1+δ)u)
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and
cL1 (c0 + x)
L ≤ eδx. (4.5)
for all x ≥ u
2
.
Proof. We begin by bound τ∗ for generators λAn−1λj ∈ SΛ. By (3.5) in Lemma 3.1.3 we
have
τ∗(λAn−1λj, z) = log log(λ
A
n−1λjz)n − log log zn
≥ log log(α(λj(z))− 1)A(λjz)n)− log log zn.
We may evaluate α(λj(z)) directly to obtain
α(λj(z)) =
∏
1≤i≤n−1,i 6=j
zi ≥ zn−1 ≥ 1
2
z
1
n−1
n
where the last inequality uses the previously prepared (2.18) for z ∈M\K. Using this
and the fact that (λj.z)n ≥ zn, we obtain
τ∗(λAn−1λj, z) ≥ log log
(
1
2A
z
A
n−1
n (1− 2z
−1
n−2
n )
Azn
)
− log log zn
≥ log
(
1 +
A
n− 1
(
1 +
(n− 1) log(1− 2z−
1
n−1
n )− (n− 1) log 2
log zn
))
.
Applying the previously prepared (2.17), we obtain
τ∗(λAn−1λj, z) ≥ log
(
1 +
A
2(n− 1)
)
.
Now, for a word λ = λAln−1λjlλ
Al−1
n−1 λjl−1 · · ·λA2n−1λj2λA1n−1λj1 ∈ S(l)Λ and using the tele-
scoping sum in (4.1), and applying (4.6) l times, we obtain
τ l∗(λ, z) ≥
l∑
q=1
log
(
1 +
Aq
2(n− 1)
)
.
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It follows that the number of λ counted in (4.4) is bounded by the size of the set{
(A1, A2, A3, · · · , AL) ∈ ZL≥0 :
L∑
q=1
log
(
1 +
Aq
2(n− 1) ≤ x
}
(4.6)
multiplied by the number of possible choices of j1, · · · , jL. The latter quantity can be
bounded by (n− 2)L, and the former quantity we bound by the following Lemma:
Lemma 4.2.2. The size of the set in (4.6) is bounded by (2(n− 1)(c0 +x))Lex for some
positive constant c0.
Proof. We prove this by induction on L. The base case of L = 1 is clear by basic
algebraic manipulation.
For arbitrary L, for each choice of A1 we must have the remaining A2, · · · , AL satis-
fying
L∑
q=1
log
(
1 +
Aq
2(n− 1)
)
≤ x− log
(
1 +
A1
2(n− 1)
)
.
By induction, the size of the set in (4.6) is then bounded by
b2(n−1)exc∑
A1=1
(2(n− 1))L−1
(
c0 + x− log
(
1 +
A1
2(n− 1)
))L−1
ex
1
1 + A1
2(n−1)
≤ (2(n− 1))L(c0 + x)L−1ex
2(n−1)ex∑
A1=1
1
2(n− 1) + A1 (4.7)
The sum in (4.7) is within a constant c˜0 of x which depends only on n. This proves
Lemma 4.2.2, replacing c0 by c˜0 if necessary.
This proves the bound in (4.4) for c1 = 2(n− 2)(n− 2). The second part follows by
observing ∥∥∥∥∥∥∥
L−1∑
l=1
∑
λ∈S(l)Λ
ρ(clq(λ)).1{τ l∗(λ, z) ≤ u}
∥∥∥∥∥∥∥
∞
≤ 2cL1 (c0 + u)Leu
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and choosing L ≈ cu
log(c0+u)
with c(δ) sufficiently small.
Now, choosing parameters as in Lemma 4.2.1, we have
Mq(z, u, φ) =
∑
λ∈S(L)Λ
ρ(cLq (λ)).Mq(λz, u− τL∗ (λ, z) +O(e(1+δ)u) (4.8)
where the big O error term will, in fact, be a true error term when δ is sufficiently small
(see Section 4.3).
The benefit of summing over “long” words in SΛ is given by the following Lemma.
We remark that the Lemma would be false if we replaced the accelerated generated set
SΛ by the unaccelerated generating set IΛ.
Lemma 4.2.3. There is some C > 0 such that for all λ ∈ S(L)Λ and all z ∈ M \K for
which we have
α(λ.z) ≥ 1
2
exp(CϕL) (4.9)
and
(λ.z)n ≥ exp(CϕL) (4.10)
where ϕ =
1 +
√
5
2
> 1 is the golden ratio.
Proof. We begin by proving (4.10). For 1 ≤ j ≤ n− 2, we have
(λjz)n =
∏
i 6=j
zi − zj = znzn−1
∏
i 6=j,n−1,n
zi − zj ≥ (zn − 1)zn−1
where the inequality is justified by the ordering zn−1 ≥ zj ≥ 1.
It follows that for all A ≥ 0, we have
(λAn−1λjz)n ≥ (λjz)n ≥ (zn − 1)zn−1.
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Iterating the above argument once, we see that
(λA2n−1λj2λ
A1
n−1λj1).z)n ≥ ((λA1n−1λj1z)n − 1)(λA1n−1λj1z)n−1.
Of course, for any λ ∈ Λ and z ∈M \K, (λz)n−1 ≥ zn, so we have
(λA2n−1λj2λ
A1
n−1λj1).z)n ≥ ((λA1n−1λj1z)n − 1)zn.
It follows that the numbers
Zl = (λ
Al
n−1λjlλ
Al−1
n−1 λjl−1 · · ·λA2n−1λj2λA1n−1λj1 .z)n
satisfy the recursive inequality
Zl ≥ (Zl−1 − 1)Zl−2 for l ≥ 2.
Observe that by (2.16), we have the uniform bound Zl ≥ 10 for all l ≥ 1, which is
independent of the choice of z, j1, j2, . . . , jL, A1, A2, . . . , AL for all l ≥ 1.
Zl − 1 ≥ (Zl−1 − 1)Zl−2 − (Zl−1 − 1) for l ≥ 2.
Setting Yl = logZl, we have
Yl ≥ Yl−1 + Yl−2.
An elementary argument then yields
Yl ≥ Cϕl
or
Zl ≥ exp(Cϕl)
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for some absolute constant C > 0 (independent of the particular z, {ji}, {Ai}). This
proves (4.10).
To prove (4.9), we observe that
α(λAn−1λjz) ≥ α(λjz) ≥ zn−1 ≥
1
2
z
1
n−1
n
where the last inequality is justified by (2.18). Combining this with (4.10) and iterating
yields the desired result (replacing C by the smaller constant C
ϕ(n−1)).
4.3 Choosing parameters
In the following Chapter, we will choose
L = dc u
log u
e (4.11)
where c is chosen so that (4.8) holds with
δ = min
{
1
10
,
β − 1
2
}
. (4.12)
Note that β ≥ 2, so δ > 0. In particular, for every λ.z appearing in (4.8), we have by
(4.9)
α(λ.z) ≥ 1
2
exp(Cϕccu/ log u). (4.13)
Chapter 5
Linearization
5.1 Comparison to the linear count
In the previous Chapter, we showed that (up to a O(e(1+δ)u) error term) the asymptotic
formula for Mq(z, u, φ) in Proposition 3.1.2 reduces to finding an asymptotic formula for
Mq(λz, u, φ) =
∞∑
l=0
∑
λ(2)∈S(l)Λ
1{τ l∗(λ(2), λz) ≤ u− τL∗ (λ, z)}ρ(cl+Lq (λ(2)λ)).φ. (5.1)
where λ ∈ S(L)Λ (where L is as chosen in (4.11)).
Recall from Chapter 1 that there is a correspondence between the (nonlinear) nor-
malized Markoff-Hurwitz equation (2.1) and the nonnegative ordered hyperplane
H = {y = (y1, y2, · · · , yn) ∈ Rn≥0 : y1 ≤ y2 ≤ yn, y1 + y2 + · · · yn−1 = yn}.
Under this correspondence the moves λj correspond in a natural way to the maps
γj(y1, y2, . . . , yn) =
(
y1, y2, . . . , yˆj, . . . , yn−1, yn,
∑
i 6=j
yi
)
(5.2)
for 1 ≤ j ≤ n− 1. We denote by Γ′ the semigroup generated by the (countably infinite)
collection of maps
TΓ = {γAn−1γi : 1 ≤ i ≤ n− 2, A ≥ 0}.
55
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Our goal is to make explicit the relationship between orbits of Λ′ on M\K and Γ′ on
H. Since Theorem 1.0.5 provides an asymptotic formula for the latter, this will allow us
to prove an asymptotic formula for the former, and thus Proposition 3.1.2.
Recall that the correspondence between M and H is loosely obtained by taking a
logarithm of (2.1). We will first match each λz to some element of H ∈ Rn+ that is
“close” to log(λz) in a way that we make precise below. Here, we use the notation that
log of an n-tuple is simply the log of each component. We will then relate the growth
under the moves λ(2) to growth under the moves γ(2).
We define the map f :M\K → H by
f(z) = (log z1, log z2, · · · , log zn−1,
n−1∑
j=1
log zi).
f(z) is related to log(z) 1 when α(z) is large in the following sense:
Lemma 5.1.1. There are constants C1 and C2 depending only on n such that when
z ∈M \K with α(z) > C1,
log(z) ≤ f(z) ≤ log(z) + C2α(z)−2(0, 0, 0, · · · , 0, 1). (5.3)
Proof. Recall that zn is the larger of the two roots of (2.1) viewed as a quadratic in zn.
It follows that
zn =
A(z)
2
(
1 +
√
1− 4C(z)− k
′
A(z)2
)
where
A(z) =
n−1∏
i=1
zi, C(z) =
n−1∑
i=1
z2i .
1Here we denote by log(z) the map z 7→ (log z1, log z2, . . . , log zn).
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The previously prepared (2.20) gives C(z)− k′ > 0 and thus
zn ≥ A(z),
which proves the former inequality in (5.3).
To prove the latter inequality, we bound
C(z)− k′
A(z)2
≤
n−1∑
i=1
z2n−1∏
j 6=n z
2
i
= (n− 1)α(z)−2.
Now, choose C1 large enough so that, when α(z) > C1 we have
zn = A(z) + (1 +O(α(z)
−2)
where the implied constant in the O depends only on n. By increasing C1 again if
necessary, we obtain
log(zn) = log(A(z)) +O(α(z)
−2) = (f(z))n +O(α(z)−2).
We now show that if f(z) is approximated between two elements y(1), y(2) ∈ H then
f(λj.z) is approximated by γj.y
(1) and γj.y
(2).
Lemma 5.1.2. For all  > 0 for z ∈ M \K and α(z) > max{C1, 2C1/22 −1/2} and for
y(1), y(2) ∈ H, if
y(1) + (0, 0, · · · , 0, 1
2
,
1
2
, 1) < f(z) ≤ y(2) (5.4)
then
γjy
(1) + (0, 0, · · · , 0, 1
2
,
1
2
, 1) < f(λjz) ≤ γjy(2). (5.5)
Here C1, C2 are the constants from Lemma 5.1.1.
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Proof. We first prove the second inequality in (5.5). For i ≤ n− 1, we have
f(λjz)i =
{
f(z)i ≤ y(2)i ≤ (γjy(2))i if 1 ≤ i ≤ j − 1
f(z)i+1 ≤ y(2)i+1 ≤ (γjy(2))i. if j ≤ i ≤ n− 1.
Using Lemma 5.1.1, we also have
f(λjz)n−1 = log(z)n ≤ (f(z))n ≤ y(2)n = (γjy(2))n−1.
Finally, we have
f(λjz)n =
n−1∑
i=1
f(λjz)i ≤
n−1∑
i=1
(γjy
(2))i = (γjy
(2))n.
To prove the first inequality in (5.5) we observe that (5.4) give log(zi) > y
(1)
i for
i ≤ n− 3 and log(zi) > y(1)i + 2 for i = n− 2, n− 1. To address the nth coordinate, we
use Lemma 5.1.1 and (5.4) to obtain
log(zn) ≥ f(z)n − C2α(z)−2 ≥ y(1)n + − C2α(z)−2.
By assumption α(z) > 2C
1/2
2 
−1/2, so
log(zn) ≥ y(1)n +
3
4
. (5.6)
The bound f(λjz)i ≥ (γjy(1))i for i ≤ n − 3 is clear, using a similar argument used
in for the upper bound above. We also have
f(λjz)n−2 =
{
log(zn−1) ≥ y(1)n−1 + 2 = (γjy(1))n−2 + 2 if j ≤ n− 2
log(zn−2) ≥ y(1)n−2 + 2 = (γjy(1))n−2 + 2 if j = n− 1
For the (n− 1)st coordinate, we observe
f(λjz)n−1 = log zn ≥ y(1)n +
3
4
= (γjy
(1))n−1 +
3
4
≥ (γjy(1))n−1 + 
2
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as desired.
At the nth coordinate,
f(λjz)n =
∑
i 6=j
log zi ≥
∑
i 6=j
y
(1)
i +
5
4
= (γjy
(1))n +
5
4
where the 5
4
is justified by the fact that the summation over i 6= j includes at least one
of i = n − 2, n − 1 (which contribute 
2
) and the index i = n (which contribute 3
4
by
(5.6).
Since we would like to make use of Lemma 5.1.1 in applying Lemma 5.1.2, and since
α(λz) is indeed large for λ ∈ S(L)Λ by (4.13), we define define the map y : Λ′×M\K → H
by
y(λ, z) = f(λz).
We of course have:
Lemma 5.1.3. For all λ ∈ S(L)Λ , we have
(1− )y(λ, z) + (0, 0, · · · , 0, 1
2
,
1
2
, 1) < f(λz) = y(λ, z).
Proof. For all λ ∈ Λ′ we have
(λz)n−2 ≥ zn−1 ≥ 2
where we use the previously prepared (2.19). Since L ≥ 1, we must have
f(λz) ≥ (0, 0, . . . , 1
2
,
1
2
, 1).
The desired inequality now follows.
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We will apply Lemma 5.1.2 using Lemma 5.1.3 and with
 = (u) = min
{
16C2 exp(−2cϕcu/ log u), 1
2
}
. (5.7)
so that
4C2α(λz)
−2 ≤ . (5.8)
For any λ(2) ∈ S(N)Λ we may write
λ(2) = λANn−1λjNλ
AN−1
n−1 λjN−1 . . . λ
A2
n−1λj2λ
A1
n−1λj1 .
Then there is a natural bijection λ(2) 7→ γ(2) ∈ T (N)Γ given by
γ(2) = γ(2)(λ(2)) = γANn−1γjNγ
AN−1
n−1 γjN−1 . . . γ
A2
n−1γj2γ
A1
n−1γj1 . (5.9)
While the representation ρ and cocycle cNq are defined on Λ
′, this natural bijection
allows us to view ρ and cNq as maps on Γ
′. For that reason, we abuse notation and
write ρ(cNq (γ)) to mean ρ(c
N
q (γ(λ)). With this in mind, we now recall the vector-valued
counting function Nq from Chapter 1:
Nq(y, u, φ) =
∞∑
l=0
∑
γ∈T (l)Γ
1{log(γ.y)n − log(yn) ≤ u}ρ(clq(γ)).φ. (5.10)
We then have the following useful relationship between growth under Λ′ and growth
under Γ′:
Lemma 5.1.4. For all λ(2) ∈ Λ′ ∪ {e} and γ(2) = γ(2)(λ(2)), we have
log log(λ(2)λz)n ≤ log(γ(2).y(λ, z))n ≤ log log(λ(2)λz)n + 2,
where  is as chosen above.
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Proof. By applying Lemma 5.1.2 to Lemma 5.1.3 and using the linearity of the maps γ,
we have for all coupled λ(2), γ(2),
(1− )γ(2).y(λ, z) + (0, 0, . . . , 0, 1
2
,
1
2
, 1) ≤ f(λ(2)λz) ≤ γ(2).y(λ, z).
Combining this with Lemma 5.1.1, we obtain
log(λ(2)λz)n ≤ f(λ(2)λz)n ≤ (γ(2).y(λ, z))n (5.11)
and, using (5.8),
log(λ(2)λz)n ≥ f(λ(2)λz)n − 
4
≥ (1− )(γ(2).y(λ, z))n. (5.12)
The result follows by taking logarithms of (5.11) and (5.12) and using the fact that
2+ log(1− ) ≥ 0
for positive  ≤ 1
2
.
The counts Mq and Nq are now related in the following sense:
Lemma 5.1.5. For λ ∈ S(L)Λ and nonnegative φ ∈ V (q),
Nq(y(λ, z), u−τL∗ (λ, z)−2, φ) ≤Mq(λz, u−τL∗ (λ, z), φ) ≤ Nq(y(λ, z), u−τL∗ (λ′)+2, φ).
Proof. We write, for u′ = u− τL∗ (λ, z)± 2,
Nq(y(λ, z), u
′, φ) =
∞∑
l=0
∑
γ(2)∈T (l)Γ
1{log(γ(2).y(λ, z))n − log y(λ, z)n ≤ u′}ρ(clq(γ(2))).φ.
(5.13)
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which we can compare to
Mq(λz, u− τL∗ (λ, z))
=
∞∑
l=0
∑
λ(2)∈S(l)Λ
1{log log(λ(2)λz)n − log log(λz)n ≤ u− τL∗ (λ, z)}ρ(clq(γ)).φ (5.14)
matching term by term, using the bijection in (5.9).
By Lemma 5.1.4 we have
log(γ(2).y(λ, z))n − log y(λ, z)n ≤ log log(λ(2)λz)n − log log(λz)n + 2
and
log log(λ(2)λz)n − log log(λz)n − 2 ≤ log(γ(2).y(λ, z))n − log y(λ, z)n.
Furthermore, recall that ρ(clq(λ)).φ = ρ(c
l
q(λ(γ)).φ is a nonnegative vector in V (q). The
desired result follows.
5.2 Proof of Proposition 3.1.2
Recall Theorem 1.0.5 from Chapter 1, which provides an asymptotic formula for Nq.
We will now prove Proposition 3.1.2 using this theorem as a black box and using the
correspondence between Mq and Nq established in the previous section. We first show
that Theorem 1.0.5 and the arguments in Section 5.1 imply the following:
Lemma 5.2.1. Let δ be the small constant from (4.12) and L as chosen in (4.11). We
have
Mq(z, u, φ) = (1 + o(1))〈φ, 1〉eβu
( ∑
λ∈S(L)Λ
e−βτ
L∗ (λ,z)h(y(λ, z))
)
1 +O(exp(βuδ + (1 + δ)u).
(5.15)
CHAPTER 5. LINEARIZATION 63
Moreover, the O and o error terms have implied constant and decay rates that are inde-
pendent of λz(0).
Proof. Combining Lemma 5.1.5 with 4.8 we have, up to a negligible O(e(1+δ)u) error
term ∑
λ∈S(L)Λ
ρ(cLq (λ)).Nq(y(λ, z), u− 2− τ∗(λ, z), φ) ≤Mq(z, u, φ)
≤
∑
λ∈S(L)Λ
ρ(cLq (λ)).Nq(y(λ, z), u+ 2− τ∗(λ, z), φ). (5.16)
The goal is to use Theorem 1.0.5 to carefully bound the the Nq functions on the lefthand
and righthand side. Specifically, there exists some F (u) such hat
∥∥Nq(y, u, φ)− 〈φ, 1〉eβuh(y)1∥∥∞ ≤ F (u)eβuh(y).
where F (u)→ 0 as u→∞. In fact this remains true replacing Nq(y, u, φ) by
ρ(γ).Nq(y, u, φ) for any γ ∈ Γ′ since ρ(γ).eβuh(y)1 = eβuh(y)1.
However, when u′ = u + 2 − τ∗(λ, z) is close to 0 or less than 0 this bound is less
useful, since we cannot use F (a) → 0. Instead, for the small parameter δ as chosen
before, we have for u′ ≤ uδ
∥∥Nq(y, u, φ)− 〈φ, 1〉eβuh(y)1∥∥∞ ≤ C3eβu′ .
for some absolute constant C3 > 0 . This follows from Theorem 1.0.5 for 0 ≤ u′ ≤ uδ
and is trivial for u′ < 0 since then Nq(y, u′, φ) = 0.
Denoting y′ = y(λ, z), and combining these bounds on Nq with the upper bound
from (5.16), we have
(Mq(z, u, φ)g ≤
∑
λ∈S(L)Λ
eβu
′
h(y′) + 1{u′ ≤ uδ}C3eβu′ + 1{u′ > uδ}F (u′)eβu′h(y′)
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from which it follows that
(Mq(z, u, φ)g ≤
(
1 + sup
b≥uδ
F (b)
)〈φ, 1〉 ∑
λ∈S(L)Λ
eβu
′
h(y′) + C3
∑
λ∈S(L)Λ ,
u′≤uδ
eβu
′
. (5.17)
To bound the first summation in (5.17) we observe
∑
λ∈S(L)Λ
eβu
′
h(y′) = eβu
∑
λ∈S(L)Λ
eβ2e−βτ
L∗ (λ,z)h(y′)
which, by the choice of  in (5.7) is simply
(1 +O(exp(−2Cϕculog u)))eβu
∑
λ∈S(L)Λ
e−βτ
L∗ (λ,z)h(y′).
We will now show that the second summation in (5.17) can be included in the O
error term in (5.15). This summation is bounded by
∑
λ∈S(L)Λ ,
u′≤uδ
eβu
′  eβu
∑
λ∈S(L)Λ ,
τL∗ (λ,z)≥u+2−uδ
e−βτ
L∗ (λ,z).
We break this sum down into λ for which M − 1 ≤ τL∗ (λ, z) ≤M using (4.4) in Lemma
4.2.1. We have
∑
λ∈S(L)Λ
1{M − 1 ≤ τL∗ (λ, z) ≤M}eβτ
L∗ (λ,z) ≤ cL1 (c0 +M)LeMe−β(M−1). (5.18)
When M ≥ u
2
we may use the bound (4.5) in Lemma 4.2.1 to replace cL1 (c0 + M)
L by
eδM . Then, summing this quantity over all integers M ≥ bu− uδ − 1c > u
2
, we have
∑
λ∈S(L)Λ ,
τL∗ (λ,z)≥u+−uδ
e−βτ
L∗ (λ,z)  e−(β−1−δ)(u−uδ)
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and thus
∑
λ∈S(L)Λ ,
u′≤uδ
eβu
′  exp((β − 1− δ)uδ + (1 + δ)u) = O(exp(βuδ + (1 + δ)u)
as desired. The lower bound follows by a similar argument. Note that the constants and
rates of decay do not depend on z ∈M \K.
Finally, we address the numbers
aL(z) =
∑
λ∈S(L)Λ
e−βτ
L∗ (λ,z)h(y(λ, z))
which appear in (5.15) with the following lemma:
Lemma 5.2.2. For fixed z there is a constant c∗(z) such that
aL(z) = c∗(z) + o(1).
as L → ∞ with a rate of decay that is independent of z. The values c∗(z) are bounded
by some constant independent of z.
Proof. Writing y′′ = y(λ′′λ′, z), y′ = y(λ′, z), and λ(2) = λ′′λ′ we have
aL+1 − aL =
∑
λ′′∈SΛ
∑
λ′∈S(L)Λ
h(y′′)e−βτ
L+1∗ (λ(2),z) −
∑
λ′∈S(L)Λ
h(y′)e−βτ
L∗ (λ′,z). (5.19)
Recall that the telescoping property (4.1) implies
τL+1∗ (λ
(2), z)− τL∗ (λ′, z) = τ∗(λ′′, λ′z) = log(λ′′λ′z)n − log(λ′z)n.
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Thus, rearranging (5.19) we obtain
aL+1 − aL =
∑
λ′∈S(L)Λ
e−βτ
L∗ (λ′,z)
(( ∑
λ′′∈SΛ
h(y′′)
(
log(λ′z)n
log(λ′′λ′z)n
)β)
− h(y′)
)
. (5.20)
Heuristically, we expect the parenthesized summation to be close to zero by the recursion
identity satisfied by h in (1.9) in Theorem 1.0.5. We will make use of Lemma 5.1.1 which
provides a bound relating λz and y(λ, z) when α(λz) > C1, and Lemma 4.2.3 (4.9) which
ensures α(λz) > C1 for L ≥ L0 where L0 is some absolute constant.
Now using the bijection λ 7→ γ(λ) in (5.9) and repeating the arguments in Lemma
5.1.1 and 5.1.2 we obtain
log(λ′z)n ≤ y′n ≤ (1 +O(α(λz)−2)) log(λ′z)n. (5.21)
and
log(λ′′λ′z)n ≤ (γ(λ′′).y′)n ≤ (1 +O(α(λz)−2)) log(λ′′λ′z)n. (5.22)
Moreover, Lemma 5.1.1 provides
log(λ′′λ′z)n ≤ y′′n ≤ log(λ′′λ′z)n + C2α(λ′z)−2(0, 0, . . . , 0, 1). (5.23)
whenever L ≥ L0.
We now need to use the above to estimate the cost of replacing y′′ by γ(λ′′).y′ and(
log(λ′z)n
log(λ′′λ′z)n
)β
by
(
y′n
(γ(λ′′)y′)n
)β
in (5.20). Since h is C1, using (5.21)-(5.23) we obtain
h(y′′) = h(γ(λ′′)y′) +O(α(λ′z)−2 log(λ′′λ′z)n).
Using (5.21)-(5.22) we have(
y′n
(γ(λ′′)y′)n
)β
(1 +O(α(λz)−2))−β ≤
(
log(λ′z)n
log(λ′′λ′z)n
)β
≤
(
y′n
(γ(λ′′)y′)n
)β
(1 +O(α(λz)−2))β.
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Using the boundedness of h,
(
log(λ′z)n
log(λ′′λ′z)n
)β
and
(
y′n
(γ(λ′′)y′)n
)β
we have
∑
λ′′∈SΛ
h(y′′)
(
log(λ′z)n
log(λ′′λ′z)n
)β)
(5.24)
=
∑
γ′′∈TΓ
h(γ′′y′)
(
y′n
(γ′′y′)n
)β
+O(α(λ′z)−2) = h(y′) +O(α(λ′z)−2).
where in the last line we use the recursion (1.9) in Theorem 1.0.5. Therefore, we have
|aL+1 − aL|  α(λz)−2
∑
λ′∈S(L)Λ
e−βτ
L∗ (λ′,z). (5.25)
To bound the right hand side of (5.25), we use (5.18) to obtain
∑
λ∈S(L)Λ
e−βτ
L∗ (λ,z) ≤ eβcL1
∞∑
M=0
e(1−β)M(c0 +M)L. (5.26)
For a fixed small η > 0, this is bounded by
 cL1
L1+η∑
M=0
(c0 +M)
L + o(exp(L1+η))
which can be crudely bounded by
 exp(C4L1+η)
for some absolute C4 > 0.
Now, by (4.9) in Lemma 4.2.3 we have α(λz)−2  exp(−2CϕL) where ϕ > 1 so
|aL−1 − aL|  exp(C4L1+η − 2CϕL) exp(−C5ϕL)
for some absolute C5 > 0. Therefore, for L1 ≥ L0 we have
∞∑
L=L1
|aL−1 − aL| 
∞∑
L=L1
exp(−C5ϕL) = oL1→∞(1). (5.27)
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It follows that the sequence aL(z) converges at a uniform rate to a limit c∗(z). The
uniform boundedness of c∗(z) follows by (5.27) given that aL(z) is uniformly bounded
for L ≥ L0, a fact which follows from the boundedness of h and (5.26).
Combining Lemma 5.2.2 together with Lemma 5.2.1 completes the proof of Propo-
sition 3.1.2.
Chapter 6
Renewal and the transfer operator
6.1 The renewal equation and preliminaries
We have reduced our study to the counting function Nq defined in Chapter 5. We begin
by establishing some preliminary properties of Nq.
First, observe that (5.10) is invariant under scalar multiplication of y by R+. For
this reason, we will often work with the projectivized space
P (Rn≥0) = Rn≥0/R+,
the quotient of Rn≥0 by the multiplicative action of the positive real numbers. It is then
useful to define ∆ = H/R+ ⊂ P (Rn≥0), which we may view as a subset of 1 Rn−1, as
∆ = {(w1, w2, . . . , wn−1) : 0 ≤ w1 ≤ w2 ≤ · · · ≤ wn−1 ≤ 1,
n−1∑
i=1
wi = 1}.
Observe that with this embedding we have
wj ≤ 1
2
, for 1 ≤ j ≤ 1
2
. (6.1)
1In fact, we may view ∆ as a subset of Rn−2 by observing that wn−1 = 1−
∑n−2
i=1 wi. We make use
of this fact in Chapter 10.
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We may view Nq(·, u, φ) as a function of y ∈ H or as a function of w ∈ ∆ by
projecting y to w ∈ ∆ in the natural way. Going forward, we will usually view this as a
function of w ∈ ∆ unless otherwise noted.
We observe that Nq satisfies the following renewal equation (similar to the renewal
equation satisfied by Mq in (4.2))
Nq(w, u, φ) =
∑
γ∈TΓ
ρ(γ).Nq(γ.w, u− log(γ.w)n + log(wn), φ) + 1{0 ≤ u}φ. (6.2)
As in [16] we proceed by taking the Laplace transform of the renewal equation (6.2) with
respect to the u variable (for now, we ignore issues of convergence). For f ∈ C1(∆;V (q)),
define the Laplace transform for general f of suitable decay by
fˆ(s) =
∫ ∞
−∞
e−sxf(x)dx.
The Laplace transform of each summand in the sum on the right hand side of (6.2)
is simply ∫ ∞
−∞
e−suNq(γ.w, u− log(γ.w)n + logwn, φ)du.
After evaluating these integrals through a change of variables we obtain the transformed
Renewal Equation
Nˆq(w, s, φ) =
∑
γ∈TΓ
(
wn
(γ.w)n
)s
ρ(γ).Nˆq(γ.w, s, φ) +
1
s
φ (6.3)
for all w ∈ ∆.
This leads to the following definition of the congruence transfer operator Ms,q
which is defined for V (q)-valued functions f on ∆ by
Ms,q[f ](w) =
∑
γ∈TΓ
(
wn
(γ.w)n
)s
ρ(γ).f(γ.w) (6.4)
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whenever this sum is pointwise absolute convergent on ∆. This transfer operator differs
from the transfer operator in [12] due to the presence of the representation ρ and the
fact that f is now V (q)-valued, rather than C-valued.
For all C-valued functions h and φ ∈ V (q), we define the V (q)-valued function h⊗φ
as the function which maps w 7→ h(w)φ. We can then rewrite (6.3) as
Nˆq(w, s, φ) =
1
s
(1−Ms,q)−1(1⊗ φ) (6.5)
whenever the right hand side is defined.
For any φ ∈ V (q) we may decompose
φ = φ0 + φ
′
where φ0 = 〈φ, 1〉1 is a constant vector and φ′ ∈ C⊥ where
C⊥ := {µ ∈ V (q) : 〈µ, 1〉 = 0}.
That is, the coefficients of φ′ sum to 0. We may write V (q) = C⊕C⊥ where C represents
the constant vectors in V (q). We then have
Nq(w, u, φ) = Nq(w, u, φ0) +Nq(w, u, φ
′). (6.6)
This observation will be helpful in Chapters 7 and 8, as we will separately address the
issue of the spectrum ofMs,q restricted to C-valued functions and C⊥-valued functions.
The goal of the following chapters is to use information about the spectrum ofMs,q
together with (6.5) to recover the asymptotic formula in Theorem 1.0.5. This procedure,
which uses results from perturbation theory and Fourier-Laplace analysis, is due to Lalley
and developed in [16]. First, we introduce some convenient notation.
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For convenience, we define the map τ ∈ C1(TΓ ×∆,R) by
τ(γ, w) = log(γ.w)n − logwn. (6.7)
Then it is easy to verify that Ms,q can be expressed as
Ms,q[f ](w) =
∑
γ∈TΓ
e−sτ(γ,w)ρ(γ).f(γ.w). (6.8)
Similarly, for N ∈ Z+, we define τN ∈ C1(T (N)Γ ×∆,R) by
τN(γ, w) = log(γ.w)n − logwn
or, equivalently, by writing γ ∈ T (N)Γ as γ = γ(1) · · · γ(N−1)γ(N),
τN(γ, w) =
N∑
i=1
τ(γ(i), (γ(i+1)γ(i+2) · · · γ(N)).w) (6.9)
so that the iterated transfer operator MNs,q can be expressed as
MNs,q[f ](w) =
∑
γ∈T (N)Γ
e−sτ
N (γ,w)ρ(cNq (γ)).f(γ.w). (6.10)
In the proceeding, we will generally work with the Banach space C1(∆;V (q)), the
set of continuously differentiable V (q)-valued functions with the norm
‖f‖C1 = ‖f‖∞ + ‖df‖∞
where
‖f‖∞ = sup
w∈∆
(‖f(w)‖l2(V ∗(Z/qZ)))
and
‖df‖∞ = sup
w∈∆
(‖df(w)‖2)
where df(w) is the rq × (n − 1) total derivative matrix with respect to the variables
w1, w2, . . . , wn−1 and where rq := |V ∗(Z/qZ)|, and ‖·‖2 is the Frobenius norm.
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6.2 Properties of Ms,q
It will be convenient to explicitly calculate the sum in (6.4), which we accomplish us-
ing the following Lemma (which will also be useful at other points in the proceeding
chapters).
Lemma 6.2.1. A generator γAn−1γj acts on w = [w1, · · · , wn−1, 1] ∈ ∆ by
γAn−1γj(w) = [w1, · · · , wˆj, · · · , wn−1, 1 + A(1− wj), 1 + (A+ 1)(1− wj)].
In particular,
(γAn−1γj.(w1, · · · , wn−1, 1))n = 1 + (A+ 1)(1− wj).
Proof. This is a direct calculation.
We immediately obtain the following result about Ms,q.
Lemma 6.2.2. When Re(s) > 1 the summation in the definition of Ms,q is absolutely
and uniformly convergent on ∆. In particular, we have a well-defined continuous map
of Banach spaces
Ms,q : C0(∆;V (q))→ C0(∆;V (q)).
Proof. Using Lemma 6.2.1 in the definition of Ms,q we obtain, for any f ∈ C0(∆),
Ms,q[f ](w) =
n−2∑
j=1
∞∑
A=0
1
(1 + (A+ 1)(1− wj))sρ(γ
A
n−1γj).f(γ
A
n−1γj).
Since f is bounded and wj ≤ 12 on ∆ for 1 ≤ j ≤ n− 2 (by (6.1)), each inner sum over
A converges uniformly absolutely on ∆ for any compact subset of Re(s) > 1.
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It follows that Ms,q[f ] is itself continuous and bounded by a constant multiple (de-
pending on s) of ‖f‖∞.
The most useful properties of Ms,q crucial depend on the dynamics of Γ′ being
uniformly contracting in the sense of the following important proposition which we
prove in Chapter 10.
Proposition 6.2.3. There are constants D > 0 and α < 1 such that for all
γ(1), γ(2), · · · , γ(N) ∈ TΓ we have
∥∥dw[γ(1)γ(2) . . . γ(N)]∥∥op ≤ DαN
where we view γ(1), γ(2), · · · , γ(N) as a self map of ∆, using the fixed Euclidean metric
on ∆, dw is the total derivative of the map at w ∈ ∆ and ‖.‖op is the operator norm of
the map between tangent spaces (using the `2 norms coming from the metric).
Rather than acting on C0(∆;V (q)) we are primarily interested in Ms,q acting on
C1(∆;V (q)). To do this, we require some estimates on dMs,q[f ]. One such estimate
involves the following bound on ∇τ :
Lemma 6.2.4. There exists a positive constant κ > 0 such that, for all N ∈ Z+, all
γ ∈ T (N)Γ and all w ∈ ∆, we have
∥∥∇τN(γ, w)∥∥
2
≤ κ.
Proof. In the case N = 1, we may write γ ∈ TΓ as γ = γAn−1γj for some A ∈ Z≥0 and
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some j = 1, 2, · · · , n− 2. Then it follows by direct computation that
τ(γAn−1γj, w) = log
(
1 + (A+ 1)(1− wj
)
).
It follows that the ith coordinate of ∇τ(γAn−1γj, w) is
(∇τ(γAn−1γj, w))i =
{
0, j 6= i
−(A+1)
1+(A+1)(1−wj) , j = i.
Since 0 ≤ wj ≤ 12 for all j ≤ n− 2, we obtain the uniform bound
‖∇τ(γ, w)‖2 ≤ 4. (6.11)
For N ≥ 2 we, as usual, write γ ∈ T (N)Γ as γ = γ(N)γ(N−1) . . . γ(1), and recall from
(6.9),
τN(γ, w) =
N∑
i=1
τ(γ(i), (γ(i−1)γ(i−2) · · · γ(1)).w). (6.12)
Taking the gradient of both sides of (6.12), we obtain
∇τN(γ, w) =
N∑
i=1
∇τ(γ(i), γ(i−1)γ(i−2) . . . γ(1).w)dw(γ(i−1)γ(i−2) . . . γ(1))
Combining the above with (6.11) and Proposition 6.2.3, we obtain
∥∥∇τN(γ, w)∥∥
2
≤
N∑
i=1
4Dαi−1
which is bounded by some κ > 0.
Using this Lemma, we can prove the following inequality with origins in the work
Ionescu Tulcea and Marinescu [14].
CHAPTER 6. RENEWAL AND THE TRANSFER OPERATOR 76
Lemma 6.2.5. For all N ∈ Z+, there exists an absolute constant C > 0 so that for
Re(s) > 1
∥∥dMNs,q[f ](w)∥∥2
≤ C|s|MNs,q[(‖f‖l2(V ∗(Z/qZ)) ⊗ 1)](w) +DαNMNs,q[(‖df‖2 ⊗ 1)](w)
for all w ∈ ∆.
Proof. For simplicity, suppose N = 1. For γ ∈ TΓ, we have
d[e−sτ(γ,w)ρ(γ).f(γ.w)] = −se−sτ(γ,w)ρ(γ).f(γ.w)∇τ(γ, w) + e−sτ(γ,w)ρ(γ).df(γ.w)dγ(w).
Note that this is the derivative of a single summand in the definition ofMs,q in equation
(6.8).
It is clear that
‖ρ(γ).f(γ.w)∇τ(γ, w)‖2 = ‖f(γ.w)∇τ(γ, w)‖2
= ‖f(γ.w)‖l2(V ∗(Z/qZ)) ‖∇τ(γ.w)‖2
Applying Lemma 6.2.4 we obtain
‖ρ(γ).f(γ.w)∇τ(γ, w)‖2 ≤ κ ‖f(γ.w)‖l2(V ∗(Z/qZ)) .
Also, for all γ ∈ TΓ, we have
‖dγ(w)‖∞ ≤ Dα
by Proposition 6.2.3.
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This provides a bound for the derivative of each summand in equation (6.8), and
thus provides the desired bound for dMs,q (using absolute convergence to interchange
the derivative operator and the infinite sum).
The case for general N is identical, replacing the role of (6.8) for Ms,q by (6.10) for
MNs,q.
Using this Proposition, we are now in a positive to prove the following important
fact about Ms,q acting on C1(∆;V (q)).
Lemma 6.2.6. In the region Re(s) > 1, the map s 7→ Ms,q gives a holomorphic family
of bounded operators on C1(∆;V (q)).
Proof. For a fixed L ∈ Z+, denote by M(L)s,q the truncated sum
M(L)s,q =
∑
j=i,2,...,n−2,
A≤L
e−sτ(γ
A
n−1γj)ρ(γAn−1γj).f(γ
A
n−1γj.w)
By taking a complex derivative, it is clear that M(L)s,q is holomorphic. We must now
show that M(L)s,q →Ms,q on compact sets.
We first bound the norm of (Ms,q −M(L)s,q ). By a direct computation,
∥∥(Ms,q −M(L)s,q )[f ](w)∥∥l2(V ∗(Z/qZ))
≤
n−2∑
j=1
∞∑
A=L+1
1
(1 + (A+ 1)(1− wj))s ‖f(γ.w)‖l2(V ∗(Z/qZ)) .
It follows that
∥∥(Ms,q −M(L)s,q )[f ]∥∥∞ ≤ ‖f‖∞ (n− 2) ∞∑
A=L+1
1
(2 + A)s
.
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which tends to 0 as L → ∞ for all s such that Re(s) > 1 and converges uniformly for
compact subsets W of Re(s) > 1.
Furthermore, the proof Lemma 6.2.5 clearly also applies toMs,q −M(L)s,q so we have
∥∥d(Ms,q −M(L)s,q )[f ]∥∥∞
≤ C|s|
∥∥∥(Ms,q −M(L)s,q )[‖f‖l2(V ∗(Z/qZ)) ⊗ 1]∥∥∥∞ +Dα ∥∥(Ms,q −M(L)s,q )[‖df‖2 ⊗ 1]∥∥∞
and hence ∥∥Ms,q −M(L)s,q ∥∥C1(∆;V (q)) <<W ∥∥Ms,q −M(L)s,q ∥∥C0(∆;V (q))
which tends to 0 uniformly on compact W .
Chapter 7
Spectrum of Ms,q for constant
vectors
We recall from Section 6.1 that V (q) = C ⊕ C⊥. In this chapter, we will derive some
important spectral properties for Ms,q restricted to functions taking values in the sub-
space C ⊂ V (q). Following the notation in [12], we denote this operator by Ls, and
observe that for f ∈ C1(∆;C) we may write
Ls[f ](w) =
∑
γ∈TΓ
(
wn
(γ.w)n
)s
f(γ.w).
That is, we may suppress the (trivial) action of ρ when f is C-valued.
For this restricted operator, we observe that Lemma 6.2.5 reduces to the inequality
∥∥∇LNs [f ](w)∥∥2 ≤ C|s|LNs [|f |](w) +DαNLNs [‖∇f‖2](w). (7.1)
7.1 Ruelle-Perron-Frobenius Theorem for Ls
The following is a version of Ruelle-Perron-Frobenius Theorem for the transfer operator
Ls, which provides necessary spectral information for real values of s.
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Theorem 7.1.1. For real s ∈ (1,∞), the following properties hold for Ls : C1(∆;C)→
C1(∆;C):
1. There is a number λs > 0 and a unique probability measure νs such that L∗sνs =
λsνs.
2. The eigenvalue λs is multiplicity one and the rest of the spectrum of Ls is contained
in a ball of radius R = R(s) strictly less than λs. For any compact interval
I ⊂ (1,∞) there is an (I) > 0 such that λs −R ≥  for s ∈ I.
3. The unique eigenfunction hs ∈ C1(∆;C) for the eigenvalue λs with νs(hs) = 1 is
strictly positive on ∆.
The proof is standard given the inequality (7.1), which itself is a consequence of
the uniformly contracting dynamics described in Proposition 6.2.3. The existence of λs
and νs follow from Lemma 6.2.2 by an application of Schauder-Tychonoff fixed point
theorem. A direct proof of the rest of the theorem would follow by the arguments in
Pollicott [21], or alternatively one may use the Birkhoff cones as in Liverani’s paper [17].
The only aspect which is potentially nonstandard is the presence of a generating set
which is countably infinite rather than finite.
7.1.1 The eigenvalue λs
Our study of the resolvent operator
(1− Ls)−1
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depends on understanding the values of s for which the leading eigenvalue λs = 1. We
have the following Proposition:
Proposition 7.1.2. There exists a unique real number β ∈ (1,∞) such that λβ = 1.
The β in this proposition is the same β which appears in the statements of Theorems
1.0.1 and 1.0.3. The proof of this proposition depends on the following result on the
properties of the function s 7→ λs on (1,∞).
Proposition 7.1.3. The eigenvalue λs is a real analytic function of s that is strictly
decreasing on (1,∞), with λs < 1 for sufficiently large s.
Proof of Proposition 7.1.3. Standard results from perturbation theory (see, for instance,
[15]) together with Theorem 7.1.1, implies that s 7→ λs is holomorphic in a neighborhood
of (1,∞) in the half-plane Re(s) > 1. This proves real-analyticity.
We now show that λs → 0 as s→∞. Observe that by writing
Ls[f ](w) =
∑
j in[n−2]
∑
A∈Z+
1
(1 + (A+ 1)(1− wj))sf(γ
A
n−1γj.w).
and using wj ≤ 12 on ∆, we obtain the bound
Ls[|f |](w) ≤ (n− 2) ‖f‖∞
∑
A∈Z+
1
(1 + 1
2
(A+ 1))s
≤ 2(n− 2) ‖f‖∞
∑
A∈Z+
1
(3 + A)s
.
Setting f = hs and choosing w ∈ ∆ such that hs(w) = ‖hs‖∞ gives
λs ≤ 2(n− 2)
∑
A∈Z+
1
(3 + A)s
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where the right hand side tends to 0 as s→∞.
It remains to show that λs is strictly decreasing in s. Let I be a fixed compact
subinterval of (1,∞). By Theorem 7.1.1, L
N
s [1]
λNs
→ hs in C1 norm, and this convergence
is uniform for s ∈ I. It follows that
log λs =
log(LNs [1](w))
N
+ o(1)
where the error is uniform in s ∈ I and w ∈ ∆.
We calculate
LNs [1](w) =
∑
γ∈T (N)Γ
(
(γ.w)n
wn
)−s
(7.2)
and, thus,
d
ds
LNs [1](w) =
∑
γ∈T (N)Γ
− log
(
γ.w)n
wn
)(
γ.w)n
wn
)−s
. (7.3)
We may bound this derivative using the following Lemma:
Lemma 7.1.4. There exists a constant c > 0 such that
log
(
(γ.w)n
wn
)
≥ cN
for all γ ∈ T (N)Γ , w ∈ ∆, and N ∈ Z+.
Proof. In fact, we show this is true for c = 3
2
.
For a generator γ′ = γAn−1γj ∈ TΓ, we have
(γ′.w)n
wn
= 1 + (A+ 1)(1− wj) ≥ 3
2
.
where we use the fact that A ≥ 0 and wj ≤ 12 on ∆ (see 6.1)
The result for general γ ∈ T (N)Γ follows by expanding log(γ.w)n − logwn as a tele-
scoping sum.
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Now applying Lemma 7.1.4 to (7.3) and combining with (7.2), we have
d
ds
LNs [1](w) ≥ −cNLNs [1](w)
and thus
d
ds
logLNs [1](w) ≤ −cN.
It follows that log λs is a uniform limit of functions with derivatives bounded above by
a negative constant. Therefore, λs must be strictly decreasing in s as desired.
Proof of Proposition 7.1.2. Proposition 7.1.3 implies that if the β in the statement of
Proposition 7.1.2 exists, it must be unique.
To prove existence we assume, on the contrary, that β does not exist. Then Propo-
sition 7.1.3 together with Lemma 6.2.6 implies that the resolvent operator (1 − Ls)−1
exists as a holomorphic family of bounded operators on C1(∆;C) in the region Re(s) > 1
(since, for complex s, we have the trivial bound λs ≤ λRe(s)).
By standard contour shifting arguments, we would then be able to invert the Laplace
transformation in (6.5) to show that for any η > 0,
Nq(w, u, 1) = O(e
(1+η)u).
However, using this with the arguments in Chapters 3 and 5 that for some z in an
infinite orbit of Λ that Mq(z, u, 1) = O(e
((1+η)u) in contradiction to Baragar’s result (1.3)
in [4].
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7.2 Wielandt’s Theorem for Ls
Theorem 7.1.1 is not sufficient to apply the procedure of Lalley to invert the Laplace
transform in (6.5). We also need information about the spectrum of Ls on the line
Re(s) = β. A trivial bound is given by λs ≤ λRe(s), and in this section we will provide
a nontrivial bound when s 6∈ R.
The following result is a version of what is often referred to as Wielandt’s Theo-
rem, and was proved by Pollicott [22] in the context of shifts of finite type in symbolic
dynamics.
Theorem 7.2.1. For all s such that Re(s) > 1 and s 6∈ R the spectral radius of the
operator Ls : C1(∆;C)→ C1(∆;C) is strictly less than λRe(s).
It is possible to prove this theorem directly by showing that τ is what Pollicott refers
to as a regular function. Instead, we will recover this theorem as a consequence of the
more general Theorem 8.0.1 Part 1, which we will prove in Chapter 8.
Chapter 8
Spectrum of Ms,q for C⊥ vectors
We turn our attention to studying the spectrum ofMs,q|C⊥ , that is the transfer operator
restricted to C⊥-valued functions f . In this Chapter, we will prove the following version
of Wielandt’s Theorem for vector-valued functions.
Theorem 8.0.1. Suppose s is such that Re(s) > 1.
1. If Im(s) 6= 0, then Ms,q has spectral radius less than λRe(s).
2. If the Transitivity Hypothesis holds, then Ms,q|C⊥ has spectral radius less than
λRe(s).
8.1 Normalizing Ms,q
For convenience, we define the function ωs ∈ C1(TΓ ×∆;R) by
ωs(γ, w) = log hRe(s)(γ.w)− log hRe(s)(w)− log λRe(s)
where λRe(s) is as in Theorem 7.1.1. We then define the normalized transfer operator
M˜s,q[f ](w) =
∑
γ∈TΓ
e−sτ(γ,w)+ωs(γ,w)ρ(γ).f(γ.w). (8.1)
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Observe that there is a bijective correspondence between eigenfunctions ofMs,q and
M˜s,q. As before, we let hRe(s) be the positive eigenfunction of Ls =Ms,q|C corresponding
to the leading eigenvalue λRe(s) from Theorem 7.1.1. Here we view hRe(s) as taking values
in R rather than taking values in the subspace of V (q) consisting of real constant vectors,
so that we may multiply hRe(s) by any vector in V (q).
If h is an eigenfunction ofMs,q with eigenvalue λ, we can use the positivity of hRe(s)
to write h = hRe(s) ⊗ h∗ for some h∗ ∈ C1(∆;V (q)) and can write λ = λRe(s)λ∗ for some
λ∗ ∈ C. Then h∗ is an eigenfunction of M˜s,q with eigenvalue λ∗.
In particular, the eigenfunction hRe(s) ⊗ 1 for MRe(s),q with eigenvalue λRe(s) corre-
sponds to the eigenfunction 1⊗ 1 for M˜Re(s),q with eigenvalue 1. This gives the identity
M˜Re(s),q[1⊗ 1] = 1⊗ 1. (8.2)
We also observe that the spectrum of M˜s,q is the spectrum of Ms,q scaled by 1λRe(s) .
Similarly we may define ωNs ∈ C1(T (N)Γ ×∆,R) by
ωNs (γ, w) = log hRe(s)(γ.w)− log hRe(s)(w)− log λRe(s)
and the iterated normalized transfer operator
M˜Ns,q[f ](w) =
∑
γ∈T (N)Γ
e−sτ
N (s,w)+ωNs (γ,w)ρ(cNq (γ)).f(γ.w), (8.3)
and analogously for L˜s and L˜Ns . It is straightforward to verify that under this normal-
ization the key inequality in Lemma 6.2.5 becomes∥∥∥dM˜Ns,q[f ](w)∥∥∥
2
≤ C|s|L˜NRe(s)[‖f‖l2(V ∗(Z/qZ))](w) +DαN L˜NRe(s)[‖df‖2](w) (8.4)
for all s with Re(s) > 1.
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8.2 Leading eigenvalues
To study the spectral radius in Theorem 8.0.1 Part 1 we require the following result on
the leading eigenvalue of Ms,q when s is not real:
Proposition 8.2.1. Ms,q has no eigenvalues λ with λ = |λRe(s)| whenever Re(s) > 1
and Im(s) 6= 0.
When we restrictMs,q to the subspace of C⊥-valued functions, we have the following
result which also holds for real s, which we will need to prove Theorem 8.0.1 Part 1
Proposition 8.2.2. If the Transitivity Hypothesis holds, Ms,q|C⊥ has no eigenvalues λ
with λ = |λRe(s)| whenever Re(s) > 1.
We will prove both of these results by contradiction, using the following Lemma
which provides an equation that must be satisfied for eigenfunctions with eigenvalue λ
when |λ| = λRe(s). We loosely follow a method of Pollicott in [22].
Lemma 8.2.3. Suppose h ∈ C1(∆;V (q)) is an eigenfunction of Ms,q with eigenvalue
λ where |λ| = λRe(s). We decompose h = hRe(s) ⊗ h∗ and λ = λRe(s)eit (for t ∈ R), as
above. Then h∗ satisfies the equation
h∗(w) = e−iIm(s)τ
N (γ,w)e−iNtρ(cNq (γ)).h
∗(γ.w) (8.5)
for all w ∈ KΓ and all γ ∈ T (N)Γ .
Proof. Using (8.1) we have
eith∗(w) =
∑
γ∈TΓ
ρ(γ).(e−sτ(γ,w)+ωs(γ,w)h∗(γ.w))
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for all w ∈ ∆.
Taking the l2(V ∗(Z/qZ)) norm of both sides, we obtain
‖h∗(w)‖l2(V ∗(Z/qZ)) ≤
∑
γ∈TΓ
e−Re(s)τ(γ,w)+ωs(γ,w) ‖h∗(γ.w)‖l2(V ∗(Z/qZ)) .
Choose w0 ∈ ∆ such that ‖h∗‖l2(V ∗(Z/qZ)) is maximal. Then
‖h∗(w0)‖l2(V ∗(Z/qZ)) ≤
∑
γ∈TΓ
e−Re(s)τ(γ,w0)+ωs(γ,w0) ‖h∗(γ.w0)‖l2(V ∗(Z/qZ)) (8.6)
≤ sup
w∈∆
‖h∗(w)‖l2(V ∗(Z/qZ))
(∑
γ∈TΓ
e−Re(s)τ(γ,w0)+ωs(γ,w0)
)
.
Because ωs = ωRe(s), the parenthesized term is simply the (normalized) congruence
transfer operator acting on the constant function 1⊗ 1. For all g ∈ V ∗(Z/qZ), we have
(by (8.2)) ∑
γ∈TΓ
e−Re(s)τ(γ,w0)+ωs(γ,w0) =
(
M˜Re(s),q[1⊗ 1](w0)
)
g
= 1.
Since w0 obtains the supremum of ‖h∗‖l2(V ∗(Z/qZ)) we must have equality across (8.6)
and thus
‖h∗(w0)‖l2(V ∗(Z/qZ)) =
∑
γ∈TΓ
e−Re(s)τ(γ,w0)+ωs(γ,w0) ‖h∗(γ.w0)‖l2(V ∗(Z/qZ)) . (8.7)
The right hand side of (8.7) is an (infinite) convex sum. Thus, we have
‖h∗(w0)‖l2(V ∗(Z/qZ)) = ‖h∗(γ.w0)‖l2(V ∗(Z/qZ)) (8.8)
for all γ ∈ TΓ. Iterating the above argument, it is clear that (8.8) in fact holds for all
γ ∈ Γ′ ∪ {e}.
By continuity of h∗, (8.8) implies that ‖h∗‖l2(V ∗(Z/qZ)) is constant on the (closure of)
the orbit of w0. In particular, ‖h∗‖l2(V ∗(Z/qZ)) is constant on the limit set, KΓ. Thus, for
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all w ∈ KΓ, we have
h∗(w) =
∑
γ∈TΓ
e−Re(s)τ(γ,w)+ωs(γ,s)(e−iIm(s)τ(γ,w)e−itρ(γ).h∗(γ.w)).
Again, this is a (complex, infinite) convex sum of points of constant norm. It follows
that
h∗(w) = e−Im(s)τ(γ,w)e−itρ(γ).h∗(γ.w) (8.9)
for all w ∈ KΓ and all γ ∈ TΓ.
Iterating this argument, we have
M˜2s,q[h∗](w) = e2ith∗(w) =
∑
γ∈T (2)Γ
e−sτ
2(γ,w)+ω2s(γ,w)ρ(c2q(γ)).h
∗(γ.w).
Hence, the previous convexity argument implies
h∗(w) = e−iIm(s)τ
2(γ,w)e−2itρ(c2q(γ)).h
∗(γ.w)
for all w ∈ KΓ and all γ ∈ T (2)Γ .
In general, h∗ satisfies the relationship
h∗(w) = e−iIm(s)τ
N (γ,w)e−iNtρ(cNq (γ)).h
∗(γ.w)
for all w ∈ KΓ and all γ ∈ T (N)Γ , as desired.
We will now use this Lemma to prove Theorems 8.2.1 and 8.2.2 by the method of
contradiction. We remark that (8.5) does not yield a contradiction when h = hRe(s) ⊗ 1
and s is real. In this case h∗ = 1 ⊗ 1, t = 0, Im(s) = 0, the action of ρ is trivial, and
(8.5) is indeed satisfied.
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8.2.1 Proof of Proposition 8.2.1
Suppose s is such that Re(s) > 1 and Im(s) 6= 0, and suppose (on the contrary) that there
exists an eigenfunction h∗ of M˜s,q with eigenvalue eit. By Lemma 8.2.3, h∗ satisfies (8.5).
We will show that this implies that h∗ is identically zero on KΓ. Since ‖h∗‖l2(V ∗(Z/qZ))
is maximal on KΓ, this would imply h
∗ is identically zero on all of ∆, contradicting the
assumption that h∗ is an eigenfunction.
We continue to roughly follow the method of Pollicott in [22] applied in a vector-
valued setting. Pollicott’s idea is to study the fixed points in KΓ and a certain cohomo-
logical property of τ which we will prove below in Proposition 8.2.6.
For γ ∈ TΓ let wγ ∈ KΓ be the fixed point of γ. That is,
γ.wγ = wγ.
For any γ ∈ TΓ, we may apply (8.5) to w = wγ and N = 1 to obtain
h∗(wγ) = e−iIm(s)(τ(γ,wγ)+t)ρ(γ).h∗(wγ). (8.10)
We cannot immediately apply Pollicott’s technique because of the action of ρ(γ).
However, because TΓ induces infinitely many edges in the graphs G∗q we expect many
γ ∈ TΓ to induce the same action on V (q). We formalize this idea by the following
Lemma.
Lemma 8.2.4. There exists an increasing sequence of positive integers A1, A2, . . . such
that ρ(γAin−1γn−2) = ρ(γ
Aj
n−1γn−2).
While Lemma 8.2.4 follows from the pigeonhole principle, we prefer a constructive
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proof which is more enlightening. The proof utilizes the following Lemma 8.2.5 below,
which is itself independently useful in the proof of Proposition 8.2.2.
Lemma 8.2.5. For any q ∈ Z+ squarefree, there exists an E ∈ Z+ (depending on q)
such that, for all x ∈ V ∗(Z/qZ),
γEn−1.x ≡ x (mod q).
Proof of Lemma 8.2.5. Recall that γn−1.x for x ∈ V ∗(Z/qZ) refers to
γn−1.x = σn−1,n ◦mn−1(x) =
(
x1, x2, . . . , xn−3, xn−2, xn, a
n∏
i=1,i 6=n−1
xi − xn−1
)
. (8.11)
Recall from the proof of Lemma 3.1.3 that the last two coordinates of γAn−1.x are
obtained by applying the matrix
g(x1,x2,...,xn−2) =
(
0 1
−1 a∏n−2i=1 xi
)
A times to the last two coordinates (xn−1, xn) of x (and leaving the first n − 2 entries
unchanged).
This matrix is an element in SL2(Z/qZ), which is a finite group under multiplication
for q squarefree, and thus has finite order. Hence, there exists an E > 0 such that
γEn−1.x ≡ x (mod q) for all x ∈ V ∗(Z/qZ).
Proof of Lemma 8.2.4. Lemma 8.2.5 implies that γEn−1 acts as the identity on any v ∈
V (q). While γn−1 is not itself an element of TΓ, we do have γAn−1γn−2 ∈ TΓ for any
A ∈ Z+. Then for any A, k ∈ Z+,
ρ(γA+kEn−1 γn−2) = ρ(γn−1)
kEρ(γAn−1γn−2) = ρ(γ
A
n−1γn−2).
The statement of Lemma 8.2.4 follows easily.
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We may describe the action of any γ ∈ TΓ on V ∗(Z/qZ) by a permutation on rq
letters (where rq = |V ∗(Z/qZ)|). Therefore, the moves {γAin−1γn−2} described in Lemma
8.2.4 all induce the same permutation σ.
Writing the elements of V (q) as vectors with rq components, we have
〈R1eiθ1 , R2eiθ2 , . . . , Rrqeiθrq 〉
= eiαγ,s〈Rσ−1(1)eiθσ−1(1) , Rσ−1(2)eiθσ−1(2) . . . , Rσ−1(rq)eiθσ−1(rq)〉 (8.12)
where αγ,s = −Im(s)(τ(γ, wγ) + t) and Ri ≥ 0 (not all 0), θi ∈ R depending on wγ.
Let m be the order of σ in the permutation group on rq letters, Srq . Iterating (8.12)
m times we obtain that any particular nonzero component of the left hand side, say eiθ1 ,
satisfies
eiθ1 = ei(mαγ,s+θ1)
and thus we must have
mαγ,s ≡ 0 (mod 2pi)
which means
mIm(s)(τ(γ, wγ) + t) ≡ 0 (mod 2pi).
Therefore {τ(γ, wγ)} for γ = γAin−1γn−2 are contained in a translate of a discrete subgroup
of R. This, however, contradicts Proposition 8.2.6 below. Matching our argument with
Pollicott’s in [22] this proposition essentially plays the role of establishing that τ is what
Pollicott refers to as a regular function.
Proposition 8.2.6. For any increasing sequence of positive integers Ai, the gaps between
distinct elements of the set {τ(γ, wγ) : γ = γAin−1γn−2} are not bounded below.
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Proof. Using Lemma 6.2.1, we may write γAn−1γn−2 as the matrix
1 0 · · · 0 0 0 0
0 1 · · · 0 0 0 0
...
...
. . .
...
...
...
...
0 0 · · · 1 0 0 0
0 0 · · · 0 0 1 0
A 0 · · · A 0 A 1
A+ 1 0 · · · A+ 1 0 A+ 1 1

.
We will study the values of τ at the fixed points of these maps by studying the eigen-
vectors and eigenvalues of the above matrix.
The characteristic polynomial of this matrix is
det(γAn−1γn−2 − TIn) = (1− T )n−3(−T )(T 2 − (A+ 1)T − 1).
It follows that the eigenvalues (aside from 0 and 1) are given by
T =
A+ 1±√(A+ 1)2 + 4
2
.
For A ≥ 0, denote by T+(A) the larger of these eigenvalues. Observe that T+(A) >
A+ 1, and that one can find an eigenvector v+(A) for T+(A) where
v+(A) = (0, 0, · · · , 0, 1, T+, T+(T+ − A))
and v+(A) ∈ H. After projectivizing, it is clear that for γ = γAn−1γn−2, we have wγ =
[v+(A)]. Since
(γ.v+)n
(v+)n
= T+ we then have
τ(γAn−1γn−2, [v+(A)]) = log T+(A).
Finally, we compute
log T+(A+ 1)− log T+(A) = log
(
A+ 2 +
√
(A+ 2)2 + 4
A+ 1 +
√
(A+ 1)2 + 4
)
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= log
((
1 +
1
A+ 1
1 + 1
A+2
+
√
1 + 4
(A+2)2
1 + 1
A+1
+
√
1 + 4
(A+1)2
))→ 0
as A→∞. Since these values are clearly nonzero, the gaps between {τ(γ, wγ)} are not
bounded below, completing the proof.
It follows that the equation (8.5) is false unless h∗ is identically zero, completing the
proof of Proposition 8.2.1.
8.2.2 Proof of Proposition 8.2.2
Suppose s is such that Re(s) > 1 and Im(s) = 0 (if Im(s) 6= 0 the result of Proposition
8.2.2 follows from Proposition 8.2.1). As in the prior argument, we suppose (on the
contrary) that there exists an eigenfunction h∗ of M˜s,q|C⊥ with eigenvalue eit. Again,
we will use (8.5) from Lemma 8.2.3 to show that this implies that h∗ is identically zero
on KΓ (and thus on ∆).
Fix w0 ∈ ∆. We will show that there exists some constant C > 0 such that
‖h∗(w0)‖l2(V ∗(Z/qZ)) < C for all  > 0.
We begin finding a particularly large value of N for which (8.5) implies that
h∗(w0) ≈ ρ(cNq (γ)).h∗(w0).
Lemma 8.2.7. For each  > 0, there exists L = L(),M = M() ∈ Z+ and γ ∈ T (L)Γ
such that for any γ′ ∈ T (M)Γ we have
h∗(w0) = ρ(cNq (γγ
′)).h∗(w0) +O(). (8.13)
where N = N() = M + L. Moreover, M can be taken to be arbitrarily large.
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Proof. Using Proposition 6.2.3 and the fact that h∗ is a C1 function, we may choose
L = L() ∈ Z+ and γ ∈ T (L)Γ such that for all w ∈ ∆ we have
‖h∗(γ.w)− h∗(w0)‖l2(V ∗(Z/qZ)) <  (8.14)
For large M , to be specified later, let N = L + M . Then for γ′ ∈ T (M)Γ we write
γ = γγ
′ ∈ T (N)Γ . For such a map γ we have, by (8.5) and (8.14),
h∗(w0) = e−intρ(cNq (γ)).h
∗(w0) +O() (8.15)
where the O term refers to the `2(V ∗(Z/qZ)) norm. That is, O() refers to a V (q)-valued
function r on ∆ (depending on N and γ) such that
‖r(w)‖l2(V ∗(Z/qZ)) < 
for all w ∈ ∆.
It is a standard result in Diophantine approximation (see, for instance, [9]) that there
exist infinitely many pairs of integers c, d such that
∣∣∣∣ t2pi − cd
∣∣∣∣ < 1d2
or, equivalently, ∣∣∣∣t− 2picd
∣∣∣∣ < 2pid2 .
For such a pair c, d we then have
e−idt = e−id(
2pic
d
+f(c,d))
= e−d(f(c,d))
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where |f(c, d)| < 2pi
d2
. It follows easily that
e−idt = 1 +O
(
1
d
)
where the implied constant in the O term is absolute with respect to c, d. Denote this
constant by A.
We restrict our study to those pairs c, d with d large enough such that
A
d
<

‖h∗(w0)‖l2(V ∗(Z/qZ))
and
d ≥ L.
We take M = d − L for any such d (so that N = M + L = d). Note that M may be
taken to be arbitrarily large by increasing d. For such M we obtain
e−idtρ(cdq(γ)).h
∗(w0) = ρ(cdq(γ)).h
∗(w0) + ρ(cdq(γ)).h
∗(w0)O
(
1
d
)
= ρ(cdq(γ)).h
∗(w0) +O(). (8.16)
Combining (8.15) with N = d and (8.16), we obtain
h∗(w0) = ρ(cNq (γ)).h
∗(w0) +O(2)
for γ = γγ
′ where γ ∈ T (L)Γ is fixed and any γ′ ∈ T (M)Γ , as desired.
We now use the Transitivity Hypothesis in a crucial way. Our goal is to use the
connectivity of G∗q to show that Lemma 8.2.7 implies a contradiction whenever h∗ is
C⊥-valued. This essentially corresponds to the fact that the only invariant functions on
a connected, aperiodic digraph are the constant functions. However, the fact that G∗q
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has infinitely many edges poses some technical issues, so we will need to pass to a finite
subgraph.
For a fixed B ∈ Z+ (to be determined later) we define the truncated generating set
TΓ,B = {γAn−1γi : 1 ≤ i ≤ n− 2, 1 ≤ A ≤ B} ⊂ TΓ.
Let R(B) = R = |TΓ,B| < ∞, and let G∗q,B be the subgraph of G∗q with vertex set
V ∗(Z/qZ) and edge set given by the subset of edges induced by generators in TΓ,B
rather than TΓ.
Lemma 8.2.8. Suppose the Transitivity Hypothesis holds. Then there exists B ∈ Z+
such that G∗q,B is a connected, aperiodic, R-regular digraph.
Proof of Lemma 8.2.8. We show the existence of some x(0) ∈ V ∗(Z/qZ) and some B ∈
Z+ such that γBn−1γn−2(x(0)) = x(0). Once we have this x(0) and B we may construct
paths of any given sufficiently large length from any x(1), x(2) ∈ V ∗(Z/qZ) as follows.
For x(1), x(2) ∈ V ∗(Z/qZ), let w1 be a word (of length l1) in the (infinite) generating
set TΓ from x
(1) to x(0) and let w2 be a word of (of length l2) in TΓ from x
(0) to x(2).
Note that w1 and w2 exist, G∗q is connected (by Lemma 3.1.1).
Then for any l3 > 0,
w1(γ
B
n−1γn−2)
l3w2
is a word of length l1 + l2 + l3 from x
(1) to x(2).
Since V ∗(Z/qZ) is finite, the set of generators in TΓ needed to construct w1 and w2
for each x(1), x(2) ∈ V ∗(Z/qZ) is finite, and thus the maximum of the lengths l1 + l2 is
finite, say l∗. Then we have shown that for all x(1), x(2) ∈ V ∗(Z/qZ) there exists a path
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of any length greater than l∗ from x(1) to x(2). Furthermore, we need only finitely many
generators in TΓ to construct such a path. This proves connectivity and aperiodicity for
some truncated alphabet TΓ,B. The fact that every move in TΓ has a well-defined inverse
guarantees that G∗q,B will be R-regular. It remains to prove the existence of this x(0) and
B.
By Theorem 0.6 due to Hurwitz in [2] there exists a solution to equation (1.1) with
at least two components equal to 1 for all n ≥ 3. It follows that we may find x(0) =
(x
(0)
1 , x
(0)
2 , · · · , x(0)n ) ∈ V ∗(Z/qZ) with x(0)n−1 = x(0)n−2 = 1.
For any x ∈ V ∗(Z/qZ) we have
γn−2.x = (x1, x2, . . . , xn−3, xn−1, xn, a
∏
i 6=n−2
xi − xn−2)
and
γn−1.x = (x1, x2, . . . , xn−3, xn−2, xn, a
∏
i 6=n−1
xi − xn−1).
Since x
(0)
n−2 = x
(0)
n−1 = 1 it is clear by inspecting the above that
γn−2.x(0) = γn−1.x(0).
Putting this together with the constant E from Lemma 8.2.5, we have (for this
particular x(0)),
x(0) = γEn−1.x
(0) = γE−1n−1 γn−1.x
(0) = γE−1n−1 γn−2.x
(0)
as desired.
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Choosing B as in Lemma 8.2.8 and summing (8.13) from Lemma 8.2.7 over all RM
possible γ′ ∈ T (M)Γ,B we obtain
RMh∗(w0) =
∑
γ′∈T (M)Γ,B
ρ(cMq (γ
′)).ρ(cLq (γ)).h
∗(w0)) +RMO() (8.17)
where we use the fact that
ρ(cNq (γ)) = ρ(c
M
q (γ
′)).ρ(cLq (γ))
for γ = γ.γ
′.
Set v = ρ(cLq (γ)).h
∗(w0). Note that v ∈ C⊥ since h∗ is C⊥-valued. We may then
rewrite (8.17) as
h∗(w0) =
∑
γ′∈T (M)Γ,B
ρ(cMq (γ
′))
RM
.v +O(). (8.18)
The following Lemma allows us to bound the sum in (8.18) for large M .
Lemma 8.2.9. For all v ∈ C⊥,∥∥∥∥∥∥∥
∑
γ′∈T (M)Γ,B
ρ(cMq (γ
′))
RM
.v
∥∥∥∥∥∥∥
l2(V ∗(Z/qZ))
→ 0
as M →∞ (where the rate of convergence depends only on ‖v‖`∞(V ∗(Z/qZ))).
Proof of Lemma 8.2.9. For each γ ∈ TΓ,B, let Aγ be the rq × rq matrix with entry
(Aγ)ij =
{
1
R
if ρ(γ).gi = gj
0 otherwise
.
Let A =
∑
γ′∈TΓ,B
Aγ. Then, by Lemma 8.2.8, A is a probability transition matrix for
an irreducible, regular Markov chain. Furthermore, it is clear that for any v ∈ V (q) (in
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particular, for v ∈ C⊥), we have
AMv =
∑
γ′∈T (M)Γ,B
ρ(cMq (γ
′))
RM
.v.
It is a standard result in the theory of Markov chains (see, for instance, [10] Chapter
XV.7) that there exists an rq × rq probability transition matrix P such that AM → P
entrywise as M →∞. This matrix has the form
P =

pi1 pi2 · · · pir
pi1 pi2 · · · pir
...
...
. . .
...
pi1 pi2 · · · pir

with
rq∑
i=1
pii = 1 and pii > 0. Moreover, the graph induced by A is R-regular by Lemma
8.2.8. Therefore the sum along each column of P must also be 1, and in fact we have
pii =
1
rq
.
Observe that for any v ∈ C⊥, the ij entry of Pv is simply
(Pv)ij =
1
r
∑
g∈V ∗(Z/qZ)
vg = 0
since v ∈ C⊥.
Now for each  > 0 there exists M0 = M0() such that for M ≥M0 we have
sup
i,j
|(AM − P )ij| < .
Then
∥∥AMv∥∥
`∞(V ∗(Z/qZ)) =
∥∥(AM − P )v + Pv∥∥
`∞(V ∗(Z/qZ))
=
∥∥(AM − P )v∥∥
`∞(V ∗(Z/qZ)) ≤ rq ‖v‖`∞(V ∗(Z/qZ)) ,
completing the proof of the Lemma using equivalence of norms on V ∗(Z/qZ).
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After choosing M larger if need be, we may apply this Lemma to equation (8.18) to
obtain h∗(w0) = O(2). Since  and w0 are arbitrary, we must have h∗ = 0 on all of ∆.
This contradiction proves Proposition 8.2.2.
8.3 Proof of Theorem 8.0.1
Given Propositions 8.2.1 and 8.2.2, the proof of Theorem 8.0.1 follows from the following
proposition whose proof is standard.
Proposition 8.3.1. For Re(s) > 1, if Ms,q (or Ms,q|C⊥) has leading eigenvalue less
than λRe(s), then the spectral radius of Ms,q (or Ms,q|C⊥) is less than λRe(s).
We will very closely follow Pollicott’s proof of Wielandt’s Theorem for C-valued
functions in [22]. The argument is nearly identical and reproduced only for ease of
verification.
Proof of Proposition 8.3.1 (following Pollicott). We will show that under the hypothesis
of the proposition, the spectral radius of M˜s,q is less than 1. We observe that for the
normalized congruence transfer operator we have the following useful bound
∥∥∥M˜Ns,q[f ]∥∥∥∞ ≤ ‖f‖∞ L˜NRe(s)[1](w) = ‖f‖∞ .
Combining the above bound with (8.4) we obtain
∥∥∥M˜Ns,q∥∥∥
C1
≤ C|s|+ 1.
Hence, by standard results in spectral theory [15] we obtain
specrad(M˜s,q) = inf
N≥1
{
∥∥∥M˜Ns,q∥∥∥1/N
C1
} ≤ 1.
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It suffices to show that, for each t ∈ R, eit /∈ spectrum(M˜s,q|C⊥)
For a fixed parameter t ∈ R, we define the operator M˜s,q,t : C1(∆;V (q)) →
C1(∆;V (q)) by
M˜s,q,t[f ](w) =
∑
γ∈TΓ
e−Re(s)τ(γ,w)+ωs(γ,w)−i(Im(s)τ(γ,w)+t)ρ(γ).f(γ.w)
which, we observe, is simply eitM˜s,q.
For r > 0, we define the set
B(r) = {h ∈ C1(∆;V (q)) : ‖h‖C1 ≤ r}.
Then for each h ∈ B(1),M ≥ 1, we define the sums
hM =
1
M
M−1∑
N=0
M˜Ns,q,th.
Clearly,
‖hM‖C1 ≤
∥∥∥M˜s,q,t∥∥∥
C1
≤ C|s|+ 1
and thus hM ∈ B(C|s|+ 1).
We will now show that there exists M ∈ Z+ such that ‖hM‖C1 < 1 for all h ∈ B(1).
Then
specrad
(
1
M
M−1∑
N=0
M˜Ns,q,t
)
≤
∥∥∥∥∥ 1M
M−1∑
N=0
M˜Ns,q,t
∥∥∥∥∥
C1
= ‖hM‖C1 < 1
and thus
1 /∈ spectrum
(
1
M
M−1∑
N=0
M˜Ns,q,t
)
.
CHAPTER 8. SPECTRUM OFMS,Q FOR C⊥ VECTORS 103
But by the spectral mapping theorem, we have
spectrum
(
1
M
M−1∑
N=0
M˜Ns,q,t
)
=
{
1
M
M−1∑
N=0
λN : λ ∈ spectrum(M˜s,q,t)
}
.
It follows that
1 /∈ spectrum
(
M˜s,q,t
)
= e−itspectrum(M˜s,q)
or, equivalently,
eit /∈ spectrumM˜s,q
as desired.
To show that ‖hM‖C1 < 1 for some M and all h ∈ B(1), we observe first that
‖hM‖∞ → 0 as M →∞. If not, there would exist a nonzero limit point h∗ ∈ B(C|s|+1)
which would satisfy M˜s,q,th∗ = h∗. Hence, M˜s,qh∗ = eith∗ for a nonzero eigenfunction
h∗ ∈ C1(∆;C⊥), contradicting the hypothesis of the proposition.
It remains to bound ‖dhM‖∞. For k to be chosen later we have
‖dhM‖∞ ≤
∥∥∥d(hM − M˜ks,q,thM)∥∥∥∞ + ∥∥∥d(M˜ks,q,thM)∥∥∥∞ . (8.19)
The first term in (8.19) is
∥∥∥d(hM − M˜ks,q,thM)∥∥∥∞ =
∥∥∥∥∥d
(
1
M
(M−1∑
N=0
M˜Ns,q,th−
M−1∑
N=0
M˜N+ks,q,t h
))∥∥∥∥∥
∞
which, after canceling common terms and re-indexing, yields
1
M
∥∥∥∥∥d
( k−1∑
N=0
M˜Ns,q,th− M˜N+Ms,q,t h
)∥∥∥∥∥
∞
≤ 2k
M
(C|s| ‖h‖∞ +D ‖dh‖∞)
≤ 1
M
2k(C|s|+D). (8.20)
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The second term in (8.19) can be bounded by
∥∥∥d(M˜ks,q,thM)∥∥∥∞ = ∥∥∥d(M˜ks,qhM)∥∥∥∞ ≤ C|s| ‖hM‖∞ +Dαk ‖dh‖∞
≤ C|s| ‖hM‖∞ +Dαk(C|s|+ 1). (8.21)
We now take k =
√
M . Then, by substituting the bounds in (8.20) and (8.21) into
(8.19), we observe that all terms tend to 0 as M →∞. Hence, for each h ∈ B(1), there
exists M such that ‖hM‖C1 < 1. The compactness of B(1) yields the desired claim for
all h ∈ B(1).
Chapter 9
The resolvent and Laplace analysis
The spectral results in Chapters 7 and 8 are enough to apply Lalley’s technique to prove
Theorem 1.0.5.
Here we sketch the technique, but the argument is essentially identical to that in
[16]. The only nonstandard part of this argument involves separately addressing the the
operator Ms,q|C⊥ because our counting functions are vector-valued. This is addressed
in items 1 and 5 below, following the argument in [6].
1. Decomposing φ = φ0 + φ
′ where φ0 = 〈φ, 1〉1 is a constant vector and φ′ ∈ C⊥ as
in (6.6) we have the Laplace transformation Nˆq decomposes as
Nˆq(w, sφ) = Nˆq(w, s, φ0) + Nˆq(w, s, φ
′).
Using (6.5), we then have
Nˆq(w, s, φ0) =
((
1− Ls
)−1 1
s
)
φ0 (9.1)
and
Nˆq(w, s, φ
′) =
(
1−Ms,q|C⊥
)−1 1⊗ φ′
s
.
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In (9.1) we slightly abuse notation so that Ls and (1−Ls)−1 are operators on actual
C-valued functions, rather than V (q)-valued functions which only take values on
the set of constant vectors.
2. By standard results in linear perturbation theory ([15]) the functions
s 7→ λs, s 7→ hs, s 7→ νs
extend to holomorphic functions on a neighborhood of the real line segment (1,∞)
in Re(s) > 1 so that
λs 6= 0, Lshs = λhs, L∗sνs = λsνs, νs(hs) = 1.
3. By a suitable spectral decomposition of Ls, we can find a neighborhood U1 of s = β
(where β is as in Proposition 7.1.2) and an operator L′s such that (1− Ls)−1 is a
holomorphic family of bounded operators on C1(∆;C) for s ∈ U1 and
(1− Ls)−1g = (1− λs)−1νs(g)hs + (1− L′s)−1g.
for s ∈ U1 \ {β}. This in analogy to Proposition 7.2 in [16].
4. By using Theorem 7.1.1 and Theorem 7.2.1, we obtain
s 7→ (1− Ls)−1
is holomorphic in a neighborhood of every s with Re(s) = β except at s = β.
5. Standard contour-shifting arguments to invert the Laplace transformation (with
an appropriate smoothening) yield
Nq(w, u, φ0) = 〈φ, 1〉hβ(w)eβu1 + o(eβu). (9.2)
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6. By Theorem 8.0.1 Part 2 Nˆq
∗
(w, s, φ′) = 1
s
(1−Ms,q)−1(1⊗ φ′) is holomorphic on
some neighborhood U2 of the line Re(s) = β. Standard inversion arguments then
yield
Nq(w, u, φ
′) = o(eβu). (9.3)
Note that we may skip this step if φ is a constant vector (since, then, φ′ is the zero
vector). Since the Transitivity Hypothesis is only used in the proof of Theorem
8.0.1 Part 2, we may remove the assumption of the Transitivity Hypothesis when
φ is a nonnegative constant vector.
Theorem 1.0.5 is then implied by and (9.2) (9.3)
Chapter 10
Uniform contraction
In this chapter, we will prove Proposition 6.2.3. We begin by defining relevant subsets
and setting up a handful of useful inequalities.
10.1 Preliminaries
We defining the following two subsets of ∆,
∆core ≡ {(w1, w2, . . . , wn−2, wn−1) ∈ ∆ : 0 ≤ wn−1 −
∑
j∈[n−2]
wj ≤ wn−2}
and
∆cusp ≡ {(w1, w2, . . . , wn−2, wn−1) ∈ ∆ : wn−1 −
∑
j∈[n−2]
wj ≥ wn−2}
where we use the notation [N ] = {1, 2, · · · , N}. We also define the set
∆0 ≡ ∆core ∪∆cusp.
Note that for each w ∈ ∆, we have γi(w) ∈ ∆core for i = 1, 2, · · · , n − 2 and
γn−1(w) ∈ ∆cusp. In particular, γ(w) ∈ ∆0 for all γ ∈ TΓ and w ∈ ∆. We make the
distinction between ∆core and ∆cusp because the contraction due to the map γn−1 is much
“slower” than the other n− 2 maps (this was the primary reason for the acceleration).
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From now on, we choose to use n − 2 coordinates in ∆ instead of n − 1, using the
relationship
wn−1 = 1−
∑
j∈[n−2]
wj.
Observe that on ∆0, we have ∑
j∈[n−2]wj
≤ 1
2
which we can see by combining the conditions that
wn−1 ≥
∑
j∈[n−2]
wj
and
1− wn−1 =
∑
j∈[n−2]
wj.
Similarly, it is easy to show that on ∆core, we have wn−2 ≤ 1
2
and wn−3 ≤ 1
4
while on
∆cusp we have wn−2 ≤ 1
3
and wn−3 ≤ 1
5
.
Finally, we remark that it is clear that Proposition 6.2.3 can be proved with the local
`2 operator norms replaced by local `1 norms, since the norms are equivalent, possibly
at the expense of a large N .
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10.2 Proof of Proposition 6.2.3
In Section 10.3 we will prove the following inequalities by direct calculation:
‖dγi‖1 =
2
2− wi ≤
{
6
5
on ∆cusp
4
3
on ∆core
, 1 ≤ i ≤ n− 3 (10.1)
‖dγn−1‖1 =
1 + 2(w1 + w2 + . . . wn−2)− 2w1
(1 + w1 + w2 + . . . wn−2)2
≤ 1 on ∆0 (10.2)
‖d(γi ◦ γj)‖1 =
2
4− 2wj − wi ≤
4
5
on ∆0, 1 ≤ i < j ≤ n− 2 (10.3)
‖d(γi ◦ γj)‖1 =
2
4− 2wj − wi+1 ≤
4
5
on ∆0, 1 ≤ j ≤ i < n− 2 (10.4)
‖d(γn−2 ◦ γj)‖1 =
4 + 2(w1 + . . .+ wn−2)− 2w1 − 3wj
3 + (w1 + . . .+ wn−2)− 2wj ≤
4
5
on ∆0, 1 ≤ j ≤ n− 2
(10.5)
‖d(γn−1 ◦ γi)‖1 =
2
3− 2wi ≤
{
10
13
on ∆cusp
4
5
on ∆core
, 1 ≤ i ≤ n− 3 (10.6)
‖d(γn−1 ◦ γn−2)‖1 =
2
3− 2wn−2 ≤
{
6
7
on ∆cusp
1 on ∆core
(10.7)
‖d(γi ◦ γn−1 ◦ γn−2)‖1 =
2
6− 4wn−2 − wi ≤
4
7
on ∆0, 1 ≤ i ≤ n− 3 (10.8)
‖d(γn−2 ◦ γn−1 ◦ γn−2)‖1 =
7 + 2(w1 + . . .+ wn−2)− 2w1 − 6wn−2
5 + (w1 + . . .+ wn−2)− 4wn−2 ≤
32
49
on ∆0 (10.9)
‖d(γn−1 ◦ γn−1 ◦ γn−2)‖1 =
2
4− 3wn−2 ≤
{
2
3
on ∆cusp
4
5
on ∆core
(10.10)
Using these bounds we can prove the following result for any n ≥ 3 which implies
Proposition 6.2.3 by the remarks at the end of Section 10.1.
Lemma 10.2.1. We have
∥∥∥∥d(γLn−1 ◦ γi ◦ γKn−1 ◦ γj)∣∣∣∣
∆core
∥∥∥∥
1
≤ 24
25
for each L,K ∈ Z+ and each i, j = 1, 2, · · · , n− 2.
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Proof. Throughout this proof, we repeatedly use the fact that γk ∈ ∆core for k =
1, 2, · · · , n− 2 and γn−1(w) ∈ ∆cusp. We distinguish 3 cases:
Case I: L ≥ 1, K ≥ 1:
Using (10.2), (10.6) and (10.7), we have
∥∥∥d(γLn−1 ◦ γi ◦ γKn−1 ◦ γj)∣∣∆0∥∥∥1
≤
∥∥∥dγL−1n−1 ∣∣∆cusp∥∥∥1 ∥∥∥d(γn−1 ◦ γi)∣∣∆cusp∥∥∥1 ∥∥∥dγK−1n−1 ∣∣∆cusp∥∥∥1 ∥∥∥d(γn−1 ◦ γj)∣∣∆0∥∥∥1
≤ 1 · 6
7
· 1 · 1 < 24
25
.
Case II: L ≥ 0, K = 0:
Using (10.2), (10.3), (10.4), and (10.5), we have
∥∥∥d(γLn−1 ◦ γi ◦ γj)∣∣∆0∥∥∥1 ≤ ∥∥∥dγLn−1∣∣∆core∥∥∥1 ∥∥∥d(γi ◦ γj)∣∣∆0∥∥∥1 ≤ 1 · 45 < 2425 .
Case III: L = 0, K ≥ 1:
We first suppose that j ≤ n− 3. Then by (10.1), (10.2), and (10.6) we have
∥∥∥d(γi ◦ γKn−1 ◦ γj)∣∣∆0∥∥∥1 ≤ ∥∥∥dγi∣∣∆cusp∥∥∥1 ∥∥∥dγK−1n−1 ∣∣∆cusp∥∥∥1 ∥∥∥d(γn−1 ◦ γj)∣∣∆0∥∥∥1
≤ 6
5
· 1 · 4
5
=
24
25
.
Finally, if j = n− 2 we are left with two subcases. If K = 1, then by (10.8) and (10.9)
we have ∥∥∥d(γi ◦ γn−1 ◦ γn−2)∣∣∆0∥∥∥1 ≤ 3249 < 2425 .
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Otherwise, we have K ≥ 2 and by (10.1), (10.2), and (10.10) we have
∥∥∥d(γi ◦ γKn−1 ◦ γn−2)∣∣∆0∥∥∥1 ≤∥∥∥dγi∣∣∆cusp∥∥∥1 ∥∥∥dγK−2n−1 ∣∣∆cusp∥∥∥1 ∥∥∥d(γn−1 ◦ γn−1 ◦ γn−2)∣∣∆0∥∥∥1 ≤ 65 · 1 · 45 = 2425 .
10.3 Proof of equations (10.1)-(10.10)
We now prove the bounds in the previous sections by direct calculation. In the following,
we define
ν(w) =
∑
j∈[n−2]
wj
with w = (w1, w2, · · · , wn−2, 1− ν(w), 1).
We also recall that the ‖·‖1 of a matrix is equal to the maximum over columns of
the sum of the absolute values of each column. From now on, we call such a sum an
absolute column sum.
10.3.1 Proof of equation (10.1)
For i = 1, 2, . . . , n− 2 we have
γi(w) = (w1, w2, . . . , ŵi, . . . , wn−2, 1− ν(w), 1, 2− wi),
which, after projectivizing and removing the placeholder components, gives
γi(w) =
(
w1
2− wi ,
w2
2− wi , . . . ,
ŵi
2− wi , . . . ,
wn−2
2− wi ,
1− ν(w)
2− wi
)
which is a function in (n− 2) variables with (n− 2) components.
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The (n− 2)× (n− 2) total derivative dγi is given by the following matrix

1 2 ... i−1 i i+1 ... n−2
1
1
2− wi 0 . . . 0
w1
(2− wi)2 0 . . . 0
2 0
1
2− wi . . . 0
w2
(2− wi)2 0 . . . 0
...
...
...
. . .
...
...
...
. . .
...
i−1 0 0 . . .
1
2− wi
wi−1
(2− wi)2 0 . . . 0
i 0 0 . . . 0
wi+1
(2− wi)2
1
2− wi . . . 0
...
...
...
. . .
...
...
...
. . .
...
n−3 0 0 . . . 0
wn−2
(2− wi)2 0 . . .
1
2− wi
n−2
−1
2− wi
−1
2− wi . . .
−1
2− wi
−1 + wi − ν(w)
(2− wi)2
−1
2− wi . . .
−1
2− wi

where the row and column indices are indicated to the left and above respectively. Each
of these partial derivatives is immediate, except for the (n − 2, i) entry which follows
from an application of the quotient rule. Note that the sign of entry (n−2, i) is negative
on ∆0. The signs of the other entries are self-evident.
The absolute column sum for each column k with k 6= i is
Ck :
2
2− wi .
For column k = i the absolute column sum is
Ci :
1 + 2ν(w)− 2wi
(2− wi)2 .
We must compute which absolute column sum is maximal on ∆0. Note that on ∆0
we have ν(w) ≤ 1
2
. Furthermore, we have the following equivalences:
Ci ≤ Ck, k 6= i ⇔ 1 + 2ν(w)− 2wi < 4− 2wi ⇔ ν(w) < 2
3
.
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Thus any column k 6= i is maximal and ‖dγi‖1 =
2
2− wi on ∆0. For each i, we have
wi ≤ 13 on ∆cusp, and wi ≤ 12 on ∆core. This gives the bound that ‖dγi‖1 ≤ 65 on ∆cusp
and ≤ 4
3
on ∆core, proving equation (10.1).
10.3.2 Proof of equation (10.2)
We have
γn−1(w) = (w1, w2, . . . , wn−2, 1, 1 + ν(w))
which after projectivizing and removing placeholder components becomes
γn−1(w) =
(
w1
1 + ν(w)
,
w2
1 + ν(w)
, . . . ,
wn−2
1 + ν(w)
)
.
The (n− 2)× (n− 2) total derivative dγn−1 is given by the following matrix

1 2 3 ... n−2
1
1 + ν(w)− w1
(1 + ν(w))2
−w1
(1 + ν(w))2
−w1
(1 + ν(w))2
. . .
−w1
(1 + ν(w))2
2
−w2
(1 + ν(w))2
1 + ν(w)− w2
(1 + ν(w))2
−w2
(1 + ν(w))2
. . .
−w2
(1 + ν(w))2
...
...
...
...
. . .
...
n−2
−wn−2
(1 + ν(w))2
−wn−2
(1 + ν(w))2
−wn−2
(1 + ν(w))2
. . .
1 + ν(w)− wn−2
(1 + ν(w))2

.
For each column k = 1, 2, . . . , n− 2 we have the absolute column sum
Ck :
1 + 2ν(w)− 2wi
(1 + ν(w))2
.
Since w1 ≤ w2 ≤ . . . ≤ wn−2 on ∆0, we have column C1 is maximal. Hence, ‖dγn−1‖1 =
1 + 2ν(w)− 2w1
(1 + ν(w))2
on ∆0.
To bound this norm, observe
1 + 2ν(w)− 2w1
(1 + ν(w))2
=
1 + 2ν(w)− 2w1
1 + 2ν(w) + ν(w)2
≤ 1 + 2ν(w)− 2w1
1 + 2ν(w)− 2w1 = 1.
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Hence ‖dγn−1‖1 ≤ 1 on ∆0, proving equation (10.2).
10.3.3 Proof of equations (10.3) and (10.4)
We first prove equation (10.3). Assume first that 1 ≤ i < j ≤ n− 2. We have
γi ◦ γj(w) = (w1, w2, . . . , ŵi, . . . , ŵj, . . . , wn−2, 1− ν(w), 1, 2− wj, 4− 2wj − wi).
Define ψ(w) ≡ 4− 2wj − wi. Then, after projectivizing and removing placeholder com-
ponents we have
γi ◦ γj(w) =
(
w1
ψ(w)
, . . . ,
ŵi
ψ(w)
, . . . ,
ŵj
ψ(w)
, . . . ,
wn−2
ψ(w)
,
1− ν(w)
ψ(w)
,
1
ψ(w)
)
.
The first i columns of the (n − 2) × (n − 2) total derivative d(γi ◦ γj) are given by
the matrix 
1 2 ... i−1 i
1
1
ψ(w)
0 . . . 0
w1
(ψ(w))2
2 0
1
ψ(w)
. . . 0
w2
(ψ(w))2
...
...
...
. . .
...
...
i−1 0 0 . . .
1
ψ(w)
wi−1
(ψ(w))2
i 0 0 . . . 0
wi+1
(ψ(w))2
...
...
...
. . .
...
...
n−4 0 0 . . . 0
wn−2
(ψ(w))2
n−3
−1
ψ(w)
−1
ψ(w)
. . .
−1
ψ(w)
−3−ν(w)+2wj+wi
(ψ(w))2
n−2 0 0 . . . 0
1
(ψ(w))2

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and columns i+ 1 through n− 2 are given by

i+1 ... j−1 j j+1 ... n−2
1 0 . . . 0
2w1
(ψ(w))2
0 . . . 0
2 0 . . . 0
2w2
(ψ(w))2
0 . . . 0
...
...
. . .
...
...
...
. . .
...
i−1 0 . . . 0
2wi−1
(ψ(w))2
0 . . . 0
i
1
ψ(w)
. . . 0
2wi+1
(ψ(w))2
0 . . . 0
...
...
. . .
...
...
...
. . .
...
j−2 0 . . .
1
ψ(w)
2wj−1
(ψ(w))2
0 . . . 0
j−1 0 . . . 0
2wj+1
(ψ(w))2
1
ψ(w)
. . . 0
...
...
. . .
...
...
...
. . .
...
n−4 0 . . . 0
2wn−2
(ψ(w))2
0 . . .
1
ψ(w)
n−3
−1
ψ(w)
. . .
−1
ψ(w)
−2−2ν(w)+2wj+wi
(ψ(w))2
−1
ψ(w)
. . .
−1
ψ(w)
n−2 0 . . . 0
2
(ψ(w))2
0 . . . 0

.
The absolute column sum of each column k 6= i, j is
Ck :
2
ψ(w)
=
2(4− 2wj − wi)
(ψ(w))2
The absolute column sum of column i is
Ci :
4 + 2ν(w)− 3wj − 2wi
(ψ(w))2
and the absolute column sum of row j is
Cj :
4 + 4ν(w)− 4wj − 3wi
(ψ(w))2
.
Subtracting Ci from Cj we obtain
2ν(w)− wj − wi
(ψ(w))2
which is nonnegative on ∆0.
Thus Cj ≥ Ci. Furthermore Ck ≥ Cj for each k 6= i, j since
4 + 4ν(w)− 4wj − 3wi ≤ 2(4− 2wj − wi) ⇔ 4ν(w)− wi ≤ 4
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and the latter inequality holds since ν(w) ≤ 1
2
and wi ≥ 0 on ∆0.
Thus ‖d(γi ◦ γj)‖1 =
2
ψ(w)
=
2
4− 2wj − wi on ∆0. Using the bound that each
wk ≤ 12 on ∆0 we have ‖d(γi ◦ γj)‖1 ≤ 45 , proving equation (10.3).
To prove equation (10.4), we now consider γi ◦ γj for 1 ≤ j ≤ i < n− 2. We have
γi ◦ γj(w) = (w1, . . . , ŵj, . . . , ŵi+1, . . . , wn−2, 1− ν(w), 1, 2− wj, 4− 2wj − wi+1).
The remainder of the proof for equation (10.4) is nearly identical after careful bookkeep-
ing of indices (for example, column Ci+1 for 1 ≤ j ≤ i < n − 2 plays the role of Ci for
1 ≤ i < j ≤ n− 2).
10.3.4 Proof of equation (10.5)
We have
γn−2 ◦ γj(w) = (w1, w2, . . . , ŵj, . . . , wn−2, 1, 2− wj, 3 + ν(w)− 2wj).
We define κ(w) ≡ 3 + ν(w) − 2wj. Then, after projectizing and removing placeholder
components, we have
γn−2 ◦ γj(w) =
(
w1
κ(w)
,
w2
κ(w)
, . . . ,
ŵj
κ(w)
, . . . ,
wn−2
κ(w)
,
1
κ(w)
)
.
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The first j columns of the (n− 2)× (n− 2) total derivative, d(γn−2 ◦ γj) are

1 2 ... j−1 j
1
3+ν(w)−2wj−w1
(κ(w))2
−w1
(κ(w))2
. . .
−w1
(κ(w))2
w1
(κ(w))2
2
−w2
(κ(w))2
3+ν(w)−2wj−w2
(κ(w))2
. . .
−w2
(κ(w))2
w2
(κ(w))2
...
...
...
. . .
...
...
j−1
−wj−1
(κ(w))2
−wj−1
(κ(w))2
. . .
3+ν(w)−2wj−wj−1
(κ(w))2
wj−1
(κ(w))2
j
−wj+1
(κ(w))2
−wj+1
(κ(w))2
. . .
−wj+1
(κ(w))2
wj+1
(κ(w))2
...
...
...
. . .
...
...
n−3
−wn−2
(κ(w))2
−wn−2
(κ(w))2
. . .
−wn−2
(κ(w))2
wn−2
(κ(w))2
n−2
−1
(κ(w))2
−1
(κ(w))2
. . .
−1
(κ(w))2
1
(κ(w))2

and columns j + 1 through n− 2 are

j+1 ... n−2
1
−w1
(κ(w))2
. . .
−w1
(κ(w))2
2 . . .
−w2
(κ(w))2
...
...
. . .
...
j−1
−wj−1
(κ(w))2
. . .
−wj−1
(κ(w))2
j
3+ν(w)−2wj−wj+1
(κ(w))2
. . .
−wj+1
(κ(w))2
...
...
. . .
...
n−3
wn−2
(κ(w))2
. . .
3+ν(w)−2wj−wn−2
(κ(w))2
n−2
−1
(κ(w))2
. . .
−1
(κ(w))2

The absolute column sum for column k 6= j is
Ck :
4 + 2ν(w)− 3wj − 2wk
(κ(w))2
and the absolute column sum for column j is
Cj :
1 + ν(w)− wj
(κ(w))2
.
CHAPTER 10. UNIFORM CONTRACTION 119
Note that w1 ≤ wk for all k, so C1 ≤ Ck for each k 6= j. Furthermore, subtracting
column sum Cj from C1 and using the trivial bound wk ≤ 12 on ∆0 for all k we obtain
3 + ν(w)− 2wj − 2w1
(κ(w))2
≥ 1 + ν(w)
(κ(w))2
≥ 0.
Hence, C1 ≥ Cj, and C1 is maximal. We have
‖d(γn−2 ◦ γj)‖1 =
4 + 2ν(w)− 3wj − 2w1
(κ(w))2
on ∆0.
Separately bounding the numerator and denominator on ∆0 we have
4 + 2ν(w)− 3wj − 2wi ≤ 4 + 2
(
1
2
)
= 5,
κ(w) = 3 + ν(w)− 2wj ≥ 3 + (ν(w)− wj)− wj ≥ 3− 1
2
=
5
2
.
Thus ‖d(γn−2 ◦ γj)‖1 ≤
5
(5
2
)2
= 4
5
on ∆0. This proves equation (10.5).
10.3.5 Proof of equation (10.6) and (10.7)
For i = 1, 2, . . . , n− 2 we have
γn−1 ◦ γi(w) = (w1, w2, . . . , ŵi, . . . , wn−2, 1− ν(w), 2− wi, 3− 2wi)
which, after projectivizing and removing placeholder components, becomes
γn−1 ◦ γi(w) =
(
w1
3− 2wi ,
w2
3− 2wi , . . . ,
ŵi
3− 2wi , . . . ,
wn−2
3− 2wi ,
1− ν(w)
3− 2wi
)
.
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The (n− 2)× (n− 2) total derivative d(γn−1 ◦ γi) is given by

1 2 ... i−1 i i+1 ... n−2
1
1
3− 2wi 0 . . . 0
2w1
(3− 2wi)2 0 . . . 0
2 0
1
3− 2wi . . . 0
2w2
(3− 2wi)2 0 . . . 0
...
...
...
. . .
...
...
...
. . .
...
i−1 0 0 . . .
1
3− 2wi
2wi−1
(3− 2wi)2 0 . . . 0
i 0 0 . . . 0
2wi+1
(3− 2wi)2
1
3− 2wi . . . 0
...
...
...
. . .
...
...
...
. . .
...
n−3 0 0 . . . 0
2wn−2
(3− 2wi)2 0 . . .
1
3− 2wi
n−2
−1
3− 2wi
−1
3− 2wi . . .
−1
3− 2wi
−1− 2ν(w) + 2wi
(3− 2wi)2
−1
3− 2wi . . .
−1
3− 2wi

.
The absolute column sum for column k 6= i is
Ck :
2
3− 2wi
and the absolute column sum for column i is
Ci :
1 + 4ν(w)− 4wi
(3− 2wi)2 .
Each column Ck with k 6= i is maximal since
Ck ≥ Ci ⇔ 2(3− 2wi) ≥ 1 + 4ν(w)− 4wi ⇔ 5 ≥ 4ν(w)
and ν(w) ≤ 1
2
on ∆0. Thus ‖d(γn−1 ◦ γi)‖1 =
2
3− 2wi on ∆0.
When i = n − 2, we have wn−2 ≤ 12 on ∆core and wn−2 ≤ 13 on ∆cusp. Thus
‖d(γn−1 ◦ γn−2)‖1 ≤ 1 on ∆core and ≤
6
7
on ∆cusp. This proves equation (10.7).
For i ≤ n − 3, we have the stronger bound wi ≤ 14 on ∆core and wi ≤ 15 on ∆cusp.
This gives ‖d(γn−1 ◦ γi)‖1 ≤ 45 on ∆core and ≤ 1013 . This proves equation (10.6).
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10.3.6 Proof of equation (10.8)
For each i ≤ n− 3 we have
γi ◦ γn−1 ◦ γn−2(w) = (w1, . . . , ŵi, . . . , wn−3,
1− ν(w), 2− wn−2, 3− 2wn−2, 6− 4wn−2 − wi).
Define µ(w) ≡ 6 − 4wn−2 − wi. After projectivizing and removing placeholder compo-
nents, this becomes
γi ◦ γn−1 ◦ γn−2(w) =
(
w1
µ(w)
, . . . ,
ŵi
µ(w)
. . .
wn−3
µ(w)
,
1− ν(w)
µ(w)
,
2− wn−2
µ(w)
)
.
Then the (n− 2)× (n− 2) total derivative, d(γi ◦ γn−1 ◦ γn−2), is

1 ... i−1 i i+1 ... n−3 n−2
1
1
µ(w)
. . . 0
w1
(µ(w))2
0 . . . 0
4w1
(µ(w))2
...
...
. . .
...
...
...
. . .
...
...
i−1 0 . . .
1
µ(w)
wi−1
(µ(w))2
0 . . . 0
4wi−1
(µ(w))2
i 0 . . . 0
wi+1
(µ(w))2
1
µ(w)
. . . 0
4wi+1
(µ(w))2
...
...
. . .
...
...
...
. . .
...
...
n−4 0 . . . 0
wn−3
(µ(w))2
0 . . .
1
µ(w)
4wn−3
(µ(w))2
n−3
−1
µ(w)
. . .
−1
µ(w)
−5−ν(w)+4wn−2+wi
(µ(w))2
−1
µ(w)
. . .
−1
µ(w)
−2−4ν(w)+4wn−2+wi
(µ(w))2
n−2 0 . . . 0
2− wn−2
(µ(w))2
0 . . . 0
2 + wi
(µ(w))2

.
The absolute column sum of column k 6= i, n− 2 is
Ck :
2
µ(w)
=
2(6− 4wn−2 − wi)
(µ(w))2
,
whereas the absolute column sum of column i is
Ci :
7 + 2ν(w)− 2wi − 6wn−2
(µ(w))2
CHAPTER 10. UNIFORM CONTRACTION 122
and the absolute column sum of column n− 2 is
Cn−2 :
4 + 8ν(w)− 8wn−2 − 4wi
(µ(w))2
.
Subtracting Cn−2 from Ci we obtain
3− 6ν(w) + 2wn−2 + 2wi
(µ(w))2
≥ 3− 6(
1
2
)
(µ(w))2
≥ 0
on ∆0. This shows Ci ≥ Cn−2.
In fact, each column Ck with k 6= i, n− 2 is maximal since
Ck ≥ Ci, k 6= i, n− 2 ⇔ 2(6− 4wn−2 − wi) ≥ 7 + 2ν(w)− 2wi − 6wn−2
⇔ 5 ≥ 2ν(w) + 2wn−2
and ν(w), wn−2 ≤ 12 on ∆0. Hence ‖d(γi ◦ γn−1 ◦ γn−2)‖1 =
2
6− 4wn−2 − wi on ∆0.
The denominator is bounded by
≤ 6− 4wn−2 − wi ≥ 6− 5
(
1
2
)
=
7
2
so ‖d(γi ◦ γn−1 ◦ γn−2)‖1 ≤ 47 on ∆0. This proves equation (10.8).
10.3.7 Proof of equation (10.9)
We have
γn−2 ◦ γn−1 ◦ γn−2(w) = (w1, w2, . . . , wn−3, 2− wn−2, 3− 2wn−2, 5 + ν(w)− 4wn−2)
Define γ(w) ≡ 5 + ν(w) − 4wn−2. Then, after projectivizing and removing placeholder
components, becomes
γn−2 ◦ γn−1 ◦ γn−2(w) =
(
w1
γ(w)
,
w2
γ(w)
, . . . ,
wn−3
γ(w)
,
2− wn−2
γ(w)
)
.
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Then the (n− 2)× (n− 2) total derivative d(γn−2 ◦ γn−1 ◦ γn−2) is

1 2 ... n−3 n−2
1
5+ν(w)−4wn−2−w1
(γ(w))2
−w1
(γ(w))2
. . .
−w1
(γ(w))2
3w1
(γ(w))2
2
−w2
(γ(w))2
5+ν(w)−4wn−2−w2
(γ(w))2
. . .
−w2
(γ(w))2
3w2
(γ(w))2
...
...
...
. . .
...
...
n−3
−wn−3
(γ(w))2
−wn−3
(γ(w))2
. . . 5+ν(w)−4wn−2−wn−3
(γ(w))2
3wn−3
(γ(w))2
n−2
−2 + wn−2
(γ(w))2
−2 + wn−2
(γ(w))2
. . .
−2 + wn−2
(γ(w))2
1−ν(w)+wn−2
(γ(w))2

.
The absolute column sum for each column k ≤ n− 3 is
Ck :
7 + 2ν(w)− 2wk − 6wn−2
(γ(w))2
and the absolute column sum for column n− 2 is
Cn−2 :
1 + 2ν(w)− 2wn−2
(γ(w))2
.
Subtracting Cn−2 from Ck we obtain
6− 2wk − 4wn−2
(γ(w))2
≥ 0
on ∆0 (using the bound wk ≤ 12 for all k). Hence, Cj ≤ Ck for each k 6= j. Of
the remaining column sums, C1 is maximal since w1 ≤ wk for each k on ∆0. Thus,
‖d(γn−2 ◦ γn−1 ◦ γn−2)‖1 = 7+2ν(w)−2w1−6wn−2(5+ν(w)−4wn−2)2 .
Separately bounding the numerator and the denominator we have
7 + 2ν(w)− 2w1 − 6wn−2 ≤ 7 + 1 ≤ 8
5 + ν(w)− 4wn−2 ≥ 5 + (ν(w)− wn−2)− 3wn−2 ≥ 5− 3
(
1
2
)
=
7
2
so ‖d(γn−2 ◦ γn−1 ◦ γn−2)‖1 ≤ 3249 on ∆0, proving equation (10.9).
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10.3.8 Proof of equation (10.10)
We have
γn−1 ◦ γn−1 ◦ γn−2(w) = (w1, w2, . . . , wn−3, 1− ν(w), 3− 2wn−2, 4− 3wn−2)
which, after projectivizing and removing placeholder components, becomes
γn−1 ◦ γn−1 ◦ γn−2(w) =
(
w1
4− 3wn−2 ,
w2
4− 3wn−2 , . . . ,
wn−3
4− 3wn−2 ,
1− ν(w)
4− 3wn−2
)
.
The (n− 2)× (n− 2) total derivative d(γn−1 ◦ γn−1 ◦ γn−2) is

1 2 ... n−3 n−2
1
1
4− 3wn−2 0 . . . 0
3w1
(4− 3wn−2)2
2 0
1
4− 3wn−2 . . . 0
3w2
(4− 3wn−2)2
...
...
...
. . .
...
...
n−3 0 0 . . .
1
4− 3wn−2
3wn−3
(4− 3wn−2)2
n−2
−1
4− 3wn−2
−1
4− 3wn−2 . . .
−1
4− 3wn−2
−1− 3ν(w) + 3wn−2
(4− 3wn−2)2

.
The absolute column sum for each column k ≤ n− 3 is
Ck :
2
4− 3wn−2
and the absolute column sum for column n− 2 is
Cn−2 :
1 + 6ν(w)− 6wn−2
(4− 3wn−2)2 .
Each column Ck for k 6= n− 2 is maximal because
Ck ≥ Cn−2, k 6= n− 2 ⇔ 2(4− 3wn−2) ≥ 1 + 6ν(w)− 6wn−2
⇔ 7 ≥ 6ν(w).
Thus, ‖d(γn−1 ◦ γn−1 ◦ γn−2)‖1 = 24−3wn−2 on ∆0. Since wn−2 ≤ 12 on ∆0 we have
‖d(γn−1 ◦ γn−1 ◦ γn−2)‖1 = 45 , proving equation (10.10).
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