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We generalize means of Stolarsky type and show the monotonicity of these generalized means.
1. Introduction and Preliminaries











fxdx ≤ fa  fb
2
, 1.1
provided that f : a, b →   is a convex function 1, page 137, 2, page 1.
This result for convex functions plays an important role in nonlinear analysis.
These classical inequalities have been improved and generalized in a number of ways and
applied for special means including Stolarsky type, logarithmic, and p-logarithmic means. A
generalization of H.H inequalities was obtained in 3–5, 2, page 5, and 1, page 143.
Theorem 1.1. Let p, q be positive real numbers and a1, a, b, b1 be real numbers such that a1 ≤ a <










fxdx ≤ pfa  qfb
p  q
1.2
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hold for A  pa  qb/p  q, y > 0, and all continuous convex functions









Remark 1.2. The inequalities given by 1.2 are strict if f is a continuous strictly convex
on a1, b1.

















The above inequality is strict, when f is strictly convex continuous function.
Let us define Fi : Ca, b →   for i  1, 2, 3 by diﬀerences of 1.2 and 1.4
F1
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wherem  A − y,M  A  y.
Remark 1.3. It is clear from inequalities 1.2 and 1.4 that if the conditions of Theorem 1.1
are satisfied and f ∈ K2a, b f is continuous convex on a, b, then
Fi
(
f ; p, q; a, b, y
) ≥ 0, for i  1, 2, 3. 1.6





















logy − log x)
)1/r








, t  r / 0,
√
xy, t  r  0,
1.7
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where x, y ∈ 0,∞ such that x/y and r, t ∈  . These means are known as Stolarsky means.
Namely, Stolarsky introduced these means in 1975 see 1, page 120 and proved that for




) ≤ Eu,v(x, y) for x, y ∈ 0,∞, x /y. 1.8
Some simple proofs of inequality 1.8 and related results on means of Stolarsky type are
given in 6.
The aim of this paper is to prove the exponential convexity of the functions deduced
from 1.5 and apply these functions to generalize the means of Stolarsky type, and at last we
prove the monotonicity property of these new means.
We review some necessary definitions and preliminary results.







) ≥ 0, 1.9
for each n ∈ N and every ξi ∈  , i  1, . . . , n such that xi  xj ∈ a, b, 1 ≤ i, j ≤ n.
Proposition 1.5 see 7. Let f : a, b →  , be a function. Then f is exponentially convex if and









for alln ∈ N, ξi ∈   and xi ∈ a, b, 1 ≤ i ≤ n.
Definition 1.6 see 1. A function f : I →   , where I is an interval in  , is said to be log-
convex if log f is convex, or equivalently if for all x, y ∈ I and all α ∈ 0, 1, one has
f
(
αx  1 − αy) ≤ fαxf1−α(y). 1.11
Corollary 1.7 see 7. If f : a, b →   is exponentially convex then f is log-convex function.
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The following lemma is another way to define convex function 1, page 2.
Lemma 1.8. If f is a convex on an interval I ⊆  , then
fs1s3 − s2  fs2s1 − s3  fs3s1 − s2 ≥ 0 1.12
holds for each s1 < s2 < s3, where s1, s2, s3 ∈ I.
In Section 2, we prove the exponential and logarithmic convexity of the functions
deduced from 1.5. We also prove related mean value theorems of Cauchy type.
2. Main Results
The following lemma gives us very important family of convex functions.





rr − 1 , r / 0, 1,
− logx, r  0,
x logx, r  1.
2.1
Then φr is convex on 0,∞ for each r ∈  .
Theorem 2.2. Let p, q, a, b, A, and y be positive real numbers such that
a < b, A 
pa  qb
p  q










φr ; p, q; a, b, y
)
, i  1, 2, 3,
2.2
where φr is defined in Lemma 2.1. Then
i matrix  irj  rk/2
n











≥ 0 for 1 ≤ p ≤ n; 2.3
ii the function r 	→  ir is exponentially convex on  ;
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iii if  ir > 0, then the function r 	→  ir is a log-convex on   and the following inequality




)t−r ≤ ( ir)t−s( it)s−r . 2.4




















≥ 0 , x > 0.
2.6
This shows that μ is a convex function for x > 0. By setting f  μ in 1.5, respectively and



















































i(rjk) ≥ 0. 2.8
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≥ 0 for each 1 ≤ p ≤ n. 2.9
ii Since limr→ l ir   il for l  0, 1, it follows that  i is continuous on  . Therefore,
by Proposition 1.5 for f   i, we get exponential convexity of  i on  .
iii Let  ir > 0, then the log-convexity of  i is a simple consequence of Corollary 1.7.
By setting f  log  i, s1  r, s2  s, s3  t in Lemma 1.8, we have
t − r log  is ≤ t − s log  ir  s − r it, 2.10
which implies 2.4.
We will use the following lemma in the proof of mean value theorem.
Lemma 2.3 see 1, page 4. Let f ∈ C2a, b such that
α ≤ f ′′x ≤ β ∀x ∈ a, b. 2.11










then h1 and h2 are convex on a, b.
Proof. Therefore
h′′1x  α − f ′′x ≥ 0,
h′′2x  f
′′x − β ≥ 0,
2.13
that is, hj for j  1, 2 are convex on a, b.
Theorem 2.4. Let p, q, a, b, A, and y be real numbers as given in Theorem 1.1. If f ∈ C2a, b
then there exists ξ ∈ a, b such that
Fi
(







x2; p, q; a, b, y
)
for i  1, 2, 3. 2.14
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Proof. Since f ∈ C2a, b, we can take that α ≤ f ′′ ≤ β. Now in Remark 1.3, replacing f by
hj , j  1, 2 defined in Lemma 2.3, we have
Fi
(
hj ; p, q; a, b, y
















x2; p, q; a, b, y
)
≤ Fi(fx; p, q; a, b, y).
2.16





x2; p, q; a, b, y
)




x2; p, q; a, b, y
)
. 2.17
By using Remark 1.2
Fi
(











x2; p, q; a, b, y
) ≤ β. 2.19
We get the required result.
Theorem 2.5. Let p, q, a, b, A, and y be real numbers as given in Theorem 1.1. If f, g ∈ C2a, b
such that g ′′x do not vanish for any x ∈ a, b, then there exits ξ ∈ a, b such that
Fi
(




g; p, q; a, b, y
)  f ′′ξ
g ′′ξ
for i  1, 2, 3. 2.20
Proof. Define functions φi ∈ C2a, b, i  1, 2, 3 by
φi  ci1g − ci2f, 2.21
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where
ci1  F




































which is clearly 2.20.
Corollary 2.6. If p, q, a, b, A, and y are real numbers as defined in Theorem 1.1 then for −∞ < r,
t < ∞, r / t, r / 0, 1 and there exists ξ ∈ a, b such that
ξr−t 
tt − 1Fi(xr ; p, q; a, b, y)
rr − 1Fi(xt; p, q; a, b, y) for i  1, 2, 3. 2.26





)−1(Fi(f ; p, q; a, b, y)
Fi
(
g; p, q; a, b, y
)
)
for i  1, 2, 3. 2.27
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3. Means of Stolarsky Type
Expression 2.27 gives the means. We can consider
Eir,t
(










φt; p, q; a, b, y
)
)1/r−t
, r / t, for i  1, 2, 3 3.1
as ameans in the broader sense.Moreoverwe can extend thesemeans in other cases. Consider



















) − logM − logm
4y
, r  −1,
M
[
logM − 1] −m[logm − 1]
2y
− p log a  q log b
p  q
, r  0,
pa log a  qb log b
p  q















, r / − 1, 0, 1,
logM − logm
4y












logM − 1] −m[logm − 1]
2y
, r  0,



































) − logM − logm
2y
, r  −1,
M
[
logM − 1] −m[logm − 1]
y







, r  0,













− 2Γ, r  1,
3.2
where Γ  M22 logM − 1 −m22 logm − 1/8y.
















φt; p, q; a, b, y
)
)1/r−t




rr − 1 −
Fi
(




φr ; p, q; a, b, y
)
)












φ−1; p, q; a, b, y
)
)










φ0; p, q; a, b, y
)
)










φ1; p, q; a, b, y
)
)
, r  t  1,
3.3
for i  1, 2, 3. We will use the following lemma to prove the monotonicity of Stolarsky type
means.












The proof of this Lemma is given in 1.
Theorem 3.2. Let p, q, a, b,A, and y be real numbers as defined in Theorem 1.1 and let r, t, u, v ∈  
such that r ≤ u, t ≤ v, then the following inequality is valid:
Eir,t
(
p, q; a, b, y
) ≤ Eiu,v(p, q; a, b, y) for i  1, 2, 3. 3.5
Proof. For a convex function φ, a simple consequence of the definition of convex function is
the following inequality 1, page 2:
φx1 − φx2





y2 − y1 , with x1 ≤ y1, x2 ≤ y2, x1 /x2, y1 /y2. 3.6
As  i is log-convex we set φr  log  ir, x1  r, x2  t, y1  v, y2  u in the above inequality
and get
log  ir − log  it
r − t ≤
log  iu − log  iv
u − v , 3.7
which is equivalent to 3.5 for t / r, u/v. By continuity of  i, 3.5 is valid for t  r, u  v.
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Remark 3.3. If we substitute p  q  1 and replace r → r − 1 and t → t − 1 in Eir,tp, q; a, b, y,
for i  1, 2, 3, then means of Stolarsky type and related results given in 6 are obtained.
4. Generalized Means of Stolarsky Type
By substiting a → as, b → bs, y → ys, r → r/s, t → t/s, ξ → ξ1/s in 2.26, we get
ξr−t 
tt − sFi(xr/s; p, q; as, bs, ys)














φt/s; p, q; as, bs, ys
)
)1/r−t
, s / 0, t / r for i  1, 2, 3. 4.2








, s / 0,
















, s  0.
4.3




i(φr/s; p, q; as, bs, ys) for i  1, 2, 3, 4.4
where {φr ; r ∈  } is the family of functions defined in Lemma 2.1. Here we
have Fif ; p, q; as, bs, ys defined as
F1
(











































where i  1, 2, 3,ms  As − ys, andMs  As  ys.
























) − logMs − logms
4ys




] −ms[logms − 1]
2ys
− sp log a  q log b
p  q
, r  0,
s
pas log a  qbs log b
p  q


































] −ms[logms − 1]
2ys
− s log pa
s  qbs
p  q
















































− logMs − logms
2ys











−sp log a  q log b
p  q
, r  0,
s











− 2Γs, r  s,
4.6
where Γs  Ms22 logMs − 1 −ms22 logms − 1/8ys.
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erx, r / 0,
1
2
x2, r  0.
4.7
We have F̂if ; p, q; log a, log b, log y, i  1, 2, 3 defined as
F̂1
(

























































































p log2 a  q log2 b
p  q



















, r / 0,
1
6





















p log2 a  q log2 b
p  q




, r  0.
4.9
















φt/s; p, q; as, bs, ys
)
)1/r−t




rr − s −
Fi
(




φr/s; p, q; as, bs, ys
)
)












φ−1; p, q; as, bs, ys
)
)













φ0; p, q; as, bs, ys
)
)












φ1; p, q; as, bs, ys
)
)












ψr ; p, q; log a, log b, log y
)
)









ψ0; p, q; log a, log b, log y
)
)
r  t  s  0,
4.10
for i  1, 2, 3.
Theorem 4.1. Theorem 2.2 is still valid if one sets φr  ψr .
Proof. The proof is similar to the proof of Theorem 2.2.
Theorem 4.2. Let p, q, a, b,A, and y are real numbers as defined in Theorem 1.1 also let r, t, u, v ∈  
such that r ≤ u, t ≤ v, then the following inequality is valid:
Eir,t;s
(
p, q; as, bs, ys
) ≤ Eiu,v;s(p, q; as, bs, ys) for i  1, 2, 3. 4.11
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for t, r, u, v ∈  , r ≤ u, t ≤ v, r / t, u/v. For s > 0, by substituting a → as, b → bs, r → r/s,



















For s < 0, by substituting  ir   isr, a → as, b → bs, r → r/s, t → t/s, u → u/s,



















By raising power 1/s, to 4.13 and −1/s, to 4.14, we get 4.11 for t / r, u/v.
For s  0, since  i0r is log-convex function, therefore Lemma 3.1 implies that for
r ≤ u, t ≤ v, t / r, u/v, we have
Eir,t;0
(
p, q; log a, log b, log y
) ≤ Eiu,v;0(p, q; log a, log b, log y), 4.15
which completes the proof.
Remark 4.3. If we substitute p  q  1, s → s − 1, and t → t − 1 in the above results, then the
results of generalized Stolarsky type means proved in 6 are recaptured.
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