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Abstract—Formal verification techniques can check the cor-
rectness of systems in a mathematically precise way. Counter-
example-Guided Abstraction Refinement (CEGAR) is an au-
tomatic algorithm that reduces the complexity of systems by
constructing and refining abstractions. CEGAR is a generic
approach, having many variants and strategies developed over the
years. However, as the variants become more and more advanced,
one may not be sure whether the performance of a strategy
can be attributed to the strategy itself or to other, unintentional
factors. In this paper we perform an experiment by evaluating
the performance of different strategies while randomizing certain
external factors such as the search strategy and variable naming.
We show that randomization introduces a great variation in the
output metrics, and that in several cases this might even influence
whether the algorithm successfully terminates.
I. INTRODUCTION
Formal verification techniques (such as model checking [1])
can check whether a model (formal representation) of a system
meets certain requirements by exhaustively analyzing its possi-
ble states and transitions. As our reliance on computer systems
grows, the importance of these techniques is also increasing.
However, a typical drawback of using formal methods is
their high computational complexity. The Counterexample-
Guided Abstraction Refinement (CEGAR) approach [2] alle-
viates this problem by automatically constructing and refining
abstractions that over-approximate the behavior of systems.
CEGAR starts with a coarse initial abstraction (to minimize
complexity) and then applies refinements based on candidate
counterexamples until a sufficient precision is reached (that is
fine enough for deciding whether the requirement holds).
THETA is a generic framework that includes many configu-
rations (variants) of the CEGAR algorithm in a common envi-
ronment [3]. The framework relies on first order logic (FOL):
the behavior of the models is encoded in graphs annotated with
FOL formulas and the algorithms use SAT/SMT solvers [4]
as the underlying engine. We already performed experimental
evaluations in THETA and in most cases we concluded that the
configurations have a diverse performance: different configu-
rations are more suitable for different tasks [5], [6]. However,
as the underlying strategies of the configurations are also
becoming more advanced, we cannot be certain whether their
performance can be attributed to their intentional, algorithmic
behavior. Rather, they might be unintentionally influenced by
certain external factors in a way that the final outcome is a
better performance in certain cases. For example, a different
ordering of commutative formulas might unintentionally affect
the order in which states are processed.
In this paper we investigate two such factors. A higher
level, algorithmic factor is the search strategy in the abstract
state space. A configuration may fail to build a suitable
abstraction efficiently if a deterministic search strategy guides
it in the “wrong” direction. A lower level, external factor is
the naming of the variables. Most of the refinement strategies
employ an SMT solver for computing over-approximations.
We observed that the name of the variables affects their order
in certain collections (e.g., sets), which may influence the
inner heuristics of the solvers, also affecting the quality of
the generated abstractions.
Our experiment shows that randomizing any of the afore-
mentioned factors greatly increases variations in the output
metrics (e.g., execution time). Furthermore, randomization
often even affects whether the algorithm can successfully
terminate within the given time limit. We also examine some
cases where a randomized configuration can verify a model
for which the deterministic ones fail. Based on this feedback,
we can improve the shortcomings of the deterministic config-
urations and we can also introduce nondeterministic options
to the configurations as a viable alternative.
II. EXPERIMENT PLANNING
In our experiment several configurations of the CEGAR
algorithm of THETA were executed on various input models
deterministically and also with randomizing the search strategy
or the variable names.
A. Research Questions
The current research questions focus on a preliminary,
exploratory analysis of the results.
RQ1 Are there any cases where a randomized configu-
ration could verify a model (at least once) that its
deterministic counterpart could not?
RQ2 How does randomization affect the variation of
output metrics (e.g., execution time) compared to
deterministic configurations? Which yields a greater
variation? Randomizing search or variable names?
B. Subjects and Objects
THETA includes many parameters for the CEGAR algo-
rithm. For this experiment we selected the two most prominent,
TABLE I
VARIABLES OF THE EXPERIMENT.
Category Name Type Description
Input
(model)
Category Factor Category of the model. Possible values: eca, hw, locks, plc, ssh (see Section II-B).
Model String Unique name of the model.
Input
(config.)
Domain Factor Domain of the abstraction. Possible values: PRED (predicate), EXPL (explicit value).
Refinement Factor Refinement strategy. Possible values: BIN (binary interpolation), SEQ (sequence interpolation).
Randomized Factor Factor that is randomized. Possible values: DET (deterministic, no randomization), SEARCH (random search
strategy), VARS (random variable names).
Output
(metrics)
Succ Boolean Indicates whether the algorithm successfully provided a result within the given time limit.
TimeMs Integer Execution time of the algorithm (in milliseconds).
Iterations Integer Number of refinement iterations until the sufficiently precise abstraction was reached.
ArgSize Integer Number of nodes in the Abstract Reachability Graph (ARG), i.e., the number of explored abstract states.
ArgDepth Integer Depth of the ARG.
CexLen Integer Length of the counterexample, i.e., a path leading to a state of the model that does not meet the requirement.
namely the domain of the abstraction and the refinement strat-
egy. We experimented with predicate [7] and explicit value [8]
domains with binary [9] and sequence [10] interpolation-
based refinements, as these strategies are also implemented
in many other verification tools [11]. The third parameter is
the randomized factor, i.e., the search strategy, the variable
names, or nothing (deterministic). Therefore, there are a total
number of 2 · 2 · 3 = 12 configurations.
Due to the long execution time of the measurements, we
only evaluated the configurations on 30 input models. Never-
theless, we tried to make these models relevant and diverse.
Therefore, we picked 10 hardware models (hw) from different
categories of the Hardware Model Checking Competition [12],
15 models from 3 categories (eca, locks, ssh) of the Com-
petition on Software Verification [11] and 5 industrial PLC
software modules (plc) from CERN [13]. Based on previous
measurements, we picked models with different difficulties,
including easy (verified by most configurations) and difficult
instances (verified by a few or no configurations).
C. Variables
Variables of the experiment are listed in Table I, grouped
into three main categories: properties of the model (input),
parameters the configuration (input) and metrics of the algo-
rithm execution (output). If the algorithm did not provide a
result within the time limit, the variable Succ is false and the
other output metrics are empty (NA).
D. Measurement Procedure
Measurements were executed on two 64 bit Windows 7
virtual machines with 2 cores (2.50 GHz), 8 GB RAM and
JRE 8 (THETA is implemented in Java). Z3 version 4.5.0 [14]
was used as an SMT solver. Each measurement was repeated
30 times with a different random seed. The time limit for each
execution was 180 seconds.
E. Analysis Methods
RQ1 can be answered by summarizing heatmaps and filter-
ing the data. Furthermore, it would be interesting to analyze
each case separately in more detail using for example the
logs produced by THETA. RQ2 can be examined with basic
descriptive statistics and summarizing plots (e.g., box plots),
yielding a good overview on the variations of the output
metrics under different configurations.
F. Threats to Validity
We worked with input models from different sources, in-
cluding well-known benchmarks sets such as HWMCC [12]
and SV-COMP [11]. However, due to time constraints, only
30 models were picked. External validity could be improved
by selecting more models both from the same sources and
from additional ones. This experiment focused only on THETA,
which includes many algorithms known from state-of-the-
art tools [11]. However, external validity would benefit from
repeating the experiment with different tools. It would also
be interesting to experiment with a higher time limit (e.g.,
SV-COMP uses 900s) and more randomized factors (e.g.,
reorder commutative formulas in the models). Internal validity
is increased by repeating the measurements 30 times on
dedicated virtual machines. However, if more resources were
available, measurements should be repeated even more times
(e.g. 1000 times [15]) on dedicated physical machines.
III. ANALYSIS
This section discusses the analyses and results related to our
research questions. The analyses were performed with the R
software environment [16]. The raw data, the R script and a
detailed report can be found on a supplementary web page.1
A. Terminology and Overview
A run is a single execution of a configuration on a model.
A run is successful if a result (whether the model is correct or
not) is provided within the given time limit. A measurement
is the collection of all repeated runs of the same configuration
on the same model. A measurement is successful if it includes
at least one successful run. In this case we also say that the
configuration verified the model.
1http://dx.doi.org/10.5281/zenodo.1117853
In this experiment 12 configurations were executed on 30
models (from 5 categories), yielding 12 · 30 = 360 mea-
surements. Each measurement was repeated 30 times, giving
360 · 30 = 10800 runs. There are 7080/10800 successful runs
(66%) and 261/360 successful measurements (72%). Fig. 1
summarizes the range and distribution of the output metrics.
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Fig. 1. Distribution of the output metrics.
Fig. 2 shows the number of successful runs for each model.
It can be seen that besides the easy models in category locks,
their difficulty is gradually increasing, supporting our claim
on diversity.
0
60
120
180
240
300
360
e
ca
/p
ro
b1
_l
ab
19
lo
ck
s/
lo
ck
s_
10
_2
lo
ck
s/
lo
ck
s_
11
_8
lo
ck
s/
lo
ck
s_
14
_1
lo
ck
s/
lo
ck
s_
15
_0
lo
ck
s/
lo
ck
s_
5_
4
pl
c/
pl
c1
pl
c/
pl
c3
ss
h/
s3
_s
rv
r_
1
hw
/p
dt
vis
tw
o
a
ll1
pl
c/
pl
c2
pl
c/
pl
c4
a
pl
c/
pl
c4
b
e
ca
/p
ro
b1
_l
ab
15
ss
h/
s3
_c
ln
t_
3
hw
/b
ob
tu
in
t1
2n
eg
ss
h/
s3
_c
ln
t_
1
hw
/6
s2
82
b0
1
hw
/o
sk
i1
5a
14
b1
6s
e
ca
/p
ro
b2
_l
ab
57
hw
/m
en
to
rb
m
1p
04
hw
/b
j08
am
ba
4g
5
hw
/te
xa
sp
im
ai
np
08
e
ca
/p
ro
b3
_l
ab
48
ss
h/
s3
_s
rv
r_
3
ss
h/
s3
_s
rv
r_
4
hw
/in
te
l0
01
hw
/1
39
44
4p
22
e
ca
/p
ro
b3
_l
ab
03
hw
/b
ee
m
ad
d3
b1
Model
Su
cc
es
sf
ul
 ru
n
s
Category
eca
hw
locks
plc
ssh
Fig. 2. Number of configurations that verified the models.
Fig. 3 presents the number of verified models and successful
runs for each configuration. Configurations are abbreviated
with the first letters of their parameters, e.g., PB-V stands
for predicate domain, binary interpolation and variable name
randomization. The difference between the best and worst
configuration is 25 − 19 = 6 regarding verified models and
685− 518 = 167 regarding successful runs.
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Fig. 3. Number verified models and successful runs for each configuration.
B. RQ1: Successful Verifications
Fig. 4 illustrates the number of successful runs for each
measurement. White cells represent no successful runs. It can
be seen that in most cases the deterministic configurations
have either 0 or 30 successful runs. There are a few exceptions
though, where the execution time was close to the time limit.
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Fig. 4. Number of successful runs for each measurement.
However, there are 9 + 9 cases where a configuration with
randomized search or variable names could verify a model
that its deterministic counterpart could not. These cases are
marked with dots and triangles respectively in Fig. 4.
Interestingly, there are 3 models (139444p22, intel001,
s3 srvr 4) where only randomized configurations were success-
ful. It is a hard task to investigate the behavior of the algorithm
in detail for these cases, as these models are very complex
(sometimes consisting of thousands of variables and formulas
with hundred thousands of terms and operands). Nevertheless,
we examined the logs to get some insight on what is happening
with and without randomization.
139444p22 is a large model, consisting of 8600 variables and
formulas with a total size of 1.6×105 (measured in the number
of terms and operands). The deterministic configuration runs
out of time when checking a candidate counterexample using
the SMT solver. The randomized configuration also spends
roughly half of its time on checking counterexamples, but in
the successful runs, it quickly finds a feasible one, terminating
the algorithm. A possible explanation is that the solver can
find an easy solution for feasible counterexamples, but fails to
prove infeasibility due to the large formulas.
The intel001 model is not large, but the formulas refuting
the feasibility of counterexamples can grow unmanageably
large. In the successful runs of the randomized configuration,
it manages to produce refutation formulas with a maximal
size of 4.4 × 104. The deterministic configuration however,
generates a refutation formula of size 4 × 106 in the 6th
iteration, prohibiting the exploration of the abstract states.
Repeating the measurements for the s3 srvr 4 model (to get
logs) revealed that the deterministic configuration can also
verify this model, but its execution time is slightly above the
limit of 180s. By examining the randomized runs as well, we
observed that for this model the success of verification depends
on the number of refutation formulas discovered. The deter-
ministic configuration discovers some unnecessary formulas,
making the number of abstract states higher. However, the
randomized configurations can find a subset of these formulas
(in some runs) that is still enough to prove the correctness of
the model in less time.
Feedback learned from these cases identified various short-
comings of deterministic configurations and also gave us ideas
on how to improve them.
C. RQ2: Variations
For each measurement, the 30 repeated runs form a distribu-
tion for each output metric. Variation is usually described by
the standard deviation (SD). However, the output metrics have
a vastly different range, making SD incomparable between
them. Therefore, we calculate the relative standard deviation
(RSD = SD / mean). Furthermore, for the Boolean variable Succ,
we replace false by 0, true by 1 and calculate the SD.
The distribution of the deviations are summarized using box
plots in Fig. 5, grouped by the factor that is randomized. There
are 5 outlier points between 1.25 and 3.5 that were cropped
so that the box plots can be depicted using the same scale.
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Fig. 5. Distribution of the deviations of the output metrics.
Deterministic configurations also have some small devia-
tions for the execution time and the success indicator. As it was
mentioned previously, the latter can be attributed to execution
times near the time limit. All other output metrics have 0
deviation, increasing our confidence that these configurations
are indeed deterministic.
It can be seen that the randomized configurations have
greater deviation for all output metrics. The largest deviations
appear for the execution time (TimeMs) and the number of
abstract states explored (ArgSize). The length of the coun-
terexample (CexLen) has the lowest deviations. This metric
has a smaller sample size, as only 9 out of the 28 verified
models were incorrect. Furthermore, counterexamples often
correspond to a single concrete execution in the original
model, which has a fixed length. It can also be clearly observed
that in most cases randomizing the search strategy yields
greater deviations than randomizing the variable names.
IV. CONCLUSIONS
In our paper we evaluated various configurations of the
CEGAR algorithm in the THETA tool under randomized search
strategies and variable names. Our experiment highlighted
that randomizing these factors introduces a great variation
in the output metrics. In several cases this also influences
whether a configuration can successfully verify a model. We
also examined some cases where a randomized configuration
verified a model that none of the deterministic ones could.
Feedback from these cases will help us to improve the current
shortcomings of the algorithms. Thus, preliminary results are
interesting, but to improve their external validity, a more
thorough experiment is needed with more models, repetitions
and randomized factors as well.
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