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In this paper we consider some parabolic inverse problems of finding a(t) or b(r) 
such that u, = a( t)u,, + b( t)u, subject to initial-boundary value conditions and 
over-specified conditions. We use the over-specified information to solve for the 
unknown function and then transform these inverse problems into some non- 
classical equations in which a trace type of functional is involved. By applying 
the maximum principle, we deduce some a priori estimates for the solution of our 
nonclassical problem. Then the continuity method can be applied to establish the 
global existences of solutions to these problems. b 1991 Academic Press, Inc. 
1. INTRODUCTION 
Let T>O and QT= (0, 1) x (0, T]. Consider the parabolic inverse 
problem of finding a(t) (or b(t)) as well as u(x, t) which satisfies 
u, = 4tbx.r + b(~k in QT, (1.1) 
40, t) =f(t), t E CO, Tl, (1.2) 
u,(L t)=O, t E CO, Tl, (1.3) 
4x, 0) = u,(x), x E co, 1 I, (1.4) 
and an additional constraint 
I 
I 
u(x, I) dx = h(t), O<t<T 
0 
(or 
u,(O, t) + NtMO, t) =g(t), Obt< T). 
(1.5) 
(1.6) 
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The study of various inverse problems has been developed for many 
years. We give a quick review of the previous work related to our 
problems. For the inverse problem (1.1 k-( 1.4) with h(r) = 0 and the 
over-condition 
4r)u.m t) =g(th O<t<T. 
Jones [9] obtains the global solvability via an integral equation and 
Schauder’s fixed point theorem. Similar problems in different regions are 
also treated in [3, 111. In [ 1,2] Budak and Iskenderov consider the 
problem with a nonlinear equation and establish some existence theorems 
by using iteration technique. By employing the heat potential and Green’s 
representation, Cannon and Zachman [7] (also see Rundell [ 171) give the 
explicit solution for the inverse problem of identifying f( t) in the equation 
For this problem with the over-condition 
where 0 < ?cO < 1, Uzlov [20] obtains the global solvability. In a multi- 
space dimensional case, the authors of [14, 151 prove the existence of a 
unique solution for the problem of finding U(X, t) as well as c(r) such that 
subject to the proper initial-boundary conditions and an extra-information 
I u(x, t)l(/(.u, t) d.u =g( t). rz 
Further reserach regarding the uniqueness of the solution for various 
inverse problems with different over-data is considered by Pierce [ 131, 
Suzuki [ 181, etc. However, for a long time, no results were obtained for 
the problem of recovering the coefficient b(t). Recently, the authors of [S] 
used a unified argument to deal with these parabolic inverse problems. 
They utilized the over-datum in the problem to solve for the unknown 
function and then obtained a nonclassical parabolic eqution involving trace 
type functionals. The general form of the resulting equation can be written 
as 
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where X,E D is a prescribed point. In one space dimension, for the 
equation 
subject to the initial and boundary conditions (1.2)-(1.4), the global 
solvability is established in [S] under the condition 
44 t, u, P, 4) > 0 and lat...) + b(...jI < cc1 + 124 + IPI + I41 ). 
Some special cases in higher space dimensions are also studied in [6]. 
More recently, the author of [19] employed the classical potential theory 
to establish a general result for the uniqueness of the solution to the 
equation (1.7). It is easy to see that the solution of our inverse problem is 
not unique in general since there is a trivial solution U(X, t j E 0 and an 
arbitrary function a(t) > 0 (or b(t)) if all the known data are taken to be 
0. We are interested in the existence of a nontrivial solution. We will see 
that the problem (l.l)-( 1.4) and (1.6) can be transformed into the equation 
if f(t) # 0 on [0, r]. For such a type of equation, the solution may not 
exist for large time. An example given in [S] shows that the solution of the 
equation 
with the initial condition u(x, 0) = uO(x) and the boundary conditions 
~(0, t) = u( 1, t) = 0 has the quenching property (i.e., u(x, t) is uniformly 
bounded in [O, T), but u,(x, t) is unbounded as t approaches T for a finite 
number T> 0). Therefore, an interesting question is, what conditions can 
guarantee the global solvability. Our objective in the present work is to 
investigate the global solvability for our inverse problems. We follow the 
idea of paper [S] to transform our inverse problems into the nonclassical 
forms. By using the classical maximum principle, we derive some a priori 
estimates and establish the global existence of the solution. 
The existence of solutions for the cases b(t) and a(r) is discussed in 
Sections 2 and 3, respectively. All the notations and Banach spaces are the 
same as those in [S]. 
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2. EXISTENCE THEOREM FOR h(t) 
In this section we assume that a(t) is given and study the case of the 
determination of the coefficient b(t) and the solution u(.u, t) which satisfy 
(l.l)--(1.4) and (1.6). Without loss of generality we may assume that 
a(t) = 1. By the conditions (1.6) and (1.2) we see that 
b(t)= 
sit) - u,io, t) 
f(f) ’ 
Ob[dT, 
provided that f(t) # 0 for t E [0, r]. Thus, instead of studying the problem 
( I. 1 )-( 1.4) and ( 1.6) we consider the equation 
u =u. +g(+u,(O, t) 
I .,.Y f(r) 
Ii ~ (2.1 ) 
subject to the initial-boundary conditions (1.2t( 1.4). For simplicity we 
shall refer to the above problem as P(B) in the sequel. 
Equation (2.1) is nonclassical since a trace type of functional with 
respect to the space variable is involve in the equation. It will be see that 
the problem P(B) is equivalent to our nonclassical form (2.1 ) and 
( 1.2 )-( 1.4) under the following conditions. 
We shall assume that the following conditions hold in this section: 
H(b). The functions u”(.Y)E C”“[O, 11, f(r) and g(r) are in 
C ‘+“‘[O, 7’1. f(t)>0 and f'(t)<0 for all tE [0, T]. ub(.~)>O. Moreover. 
the following consistency conditions are satisfied: 
(1) ~o(O)=f(O), ub(l)=O: 
(2) .f’io) = u;;(o) + 
g(O) - 4(O) z,, io), 
.fiO) O 
First of all, from the results of [S] we have the local existence. 
THEOREM 2.1. For the problem P(B), there exists u solution u(x, t ) E 
c’ f 1. I f I:? (&) ,for a small TO < T under the assumption H( b ). 
To prove the global solvability, we need to derive an a priori estimate of 
u(x, t) in a certain Banach space. To this end, we establish several emmas. 
For convenience, various constants which depend only on the known data 
are denoted by C. 
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LEMMA 2.1. For the solution u(x, t) qf P(B), there exists a constant C 
such that 
I44 [)I < c, (xv t)E QT. (2.2) 
This follows directly from the maximum principle. 
The following estimate is essential for our main result. 
LEMMA 2.2. There exists a constant C such that 
I&(-T t)l G c, (4 t) E QT. (2.3) 
Proof First, by the assumption H(b) and the maximum principle, 
U(X, t) attains its minimum over 0, = {(x, T): 0 <x < 1, 0 <T < t} at the 
point (0, t). It follows that 
u,(O, t) 2 0, for t E [0, T]. (2.4) 
Second we assume that u(x, t)e C4+cr,2+ai2(QT). Let u(x, t)=u,r(x, t) on 
Q,. Then it is easy to see that v(x, t) satisfies 
“, = “xx + 
&f(t) - 403 t) 
f(t) “,, 
in QT (2.5) 
“x(0, t) + ““‘f(,:,, 1) =f’(t), O<t< T, (2.6) 
“(1, t)=O, O<t<T (2.7) 
“(X, 0) = &J(x), o<x< 1. (2.8) 
The strong maximum principle implies that v(x, t) achieves its extremum 
over & only on the parabolic boundary. Assume that at point (0, to), 
v(x, t) reaches its positive maximum; then at this point we have v,(O, t) <O. 
It follows by the boundary condition (2.6) that 
g(t) - “(09 t) 
f(t) 
“(0, t) >f’(t). 
Since f(t) > 0 by the assumption H(b), thus 
40, tJ2 <g(t)“(o, t) -.f’(t)f(t). 
It follows by Cauchy’s inequality that 
“(0, t)Z < c. (2.9) 
Combining the estimates (2.4) and (2.9) as well as the condition (2.7), we 
obtain the estimate (2.3). 
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LEMMA 2.3. There exists a constant C such that 
(IU/Jcb’.l+r’cQT,< c. 
Proof. By Lemma 2.2, the coefficient of U, in (2.1) is dominated by a 
constant which depends only on the known data, we regard Eq. (2.5) as a 
linear equation and apply W:‘(Q,) (cf. [12, Theorem 9.1, p. 3411) to have 
ilull II’j”lQ,, 6 c. 
where p> 1 is arbitrary, and C depends only on the known data and p. 
If we take p to be large enough and employ the imbedding theorem (cf. 
[ 12, Corollary, p. 3421) to obtain 
II4 C1+x.Il+r?,(~,,< c. 
Hence, ~~~(0, t) is Holder continuous on [0, T] and the Holder norm is 
dominated by the known data. Applying Schauder’s estimates [S], one 
obtains Jl~ll~‘+‘.‘+‘?,~,,dC. Q.E.D. 
Once we have the above estimate, we can apply the results in [S] to 
obtain 
THEOREM 2.1. Under the assumption H( b ), there exists a unique classical 
solution globally,for the problem P(B). QED. 
Note that the solution obtained in Theorem 2.1 is not trivial (i.e., 
u(x. t) # 0). Hence we have: 
COROLLARY 2.1. Under the condition H(b) there exists a unique solution 
globally for the intierse problem ( 1. 1 )-( 1.4) and ( 1.6 ). 
Moreover, by the results of [S], one obtains 
~OKUARY 2.2. b(t)ECI.(O, T] iff(t) andg(t) are in C”(0, T]. 
3. EXISTENCE THEOREM FOR a(t) 
In this section we shall consider the inverse problem of the identification 
of the unknown a(t) as well as u(.u, t) such that 
4 = a(t)u,,, in Qr, (3.1 ) 
40, t)=f(tL Odt<T, (3.2) 
u.,(l, t)=O, OdtdT. (3.3) 
24(x, 0) = uo(x) 06x6 1, (3.4) 
398 HONG-MING YIN 
along with an over-specified condition 
J - u(x, t)d,u=h(r), 06tGT. 0 (3.5 1 
If one takes the derivative in (3.5) with respect o t and uses Eqs. (3.1) and 
(3.3) to solve for a(t), then one would obtain 
a(r) = h’(r) 
-U.&A t)’ 
provided that u,(O, t) # 0. 
We shall study the following nonclassical problem of finding U(X, t) such 
that 
subject to the initial and boundary conditions (3.2j-(3.4). We shall call this 
problem P(A). 
Throughout this section we assume that the following conditions on the 
known data are satisfied: 
H(A). The functions f(t), h(r) in C’ +“2[0, T], f’(r) >O and h’(t) >O 
for t E [0, T]; the function uo(x) E C2+n[0, I] and u;(x) < 0 for XE [0, 1). 
Moreover, the consistency conditions are assumed: 
u,(O) =f(O), f’(O) = $+$ u;;(O), u~(l)=U;;‘(l)=o. 
0 
By the results of [S] we know that the problem (3.2t( 3.4) and (3.6) has 
a local solution. To establish the global solvability, we again need to derive 
an a priori estimate in C* + xv ’+ ‘,” (QT). We begin with the following strong 
maximum principle. 
LEMMA 3.1. Let u(x, t) be a classical solution of the initial-boundar? 
value problem 
Lu=a(x, t)uf-uu,,=O, in QT 
4% f) =f(t), Odt<T, 
%(I, t)=O, O<t<T, 
4x, 0) = uo(x), o<x< 1, 
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where the coefficient a(.~, t) is positive and continuous on QT. Zf there esists 
a neighborhood Nd( P) of the point P(0, to) such that u(x, t) < A4 in N,(P) 
and ~(0, to) = A4, then there exists a constant K0 > 0 wlhich depends on/v otl 
M and 6 such that u,(O, to) 6 -K,. 
Proof. The proof is smilar to that of Theorem 3 in [ 16, p. 1701. Let 
Q,,={(.~,t):O<x<l,O<t<t . 0 ). Let (s,,, to) E Q, and K(.K,, t,,) be a disk 
with center (x0, to) and the radius .yO such that K(x,, to) c NCi n Q,,?. Let 
K,(O, to) be a disk with the center P(0, t,-,) and the radius s0j2. We denote 
the portion of ZiK,(O, to) in Qlon K(0, to) by C’ and the portion of ?K(O. t,,) 
in Qron K,(O, to) by C”. Let D be the region bounded by C’, C” and t = t,,. 
We know that U(X, t) < M on C’u C” except at P(0, to) and ~(0, t,,) = A4. 
Moreover, we can choose q to be small such that u( X, t) 6 A4 - q on C’. Let 
Then, 
Since 0 < x < ~12, hence 
Lo62cre~“‘-‘~~““lZ[-2a(.~-s,)‘+ 11, 
< 0, for (x, t) E D. 
provided that c( is large enough, where c( is independent of a(,~, t). For 
every E > 0, let nj?r. t) = u + it’. We have 
Lw= Lu+&Lv<O in D. 
Let E be small enough such that ~v(x, t) < M on C’. Note that D(X, t) 6 0 on 
dK(x,, to); we have W(X, t) < M on C” except at P(0, to) and ~(0, to) = M. 
On the region D, we employ the maximum principle to conclude that the 
mximum of IV(X, t) on D occurs only at P(0, to). It follows that 
Thus, 
where u and E are independent of a(x, t), 
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COROLLARY 3.1. For the solution u(x, t) of P(A), there exists a constant 
a0 > 0 which depends only on the known data such that 
40, t) G --a,, O<t<T. (3.7) 
Proof We write Eq. (3.6) into the following form: 
The maximum principle yields that U(X, t) is bounded by a constant on QT. 
By the assumption H(A), we know that h’(t) > 0. Moreover, since f’( t) > 0, 
the strong maximum principle implies that u,(O, t) < 0 for t E [0, T]. There- 
fore, the result follows from Lemma 3.1. 
LEMMA 3.2. For the solution u(x, t) of P(A), there exists a constant 
C > 0 such that 
kk t)l G c, (XT t) E QT. (3.8) 
Proof We introduce an auxiliary function 
w(x, t) = u,(x, t)epk’r+kzJ, (x7 t) E &r, 
where the constants k, and k2 are specified later. By direct calculations, we 
see that w(x, t) satisfies 
t-c t) E Qr, (3.9) 
h’(t)w,(O, t)+ [-k,h’(t)+f’(t)]w(O, t)=O, tE [O, T], (3.10) 
w( 1, t) = 0, tE [0, T], (3.11) 
w( x, 0) = e%&(x), XE [0, 11. (3.12) 
We claim that the negative minimum of w(x, t) can be achieved only on the 
initial time. Indeed, since - u,(O, t) > a0 > 0 and h’(t) > 0, it follows that 
o< k:h’(t) 
k;h’( t) 
- u,(O, t) < a,’ 
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Hence if we first choose k, large enough such that 
k >ki_h’W 
I 
a0 
then the maximum principle implies that M-(X, t) cannot attain its negative 
minimum in the interior of the region QT. We show that njx, t) cannot 
take its negative minimum on the boundary .Y =O. Otherwise, at the 
extremum point, rr.,(O, t) > 0. This would be a contradiction to the 
boundary condition (3.10), provided that k? is chosen to be large enough 
such that 
k ,J‘V) 
’ h’(t)’ 
Similarly, we can show that the possible positive maximum of N(X, 1) can 
be attained only on the initial time. Therefore, 
Iw(x, t)l 6 max le”?‘ub(.u)l. 
YE[O.I] 
It follows that Iu,(.Y, t)l d C for (x, t) E Q,. Q.E.D. 
LEMMA 3.3. There exists a constant C such that 
ProoJ By the estimates (3.7)-(3.8), the coefficient of u,, in (3.6) is 
bounded and has a positive lower bound which depends only on the 
known data. We apply the result of [ 12, Theorem 5.1, p. 5611 to obtain 
lI~4ll Cl+r.Il+l,~(Qr,~ c. 
Therefore, Ilu,(O. t)JIc,,ii, is dominated by a constant which depends only 
on the known data. Hence we can apply the Schauder theory to yield the 
desired estimate. 
Once we have the above estimate we can state our theorem: 
THEOREM 3.1. Under the assumption H( A ), there exists a unique global 
solution for the problem P(A). Q.E.D. 
Again since the solution obtained in Theorem 3.1 is not trivial, we have 
COROLLARY 3.1. Under the conditiorts of’ Theorem 3.1. there exists u 
unique solution to the inverse problem (3.1 )-( 3.5 ). Q.E.D. 
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Remark. For the inverse problem (l.lt( 1.4) and (1.5) or (1.6), if the 
boundary condition (1.3) is given by 
we are not able to show the existence of a global solution. It would be 
interesting to find conditions which yield a global solution. 
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