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Abstract: Cloud computing environment support resource sharing as cloud service over the 
internet.  It enables the users to outsource data into the cloud server that can be accessed remotely 
from various devices distributed geographically. Accessing resources from the cloud causes 
various security issues as the attackers try to illegally access the data. The distributed denial of 
service (DDoS) attack is one of the security concern in the cloud server. DDoS is a kind of cyber 
attack which disrupt normal traffic of targeted cloud server (or any other servers). In this paper, 
we propose an effective fuzzy and taylor-elephant herd optimization (FT-EHO) inspired by deep 
belief network (DBN) classifier for detecting the DDoS attack. FT-EHO uses taylor series and 
elephant heard optimization algorithm along with a fuzzy classifier for rules learning. The 
performance of the proposed FT-EHO is evaluated through rigorous computer simulations. Three 
standard benckmark databases, namely, KDD cup, database1 and database2 are used during 
simulations. Four quality measures such as accuracy, detection accurarcy, precision and recall are 
considered as a performance metrics.  FT-EHO’s performance is compared against the state-of-
the-art methods considering the evaluation metrics. Results reveals that the proposed FT-EHO 
showed significantly higher value of evaluation metrics (accuracy (93.811%),  detection rate 
(97.200%), precision (94.981%) and recall (93.833%)) as compared to other methods.   
Keywords: Selector Engine, Elephant Herd Optimization (EHO), fuzzy system, Deep Belief 
Network (DBN). 
1. Introduction 
Cloud Computing (CC) is a new form to compute resources. It provide various service such as 
storage services, hardware equipment, operating systems, software applications and entire network 
 
infrastructure and delivers the internet-based services to the users with low cost [6]. CC refers to 
both the services and the applications delivered to the hardware, internet, and software system in 
the data center that provides the cloud services [15]. The internet-based technology and the cloud 
metaphor referenced the accessibility and the availability of the resources to be computed [6]. CC 
provides the organizational users and the computing resources to be deployed as private, public, 
and community on the hybrid cloud [3]. CC provides various services like platform as a service 
(PaaS), expert as a service (EaaS), infrastructure as a service (IaaS) and software as a service 
(SaaS). The on-demand services and the computing resources allocated to the users are operated 
in the cloud [6].  
CC is a paradigm where the resources of computing are shared as a cloud service on the internet 
[18]. CC is used in many organizations in the worldwide level as it supports computation and data 
storage with high performance. The cloud service relies on creating various dependencies using 
the number of holes with incompatibilities and vulnerabilities [17]. CC is a continuous 
development technology with abundant challenges in the service of security. The major concern 
in a cloud environment is the management of the cloud services [14]. The resources that are to be 
computed as the on-demand services are allocated to the user through the cloud storage [6].  
The CC is used at most of the places to solve the cyber attacks as various vulnerabilities are 
existing in a cloud enviroment. The distributed denial of service (DDoS) attack is a kind of cyber 
attack which disrupt normal traffic of targeted cloud server. Hence, the DDoS attack is the critical 
[2]. Main characteristics of the DDoS attacks are defined: (a) It is very rigid to detect as it contains 
the equivalent flow in the regular user. DDoS attacks can be completed using a solitary node with 
limited flow of data and it results in low cost; (b) DDoS is a target insensitive attack becuase the 
attacked node identifies the attacker node. Thus, it affects the cloud computing services massively. 
The DDoS attacker compromises and collects various susceptible hosts referred to as zombies to 
attack against the targeted node; (c) DDoS attack increases sophistication, size and identifying the 
extortion is a major motive of this attack [3] [9]; (d) DDoS defense approach generally classifies 
the data packets as either malicious or legitimate packets [3]; (e) The DDoS attack exhausts the 
services and resources of the organization and individual by forwarding the useless traffic. Hence, 
legitimate users cannot access the services [4]; and (f) The DDoS detectors are situated in each 
host and their respective packet filters are disseminated through the virtual machines (VM) [4]. 
 
For the non-intrusive traffic, the network profile is generated by the detectors based on the network 
attributes of the selected statistics [4]. 
For most of the web applications (e.g. online auctions and online retail sales), security of the 
network is a major factor in the internet services [1]. Intrusion detection system (IDS) was noted 
as an effective method to detect DDoS attack and ensures the functional cloud services [6]. IDS 
detects the computer attacks by investigating the records, which are collected from the internet [1]. 
IDS was categorized into two types: (a) anomaly-based detection; and (b) signature or misuse 
based intrusion detection. Signature-based detection method uses the attacker signatures that are 
present in the knowledge database for identifying the attacks [3]. It is an effective technique to 
detect the known attacks [3]. On the other hand, anomaly-based method uses the behavioral pattern 
of the normal traffic with a period to compute whether the relevant patterns are deviated from the 
accepted behaviour [3]. The anomaly detection potentially detects a few or zero-day attacks [3]. 
Anomaly detection specifies the deviations that are obtained from the regular patterns whereas the 
signature detection utilized the patterns, which are related to the attacks to detect the intrusions 
[1].  
Intrusion detection (ID) in CC is considered as an NP-hard problem. Metaheuristic algorithms 
give the best solution to the NP-hard problems [1]. The IDS is classified based on the source data 
as follows: (a) Host based IDS (HIDS); (b) Network-based IDS (NIDS); and (c) Distributed IDS 
(DIDS). The host-based detection system detects the intrusion using the sensors in the single host, 
whereas the network-based detection system focuses on the network arrangement. DIDS integrates 
the sensors and classifies the IDS into mobile agent-based IDS and grid-based IDS [10] [11]. 
The primary focuse of this research is to develop an algorithm for detecting the DDoS attack 
in the cloud. We propose an effective fuzzy and taylor-elephant herd optimization (FT-EHO) 
inspired by deep belief network (DBN) classifier for detecting the DDoS attack.  The working of 
the FT-EHO involves three modules: (a) feature extraction; (b) feature selection; and (c) 
classification. The working starts when the user request is sent to the packet feature extraction 
module to extract the packet features. The packet informations such as dest-bytes, duration, src-
bytes, and so on are extracted and the selective features are obtained by applying the holoentrophy 
into the feature selector engine.  Finally, selected features are further processed by the 
classification module. The classification module detects the DDoS attacks using a fuzzy and 
taylor-elephant herd optimization (FT-EHO) inspired by deep belief network (DBN) classifier. 
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The proposed FT-EHO based DBN classifier is the integration of the DBN and fuzzy classifier. 
The rule learning approach based on the fuzzy classifier where the genetic algorithm (GA) in the 
adaptive genetic fuzzy system (AGFS) is the standard form.  Moreover, the genetic algorithm has 
no guarantee for optimal solution and its one of state-of-the-art algorithms. Therefore, the genetic 
algorithm is replaced with the T-EHO algorithm, which is the integration of Taylor series and EHO 
algorithm. EHO is one of the ideal algorithms for finding a global optimization solution. EHO has 
been applied various optimization benchmark problems and real-life applications showing 
promising. Based on the extracted packet features, the proposed classifier based on a fuzzy and 
DBN classifier detects the DDoS attack by determining the node as an intruder or not. 
The key contributions are elaborated as follows. 
• We present a FT-EHO based DBN classifier for DDoS attack detection. Our approach utilized 
the merits of both fuzzy and DBN classified. In FT-EHO, we integraed Taylor serier and 
elephant heard optimization (EHO) algorithm along with fuzzy classifier for rules learning. In 
the proposed system, the tradional genetic algorithm (GA) is replaced by EHO algorithm. 
• We systematically show how the packet features and packet information are extracted by the 
packet extraction module. The selective features are obtained by applying the holoentrophy 
into the feature selector engine. 
• A comprehensive discussion is presented on the rule learning approach based on the fuzzy 
classifier, where GA is replaced by Taylor serier and EHO (T-EHO) algorithm. 
• Extensive computer simulations are conducted to evaluated the performance of the proposed 
FT-EHO based DBN classifier. Three standard becnchmark databases, namely, KDD cup 
database [25], database 1 and database 2 are used during simulations. Four quality measures 
such as accuracy, detection accuracy, precision and recall are selected as a performance 
metrics. 
• Finally, the comparative results and analysis is presented. FT-EHO based DBN classifer is 
compared against the state-of-the-art methods. The result indicates that FT-EHO based DBN 
classifier outperforms other methods.   
The rest of the paper is organized as follows: Section 2 elaborates related work; Section 3 
discusses the proposed algorithm; Simulation model is presented in the Section 4; Section 5 shows 
the conclusion of this research work.  
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2. Related work  
The review of literatures are deliberated in this section. Yasir Ali et al. [1] developed a 
detection and migration approach to enhance the performance and stability of the Network Control 
System (NCS). The unknown packets are dropped from the network by applying the filtering 
process to enhance data integrity. However, this approach did not apply to  the physical 
applications in the Cloud Control System (CCS). Kesavamoorthy and Ruba Soundar [2] proposed 
an autonomous multi-agent approach to improve  communication among the agents to accurately 
make the decision. The multiple agents communicate themselves and update the coordinating 
agent to detect the DDoS attacks. The stochastic based filtering was not applied to achieve 
optimization. Opeyemi et al. [3] developed a feature selection approach to enhance the optimal 
selection. The important features were identified based on the counter and the threshold and 
enhanced the detection accuracy. However, the performance attained using the labeled datasets is 
very less. Pandey et al. [4] introduced a distributed network filtering approach to distributing the 
filters among the virtual machines. The DDoS attacks were effectively detected and provide high 
scalability, whereas, the real-time detection was not performed. Loukas et al. [5] developed a 
cloud-based intrusion detection system using the deep learning approach. This system attained 
high accuracy and better detection latency. Collecting the data for the attack or normal behaviour 
was not considered. Hajimirzaei and Navimipour [6] introduced an intrusion detection system to 
create the training subset. The normal and the abnormal packets were identified using the 
multilayer perceptron in the network traffic. This approach achieved better performance, but the 
meta-heuristic methods were not applied effectively. Deng et al. [7] developed a cyber physical 
power system for accurate identification and detection of intrusions. This approach attained better 
performance in terms of scaleup and speedup. Even though the computing nodes were increased, 
the type of the noise data was not accurately determined. Chen et al. [8] proposed a fuzzy-based 
clustering algorithm to partition the dataset into clusters. Each node perfectly forwards the data 
packets to the neighboring node. The proposed approach identifies the malicious nodes under 
heavy traffic conditions, but the structure using a large number of nodes was not considered. 
Yan et al. [26] showed the characteristics of DDoS attacks in cloud computing and presented 
a comprehensive survey on the DDoS attacks protection methods using software-defined 
networking (SDN). Major part had been analyzed and the studies about launching DDoS attacks 
on SDN and the techniques to detect DDoS attacks in SDN were discussed. From a rigorous 
 
analysis, authors [26] concluded that the conflicting relationship between SDN and DDoS attacks 
had not been well addressed in the previous literatures. Further, authors [26] had provided 
information about how to make full use of SDN to beat DDoS attacks in cloud computing 
environments and how to prevent SDN itself from becoming a victim of DDoS attacks. Somani et 
al. [27] introduced developments related to DDoS attack mitigation solutions in the cloud. They 
presented an inclusive survey with a thorough insight into the characterization, prevention, 
detection, and mitigation techniques of these attacks. Also, they presented an inclusive solution 
taxonomy for classifying DDoS attack solutions. The authors provided a definite guideline on 
effective solution building and detailed solution requirements to assist the cybersecurity research 
community in designing defense techniques. 
Gao et al. [9] modelled a semi-supervised learning approach in the cloud-based robotic system 
for detecting the intrusion. It constructs the ensemble labeled data using the ensemble learning, 
and utilized the unlabeled data for data analysis. However, modelling the generalization and 
improving the detection performance is a challenging task in the intrusion detection system. Dey 
et al. [10] developed a machine learning approach for intrusion detection in the cloud environment. 
Identifying the attributes in the detection system is a challenging task in the cloud-based 
environment. A Machine learning based intrusion detection system was developed to intercept the 
network traffic in the physical layer [11]. Detecting the intrusion using the ensemble learning 
classifier results in several challenges in the central storage server. A conceptual cloud mitigation 
framework is modelled for detecting the attacks in the cloud. Providing security to the cloud server 
is a challenging task in the cloud services. The availability of the training and the testing dataset 
results in attack patterns to generate the optimal features [12]. Patil et al [13] developed a multi-
threaded based intrusion detection system to extract the accurate features in the cloud system. 
Delivering the proper services to the cloud user results many challenges in the cloud computing. 
In the real time, if the selective features are not accurately extracted, the DDoS attack will not be 
detected. 
In order to address the above challenged, we have proposed Fuzzy-Taylor-Elephant Herd 
Optimization based Deep Belief Neural Network (FT-EHO-DBN) classifier for detecting the 
DDoS attack. When compared with the state-of-the-art algorithms, DBN has the more advantage 
in the pre-training with the fine-tuning learning technique and a multi-layer structure. These 
advantages formulate the DBN to extract the deep attributes of the training data. Hence, the DBN 
 
solves the problems of low training efficiency, local optimum, and complex network attack 
detection. Here, the T-EHO algorithm is developed by integrating the Taylor series in the existing 
EHO for selecting the optimal weights and biases for the DBN classifier. EHO is one of the ideal 
algorithms for finding a global optimization solution. EHO has been applied to various 
optimization benchmark problems and real-life applications showing promising. Hence, the 
proposed FT-EHO-DBN classifier addresses the challenges of the research problem 
3. Proposed Model 
In this paper, Taylor-Elephant Herd Optimization based Deep Belief Neural Network (TEHO-
DBN) classifier is developed for detecting the DDoS Attack. When compared to the conventional 
neural networks, DBN has the merits of pre-training with the fine-tuning learning technique and a 
multi-layer structure. These merits formulate the DBN to extract the deep attributes of the training 
data. Hence, the DBN solves the problems of low training efficiency, local optimum, and complex 
network attack detection. Here, the TEHO algorithm is developed for selecting the optimal weights 
and biases for the DBN classifier. EHO is one of the ideal algorithms for finding a global 
optimization solution. EHO has been applied to various optimization benchmark problems and 
real-life applications showing promising results in finding optimal solutions. Since EHO does not 
resort to any type of relaxations, EHO outperforms the state-of-the-art optimization algorithms. 
Hence, the proposed TEHO-DBN classifier addresses the challenges of the research problem. 
The DDoS attack is detected using the proposed FT-EHO-DBN classifier. The block diagram 
of the proposed DDoS attack detection is depicted in Figure 1. We have used DBN classifier which 
is consists of 21 hidden layers. The number of hidden layers (Nh) can be determined using equation 
(1).  
                                                      Nh = Ns / (Ni + No) * αα                                                   (1) 
Where, Ni = number of input neurons; No = the number of output neurons; Ns = number of 
samples in the training data set and αα = an arbitrary scaling factor, usually 2-10.  
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Figure 1. Architecture of the proposed DDOS attack detection. 
The proposed DDoS attack detection classifier includes three modules are as follows:  i) packet 
feature extraction module; ii) feature selector engine; and iii) classification module. Initially, the 
user request is send to the packet feature extraction module to extract the packet features. From 
each node, the packet information, like duration, dst-bytes, wrong fragment, and so on are 
extracted in the extraction module. The extracted features are passed into the feature selector 
engine, which selects the appropriate features accurately using the holoentrophy criteria. Finally, 
the selected features are further processed by the classification module. The classification module 
in the proposed approach detects the DDoS attacks using the FT-EHO-DBN classifiers, which is 
the hybridization of the DBN and fuzzy logic. The proposed FT-EHO-DBN classifier is employed 
for classification, where the training algorithm is based on T-EHO. In the fuzzy classifier, named 
AGFS [19], the genetic algorithm is replaced by the T-EHO algorithm, which is the rule learning 
approach. Based on the extracted packet features, the proposed classifier detects the DDoS attacks 
by determining the node as an intruder or not. 
Initially, the log file is created in the attack detection module, and the created log file is 
represented as, H . The user utilizes the allocator or the resource scheduler to access the resources 
in the cloud model. In the resource allocation component, the devices are allocated to the user 
based on their requirement, and also it contains the device information. The resource scheduler 
records the log information of every user for creating the log file H .  
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3.1 Packet feature extraction module 
After creating the log file, packet features are extracted from the log file so that classifier can 
be trained. Extracted features are stored in the feature database, which is denoted as I . Extracted 
features are explained as follows: 
duration: The duration is the first extracted packet feature, which is indicated in seconds, and 
it shows the time or length of the packet connection.       
src-bytes: The nodes present in the cloud model is indicated as the source node or the 
destination node, as it performs the transmitting and receiving functions. The src-bytes indicate 
the total number of bytes transmitted from the sender to the receiver.      
dst-bytes: This feature is similar to the src-bytes features, dst-bytes represents the total number 
of bytes transmitted from the receiver node to the sender node.   
logged_in: logged_in feature is one of the discrete feature, when the user is log on to the 
system, then the logged_in feature is resulted as 1, otherwise the feature value will be 0. 
count: This feature determines the total number of connections present in the same host. 
srv-count: In certain cases, the nodes in the cloud model may provide the exact services, and 
is represented using the srv-count feature. 
The connection of the node is situated under the rejection and the synchronization error, which 
is expressed using the below two features.  
serror-rate: This feature reflects the percentage of total connections exists in the cloud using 
the SYN error.  
rerror-rate: This feature shows the percentage of total connections exists in the cloud using 
REJ error. 
diff-srv-rate: This feature represents the percentage of connections made to the various hosts, 
where the service connections are offered to different hosts. 
same-srv-rate: Some services may have the same host as the destination. This feature 
symbolizes the total number of connections made in the same destination.  
srv-diff-host-rate: This feature shows the service connection from single node to various 
destination hosts. 
3.2 Feature selector engine using holoentrophy 
 
The extracted packet features are subjected to the feature selector engine to select the 
considerable features using the holoentrophy criteria [20]. The holoentropy used in the feature 
selector engine is denoted as ( )lk jjX ,  and can be determined using equation (1).  
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Where, ( )tjm  represents the unique values of the selected features, kj and lj denotes the 
unique attributes of the selected fetaures. 
3.3 FT-EHO-DBN classifier for attack detection 
The proposed FT-EHO-DBN classifier to detect the DDoS attack in the cloud environment is 
elaborated in this section [22] [23]. The proposed FT-EHO-DBN classifier is employed for 
classification where the training algorithm is based on T-EHO. In the fuzzy classifier, named 
AGFS, the genetic algorithm is replaced by the T-EHO algorithm, which is the rule learning 
approach. Based on the extracted packet features, the proposed classifier detects the DDoS attacks 
by determining the node as an intruder or not. 
3.3.1 Fuzzy classifier based on rule learning approach 
The rule learning approach, termed as Adaptive T-EHO-based fuzzy system is applied into the 
fuzzy classifier by replacing the genetic in the AGFS system with the T-EHO algorithm. The 
Adaptive T-EHO-based fuzzy system is offered by integrating the fuzzy set, and T-EHO with the 
Genetic Algorithm (GA). The Adaptive T-EHO-based fuzzy system performs the classification 
using the fuzzy classifier, and generates the optimized rules by GA. Let I denotes the database, 
which is partitioned into two sets, as training trI and testing data set teI . The training data is used 
to design the fuzzy system, and to generate the fuzzy rules. The testing data set is considered in 
 
evaluating the performance of the classification. The overall procedure of Adaptive T-EHO based 
fuzzy system to generate the fuzzy rules is elaborated as follows: 
a) Discretization 
Discretization is a process of data pre-processing, which changes the data and range of values 
into a specific interval. In the discretization function, the training data set 
rpandrnoI nptr = 00; with r number of attributes are considered. The minimum and 
the maximum values of the attributes are computed and are sorted in ascending order. However, 
the minimum and the maximum values are calculated for all the classes in the database, based on 
the vector.  
b) An Algorithmic description of T-EHO algorithm for optimal weight selection 
The T-EHO algorithm is introduced to select the optimal weight of the DBN classifier. The T-
EHO algorithm is the integration of Taylor series [25] and the EHO [22] algorithm. The EHO 
algorithm uses the elephant herding characteristics to compute the optimal solution, and the 
solution space is updated using two operators, as i) clan updating, and ii) separating operator. The 
training process of the T-EHO algorithm is described as below: 
Clan initialization: The solution space in the T-EHO algorithm is determined using the population 
of the clan. The solution space is considered with M population and is denoted as, npP . In each 
clan, there exists various number of elephants.  
Fitness evaluation: The fitness is evaluated by considering the position, clan and error-based 
fitness in the clan. The solution with the minimum error value is taken as the best fitness solution. 
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Where, ih is the output obtained from the classifier and 
no denotes the estimated output. 
Solution update: Based on the matriarch elephant movement, the solution space is updated in the 
population. The updated solution space is represented using equation (5). 
( ) sPPPP pqnqnbestplowpqnnew −+= ,,,,,     (5) 
 
Where the elephant best position is represented as qnbestP ,  and pqnP , is the old position of 
thp
elephant in clan qn and the term pqnnewP ,, represents the newly updated position and plowP , denotes 
the old position. The solution space in the clan is updated using the scaling factor s , with the value 
ranges from 0 to 1. The search space is refined by adopting the taylor series. The equation (5) is 
rearranged as shown in equation (6).  
( ) sPsPP qnbestpqnpqnnew +−= ,,,, 1      (6) 
The solution space based on the Taylor series is expressed using equation (7).  
( ) ( ) ( ) ( ) ( ) ( )







Computing ( )rP from the above equation (7) is represented as equation (8).  
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Equation (8) is substituted in equation (6) to compute pqnnewP ,,  as shown in equation (9). 
( )
( )
( ) ( ) ( )
( ) ( )














































  (9) 




( ) ( )
( ) ( )




























































  (10) 
 
Equation (10) denotes the updated position of the matchairat elephant using Taylor series. The 
Taylor coefficient with degree six is used to enhance the optimization accuracy  of T-EHO 
algorithm. 
Computing the best solution: After the position gets updated, the optimal solution can be 
determined using equation (4).                                                                                                                                                                                                                                                                                                                                                          
Termination: The iteration to update the position is continued until; the best optimal solution 
is obtained.  
c) Designing the fuzzy membership function 
The fuzzy system is considered using the fuzzy rule and the fuzzy membership function.  
i) Membership function of fuzzy: The fuzzy membership function is computed using the 
triangular function, which contains three vertices, as ,, ts and u in the ( )zy fuzzy set. The 
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ii) Defining the membership function: The discretization function of each attributes is utilized to 
compute the number of membership function in the fuzzy classifier. The values of the vertices ,,ts
and u is defined for each membership function. For each interval, the maximum value of u , and 
minimum value of s is selected to compute the value for t . 
d) Classification using fuzzy system: The fuzzy membership function and the fuzzy rules are 
applied in the classification process of the fuzzy system.  
i) Rule base in the fuzzy system: The fuzzy rule set is generated as  KqpJJ p −= 1; , which 
is ordered using the fuzzy rule based on the genetic algorithm. The rule base contains the fuzzy 
rule as, ,,, 321 LLL and 4L , respectively as low, medium, very low, and very low decision.  
ii) Membership function of fuzzy: The membership function used for every attributes and their 
respective values for the triangular membership is also generated. 
 
iii) Classification using fuzzy data set: In the testing data set, the test data is converted into the 
fuzzified value, and the input of the fuzzified is matched with the fuzzy rules to generate the 
linguistic value, which is then further transformed into the fuzzy score. The optimal value is 
generated using the fuzzy score, and the output attained using the fuzzy classifier is denoted as, 
jh . 
3.3.2 Deep Belief Network for attack detection 
DBN classifier is developed by incorporating two RBM layers and one MLP layer, which is 
depicted in Figure 2. In DBN, the connections exist between the visible and the hidden neurons, 
but there is no connection lies between the hidden neurons, and the visible neurons. The feature 
vector A  is applied as input into the visible layer of the first RBM in DBN. The output obtained 
from the RBM 1 hidden layer is passed as input to the second RBM, and the output obtained from 
RBM layer 2 is fed as input to the MLP layer.  
 
Figure 2. Architecture of DBN classifier. 
The feature vector is the input to the visible layer of RBM1, and the output from the hidden 
layer of the RBM 1 is expressed as equation (12) and (13).  
                                                  lxaaaaa x = 1;,,,,, 110112111                (12) 
  ycbbbbb yc = 1;,,,,, 1112111      (13) 
Where, 1cb  denotes the
thc  hidden neuron, 
1
xa  is the 
thx  visible neuron of RBM 1, and y
represents the number of hidden neurons. Each and every neuron in the hidden and the visible 
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layer contains a bias. Let e and d represents the bias of the hidden and the visible layer. The two 
biases, which corresponds to the neurons of both the layers in RBM 1 is expressed as equation (14) 
and (15). 
 1112111 ,,,,, lx ddddd =      (14) 
 1112111 ,,,,, yc eeeee =      (15) 
Where, 1ce denotes the bias of 
thc  hidden neuron, 
1
xd  represents the bias of 
thx  visible neuron, 
and the weight of RBM 1 is represented as equation (16). 
            yclxBB xc = 1;1;11                (16) 
Where, 
1
xcB  denotes the weight between the 
thx  visible neuron and the thc hidden neuron, and 
the weight vector size is yl . Thus, the output of the first RBM hidden layer is calculated based 










1111      (17) 
Where,   denotes the activation function. Therefore, the output attained from the first RBM 
is expressed as equation (18). 
  ycbb c = 1;11      (18) 
The learning process for RBM 2 is started using the output of hidden layer from RBM 1. The 
output attained from the first RBM is passed as input to the RBM 2 visible layer. Hence, the 
number of visible neurons in RBM 2 is similar to the number of neurons in the hidden layer in 
RBM 1. Thus, it can be expressed as equation (19). 
    ycbaaaa cy == 1;,,, 1222212      (19) 
Where,  1cb  denotes the output vector of RBM 1. The hidden layer of RBM 2 is represented 
using equation (20).  
  ychbbbb yc = 1;,,,,, 2222212      (20) 
The bias of the visible layer, and the bias of the hidden layer are represented in the equation 
(14) and (15), and are represented as, 2d and 2e , respectively. The weight vector of the second 
RBM is expressed as equation (21). 
  ycBB cc = 1;22      (21) 
 
Where, 2ccB is the weight between the 
thc  visible neuron and the thc hidden neuron in RBM 2, 
hence the weight vector size is given as, yy . The output attained from the second RBM of 
thc










+=      (22) 
Where, 2ce  denotes the bias of 
thc hidden neuron. Therefore, the output of the hidden layer is 
denoted as, equation (23). 
  ycbb c = 1;22      (23) 
The output attained from the second RBM is passed as input to the MLP, which contains the 
number of neurons in the input layer as, y . The input of the MLP is expressed as equation (24).  
    ycbfffff cyc == 1;,,,,, 221     (24) 
Where, y denotes the number of neurons present in the input layer passed by the output of 
RBM2 hidden layer 2cb . The MLP hidden layer is expressed as equation (25). 
  DCsgggg DC = 1;,,,,, 21      (25) 
Where, D  represents the number of hidden neurons. Let us assume CE as the bias of
thC hidden 
neuron, where DC ,,2,1 = . The output layer of MLP is expressed as equation (26). 
  mihhhhh mi = 1;,,,,, 21      (26) 
Where, m  denotes the neurons of the output layer. The MLP contains two weight vectors, as 
one is defined between the input and the hidden layer, and the second is defined between the hidden 
and the output layer. Let FB  denotes the weight between the input and the hidden layer, and is 
expressed as equation (27).  
  DCycBB FcCF = 1;1;     (27) 
Where, FcCB  represents the weight between 
thc input neuron and thC hidden neuron, thus the 
size of FB is denoted as, Dy . According, to the weight and bias of the neuron the output of the 
















    (28) 
 
Where, CE  denotes the bias of the hidden neuron and
2
cc bf = , as the output of RBM 2 is the 
input of the MLP. The weight between the hidden and the output layer is represented as GB and is 
expressed as equation (29). 
  miDCBB GCiG = 1;1;     (29) 
Based on the output of the weight GB and the hidden layer, the output vector is calculated as 










     (30) 
Where, GCiB   denotes the weight between the
thC hidden neuron and thi output neuron and the 
hidden layer output is denoted as, Cg .  
The RBM uses the gradient descent method to achieve the unsupervised learning, whereas the 
MLP uses the T-EHO algorithm. The MLP layer is trained using the T-EHO algorithm, and the 
training procedure is elaborated as follows: 
i) The weight is applied to the input layer and then to the hidden layer using the random value. 
ii) The features are extracted and the output of RBM 2 is fed into the MLP layer. 
iii) The optimal weight is required in the MLP layer to compute the error value.  
iv) The weight of the hidden and the input layer is updated using the T-EHO algorithm, which is 
expressed in equation (27).  
c) Detection output based on the proposed FT-EHO-DBN classifier 
The detection output attained obtained using the proposed FT-EHO-DBN classifier is 
represented as equation (31). 
ji hhZ ..  +=      (31) 
Where, ih denotes the output of the fuzzy classifier and jh represents the output of  the T-EHO-
based DBN classifier. The extracted features and the packet information are processed by the 
feature selector engine by using the holoentropy. Moreover, the classification process is performed 
based on the fuzzy classifier and hence, the attack detection is achieved.  
4. Simulation model  
 
Extensive computer simulations have been performed to evaluate the performance of the 
proposed system. The proposed FT-EHO-DBN classifier is implemented in the tool MATLAB 
with the PC of windows 10 OS, intel I3 processor, and 4 GB RAM. 
4.1 Database description 
The proposed FT-EHO-DBN classifier considers three databases to detect the DDoS attack and 
are explained as follows:  
KDD cup database: The KDD cup database [24] is the standard database used to perform 
anomaly detection. It offers various features and the data that exist in the network connections 
helps to identify the nodes under attack.  
Database 1: The database 1 have the total data generated as 2500, and the total number of users 
as 100 for DDoS detection.   
Database 2: The database 2 contains the server log information with the total information 
contents as 150,000.  
4.2 Performance metrics 
The proposed Fuzzy and TEHO-based DBN classifier uses the metrics, like accuracy, recall, 
precision, and detection accuracy to analyze the performance of DDoS detection. The metrics are 
elaborated as follows:  
Detection accuracy: Detection accuracy refers to the ratio of detected DDoS attacks with the 
ground truth information.  






=      (32) 
Where, T and S , , denotes the true negative and true positive, Z  and Y represents the false 
negative and false positive respectively.  
Precision: It is the ratio of the detected nodes with the actual number of nodes. 
Recall: The recall refers to the ratio of the measure of normal nodes in the cloud with the actual 
number of normal nodes.   
4.3 State-of-the-art method for comparison 
 
The analysis is performed by comparing the proposed FT-EHO-DBN classifier with the 
existing methods, like SVM [19], NN [20], Ensemble [21], EHO [22], and TEHO-based DBN. 
The SVM [19] classifier is mainly used to detect the attacks in the cloud environment by fixing 
the decision boundary. NN [20] detects the attack by using the weight of the optimization 
algorithm. The ensemble [21] classifier is used to select the features to perform the attack 
detection. EHO [22] algorithm is mainly used to train the DBN classifier [23] to perform the 
classification. 
4.4 Results and Analysis 
This section describes the comparative analysis of the proposed FT-EHO-DBN classifier and 
the results attained using different datasets are elaborated by varying the number of users and the 
percentage of data.  
 
4.4.1 Comparative analysis using the KDD cup dataset 
The comparative analysis using the KDD cup dataset for the proposed FT-EHO-DBN classifier 
is discussed briefly. In the comparative analysis, the percentage of data is varied with the large 
information in the KDD cup dataset. Figure 3 shows the comparative analysis of the proposed FT-
EHO-DBN classifier by varying the percentage of data.  
Figure 3 a) shows the analysis of accuracy by varying the percentage of data. When the raining 
data is 60%, the accuracy attained by the existing methods, like SVM, NN, Ensemble, EHO, and 
TEHO-DBN is 42.9762%, 56.5476%, 71.4286%, 75.0%, and 76.9231%, whereas the proposed 
FT-EHO-DBN classifier obtain the accuracy value as 85.2786%. For 90% training data, the 
accuracy computed by the existing methods, namely SVM, NN, Ensemble, EHO, and TEHO-DBN 
is 41.389%, 51.587%, 65.385%, 67.857%, and 81.0%, while the proposed FT-EHO-DBN 










Figure 3. Comparative analysis using the KDD cup database by varying the percentage of data for (a) accuracy; (b) 
detection accuracy; (c) precision and (d) recall. 
Figure 3 b) shows the analysis of detection accuracy by varying the percentage of data. When 
the percentage of training data is 60, the detection accuracy attained by the existing methods, like 
SVM, NN, Ensemble, EHO, and TEHO-DBN is 7.7844%, 53.2%, 56.6866%, 61.5385%, and 
75.7633, whereas the proposed FT-EHO-DBN classifier obtained the detection accuracy value as 
84.7872% respectively. For 90% training data, the detection accuracy computed by the existing 
methods, namely SVM, NN, Ensemble, EHO, and TEHO-DBN is 7.3852%, 51.6%, 51.6966%, 
61.5385%, and 88.2353%, while the proposed FT-EHO-DBN classifier obtained increased 
detection accuracy value as 95.2697%, respectively.  
Figure 3 c) shows the analysis of precision by varying the percentage of data. When the training 
data is 60%, the precision attained by the existing methods, namely SVM, NN, Ensemble, EHO, 
and TEHO-DBN is 42.9880%, 72.7273%, 82.6087%, 82.1220%, and 84.6491%, whereas the 
proposed FT-EHO-DBN classifier obtained the precision value as 92.9672% respectively. For 
90% training data, the precision value computed by the existing methods, namely SVM, NN, 
Ensemble, EHO, and TEHO-DBN is 41.3944%, 71.4286%, 72.7273%, 84.8718%, and 89.6154%, 
while the proposed FT-EHO-DBN classifier obtained better precision value as 92.9774%, 
respectively.  
Figure 3 d) shows the analysis of recall by varying the percentage of data. When the training 
data is 60%, the recall attained by the existing methods, such as SVM, NN, Ensemble, EHO, and 
TEHO-DBN is 56.574%, 73.585%, 88.889%, 79.625%, and 87.048%, whereas the proposed FT-
EHO-DBN classifier obtain the recall value as 85.297% respectively. For 90% training data, the 
 
recall value computed by the existing methods, like SVM, NN, Ensemble, EHO, and TEHO-DBN 
is 51.594%, 69.811%, 83.333%, 88.889%, and 89.814, while the proposed FT-EHO-DBN 
classifier obtain better recall value as 93.670%, respectively. 
4.4.2 Comparative analysis using the dataset 1 
The comparative analysis of the proposed FT-EHO-DBN classifier using dataset 1 is discussed 
in this section. Figure 4 shows the analysis of the proposed FT-EHO-DBN classifier by varying 










Figure 4. Comparative analysis using the database 1 by varying the number of users for (a) accuracy, (b) detection 
accuracy, (c) precision, and (d) recall. 
Figure 4 a) shows the analysis of accuracy by varying the percentage of data. When the training 
data is 60%, the accuracy obtained by the existing methods, namely SVM, NN, Ensemble, EHO, 
and TEHO-DBN is 41.563%, 50.0%, 53.125%, 53.846%, and 74.186%, whereas the proposed FT-
EHO-DBN classifier have the accuracy rate as 81.757% respectively. For 90% training data, the 
accuracy rate computed by the existing methods, namely SVM, NN, Ensemble, EHO, and TEHO-
DBN is 37.872%, 50.0%, 59.574%, 64.286%, and 76.538%, while the proposed FT-EHO-DBN 
classifier obtain better accuracy value as 93.811%, respectively.  
Figure 4 b) shows the analysis of detection rate by varying the percentage of data. When the 
percentage of training data is 60, the detection accuracy attained by the existing methods, like 
 
SVM, NN, Ensemble, EHO, and TEHO-DBN is 52.381%, 54.545%, 63.158%, 63.636%, and 
74.667%, whereas the proposed FT-EHO-DBN classifier obtain the detection accuracy value as 
85.193% respectively. For 90% training data, the detection accuracy computed by the existing 
methods, namely SVM, NN, Ensemble, EHO, and TEHO-DBN is 46.154%, 50.0%, 66.667%, 
78.947%, and 84.091%, while the proposed FT-EHO-DBN classifier obtain increased detection 
accuracy value as 96.030%, respectively.  
Figure 4 c) shows the analysis of precision by varying the percentage of data. When the training 
data is 60%, the precision value attained by the existing methods, namely SVM, NN, Ensemble, 
EHO, and TEHO-DBN is 30%, 37.826%, 45.555%, 46.153%, and 73%, whereas the proposed FT-
EHO-DBN classifier have the precision value as 91.4% respectively. For 90% training data, the 
precision computed by the existing methods, namely SVM, NN, Ensemble, EHO, and TEHO-
DBN is 4.444%, 26.364%, 50.870%, 54.545%, and 78.947%, while the proposed FT-EHO-DBN 
classifier obtain better precision value as 94.981%, respectively.  
Figure 4 d) shows the analysis of recall by varying the percentage of data. When the training 
data is 60%, the recall value attained by the existing methods, namely SVM, NN, Ensemble, EHO, 
and TEHO-DBN is 26.667%, 60.0%, 60.870%, 66.667%, and 78.571%, whereas the proposed FT-
EHO-DBN classifier obtain the recall value as 81.778% respectively. For 90% training data, the 
recall value computed by the existing methods, like SVM, NN, Ensemble, EHO, and TEHO-DBN 
is 15.926%, 25.0%, 66.667%, 75.0%, and 86.957, while the proposed FT-EHO-DBN classifier 
have better recall value as 93.833%, respectively. 
4.2.3 Comparative analysis using the dataset 2 
The comparative analysis made using the dataset2 for the proposed FT-EHO-DBN classifier is 
discussed in this section. Figure 5 shows the analysis of the proposed FT-EHO-DBN classifier by 
varying the number of users.  
Figure 5 a) shows the analysis of accuracy by varying the percentage of data. When training 
data is 60%, the accuracy obtained by the existing methods, namely SVM, NN, Ensemble, EHO, 
and TEHO-DBN is 38.214%, 56.250%, 58.135%, 65.385%, and 71.429%, whereas the proposed 
FT-EHO-DBN classifier obtain the accuracy rate as 77.440% respectively. For 90% training data, 
the accuracy rate computed by the existing methods, namely SVM, NN, Ensemble, EHO, and 
TEHO-DBN is 42.579%, 55.952%, 56.250%, 71.429%, and 83.077%, while the proposed FT-











Figure 5. Comparative analysis using database 2 by varying the number of users for (a) accuracy, (b) detection 
accuracy, (c) precision, and (d) recall.
 
Figure 5 b) shows the analysis of detection rate by varying the percentage of data. When 
the percentage of training data is 60, the detection accuracy attained by the existing methods, 
like SVM, NN, Ensemble, EHO, and TEHO-DBN is 7.784%, 48.4%, 50.0%, 58.283%, and 
78.889%, whereas the proposed FT-EHO-DBN classifier obtain the detection accuracy value 
as 91.710% respectively. For 90% training data, the detection accuracy computed by the 
existing methods, namely SVM, NN, Ensemble, EHO, and TEHO-DBN is 47.784%, 52.8%, 
56.088%, 58.333%, and 89.657%, while the proposed FT-EHO-DBN classifier obtain 
increased detection accuracy value as 97.2%, respectively.  
Figure 5 c) shows the analysis of precision by varying the percentage of data. When the 
training data is 60%, the precision value attained by the existing methods, namely SVM, NN, 
Ensemble, EHO, and TEHO-DBN is 38.207%, 63.636%, 72.727%, 85.122%, and 89.619%, 
whereas the proposed FT-EHO-DBN classifier obtain the precision value as 89.688% 
respectively. For 90% training data, the precision computed by the existing methods, namely 
SVM, NN, Ensemble, EHO, and TEHO-DBN is 42.590%, 53.846%, 75.0%, 85.122%, and 
89.645%, while the proposed FT-EHO-DBN classifier obtained better precision value as 
89.701%, respectively. 
Figure 5 d) shows the analysis of recall by varying the percentage of data. When the 
percentage of training data is 60, the recall value attained by the existing methods, namely 
SVM, NN, Ensemble, EHO, and TEHO-DBN is 58.167%, 70.0%, 73.585%, 84.211%, and 
82.588%, whereas the proposed FT-EHO-DBN classifier obtain the recall value as 77.460% 
respectively. For 90% training data, the recall value computed by the existing methods, like 
SVM, NN, Ensemble, EHO, and TEHO-DBN is 55.976%, 73.585%, 87.5%, 89.623%, and 
89.474%, while the proposed FT-EHO-DBN classifier obtained better recall value as 82.931%, 
respectively. 
4.3 Discussion 
The comparative discussion of the proposed Fuzzy-Taylor-EHO inspired DBN classifier is 
elaborated in this section. Table I shows the comparative results based on various performance 
metrics. The values computed by the existing methods, namely SVM, NN, Ensemble, EHO, 
and T-EHO-based DBN are also presented Table 1. The proposed FT-EHO-DBN classifier 
attained better performance than the existing methods for the metrics, like accuracy, detection 
accuracy, precision, and recall with the values of 93.811%, 97.200%, 94.981%, and 93.833, 
respectively.  
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Table 1. Comparative discussion. 
Comparative techniques Evaluation metrics 
Accuracy(%) Detection rate (%) Precision(%) Recall (%) 
SVM 45.556 58.333 42.988 58.167 
NN 56.548 59.091 84.444 73.585 
Ensemble 71.429 66.667 84.615 88.889 
EHO algorithm 75.000 78.947 85.714 89.623 
TEHO-DBN classifier 83.077 89.657 89.645 89.814 
Proposed FT-EHO-DBN 93.811 97.200 94.981 93.833 
 
This result relevels that SVM (accuracy = 45.556%) and NN (accuracy = 56.548%) showed 
the worst performance as far as accuracy is concerned. In addition, we noted that the precision 
value for SVM is 42.988% lowest than any other methods implemented in this paper. Results 
presented in Table I concludes that SVM showed the worst performance whereas Ensemble, 
EHO, and TEHO-DBN demonstrated moderate performance, whilst the proposed FT-EHO-
DBN classifier has outperformed on the performance matrics. The overall performance has 
achieved through FT-EHO-DBN classifier is mainly because  integrating Taylor series and 
EHO algorithm helped in reaching to global optimum without getting stuck at local optimum. 
Initially, the user request is send to the packet feature extraction module, where the packet 
features are extracted. The extracted features are subjected to the feature selector engine, where 
the selective features is extracted using the holoentrophy criteria. The classification module 
uses the Deep Belief Network and the fuzzy classifier to detect the Distributed Denial of 
Service attack. 
5. Conclusion 
A FT-EHO-DBN classifier has been introduced in this paper to detect the DDoS attack. FT-
EHo-DBN classifier has been developed by integrating the fuzzy and DBN classifier along 
with the T-EHO optimization algorithm.  We showed the working of the proposed system in a 
well-organized manner so that researcher can utilize it in future. Initially, the user request is 
sent to the packet feature extraction module, where the packet features are extracted. The 
extracted features are subjected to the feature selector engine, where the selective features are 
extracted using the holoentrophy criteria. The classification module uses the DBN and fuzzy 
classifier to detect the DDoS attack. In FT-EHO-DBN system, the T-EHO algorithm has been 
implemented as rule learning approach of the fuzzy classifier. T-EHO algorithm has been 
implement as replacement of an adaptive genetic fuzzy system. Rigorous computer simulations 
have been performed to evaluate the performance of the proposed FT-EHO-DBN classifier. 
Three standard databases, namely, KDD cup database, Database 1 and Database 2 have been 
used for the simulations. Four performance metrics, namely, accuracy, detection accuracy, 
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precision and recall have been identified to measure the result’s quality. The performance of 
the FT-EHO-DBN DBN classifier was tested against the state-of-the-art methods and 
comparative results have been presented in Table I. The results reported in Table I reveals that 
the FT-EHO-DBN classifier outperformed over other state-of-the-art algorithms. 
Computational cost is found challenging during implementation mainly because of multiple 
hidden layers. Hence, The immediate future scope is to explore the possibility of developing 
new optimization algorithm (or replace EHO with other swarm algorithms) and combine with 
the DBN so that performance in terms of accuracy and detection rate with less computational 
cost can be achieved.  
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