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Abstract
Network theory has established itself as an important tool for the analysis of complex systems
such as the climate. In this context, climate networks are constructed using a spatiotemporal
climate dataset and a time series distance function. It consists of representing each spatial
area by a node and connecting nodes that present similar time series. One fundamental
concern when building climate network is the definition of a metric that captures similarity
between time series. The majority of papers in the literature use Pearson correlation with or
without lag. Here we study the influence of 29 time series distance functions on climate net-
work construction using global temperature data. We observed that the distance functions
used in the literature generate similar networks in general while alternative ones generate
distinct networks and exhibit different long-distance connection patterns (teleconnections).
These patterns are highly important for the study of climate dynamics since they generally
represent long-distance transportation of energy and can be used to forecast climatologi-
cal events. Therefore, we consider that the measures here studied represent an alternative
for the analysis of climate systems due to their capability of capturing different underlying
dynamics, what may provide a better understanding of global climate.
Keywords: Complex networks, Time series data mining, Climate networks,
Teleconnections.
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1. Introduction
Climate scientists have applied many different models to study meteorological variables.
During the last decades, complex networks emerged as a new approach to model complex
systems such as the climate (Boers et al., 2014; Donges et al., 2009; Fan et al., 2017; Stein-
haeuser et al., 2011; Tsonis & Roebber, 2004). In this context, the resulting networks are
called climate networks and can be constructed in different ways. The most common pro-
cedure to generate a climate network consists of dividing a spatiotemporal climate dataset
into a grid. Nodes represent the cells of the grid and links are established if the time series of
climate variables from different cells are similar. The main goal of a climate network model
is to capture the interrelationship between the spatially distributed variables that rule the
climate of a region.
One question that has not been properly addressed so far when constructing climate
networks regards to the establishment of a metric that captures similarities between two time
series. The vast majority of works in the literature use linear measures like covariance and
Pearson correlation coefficient with or without lag (Donges et al., 2009; Guez et al., 2014; Fan
et al., 2017; Tsonis & Roebber, 2004; Tsonis & Swanson, 2008). With these measures, it was
possible to construct climate networks and detect interesting climatological patterns, though
they are restricted to the similarities captured by correlation. Indeed, there are a plenty of
other distance functions that can be applied to the construction of a climate network (Cha,
2007; Deza & Deza, 2009; Esling & Agon, 2012; Ferreira & Zhao, 2016). For simplicity reason,
we use the therm “distance function” to generally refer to these measures even though some
of them are not mathematically distance functions. These functions can capture similarities
in climatological variables that the correlation cannot detect. Thus, the central question
here is whether alternative distance functions can generate climate networks that capture
new climatological phenomena and consequently reveal other meaningful patterns.
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In this paper, we evaluate how time series distance functions affect climate networks. We
are interested in the topological differences in the resulting networks and to understand the
meaning of the climatological patterns captured by them. We used 29 distance functions and
applied complex network theory (Barabási & Pósfai, 2016; Boccaletti et al., 2006; da F. Costa
et al., 2007) to analyze the networks constructed with global temperature data. In the
construction process, we define a parameter p that controls the number of edges (density) for
all the networks. This procedure generates networks with the same number of edges. When
the edge density is low (p → 0), the resulting networks have only a few edges connecting
the highly similar time series, but the networks tend to have disconnected components.
Conversely, high edge densities (p→ 1) generate connected networks, but many of the edges
connect pairs of time series that are not similar. Choosing an intermediate value of p is
desirable since it preserves only the edges that represent the most similar time series and
avoids the creation of highly disconnected networks.
We started by studying the influence of the edge density (p) on the networks and we
observed a transition phase in the interval 0.0004 ≤ p ≤ 0.1 from disconnected states to
connected networks. In this interval, the resulting networks connect only the most sim-
ilar time series and the networks are not highly disconnected. We also noticed that, in
this interval, the resulting climate networks are small-world but have degree distributions
that decay sharper than power law. Regarding the network topology, the correlation, cross-
correlation, mutual information and maximal information coefficient generate similar net-
works. In contrast, alternative distance functions generate very different climate networks.
We also observed variations in the connectivity pattern of geographically distant nodes
(teleconnections). These long-distance edges, like El-Niño/Southern Oscillation (ENSO),
are important because they represent transport of energy and wave propagations on global
scales (Nigam & Baxter, 2015; Zhou et al., 2015). Teleconnections are also relevant for the
climate science due to their capability to predict climatological events (Alexander et al.,
2002; Boers et al., 2019). Therefore, our results are significant for climate sciences since
they can capture distinct underlying dynamics. We here show that alternative distance
functions permit the study of climate from a different perspective and may lead to a bet-
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ter understanding of climate systems. We present these results in details in the following
sections.
We organize the remainder of this paper as follows. In section 2, we present the back-
ground knowledge used in this paper. We present the relevant concepts of climate networks,
and time series distance functions. We also present the data and methodology used to
achieve the results. In section 3, the experimental results are presented. We divided it into
three parts: global network features, network similarities, and teleconnection patterns. In
Sec. 4, we present some conclusions about our results.
2. Materials and Methods
2.1. Climate Networks
Network theory has been applied to study many different complex systems (see Appendix
A for a review of the concepts used in this paper). In the context of climate systems, net-
works can be used to represent a spatiotemporal climate dataset. One of the most well-known
datasets is the Reanalysis Project maintained by the National Center for Environmental Pre-
diction and the National Center for Atmospheric Research (NCEP/NCAR) (Kalnay et al.,
1996). This project represents global data by grid cells of 2.5o latitude × 2.5o longitude that
cover the whole globe. Each cell is a time series that represents that area and is composed
by daily or monthly variables from 1948 to the present. Examples of these variables include
air temperature, sea pressure, precipitable water and wind speed.
Climate Networks may be constructed in different ways. The most common approach
represents every grid cell from a dataset by a node and connect the most similar ones (Fig.
1). This approach raises two natural questions: How to measure similarity between time
series and which threshold value should be used to consider that two time series are similar
and connected? The choice of the time series distance function and the threshold values
directly affects the resulting network. The great majority of papers in literature (Donges
et al., 2009; Guez et al., 2014; Tsonis & Roebber, 2004; Tsonis & Swanson, 2008; Yamasaki
et al., 2008) use the Pearson correlation coefficient (PCC) with or without lag and a threshold
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value of 0.5. In fact, The absolute value of PCC is commonly used because it capture both
positive and negative strong correlations.
A B C
Figure 1: Climate network construction. (A) The first step consists of building a spatiotemporal climate
dataset. This dataset can be constructed by dividing a region into grid cells that represents a climate
variation of that smaller area, e.g., air temperature, sea pressure, precipitable water or wind speed. (B)
Then, a time series distance function can be used to build a distance matrix D whose positions Dij is
the distance between two time series Xi and Xj ; (C) The distance matrix D can be transformed into
an adjacency matrix A by taking all the values from D lower than an arbitrary threshold value τ , i.e.,
A = θ(τ −D), where θ(•) is the Heaviside step function. High threshold values (τ ≈ 1) generate highly
connected networks while lower ones (τ ≈ 0) create disconnected networks.
The first work to apply network science in climate studies was proposed by Tsonis &
Roebber (2004). The authors used wind flow data from the NCEP/NCAR data set (Kalnay
et al., 1996) and the PCC (> 0.5) at lag zero to measure similarity between time series. They
observed that the resulting network presents the small-world property and is divided in two
interesting subgraphs, one representing the tropics and the other extratropical region. In the
tropics, the nodes are highly interconnected. On the other hand, higher latitudes present
highly connected nodes (hubs) and possesses characteristics of a scale-free network. The
conclusion is that the network corresponding to the equatorial region functions as an agent
that connects the two hemispheres allowing information to travel between them.
Yamasaki et al. (2008) used time series of temperature and observed that El-Niño sig-
nificantly influences the dynamics of the network. The authors show that the El-Niño does
not significantly change the temperature in different areas in world. However, they observed
that many network edges are broken and the remaining ones serve as a measure of the
phenomenon. The authors concluded that the network connections appear to encompass
information that is not captured by previous analyzes. This result suggests that the com-
plex networks theory may reveal patterns previously not observed by traditional techniques.
Several other studies reinforce this idea. Berezin et al. (2012) used temperature and geopo-
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tential series to construct climate networks and observed that the relationship between these
fluctuations in different geographic regions presents a robust network pattern. So far, it was
believed that these variations were not stable and difficult to predict. Steinhaeuser et al.
(2011) show that the attributes extracted from communities in climate networks can be
used as predictive climatic indexes and present statistically better results than traditional
clustering methods. Boers et al. (2014) show that it is possible to predict climatic extremes
using complex networks. Climate networks have also been used to investigate large-scale
circulations, climate modes, their teleconnections and for model intercomparison (Yamasaki
et al., 2008; Tsonis & Swanson, 2008; Deza et al., 2015; Bracco et al., 2018)
The great majority of the previous papers review in this section used correlation or
covariance as distance functions. It means that these studies are limited to similarities
captured by the correlated variables. In this paper, we show that other distance functions
can be used for the construction of climate networks. A similar idea was proposed by Pelan
et al. (2011). The authors used six different distance functions. They analyzed the influence
of edge density on the topology and the clustering predictive capability of the networks. Here,
we use 29 distance functions and we are interested in the topological differences between the
resulting networks. In the following section, we review some time series distance functions
that could be used to build climate networks.
2.2. Time series distance functions
A time series distance function is a measure of how different two time series are. For the
sake of brevity, the term “distance function” will be used to refer to a time series distance
function. Other types of distance functions, e.g. network distance functions, will be given
their full names in the text. Plenty of measures have been proposed in the literature and
they can be broadly classified into four categories (Esling & Agon, 2012): shape-based, edit-
based, feature-based, and structure-based. In this section, we present an overview of these
measure.
• Shape-based Distance Functions : This kind of measures compare the overall shape of
the series. The most famous measures are Lp distances, defined as:
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dLp(X, Y ) =
(
t∑
i=1
(Xi − Yi)p
) 1
p
. (1)
When p = 2, the L2 is the well-known euclidean distance. Other common cases are the
L1 and L∞ that correspond to the Manhattan and Chebyshev distances respectively.
The Lp measures are parameter-free and intuitive but they fail to capture similarity in
many cases. For example, when two time series have similar shapes but they are not
aligned. This problem is illustrated in Fig 2. Lp measures fail in this case because they
compare fixed points of the series. They are called lock-step measures for this reason.
To solve this problem, some “elastic measures” were created to allow time warping and
provide a better comparison.
A B
Figure 2: Time series comparison using lock-step and elastic measures. The total distance is proportional
to the length of the gray lines. (A) Lock-step measures compare fixed (one-to-one) pairs of elements. (B)
Elastic measures perform the alignment of the series and allow one-to-many comparisons of elements.
The Dynamic Time Warping (DTW) (Berndt & Clifford, 1994) is one of the most
famous elastic measures. This measure uses a warping path to align two series before
the comparison. A warping path is a sequence of adjacent matrix indexes that defines
a mapping and the optimal path is the one that minimizes the global warping cost.
The Complexity Invariant Distance (CID) (Batista et al., 2011) is another shape-based
measure that calculates the euclidean distance corrected by a complexity estimation
of the series. The DISSIM (Frentzos et al., 2007) and the Short Time Series (STS)
(Möller-Levet et al., 2003) distances can deal with time series with different sampling
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rates by considering linear approximations of the series. DISSIM measures the dif-
ference by calculating the integral of the euclidean distance between them while STS
measures considers the difference of slopes between measurements.
• Edit-based Distance Functions : The idea behind these functions is commonly used to
compare strings (Levenshtein distance) and consists on counting the minimum number
of character insertions, deletion or substitutions to transform one string into another.
The Edit Distance for Real Sequences (EDR) (Chen et al., 2005) considers a threshold
value that defines if two real values match or not. The difference is measured by the
minimum number of operations to transform one series into another. EDR permits
gaps between the two matched subsequences, but it assigns penalties according to
the lengths of the gaps. The Longest Common Subsequence (LCSS) distance (Vlachos
et al., 2002) uses an approach similar to the EDR. This measure permits time warping,
as DTW, but also allows gaps in comparison. Different from EDR, the LCSS does not
assign penalties in the gaps.
• Feature-based Distance Functions : These measures extract descriptive features from
the time series and compare them. The Pearson correlation coefficient (PCC) ρ is prob-
ably the most famous measure. The PCC is defined as the covariance of the two time
series divided by the product of their standard deviations. In fact, the PCC is a simi-
larity measure. One simple way to transform it into a distance function is considering
dCOR(X, Y ) = 1−|ρXY |. The Temporal Correlation and Raw Values (CORT) measure
(Chouakria & Nagabhushan, 2007) modulates a conventional distance (like Euclidean
or DTW) according to the temporal correlation. The mutual information (MI) is also
a well known nonlinear measure defined as the information that two time series share
(Meilă, 2003). The maximal information coefficient (MIC) considers that if exits a
relationship between two time series, then it is possible to draw a grid on the scatter
plot of these two series that encapsulate that relationship (Reshef et al., 2011). MIC
automatically finds the best grid and returns the largest possible MI. Other examples
of feature-based measures are the cross-correlation (Deza & Deza, 2009), Fourier coef-
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ficients (Agrawal et al., 1993), Autocorrelations coefficients (Galeano & Peña, 2000),
and Periodograms (de Lucas, 2003; Caiado et al., 2006).
• Structure-based Distance Functions : Different from feature-based measures, these func-
tions identify and compare high-level structures in the series. Most of these use some
parametric models to represent time series, e.g., ARMA and Hidden Markov Models
(HMM). Compression-based measures (CDM) can also can be considered (Cilibrasi &
Vitanyi, 2005; Keogh et al., 2007). These measures use compressors like gzip or bzip2
to compress a time series. The distance between two time series is proportional to the
difference between the size of the compressed files.
2.3. Data and Method
We use the NCEP/NCAR dataset (Kalnay et al., 1996) of monthly means records of air
temperature near the surface and the world grid cells (2.5o latitude × 2.5o longitude) from
1948 to 2016 are taken into consideration. The resulting data is composed of 10512 time
series with 816 values each. Next, we removed the seasonal component using an additive
decomposition by moving averages (Kendall & Stuart, 1983). We considered an additive
model because the seasonal fluctuations are relatively constant over time. We avoid this
trivial effect with the main purpose of focusing on finding similarities in other components
as trends and longer cyclical features. Finally, we normalized all time series between 0 and
1.
After defining the dataset and preprocessing it, we calculate the distance between every
pair of time series. This step resulted in a distance matrix D whose position Dij is the
distance between the series Xi and Xj. For this process, we consider 29 distance functions
listed in Tab. 1. The definitions of all distance functions used in this paper can be found in
the Appendix B in the Tables B.2, B.3, and B.4.
For the sake of simplicity, we decided to use just distance functions in this paper. Some
functions, like the Pearson correlation coefficient (ρ) and mutual information (MI) are sim-
ilarity functions that return high values when two time series are similar. Instead of using
directly ρ, we use the distance form dCOR(X, Y ) = 1− |ρXY |. Following the same approach
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Table 1: Time series distance functions used in the experiments
Distance PDF Reference
01 Autocorrelation Coefficients (ACF) (Galeano & Peña, 2000)
02 Avg(L1, L∞) (avgL1LInf) 7 (Cha, 2007)
03 Bhattacharyya 7 (Bhattacharyya, 1946)
04 Compression-based (CDM) (Keogh et al., 2007)
05 Complexity Invariant (CID) (Batista et al., 2011)
06 Correlation (Deza & Deza, 2009)
07 Cross-correlation (Deza & Deza, 2009)
08 Dice 7 (Dice, 1945)
09 DISSIM (Frentzos et al., 2007)
10 Dynamic Time Warping (DTW) (Berndt & Clifford, 1994)
11 Euclidean (L2) (Deza & Deza, 2009)
12 Fourier Coefficient (fourierDist) (Agrawal et al., 1993)
13 Gower 7 (Gower, 1971)
14 Integrated Periodogram (INTPER) (de Lucas, 2003)
15 Jaccard 7 (Deza & Deza, 2009)
16 Kulczynski 7 (Deza & Deza, 2009)
17 Lorentzian 7 (Deza & Deza, 2009)
18 Manhattan (Deza & Deza, 2009)
19 Mutual Information (MI) 7 (Meilă, 2003)
20 Maximal Information Coefficient (MIC) 7 (Reshef et al., 2011)
21 Normalized Compression (NCD) (Cilibrasi & Vitanyi, 2005)
22 Partial Autocorrelation Coefficients (PACF) (Galeano & Peña, 2000)
23 Periodogram (PER) (Caiado et al., 2006)
24 Sorensen 7 (Sørensen, 1948)
25 Squared-Euclidean (sqdEuclidean) 7 (Deza & Deza, 2009)
26 Short Time Series (STS) (Möller-Levet et al., 2003)
27 Tanimoto 7 (Tanimoto, 1958)
28 Temporal Correlation and Raw Values (CORT) (Chouakria & Nagabhushan, 2007)
29 Wave Hedges 7 (Cha, 2007)
of previous works (Donges et al., 2009), we use the absolute value of Pearson correlation
coefficient because both large negative and large positive correlation indexes indicate strong
statistical interdependence. We apply the same strategy for similarities measures defined in
the range [0, 1]. The cross-correlation distance was calculated taking the largest absolute
correlation distance for the lags in the interval [−26,+26]. The mutual information (MI) is
a similarity functions defined in the range [0,+∞). Instead of using MI, we used a MI-based
distance (Meilă, 2003) defined between [0, 1].
Some distance functions measure the dissimilarity by comparing the probability density
functions (PDF) of two time series (measures with the PDF column checked in Tab. 1). For
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these measures, we follow the approach presented by Cha (2007) that consists on discretizing
every normalized series in 64 bins and dividing the frequencies by the length of the series.
The ranges for all the bins are exactly the same because all the time series were previously
normalized.
After calculating the distance matrix D for every distance function, we normalize it to
make the comparison easier. We use D to construct an adjacency matrix A by applying a
threshold value τ using the equation:
A = θ(τ −D), (2)
where θ(•) is the Heaviside step function. Choosing a proper threshold value τ is funda-
mental on the network construction process. Higher values (τ → 1) will generate highly
connected networks while lower ones (τ → 0) create disconnected networks. For each dis-
tance function, we calculate the distance matrix D and use the pth distance percentile as
the threshold value (τ) to build the network. The distance percentile p is a single parameter
that controls the edge density of all networks. Advantages of this approach include the
unnecessity to choose a distinct τ for each distance function and the creation of networks
with the same number of edges. Thus, we avoid the topological comparison of networks with
different number of edges, since the Hamming distance is lower bounded by this difference.
Finally, we get an undirected and unweighted network for every distance function, all of
them with the same number of edges.
The smallworldness (Humphries & Gurney, 2008) of the network was calculated by:
(C(G)/C(Grand))/(L(G)/L(Grand)), (3)
where C(•) and L(•) are the respective clustering coefficient and the average path length of
the graph G and a correspondent random graph Grand. Considering that this measure uses
a probabilistic procedure, we repeated this process 50 times and reported the mean value.
We compare the networks using the Hamming distance (Levenshtein, 1966). This dis-
tance measures the number of edges that have to be added or deleted to transform one
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network into another. Given two labeled networks G and G′, where AG and AG′ are their
respective adjacency matrices, the Hamming distance:
dH(A
G, AG
′
) =
∑
i,j
(xor(AGi,j, A
G′
i,j))/2, (4)
where xor is the exclusive or operation.
Considering the latitudes φ and longitudes λ in radians of two coordinates (φ1, λ1) and
(φ2, λ2), the haversine distance is defined as:
dHaversine((φ1, λ1), (φ2, λ2)) = r · arccos(sinφ1 · sinφ2 + cosφ1 · cosφ2 · (∆λ)), (5)
where ∆λ is the longitude difference and r is the earth radius = 6378137m.
3. Results and Discussion
3.1. Edge density influence
In this paper, we evaluate the topological differences of networks constructed using differ-
ent time series distance functions. For a definition of the network measures used throughout
this paper, see Appendix A. In all the experiments, we generate and compare networks
with the same edge density p. Our first analysis consists in observing the influence of the
edge density on some global network measures for different distance functions and selecting
interesting values of p for the further analyses.
The influence of the edge density p on the networks is illustrated in Fig. 3. When the
edge densities is very low (p ≤ 0.0004), only the few highly similar pairs of time series are
connected, resulting in a small number of edges and many disconnected components. In
these cases, the average path length (distance between nodes) L is low and the clustering
coefficient (density of triangles in the network) C is high as a result for the few connected
nodes considered in the measurements. The network modularity (community structures) Q
is also low for the same reason. When 0.0004 ≤ p ≤ 0.1, peaks in L and Q appear. At
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the same time, C decreases and form valleys. It happens because this interval represents a
phase transition where the giant component emerges in the networks and more nodes are
considered in the calculation. During this phase, nodes tend to connect with nodes with
the same degree (positive assortativity), except in the network created using CDM distance
function that is mainly disassortative (depicted as the lowest line in Fig. 3 F). When
p ≈ 0.01, the networks are almost connected but they are still sparse. When p ≥ 0.01, a
lot of triangles appear and C increases until it’s maximum value (C = 1) when the network
is fully connected (p = 1). On the other hand, the modularity decreases when the network
is dense since there are no well defined communities. When p ≥ 0.01, the networks show
small-world features (high C and low L).
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Figure 3: Influence of the edge density p on global network measures for different time series distance func-
tions: (A) normalized size of the largest component, (B) normalized number of components in the network,
(C) normalized average path length L, (D) clustering coefficient C, (E) modularity Q, (F) assortativity r.
The interval 0.0004 ≤ p ≤ 0.1 represents a transition from a disconnected to a strongly
connected climate network. After this transition, the number of edges increases until the
networks become fully connected (p = 1). High edge densities are not interesting inasmuch
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as they connect almost all pairs of time series, including those that are not similar ones,
and generate alike networks. Therefore, we consider that 0.0004 ≤ p ≤ 0.1 is a interesting
edge density interval because only the most similar pairs of time series are connected and
the networks are not fragmented in too many components. To make a deeper analysis, we
selected four values of p based on it’s influence on the network topology. We consider the
cases where p = 0.001, 0.01, 0.05, and 0.1. The results for the next analyzes are reported for
those four cases as follows.
3.2. Global Network Features
We now analyze some networks features with the goal of classifying the networks accord-
ing the complex network models (Barabási & Pósfai, 2016). Fig. 4 A shows the smallworld-
ness measure separated by distance function and edge densities. As defined by Humphries
& Gurney (2008), smallworldness values higher than one (dashed line) indicate that the
network present the small-world feature, i.e., high C and low L. The exact values for the
network measures can be found in the Appendix C, Tables C.5, C.6, C.7, and C.8. Our
results show that all the networks obtained for the dataset present the small-world property
except for the correlation, cross-correlation, mutual information, MIC, STS and CORT func-
tions when p = 0.001. These results are in agreement with the observed values of average
path length (L) and clustering coefficient (C) for each network. It is also consistent with
the previous works in the literature that observed the small-world effect in climate networks
(Donges et al., 2009; Tsonis & Roebber, 2004). Furthermore, our results show that such
effect is also present when other distance functions are considered. High clustering coeffi-
cient occurs due to the spatial continuity of the underlying physical fields (Donges et al.,
2009). This effect tends to connect close cells (nodes) and form triangles. The long-range
connections (teleconnections) explain the small average path length. These long distance
edges are responsible for the quickly propagation of local perturbations through the whole
network. See the Teleconnections Sec. for more details.
Fig. 4 A shows that almost all the networks are small-world. These networks can be
classified according to their degree distributions into three types of networks: scale-free,
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Figure 4: Complex network models. (A) Smallworldness measure (Eq. 3) for the networks created using
different distance functions (see Tab. 1) and different edge densities. Values higher than one (dashed line)
indicate that the network present the small-world effect. Our results show that almost all networks present
the small-world features, except when p = 0.001, some measures present random-network features (SW ≈
0). Figures (B) and (C) depict the cumulative degree distributions in a in a log-log scale and linear-log scales
respectively. Our results show that, for small edge densities (p = 0.001), the degree distributions follow a
power law with sharp cutoff. Higher values of p show that the degree distributions have a decay faster than
a power law.
broad-scale and single-scale (Amaral et al., 2000). Scale-free networks have a power law
distribution, broad-scale networks have a power law regime followed by a sharp cutoff, and
single-scale networks present a faster decay, like exponential or gaussian. In Figs. 4 B and
C, we show the cumulative degree distributions for all networks separated by edge densities
in an log-log and linear-log scales respectively. Our results show that all distance functions
seem to generate broad-scale networks for small edges densities (p = 0.001). They present a
scale-free interval followed by sharper decays. For larger edge densities, all distance functions
generate single-scale networks, with exponential or gaussian decays.
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3.3. Network Similarities
We now verify the similarities in the network structures created using different time series
distance functions. As the previous analyses, we consider four edge densities: 0.001, 0.01, 0.05,
and 0.1. For each value of p, we construct the network using all the distance functions (Tab 1)
and compare the resulting networks using the Hamming distance (Levenshtein, 1966) (Eq.
4). After applying the Hamming distance to all pairs of networks A and B, we build a
distance matrix DH whose position DHA,B is the hamming distance dH(A,B) between the
networks A and B. Then, we use hierarchical clustering (Ward’s criteria) to cluster networks
based on their hamming distance.
The clustering results are depicted in Fig. 5. The distance matrices for the four edge
densities can be found in the Appendix D. Our results show that, for all the four edge
densities, all the PDF-based distance functions (Table 1) except the mutual information
form one cluster (blue dotted lines in Fig. 5). It indicates that all of them generate similar
networks independently of p. In the literature, the great majority of works constructs climate
networks using the Pearson correlation with or without lag while a minority use mutual
information (MI) (Tsonis & Roebber, 2004; Tsonis & Swanson, 2008; Donges et al., 2009;
Guez et al., 2014; Fan et al., 2017). According to our result, these three measures generate
similar networks (red dotted lines in Fig. 5), which confirms previous results (Donges et al.,
2009). We also verified that the Pearson correlation and cross-correlation generate similar
networks. It suggests that the previous studies in the literature using both measures are
compatible and that the lag does not interfere in the topology.
Fig. 5 also presents a comparison between the dendrograms and their cophenetic correla-
tions. The idea here is to verify if the clustering hierarchies are consistent for different edge
densities. The black lines between dendrograms indicate the positions of one network in dif-
ferent dendrograms. High entanglement suggests high difference between the dendrograms.
Our results show that exists some entanglement between p = 0.001, 0.01 and 0.05 (Figs. 5
A and B) that is mainly caused by the small number of links in the networks. Even though,
the clustering hierarchies can be considered similar since their cophenetic correlations are
high (> 0.89), especially in higher edge densities (Fig. 5 C).
16
3.4. Teleconnections
We have shown in previous sections that networks constructed with different distance
functions lead to distinct topologies. We also observed that almost all the resulting networks
present the small-world feature. If the networks are small-world and have different topolo-
gies, the long-distance edges responsible for the small-world feature tend to be different. It
indicates that distinct distance functions can capture different long-distance relationships.
In this section, we analyze the differences between the topologies generated by different
distance functions. We focus on teleconnections, that we define as the most similar pairs
of time series whose grid cells have great-circle distance longer than 5000km (Glantz et al.,
1991). Short-distance connections were not considered because they tend to be similar,
since there is a spatial continuity of modeled phenomenon in the physical field of close
nodes. In our experiments, we used the Haversine distance to compute the great-circle
distance between two coordinates (Eq. 5). We use the center coordinates of each grid cell to
calculate the distance. We also limit the number of distance functions. Instead of studying
the network topology generated by all the 29 distance functions, we limited ourselves to eight
ones since many distance functions generate similar networks. We have chosen the distance
functions by cutting the dendrogram (Fig. 5 for p = 0.1) at the height eight and getting
the centroids. The centroid is the network with the lowest average distance between the
networks in the cluster. The resulting centroids are the networks generated by correlation,
ACF, Euclidean, DTW, PER, INTPER, CDM and Gower distances.
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Figure 5: Networks clustering comparison. In figures (A), (B) and (C), we present and compare den-
drograms created by applying hierarchical clustering (Ward’s method) to the hamming distances between
networks created using different time series distance functions and four edge densities: 0.001, 0.01, 0.05, and
0.1. The lines connecting labels from two dendrograms show the different positions of a same label. High
entanglement between the lines suggests low similarity between the dendrograms. The dashed lines highlight
the difference between two dendrograms. (D) The cophenetic correlation measures the similarity between
the dendrograms. Values close to 1 indicate high similarity while values close to 0 means no similarity. The
upper and lower values inside each cell are the upper and lower limit values from a 99% confidence interval
using bootstrap. For this test, we randomly permuted the labels of the dendrogram without modifying the
topology. We repeated this process 1000 times to build the confidence level. These results show that the
clustering result for different edge densities are very correlated, specially for higher values of p.
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Atmospheric teleconnection patterns can be generated by both internal atmospheric pro-
cesses and forcing from surface conditions, such as temperature. According to (Liu & Alexan-
der, 2007), teleconnections enable the atmosphere to act like a "bridge" between different
parts of the ocean and enable the ocean to act like a "tunnel" linking different atmospheric
regions. These long-distance links are of great importance for climate science due to their
weather forecasting capabilities (Alexander et al., 2002; Boers et al., 2019).
Fig. 6 illustrates the 500 strongest teleconnections for six different distance functions.
We omit the results for CDM and Gower distances in regard to the their lack of apparent
pattern. As demonstrated by previous works (Tsonis & Swanson, 2008; Donges et al., 2009),
the correlation captures the influence of El Niño-Southern Oscillation (ENSO). ENSO is a
very important teleconnection pattern responsible for climate variations all over the globe
(Zhou et al., 2015; Nigam & Baxter, 2015). This phenomenon is defined as a coupled
ocean-atmosphere interaction in the Pacific. This interaction connects a large-scale oceanic
sea surface temperature (SST) anomaly on the tropical Pacific (El Niño) to the large-scale
atmospheric Southern Oscillation (SO), which is characterized by a sea-level pressure seesaw
between French Polynesia and North Australia (Picaut et al., 1997; Gong & Wang, 1999).
This pattern is also captured by Euclidean, DTW, INTPER, and ACF distances.
The Euclidean, DTW, and PER distances also capture teleconnections similar to those
observed in the Pacific-South American (PSA) pattern and the Antarctic Oscillation (AAO).
The PSA modes are unique features of atmospheric variability in the Southern Hemisphere
(SH) in the subpolar/polar regions of the South Pacific. The PSA pattern was suggested as
part of the stationary Rossby wave train, which is usually generated by the changing of the
tropical convection (Mo & Higgins, 1998). According to Mo & Paegle (2001), PSA is related
to sea surface temperature (SST) over the central and eastern Pacific at decadal scales, and
it is the response to El Niño–Southern Oscillation (ENSO) in the interannual band. The
PSA can also be associated with the quasi-biennial component of ENSO, and the strongest
connections occur during the austral spring. This pattern represents a zonal wave with
wavenumber 3 and a well-defined wave train from the tropical Pacific and the Indian Ocean
section to South America with large amplitude in the PSA sector (Mo & Paegle, 2001).
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Figure 6: Teleconnections for six distance functions: Correlation, ACF, Euclidean, DTW, PER, and
INTPER. We considered only the 500 strongest teleconnections (nodes distance greater than 5000km).
PSA is also related to AAO, since AAO is characterized as zonally symmetric structures
with opposite signs between the Antarctic region and the latitude of 45S, as stated by
(Thompson & Wallace, 2000). Kidson (1988) indicated the annular pattern of AAO as
a presence of anomalies with southern variation between the regions of extratropical and
subtropical latitudes of the southern hemisphere. The positive phase occurs when there is
a predominance of negative SST anomalies in the region of Antarctica, and positive in the
region of medium latitudes, resulting in a movement of extratropical cyclones and cold fronts
more towards the Antarctic regions (Vasconcellos & Cavalcanti, 2010).
Through INTPER, it is possible to observe the relationship between the eastern Pa-
cific and tropical Atlantic temperatures that can be explained by the Southern Oscillation
(Aceituno, 1988). The ACF and INTPER show an interesting connection between Indian,
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Pacific and Atlantic oceans. This connection can be explained by the Indian Ocean Dipole
(IOD). The positive phase of IOD is associated with warmer (colder) than normal sea sur-
face temperature (SST) off the coast of East Africa (Java-Sumatra) (Chan et al., 2008).
The signal of the associated atmospheric teleconnection is noticed far and wide from the
source region (Saji & Yamagata, 2003; Yamagata et al., 2004; Behera et al., 2005), also
affecting the SST of Atlantic Ocean near South America (Chan et al., 2008). (Saji et al.,
1999) presents that an Empirical orthogonal function (EOF) analysis indicates that 30% of
the total variation of anomalous Indian Ocean SSTs is during El Niño/Southern Oscillation
(ENSO) events and the dipole mode (IOD) explains about 12%.
The results show that different distance functions are capable to capture different pat-
terns and relationships that are not very well understood such as those shown in ACF
and INTPER. These patterns represent an improvement to climate sciences knowledge and
should be further investigated. Furthermore, some distances functions also indicate inter-
esting interactions in the meridional directions, connecting the two hemispheres. Those
interactions are non trivial as the atmosphere and ocean tend to flow zonally as constrained
by the conservation of angular momentum (Liu & Alexander, 2007), which supports that
studies to explore these connections can be made through the presented functions.
4. Conclusions
In this paper, we analyzed the influence of 29 different time series distance functions on
the topology of climate networks. We started by verifying how the edge density p affects the
networks. When p ≤ 0.0004, only a few very similar nodes are connected and the networks
present many components. On the other hand, when p ≥ 0.01 the networks become densely
connected and even not very similar nodes are connected. The interval 0.0004 ≤ p ≤ 0.1
is a transition phase where the networks become connected. These edge densities generate
connected networks that contains only the strongest edges. We consider that this interval
is relevant for the study of climate networks using this dataset. These networks present
small-world properties and have a degree distribution that decays faster than a power law
distribution.
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The great majority of papers in the literature use the Pearson correlation coefficient,
covariance or cross-correlation to measure similarity between time series. We show in this
paper that these measures generate similar networks. Our results also show that other
distance functions generate different topologies. If these network are small-world and their
topologies are distinct, so the long-range connections responsible for this effect tend to
be different. In fact, we observed that distinct distance functions can capture different
teleconnection patterns. Teleconnections have an import role in climate systems since they
generally represent energy propagation between remote regions (Zhou et al., 2015) and can
be used to weather prediction (Alexander et al., 2002; Boers et al., 2019). Although the
structure of several teleconnections patterns has been known, the reasons why they emerge
is not well understood (Nigam & Baxter, 2015).
One advantage of climate networks models is the possibility to inspect the dynamics of
the systems. We show here that alternative distance functions capture different teleconnec-
tions that present similar patterns to some climatological phenomena like the Pacific-South
American (PSA) pattern, Antarctic Oscillation (AAO), and the Indian Ocean Dipole (IOD).
Therefore, we conclude that our results represent an advancement for the climate sciences
because they allow the investigation of climate patterns from a different point of view. This
new approach may lead to a better understanding of how global climate patterns occur.
In this paper, our analysis was focused on a network perspective. We observed differ-
ences in the topologies of climate networks generated by different distance functions. These
distance functions capture information that previous studies have not found. This research
opens many opportunities for future works. One obvious next step is the thorough evaluation
of the climatological patterns and the deep reasons behind the topological differences. This
analysis is out of the scope of this paper and should be provided in future works. Different
climatological variables can also be studied using the distance functions here presented. This
investigation can also be considered in a temporal network perspective, what may reveal new
temporal patterns.
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Appendix A. Complex Networks
Complex networks focus on irregular, complex and dynamically evolving networks (Boc-
caletti et al., 2006). A network G(V,E) is defined as a finite and non empty set V of n nodes
and a set E of m edges that connects nodes in such a way that E ⊆ {(u, v) | u, v ∈ V }.
Another common representation uses an square and symmetric adjacency matrix A of size
n × n whose position Aij = 1 if the nodes i and j are connected or Aij = 0 otherwise. In
this paper, we will focus on undirected and unweighted networks. All the definitions here
presented consider this type of network.
27
One motivation for modeling with complex networks comes from complex systems. The
interactions of the small parts that form these systems lead to complex collective behaviors
that are hard to understand and to predict by traditional models. The network represen-
tation is a unifying model that permits the use of network theory to investigate different
systems and it consists of using nodes and edges to represent the components and their
interactions. Through this model, it is possible to observe common features and patterns
between different systems.
The study of complex networks usually involves their characterization using statistical
measures (da F. Costa et al., 2007). We now briefly review all the measures, which will be
used in this paper. The network measures can be divided into local and global ones. The
local measures characterize small parts, usually nodes, while global ones summarize all the
local properties in one value. One of the simplest local measure is the node degree ki that is
defined as the number of connections of the node i. When all nodes have the same degree,
the network is called regular or irregular otherwise. The average degree 〈k〉 (Eq. A.1) is a
global measure that summarizes the degrees of all the nodes of the network.
〈k〉 = 1
n
n∑
j=1
Aij =
2m
n
(A.1)
The degree distribution P (k) is an important form to characterize a network and it is
denoted as the probability that a randomly chosen node in the network has degree k. It
is usually presented as a cumulative degree distribution of the probabilities defined by Eq.
A.2 where nk is the fraction of nodes with degree k.
P (k) =
nk
n
(A.2)
A path is a sequence of adjacent nodes W = {(1, 2), (2, 3), ..., (k − 1, k)} without repeti-
tions of nodes nor edges. A cycle is a path where the first and the last nodes are the same.
The distance d(i, j) between the nodes i an j is the length of the shortest path (geodesic)
Wij between those nodes, that is the number of edges used in the path, i.e. , d(i, j) = |Wij|.
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The average shortest path L (Eq. A.3) is the average geodesics between all pairs of nodes in
the network. If there is no path between a pair of nodes, the network is called disconnected
and their distance is considered ∞. Disconnected nodes are not considered in Eq. A.3.
In a disconnected network, the subgroups of connected nodes are called components of the
network. In a network consisting of several components, we use only the largest component
(LC) to calculate global measures.
L =
1
n(n− 1)
∑
i 6=j
d(i, j) (A.3)
The clustering coefficient C measures the existence of highly connected subgroups in the
network (da F. Costa et al., 2007). It is defined (Eq. A.4) as the fraction of the cycles of
size 3 (N4), also known as triangles, among all paths of size 3 (N3).
C =
3N4
N3
(A.4)
Another cluster-related measure is the modularity Q (Clauset et al., 2004). It measures
how good a given network partition is. A partition is a division of the network into groups
(or communities) where each node belongs to a group. This measure is used to find highly
connected groups in the network. Networks with low modularity (close to 0) represent
random networks whereas high values (the authors suggest values above 0.3) indicate the
presence of communities. The modularity can be calculated by the Eq. A.5, where ci and cj
are communities whose nodes i are j are inserted respectively, and δ(ci, cj) is the Kronecker
Delta function that has output 1 if the communities ci and cj are equal, or 0 otherwise.
Q =
1
2m
∑
i,j
(
Aij − kikj
2m
)
δ(ci, cj) (A.5)
The assortativity r is the Pearson correlation of the degrees of linked nodes (Eq. A.6)
(da F. Costa et al., 2007). The network is said assortative if r is positive. In this case,
the nodes tend to connect to other nodes with similar degrees. The network is called
disassortative if r is negative and it indicates a tendency of nodes to connect with different
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degree nodes. Assortativity equal to 0 means that no correlation exists.
r =
1
m
∑
j>i kikjAij −
[
1
m
∑
j>i
1
2
(ki + kj)Aij
]2
1
m
∑
j>i
1
2
(k2i + k
2
j )Aij −
[
1
m
∑
j>i
1
2
(ki + kj)Aij
]2 (A.6)
One of the main goals of complex networks theory is to create models that replicate
properties of real networks (da F. Costa et al., 2007; Barabási & Pósfai, 2016). We briefly
describe the most important models in the following.
• Erdös-Rényi (ER) model : A random network can be considered as one of the simplest
complex networks. In 1959, Paul Erdös and Alfréd Rényi proposed a method to
produce random networks (Erdös & Rényi, 1959). The ER model starts with a totally
disconnect network composed by n nodes and 0 edges. Then, it connects each pair
of different nodes with a probability p. The degree distribution P (k) of a ER model
follows a Poisson distribution. However, in real networks, P (k) seems to not follow a
Poisson. Therefore, the ER model does not replicate real networks features but even
though it is a very used model. Since they do not capture real features, this model is
commonly used in a comparative way. When studying real networks, it is very common
to compare their properties with random networks.
• Wattz-Strogatz (WS) model : Many real networks present an interesting property called
small-world. In these networks, the average distance between the nodes is small.
Another interesting property of many real networks is the high number of triangles. In
these networks, the clustering coefficient is higher than what is expected in a random
network with the same n and L. In 1998, Duncan Watts and Steven Strogatz proposed
a model to generate small-world networks (Watts & Strogatz, 1998). This WS model
consists on creating a ring network where each node is connected to their immediate
next neighbor. Then, the edges are rewired with a probability p. When p is small
(0.001 < p < 0.1), the resulting network is small-world. A quantitative measure
S (Eq. A.7) of the “small-worldness” of a network was proposed by (Humphries &
Gurney, 2008). Given a network G and a randomized version of Grand, G is small-
30
world if LG ≥ LGrand and CG  CGrand . Therefore, if S > 1, the network can be
considered small-world.
S =
CG
CGrand
LG
LGrand
(A.7)
• Barabási-Albert (BA) model : In 1999, Albert-László Barabási and Réka Albert demon-
strated that the degree distribution of many real networks follows a power law distri-
bution P (k) ∼ k−λ, where λ is a constant that varies between 2 and 3 (Barabasi &
Albert, 1999). It means that these networks are composed by a large number of nodes
with few connections and a small number of highly connected nodes, also called hubs.
The authors also showed that during the evolution of real networks, new nodes tend
to connected to nodes higher degrees. The BA model uses this mechanism, called
preferential attachment, to generate scale-free networks.
Appendix B. Time series distance functions definitions
We define in Tables B.2 and B.3 all the distance functions used in this paper.
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Table B.2: Time series distance functions used in the experiments
Distance Equation Reference
Avg(L1, L∞) (avgL1LInf) dALL(P,Q) =
∑t
i |Pi −Qi|+ max |Pi −Qi|
2
(Cha, 2007)
Bhattacharyya dBH(P,Q) = − ln
∑t
i
√
PiQi (Bhattacharyya, 1946)
Dice dDC(P,Q) =
∑t
i(Pi −Qi)2∑t
i P
2
i +
∑t
iQ
2
i
(Dice, 1945)
Gower dGW (P,Q) =
1
t
t∑
i
|Pi −Qi| (Gower, 1971)
Jaccard dJC(P,Q) =
∑t
i(Pi −Qi)2∑t
i P
2
i +
∑t
iQ
2
i −
∑t
i PiQi
(Deza & Deza, 2009)
Kulczynski dKS(P,Q) =
∑t
i |Pi −Qi|∑t
i min (Pi, Qi)
(Deza & Deza, 2009)
Lorentzian dLO(P,Q) =
t∑
i
ln(1 + |Pi −Qi|) (Deza & Deza, 2009)
Mutual Informationa (MI) dMI(X,Y ) = H(X) +H(Y )− 2MI(X,Y ) (Meilă, 2003)
H(X) = −∑ti Pi logPi
MI(X,Y ) =
t∑
i
t∑
j
p(Xi, Yj) log
p(Xi, Yj)
PiQj
Maximal Information
Coefficientb (MIC) dMIC(X,Y ) = 1−MIC(X,Y ) (Reshef et al., 2011)
MIC(X,Y ) = max
x,y<tα
(Mxy)
Mxy =
max(MI(Gxy))
log(min(x, y))
Sørensen dSO(P,Q) =
∑t
i |Pi −Qi|∑t
i(Pi +Qi)
(Sørensen, 1948)
Squared Euclidean
(sqdEuclidean) dSED(P,Q) =
t∑
i
(Pi −Qi)2 (Deza & Deza, 2009)
Tanimoto dTM (P,Q) =
∑t
i(max (Pi, Qi)−min (Pi, Qi))∑t
i max (Pi, Qi)
(Tanimoto, 1958)
Wave Hedges dWH(P,Q) =
t∑
i
|Pi −Qi|
max (Pi, Qi)
(Cha, 2007)
Given two equally sampled time series X and Y , both with the same length T , we represent the respective
probability distributions as p(X) = P and p(Y ) = Q;
a p(Xi, Yj) is the joint probability distribution function of Xi and Yj .
b MI(Gxy) is the MI of the probability distributions induced on the boxes of a x-by-y grid Gxy. We used α = 0.6,
as suggested by the authors (Reshef et al., 2011).
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Table B.3: Time series distance functions used in the experiments
Distance Equation Reference
Euclidean dED(X,Y ) =
√∑T
t=1(Xt − Yt)2 (Deza & Deza, 2009)
Manhattan dMH(X,Y ) =
∑T
t=1 |Xt − Yt| (Deza & Deza, 2009)
Complexity Invariant (CID) dCID(X,Y ) = cf(X,Y ) · dED(X,Y ) (Batista et al., 2011)
cf(X,Y ) = max(ce(X),ce(Y ))min(ce(X),ce(Y ))
ce(X) =
√∑T−1
t=1 (Xt −Xt+1)2
Dynamic time warpinga (DTW) dDTW(X,Y ) = dtw(T, T ) (Berndt & Clifford, 1994)
dtw(i, j) =
{
∞, if i = 0 xor j = 0
0, if i = j = 0
dtw(i, j) = |Xi − Yj |+ min

dtw(i− 1, j)
dtw(i, j − 1)
dtw(i− 1, j − 1)
Correlationb dCOR(X,Y ) = 1− |ρXY |
ρXY =
∑T
t=1(Xt − X¯)(Yt − Y¯ )√∑T
t=1(Xt − X¯)2 ·
√∑T
t=1(Yt − Y¯ )2
(Deza & Deza, 2009)
Cross-correlationb (crossCor) dCCOR(X,Y ) = 1−
(
max
τ∈[−τmax,τmax]
|ρXYτ |
)
(Deza & Deza, 2009)
ρXYτ =
∑T
t=1(Xt − X¯)(Yt−τ − Y¯ )√∑T
t=1(Xt − X¯)2 ·
√∑T
t=1(Yt−τ − Y¯ )2
Autocorrelation
Coefficientsb (ACF)
Partial Autocorrelation
Coefficients (PACF)
dACF(X,Y ) =
√√√√ τmax∑
τ=−τmax
(ρXXτ − ρY Yτ )2 (Galeano & Peña, 2000)
X and Y are two time series with the same length T .
a Definition using dynamic programming. The total distance follows the recurrence relation dtw(i, j), that is
cumulative distance for each point.
b X¯ and Y¯ are the mean values of X and Y respectively. Xτ is X at lag τ . ρXXτ and ρY Yτ are the
auto-correlations (ACF) or partial autocorrelation (PACF) at lag τ of X and Y respectively. For the
cross-correlation, we used τmax = b10× log(T/2)c. For ACF and PACF, we used τmax = 50.
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Table B.4: Time series distance functions used in the experiments
Distance Equation Reference
Temporal
Correlation
and Raw
Values d
(CORT)
dCORT(X,Y ) = Φ(cort(X,Y )) · dED(X,Y ) (Chouakria & Nagabhushan, 2007)
Φ(u) = 2
1+eku
cort(X,Y ) =
∑T−1
i=1 (Xt+1 −Xt)(Yt+1 − Yt)√∑T−1
i=1 (Xt+1 −Xt)2
√∑T−1
i=1 (Yt+1 − Yt)2
Short Time
Seriesc (STS) dSTS(X,Y ) =
√∑T−1
t=1
(
(Yt+1 − Yt)− (Xt+1 −Xt)
)2 (Möller-Levet et al., 2003)
DISSIM dDISSIM(X,Y ) =
T−1∑
t=1
∫ t+1
t
|Xt − Yt|dt (Frentzos et al., 2007)
Normalized
Compressione
(NCD)
dNCD(X,Y ) =
C(XY )−min(C(X), C(Y ))
max(C(X), C(Y ))
(Cilibrasi & Vitanyi, 2005)
Compression-
basedd
(CDM)
dCDM (X,Y ) =
C(X,Y )
C(X) + C(Y )
(Keogh et al., 2007)
Periodogram
(PER) dPER(X,Y ) =
√√√√T/2∑
k=1
(
IX(λk)− IY (λk)
)2 (Caiado et al., 2006)
λk =
2pik
T
IX(λk) =
1
T
∣∣∣∑Tt=1Xte−iλkt∣∣∣2
Integrated
Periodogram
(INTPER)
dINTPER(X,Y ) =
∫ pi
−pi
|FX(λ)− FY (λ)|dλ (de Lucas, 2003)
FX(λj) =
∑j
i=1 IX(λi)∑
i IX(λi)
Fourier
Coefficientf
(fourierDist)
dFO(X,Y ) =
√√√√ n∑
j=1
|xj − yj |2 (Agrawal et al., 1993)
xj =
T∑
k=1
Xk · e2pii(k−1)(j−1)/T
X and Y are two time series with the same length T .
c The STS distance considers that the differences between two time series is the difference between all the slopes
(linear function) of all the consecutive values in the time series. In our case, all the time series are equally spaced
(t = 1) with the same sampling rate. Therefore, the slope is Xi+1 −Xi;
d Φ(u) and k control the weight that cort(X,Y ) has on dED(X,Y ). We used k = 2.
e C(X) is a compression function that returns the length of the compressed time series X. C(X,Y ) is the
compressed size of the concatenation of X and Y . We used three compressors: gzip, bzip2 and xz, and returned
the best (min) of them.
f xj and yj are the j-th coefficients of the discrete Fourier transforms of X and Y respectively. i =
√−1 is the
imaginary unit We used the first n = bT/2c+ 1 coefficients.
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Appendix C. Climate Networks Measures
We present in the Tables C.5, C.6, C.7, and C.8, all the network measures obtained for the climate
networks constructed for the respectivelly four edge densities p = 0.001, 0.01, 0.05 and 0.1.
Table C.5: Global measures from networks created with percentile p = 0.001
distance LC L C r Q
acf 25.00 % 39.48 0.93 0.9710 0.7846
avgL1LInf 67.39 % 7.77 0.87 0.9468 0.7202
bhattacharyya 68.79 % 6.80 0.84 0.9181 0.7084
cdm 62.85 % 3.50 0.61 0.2212 0.5508
cid 9.32 % 18.01 0.90 0.9365 0.6795
correlation 63.54 % 105.45 0.92 0.9501 0.7592
cort 22.00 % 53.40 0.90 0.9308 0.6689
crossCorr 63.54 % 105.45 0.92 0.9501 0.7592
dice 68.71 % 9.15 0.88 0.9468 0.7313
dissim 37.27 % 29.64 0.87 0.9335 0.7455
dtw 7.84 % 9.85 0.89 0.9388 0.7374
euclidean 17.89 % 49.56 0.90 0.9287 0.6646
fourierDist 8.00 % 16.38 0.90 0.9241 0.6601
gower 65.84 % 8.13 0.89 0.9596 0.7286
intper 28.30 % 35.15 0.95 0.9822 0.8098
jaccard 68.71 % 9.15 0.88 0.9468 0.7313
kulczynski 65.84 % 8.13 0.89 0.9596 0.7286
lorentzian 69.05 % 7.97 0.87 0.9508 0.7207
manhattan 9.00 % 20.09 0.89 0.9209 0.6623
mi 55.31 % 125.36 0.90 0.9486 0.7452
mic 69.82 % 70.53 0.94 0.9770 0.8082
ncd 62.54 % 3.51 0.61 0.2354 0.5536
pacf 34.04 % 43.74 0.91 0.9603 0.7377
per 8.22 % 15.26 0.88 0.9042 0.5730
sorensen 66.00 % 8.13 0.89 0.9596 0.7286
sqdEuclidean 68.85 % 7.41 0.81 0.9028 0.7031
sts 41.16 % 63.69 0.91 0.9563 0.7696
tanimoto 65.30 % 8.17 0.90 0.9613 0.7282
waveHedges 69.05 % 7.97 0.87 0.9508 0.7207
Table C.6: Global measures from networks created with percentile p = 0.01
distance LC L C r Q
acf 100.00 % 6.10 0.56 0.7261 0.4763
avgL1LInf 97.83 % 5.03 0.31 0.1866 0.4555
bhattacharyya 96.39 % 4.55 0.31 0.1674 0.4411
cdm 97.75 % 2.48 0.11 -0.1352 0.2384
cid 100.00 % 6.45 0.76 0.8715 0.6644
correlation 100.00 % 10.76 0.76 0.8820 0.6427
cort 100.00 % 11.48 0.77 0.9053 0.6330
crossCorr 100.00 % 10.74 0.76 0.8812 0.6426
dice 98.33 % 4.92 0.35 0.1965 0.4719
dissim 99.97 % 4.72 0.48 0.6930 0.6656
dtw 95.14 % 7.31 0.62 0.3857 0.5626
euclidean 100.00 % 7.11 0.78 0.8788 0.6368
fourierDist 100.00 % 6.16 0.77 0.8699 0.7080
gower 98.39 % 5.07 0.31 0.1881 0.5071
intper 99.49 % 11.17 0.56 0.7490 0.5742
jaccard 98.33 % 4.92 0.35 0.1965 0.4719
kulczynski 98.39 % 5.07 0.31 0.1881 0.5071
lorentzian 98.55 % 5.01 0.31 0.1946 0.4591
manhattan 100.00 % 6.58 0.77 0.8787 0.6382
mi 100.00 % 10.23 0.76 0.8885 0.6471
mic 100.00 % 9.61 0.75 0.8597 0.6333
ncd 97.62 % 2.49 0.11 -0.1336 0.2383
pacf 99.94 % 4.12 0.65 0.8075 0.5853
per 94.12 % 9.40 0.68 0.5056 0.3217
sorensen 98.00 % 5.07 0.31 0.1881 0.5071
sqdEuclidean 94.34 % 4.80 0.32 0.1995 0.4664
sts 99.99 % 8.43 0.73 0.5906 0.5754
tanimoto 98.35 % 5.09 0.31 0.1893 0.5084
waveHedges 98.55 % 5.01 0.31 0.1946 0.4591
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Table C.7: Global measures from networks created with percentile p = 0.05
distance LC L C r Q
acf 100.00 % 4.17 0.56 0.5867 0.4272
avgL1LInf 99.82 % 3.72 0.46 0.3214 0.3933
bhattacharyya 99.77 % 3.47 0.46 0.3034 0.4034
cdm 99.94 % 2.03 0.21 -0.1608 0.1754
cid 100.00 % 2.64 0.53 0.4602 0.4005
correlation 100.00 % 3.06 0.65 0.4490 0.5610
cort 100.00 % 2.50 0.61 0.6363 0.5180
crossCorr 100.00 % 3.02 0.62 0.4226 0.5461
dice 99.92 % 3.58 0.47 0.3043 0.4051
dissim 100.00 % 2.54 0.44 0.2463 0.3205
dtw 99.48 % 3.33 0.58 0.0889 0.3277
euclidean 100.00 % 2.47 0.51 0.2453 0.4198
fourierDist 100.00 % 2.50 0.49 0.2326 0.3987
gower 99.88 % 3.66 0.46 0.3262 0.4027
intper 99.95 % 6.74 0.60 0.6388 0.5529
jaccard 99.92 % 3.58 0.47 0.3043 0.4057
kulczynski 99.88 % 3.66 0.46 0.3262 0.4027
lorentzian 99.89 % 3.63 0.46 0.3307 0.4273
manhattan 100.00 % 2.53 0.52 0.2806 0.4111
mi 100.00 % 2.26 0.53 0.4114 0.5302
mic 100.00 % 2.84 0.63 0.3968 0.5564
ncd 99.93 % 2.04 0.21 -0.1600 0.1755
pacf 99.99 % 2.67 0.41 0.1664 0.4286
per 99.07 % 4.58 0.76 0.2570 0.1158
sorensen 100.00 % 3.66 0.46 0.3262 0.4027
sqdEuclidean 98.49 % 3.81 0.48 0.3104 0.3921
sts 100.00 % 3.37 0.69 0.1761 0.2732
tanimoto 99.88 % 3.66 0.46 0.3261 0.4025
waveHedges 99.89 % 3.63 0.46 0.3307 0.4273
Table C.8: Global measures from networks created with percentile p = 0.1
distance LC L C r Q
acf 100.00 % 3.44 0.64 0.6150 0.3472
avgL1LInf 99.92 % 3.17 0.57 0.4304 0.3663
bhattacharyya 99.97 % 2.98 0.56 0.4038 0.3568
cdm 99.99 % 1.93 0.29 -0.1637 0.1572
cid 100.00 % 2.27 0.53 0.3201 0.2881
correlation 100.00 % 2.31 0.58 0.2888 0.4138
cort 100.00 % 2.00 0.46 0.2272 0.3267
crossCorr 100.00 % 2.37 0.59 0.2395 0.3014
dice 99.97 % 3.08 0.57 0.4136 0.3881
dissim 100.00 % 2.17 0.48 0.0807 0.2765
dtw 99.88 % 2.58 0.61 -0.0132 0.2324
euclidean 100.00 % 2.09 0.49 0.0440 0.3150
fourierDist 100.00 % 2.16 0.49 0.0520 0.2953
gower 99.90 % 3.14 0.56 0.4338 0.3711
intper 100.00 % 5.12 0.67 0.7028 0.4833
jaccard 99.97 % 3.08 0.57 0.4136 0.3881
kulczynski 99.90 % 3.14 0.56 0.4338 0.3711
lorentzian 99.90 % 3.11 0.57 0.4394 0.3699
manhattan 100.00 % 2.13 0.51 0.0704 0.3272
mi 100.00 % 1.90 0.42 0.2637 0.3511
mic 100.00 % 2.07 0.55 0.2200 0.3823
ncd 99.99 % 1.94 0.30 -0.1607 0.1571
pacf 100.00 % 2.35 0.46 0.1999 0.3301
per 99.51 % 3.41 0.80 0.2358 0.0920
sorensen 100.00 % 3.14 0.56 0.4338 0.3711
sqdEuclidean 99.41 % 3.31 0.58 0.4159 0.3585
sts 100.00 % 2.56 0.62 -0.1728 0.1882
tanimoto 99.90 % 3.14 0.56 0.4325 0.3713
waveHedges 99.90 % 3.11 0.57 0.4394 0.3699
36
Appendix D. Network distance matrices
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Figure D.7: Networks clustering by topology similarity. For every distance function, we constructed climate networks
considering 4 edge densities: p = 0.001, 0.01, 0.05 and 0.1. Then, we calculated the hamming distance between all pairs of
networks and clustered it using hierarchical clustering (Ward’s criteria). The results show that PDF-based distance functions
form a cluster and generate similar networks independently of p. For the other measures, when p increases, the networks
were very different except in two small groups. The first group is formed by correlation, cross-correlation, MI and MIC. The
other group is formed by manhattan, euclidean and fourier distances.
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