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Abstract 
 
The drawbacks of active magnetic bearings are arousing interest in the adaptation of 
mechanical bearings for active use. A promising mechanical bearing candidate for active 
operation is the tilting-pad bearing. In this research, we introduce an active tilting-pad 
bearing with linear actuators that translate each pad. The use of feedback in determining the 
actuator forces allows for the automatic, continuous adjustment of the pad position during the 
machine operation. In this work, we develop the dynamic model of the active bearing system 
such that the actuator forces are the control inputs. The hydrodynamic force is modeled as a 
spring/damper-like force with unknown damping and stiffness coefficients. Whereas in the 
literature, the damping and stiffness effects are normally considered linear, here, motivated 
by a numerical study based on the Reynolds equation, we use a nonlinear model for the 
stiffness force. An adaptive controller is designed to asymptotically regulate the rotor to the 
bearing center. The proposed control design is applicable to both the linear and nonlinear 
stiffness models. Simulations and experiments show that the active strategy improves the 
bearing performance in comparison to its traditional passive operation. Further, the 
experiments indicate the nonlinear stiffness-based controller slightly improves the active 
bearing regulation performance relative to the linear-based one. To the best of our knowledge, 
this dissertation is the first to report the experimental demonstration of an active tilting-pad 
bearing using feedback control. 
Since the model of the active tilting-pad bearing has a parametric strict-feedback-like 
form, the second part of this dissertation is dedicated to constructing new nonlinear control 
tools for this class of systems. Specifically, we consider the regulation and tracking control 
 ix
problems for multi-input/multi-output parametric strict-feedback systems in the presence of 
additive, exogenous disturbances and parametric uncertainties. For such systems, robust 
adaptive controllers usually cannot ensure asymptotic tracking or even regulation. In this 
work, under the assumption the disturbances are C2 with bounded time derivatives; we 
present a new C0 robust adaptive control construction that guarantees the output/tracking 
error is asymptotically driven to zero. Numerical examples illustrate the main results, 
including cases where the disturbances do not satisfy the aforementioned assumptions.  
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Chapter 1  Introduction 
1.1  Active Tilting-Pad Bearing 
Rotating machines require the use of journal bearings to reduce the friction between the rotor 
and the stator while providing stiffness for load support and damping for vibration reduction. 
Traditional mechanical bearings, such as rolling element and fluid film bearings are passive 
devices in the sense that they cannot adjust their dynamic behavior in response to changes in 
the operating conditions of the system. To overcome this deficiency, active bearings have 
been proposed in order to improve the stability and performance of the rotating machine. 
Specifically, active bearings can eliminate rotor vibration through active damping, adjust the 
load stiffness, provide an automatic rotor balancing capability, and compensate for 
misalignment and changes in rotor speed. These features can potentially increase the safety, 
reduce maintenance and costly downtime, and extend the lifetime of rotating machinery. 
Magnetic bearings are the most popular type of active bearing, and have been a subject of 
extensive research [22]. Magnetic bearings are well suited for high-speed applications 
because, due to their non-contact nature, they have the unique ability to suspend loads with 
no friction. However, due to their low load-carrying capacity and high cost relative to 
mechanical bearings, magnetic bearings are not the most cost-effective solution for much 
lower speed, high-load applications. In addition, since magnetic bearings are open-loop 
unstable [22] (i.e., when operated with no feedback control), they require backup ball 
bearings in case a magnetic bearing failure occurs due to, for example, an interruption in 
power supply. 
The controllability feature of magnetic bearings is arousing interest in the adaptation of 
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traditional mechanical bearings for active use. One promising journal bearing candidate for 
active operation is the tilting-pad bearing. An economical feasibility and technological 
assessment report prepared for the Electric Power Research Institute identified this class of 
bearing as one of the best suited for active control in power plants [1]. Before venturing on a 
description of the active tilting-pad bearing, it is important to briefly explain its traditional 
passive use. 
A passive tilting-pad bearing is a type of fluid film hydrodynamic bearing. Its stator 
contains a circumferential arrangement of pad segments supported by pivots. A thin film of 
liquid lubricant is located in the gap between the rotor and the pads. Each pad is free to tilt 
about its pivot in response to the rotor motion. As the rotor spins and displaces and the pads 
tilt, the geometry and thickness of the lubricant film varies exerting a stabilizing 
hydrodynamic force on the rotor. Therefore, unlike the magnetic bearing, the passive 
tilting-pad bearing can have a stable open-loop operation [6]. Some previous work on passive 
tilting-pad bearings can be found in [13, 30] and the references therein. See Figure 1.1 for an 
illustrative, four-pad, tilting-pad bearing. A major design consideration in the passive 
tilting-pad bearing is the radial position of each pad/pivot pair. That is, the pads can be 
located such that their centers of curvature (with zero tilt angles) do not all necessarily 
coincide with the bearing center [2]. This is known as the preload factor, and directly affects 
the dynamic stability properties of the bearing [2]. The question is then: How does one 
determine the “optimal” pad locations for a given operating condition of the rotating machine? 
The answer to this question naturally leads to the concept of the active tilting-pad bearing. 
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Figure 1.1: Schematic representation of the tilting-pad bearing. 
The idea of actively translating the pads of a tilting-pad bearing was first proposed by 
[22]. The hypothesis is that it could further improve the stability properties and performance 
of the bearing system. Specifically, the dynamic damping-stiffness effects of the bearing 
could be adjusted due to the variation in the fluid film thickness caused by the pad/pivot pair 
translation. The reasoning behind this hypothesis can be understood by examining the 
Reynolds equation for laminar, incompressible, Newtonian, inertialess, thin-film flows 
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where P(θ,z,t) is the pressure field between the rotor and pads, θ and z are coordinates of the 
bearing system, h(θ,t) is the film thickness, R is the rotor radius, ω denotes the rotor speed, 
and µ is the fluid viscosity. The right-hand side of (1.1) can be viewed as the “control input,” 
where the first and second terms account for the so-called physical wedge and normal 
squeeze effects, respectively [15]. From the form of the normal squeeze term, it is clear that 
varying the film thickness in time provides a means of controlling the pressure field; thus, 
affecting the load-carrying capacity and stability of the bearing. 
In the active system suggested in [39], the film thickness that optimized the system 
performance for a given rotor speed was pre-determined by calculation or experimentation. 
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This information was then used to translate the pads during operation through piezoelectric 
pushers depending on the rotor speed. Note that this active system is open loop in the sense 
that the rotor and pad displacements are not utilized to adjust the pads. In [30], an off-line, 
open-loop, active tilting-pad bearing was proposed by mounting the pads on flexible 
hydraulic chambers. The chamber pressure was changed via a proportional valve, resulting in 
a displacement of the pads and hence, a variation in the film thickness. The pad positions that 
produced the desired bearing damping and stiffness coefficients were pre-determined through 
the coefficients' dependency on the bearing gap. A similar idea was proposed in [23, 24, and 
35] by modifying a fixed journal bearing with a flexible sleeve whose deformation was 
activated by a hydraulic actuator. 
The first work to propose the adjustment of the lubricant film thickness utilizing feedback 
control was by [6, 7, and 8]. The main motivation for the use of feedback control is the ability 
to automatically adjust the pad position in a continuous manner during the system operation 
based on measurements of the pad and rotor motions. This can be accomplished by placing 
individual linear actuators behind each pivot to enable the application of control forces that 
radially translate the pad/pivot pairs without affecting the pad tilting motion. In [6], the 
hydrodynamic force produced by the movement of the pads against the lubricant film was 
modeled as a linear spring-damper. By assuming the stiffness and damping coefficients to be 
known and constant about a given rotor equilibrium position, the rotor-bearing system model 
was represented by a standard linear state-space equation with the pad radial velocities as 
control inputs. Recently in [7], a linear quadratic controller was proposed for the linear 
state-space model developed in [6]. 
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In this work, we develop an advanced control strategy for active tilting-pad bearing 
systems. In particular, we first formulate the full-order dynamic model of the bearing system 
such that the control inputs are the actual forces applied to each pivot/pad pair via actuators. 
The full-order model is composed of the second-order mechanical dynamics of the rotor and 
the second-order mechanical dynamics of the pad/pivot pairs. This model is in contrast to the 
reduced-order model of [6, 7, and 8], which neglected the pad/pivot dynamics and assumed 
the control inputs were the pad radial velocities. Differently from [6, 7, and 8], we model the 
hydrodynamic force as a nonlinear spring-damper, and make the more realistic assumption 
that the stiffness and damping coefficients are unknown parameters. The proposed nonlinear 
stiffness force model is inspired by a simulation study of the tilting-pad bearing. Based on the 
full-order nonlinear system model, we design a nonlinear adaptive control law using the 
integrator backstepping approach [25]. The control construction is however also valid for the 
case where the stiffness force is linear. The goal of the proposed controller is to regulate the 
rotor position to the center of the bearing system while compensating on-line for uncertainties 
in the aforementioned stiffness and damping coefficients. For the purpose of feedback, the 
controller requires measurements of the rotor position/velocity and pad position/velocity. 
Lyapunov theory [20, 37] is used to analyze the stability of the resulting nonlinear 
closed-loop system. A high-fidelity simulation, based on the actual lubricant film effects on 
the bearing system obtained numerically from the Reynolds equation, is first used to illustrate 
the performance of the proposed active control strategy in comparison to the bearing's passive 
operation. Then, a proof-of-concept experimental validation is conducted using an active 
tilting-pad bearing test rig built in-house. 
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1.2  New Nonlinear Control Tools 
The results from the research described above have provided some preliminary insights into 
the validity of the linear hydrodynamic force model used in the control design. Specifically, 
we observed that while the damping effect of the hydrodynamic force can be reasonably well 
modeled as linear, the stiffness effect is nonlinear. This introduces significant difficulties for 
the control design that cannot be addressed with current nonlinear control tools. With this in 
mind, the second thrust of this research concerns the development of new control tools for 
uncertain nonlinear systems in parametric strict-feedback form. (Note that the dynamic model 
of the active tilting-pad bearing system has a parametric strict-feedback like form.) 
The class of systems to which adaptive control can be applied was vastly broadened with 
the advent of the integrator backstepping design [25]. This systematic design procedure 
allows one to adaptively stabilize systems that are in the so-called parametric strict-feedback 
form [25]. During the early 1980s it became well known that the performance of adaptive 
controllers can significantly deteriorate and even become unstable in the presence of bounded 
external disturbances [18]. This problem lead to the development of so-called robust adaptive 
controllers, which are defined to be adaptive controllers that guarantee “signal boundedness 
in the presence of ‘reasonable’ classes of unmodeled dynamics and bounded disturbances as 
well as performance error bounds that are of the order of the modeling error” [18]. Common 
robust adaptive techniques include adding a robustifying (leakage) term to the adaptation law 
(e.g., the σ-modification [17] and the e1-modification [28]), or using a projection operator [17, 
25, and 36] to confine the parameter estimate to a bounded convex set in the parameter space. 
Leakage modifications have the disadvantage of not recovering the disturbance-free stability 
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performance of the unmodified adaptation law if the disturbance disappears after some time. 
On the other hand, projection operators preserve the ideal properties of the adaptive controller 
if the disturbance disappears, but require parameter bounds to be known a priori.  
As one might expect, robust adaptive control laws in the presence of additive disturbances 
can generally ensure closed-loop signal boundedness and convergence of the tracking error 
(state) to a residual bounded set with size of the order of the disturbance magnitude, but not 
asymptotic tracking (regulation). For example, [14] proposed a projection-based adaptive 
backstepping controller for single-input/single-output (SISO), minimum phase linear systems 
of relative degree two in the presence of input and output disturbances, which guarantees the 
tracking error is ultimately bounded and small in the mean square sense. A robust adaptive 
backstepping controller with a leakage-based adaptation law was designed in [32] for 
nth-order, SISO, nonlinear parametric strict-feedback systems with function uncertainties 
(including external disturbances) satisfying a triangular bound. The proposed design ensures 
global uniform ultimate boundedness of the system state. A similar class of systems was 
considered in [11] in the development of two robust adaptive control methods using the 
tuning function design and the modular design of [25]. Both methods give 2/LL∞  estimates 
on the effect of the uncertainties/disturbances on the tracking error. In [16], an adaptive 
backstepping controller with tuning functions for linear systems with output and 
multiplicative disturbances was designed with a switching σ-modification. The controller 
gives a tracking error proportional to the size of the perturbations. In [27], a class of SISO 
nonlinear systems affected by unknown, time-varying bounded parameters and additive 
disturbances was considered, and a robust adaptive tracking controller was presented that 
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achieves boundedness of all signals and arbitrary disturbance attenuation. The tracking 
control problem for SISO nonlinear systems with unknown control coefficients and 
time-varying disturbances was recently studied in [14]. The robust adaptive controller 
proposed in [14] was shown to guarantee the global uniform boundedness of the tracking 
error. 
In this work, we consider multi-input/multi-output (MIMO) nonlinear systems subjected 
to bounded additive disturbances that are twice continuously differentiable and have bounded 
time derivatives. For these systems, we present a continuous robust adaptive control 
construction that guarantees asymptotic regulation and tracking. The proposed construction is 
based on the nonlinear robust control technique of [41], which was originally used to 
compensate for unstructured uncertainties. Here, we use it as a robustifying mechanism for 
adaptive controllers. That is, adaptation is used to compensate for structured (parametric) 
uncertainties while the robust mechanism compensates for disturbances, hence recovering the 
disturbance free, and asymptotic regulation/tracking property of the adaptive controller. We 
address the aforementioned problem for a class of nth-order nonlinear parametric 
strict-feedback systems with matched, unknown, time-varying, additive disturbances and 
unmatched, uncertain, constant parameters. The standard adaptive backstepping design [25] 
is judiciously modified to allow the use of the robust control technique of [41]. Also 
instrumental to our new construction is the use of the sufficiently smooth projection-based 
adaptation law recently introduced in [5]. This allows the adaptive stabilizing functions of the 
backstepping design to be differentiable as many times as necessary. A Lyapunov-type 
stability analysis is used to prove the proposed robust adaptive controller yields semi-global 
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asymptotic regulation/tracking. 
1.3  Organization of the Dissertation 
The rest of this dissertation is organized as follows. Chapter 2 presents the nonlinear adaptive 
control design for the active tilting-pad bearing. The experimental results of the active 
tilting-pad bearing are given in Chapter 3. In Chapters 4 and 5, we solve the asymptotic 
regulation and tracking problems for parametric strict feedback systems with disturbance, 
respectively. Finally, Chapter 6 concludes the dissertation by suggesting some future research 
directions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 10
Chapter 2  Nonlinear Adaptive Control of Active Tilting-Pad 
Bearings 
 
2.1  System Model 
Consider the four-pad active tilting-pad bearing system shown in [10] with an individual 
control force applied to each pad/pivot pair. Let (x, y, z) be an inertial coordinate frame with 
origin at the bearing center. To model this system, we assume that: i) the rotor shaft is vertical, 
ii) the rotor, pivots, and pads are rigid, and iii) the x and y direction motions of the rotor are 
decoupled. To this end, let xr, x1, and x2 denote the position of the rotor, right pad/pivot pair, 
and left pad/pivot pair along the x axis, respectively, yr, y3, and y4 denote the position of the 
rotor, top pad/pivot, and bottom pad/pivot along the y axis, respectively, mr and mi denote the 
constant mass of the rotor and i-th pad/pivot, respectively, and Fi denotes the control force 
applied to the i-th pad/pivot. Application of Newton's law yields the following equations of 
motion for the rotor-bearing system 
∑∑
==
==
4
3
2
1
                      , 
i
lirr
i
lirr fymfxm &&&&       (2.1) 
4  ,3    , 2  ,1        ,       , =−==−= ifFymifFxm liiiiliiii &&&&    (2.2) 
where fli is the force that the lubricant film applies on the rotor and i-th pad. Unfortunately, it 
is not clear how to obtain a general closed-form expression for fli from first principles. As a 
result, a control-friendly model that approximates the behavior of fli is required for the design 
of a control law. We use the following spring-damper-like model for fli  
( ) ( ) 21    , ,  ixxkxxbf qriiriili =−+−= &&       (2.3) 
( ) ( ) 4  ,3    , =−+−= iyykyybf qriiriili &&       (2.4) 
 11
where bi, ki >0 represent damping and stiffness coefficients and q = 1 or 3. The case where q 
= 1 represents the standard linear stiffness model proposed in the literature [6, 30]. However, 
here, we also consider the case where the stiffness model is nonlinear. This is motivated by a 
static numerical simulation of the tilting-pad bearing system using the Reynolds equation.1 
Specifically in this simulation, the rotor was kept stationary at the origin and one pad was 
radially displaced with constant tilt angle of 0.15°. Figure 2.1 shows the resulting stiffness 
force between the pad and rotor. It indicates that the stiffness force is nonlinear over the 
bearing clearance and can be approximated by a cubic function. Damping force curve is 
shown in Figure 2.2, not like the stiffness force, it is linear. In this simulation, the rotor was 
kept stationary at the origin and one pad was given constant speed at fixed position with 
constant tilt angle of 0.15°. On the other hand, a similar study on the damping force indicates 
that it indeed is linear (see Figure 2.2). In this simulation, the rotor was kept stationary at the 
origin and the pad instantaneous velocity was varied with the pad at a fixed position and with 
a constant tilt angle of 0.15°. 
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Figure 2.1: Lubricant force vs. pad displacement. 
                                                        
1 See Appendix B and Section 2.4 for more information on the simulation procedure. 
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Figure 2.2: Lubricant force vs. pad velocity. 
Remark 2.1: In (2.1)-(2.4), we neglected couplings between the x and y direction 
dynamics since tilting-pad bearings are said to have negligible cross-coupling forces [43]. We 
also neglected drag force for it has been argued in the literature that the drag force is of order 
of the clearance over journal radius (C/R) ratio times the pressure force [40]. In our bearing 
system, the C/R ratio is at most 1/40. 
Remark 2.2: Since the precise, analytical determination of the coefficients bi and ki in 
(2.3) and (2.4) is very difficult, an ad-hoc numerical/experimental procedure [6, 30] is 
typically used to estimate their values off-line. Here, we will take a different approach in that 
the control law being will estimate these parameters on-line in a closed-loop fashion.  
Remark 2.3: The reduced-order bearing system model proposed in [6] neglects the 
pad/pivot dynamics of (2.2), and considers the pad velocity signals 21  , , ixi =&  in (2.3) and 
43  , ,  iyi =&  in (2.4) to be control inputs to the rotor dynamics of (2.1). This procedure is 
based on the assumption: (i) the pad/pivot dynamics are much faster than the rotor dynamics 
(e.g. ri mm << ), or (ii) the use of hydraulic actuators to displace the pads. In what follows, we 
propose an appropriate design to handle the full-order system model (i.e. without the need for 
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first assumption) using the integrator backstepping control technique. Several issues 
associated with the use of hydraulic actuators for active tilting-pad bearings (e.g. their limited 
bandwidth) have been documented in the literature [29, 30]. Here, we assume the pads are 
being displaced by actuators, such as linear electric motors or piezoelectric patches, which 
produce a force output. 
2.2  Problem Statement 
Note that due to the assumption that the rotor motion is decoupled, we only need to present 
the control strategy for the x-direction (the y-direction controller is a straightforward 
extension). As such, given the dynamic model of (2.1), (2.2) and (2.3) with the constraint that 
the coefficients bi and ki are unknown, the control objective is to design an adaptive control 
law Fi(t), i=1, 2 that ensures the rotor position is regulated to the center of the bearing system, 
i.e. 0  as  0)( →→ ttxr . For the purpose of feedback, the controller will require 
measurements of iirr xxxx &&   and  , , , , i=1, 2. Note that an eddy current sensor can be utilized 
to measure the gap between the rotor and stator and hence, xr through the appropriate 
kinematical translations. Moreover, optical encoders mounted on the actuator assemblies can 
provide measurements of xi, i=1, 2. To obtain ir xx &&  and , i=1, 2, we can resort to numerically 
differentiating the position measurements on-line. 
To facilitate the control design, we define the following variable s representing the 
weighted sum of the rotor position and velocity [37] 
rr xxs α+= &            (2.5) 
where 0>α  is a constant control gain. Since the coefficients bi and ki, i=1, 2 are unknown, 
the controller will contain dynamic estimates of these coefficients, denoted by 
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21 ,ˆ  and  ˆ ,  ikb ii = , which will be updated on-line according to adaptation algorithms yet to 
be designed. The mismatch between the actual and estimated coefficients is defined as  
21    ,ˆ~    and    ˆ~ ,  ikkkbbb iiiiii =−=−=      (2.6) 
where ( )tbi~  and ( )tki~  are the estimation errors. 
2.3  Adaptive Control Formulation 
The design of the adaptive controller will be done via the integrator backstepping framework 
[25]. Lyapunov theory will then be utilized to analyze the stability of the resulting nonlinear 
closed-loop system [37]. 
2.3.1 Control Law Design 
We initiate the design of the adaptive control law by rewriting the rotor dynamic equation of 
(2.1) in terms of the variable s defined in (2.5) To this end, we differentiate (2.5), 
pre-multiply the resulting expression by mr, and substitute from (2.1) and (2.2) to get  
∑ ∑∑
= ==
++−+−=
2
1
.
2
1
2
1
 )(
i i
iirr
q
rii
i
rir xbxmxxkxbsm &&&& α     (2.7) 
Note that the above equation lacks a true control input (the control inputs to the active 
tilting-pad bearing system are the forces iF , i=1, 2), thus, we will treat the velocity signals ix& , 
i=1, 2 as virtual control inputs. This will be done by adding and subtracting the terms 
∑
=
2
1i
iivb to right-hand side of (2.7) to produce  
∑ ∑ ∑∑
= = ==
+++−+−=
2
1
2
1
2
1
2
1
)(
i i i
iiiirr
q
rii
i
rir bvbxmxxkxbsm ηα&&&   (2.8) 
where ( )tvi , i=1, 2 denote the pseudo control inputs and the variable ( )tiη , i=1, 2 is defined 
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as 
iii vx −= &η .            (2.9) 
Based on the form of (2.8), we now design iv as 
( ) 


+−−+−= −
2
ˆˆ 1 rrq
riiirsii
xmxxkbxskv
&& α      (2.10) 
where ksi>0 is a constant control gain. The design of the adaptation laws for ii kb ˆ and ˆ  will 
be presented later during Lyapunov stability analysis to facilitate their understanding. It is 
important to note that since  iˆb appears in the denominator of (2.10), so its adaptation law 
will have to include a so-called projection algorithm [36] to avoid a control singularity. 
Substituting (2.10) into (2.8) and using (2.6) gives the following closed-loop system for s 
( ) .
2
1
2
1
2
1
1
2
1
 
2
ˆˆ~)(~∑ ∑∑∑
= ==
−
=
+


+−−−+−=
i i
ii
i
rrq
riiii
q
rii
i
siir b
xmxxkbbxxkskbsm ηα&&  (2.11) 
According to the backstepping design procedure, we now need to determine the dynamics 
of the variables ( )tiη , i=1, 2 to be able to design the actual control inputs iF , i=1, 2. 
Therefore, we differentiate (2.9), pre-multiply the resulting expression by im , and substitute 
from (2.1), (2.2), and (2.10) to get  
( ) ( ) ( )
( ) ( ) ( )
( ) ( )( ) .2
1
1
11
2
 
2
ˆ
1          
ˆˆˆ          
2
ˆˆˆ
∑
=
−
−
−
−
−+−



+−+




−−+−+

 


+−−++−−−−=
i
q
riirii
ri
si
r
i
ri
q
rii
q
rii
rrq
riiiirsiii
q
riiriiii
xxkxxbmbk
m
m
xxxxkqxxkb
xmxxkbbxkmFxxkxxbm
&&
&&&
&&&&&&
α
α
αη
 (2.12) 
With the intention of separating the known terms from the unknown terms, we rearrange 
(2.12) into the following advantageous form  
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sbFYkYkYbYbWm iikijjkiiibijjbiiiiii −+++++=η&    (2.13) 
where i=1, 2, j=1, 2, with j≠i and the auxiliary terms kijkiibijbiii YYYYW   and  ,  ,  ,  are defined 
in Appendix A. Based on the form of (2.13) the control input force is designed as 
kijjkiiiijjbiiiiipii YkYkYbYbWkF ˆˆˆˆ −−−−−−= η     (2.14) 
where kpi>0 is a constant control gain. Note that the pseudo control input vi is embedded in Fi 
through the variable iη . After substituting (2.14) into (2.13) we get the following 
closed-loop system for  
sbYkYkYbYbkm ikijjkiiiijjbiiiipiii −++++−=
~~~~ηη& .    (2.15) 
2.3.2 Stability Analysis 
To perform a stability analysis on the closed-loop system, we use the following Lyapunov 
function candidate 
2
2
1
1
2
1
21
2
1
22 ~
2
1~
2
1
2
1
2
1: i
i
ki
i
ibi
i
iir kbmsmV ∑∑∑
=
−
=
−
=
+++= γγη    (2.16) 
where 0  , >kibi γγ  are constant adaptation gains. Differentiating (2.16) along (2.11), (2.15), 
and the time derivative of (2.6) yields 
( ) ( )
.
2
1
2
1
11
2
1
2
1
2
1
2
1
2
1
2
1
2
2
1
2
1
2
1
1
2
1
2
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= = =
−
=
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&&
&&
γγ
ηηηηηη
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 (2.17) 
After canceling common terms, the right-hand side of (2.17) can be regrouped as follows 
∑∑ ∑∑
=
−
= =
−
=



−Ω+


−Ω+−−=
2
1
1
2
1
2
1
12
2
1
2 ˆ~ˆ~
i
ikikii
i i
ibibiiipi
i
sii kkbbkskbV
&&& γγη   (2.18) 
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where the known auxiliary terms biΩ and kiΩ  are defined in Appendix A. Based on the 
form of (2.18), we can now design the update laws for the coefficient estimates ii kb ˆ  and  ˆ  as 
follows [36] 
( ) ( )kiibii kb Ω=Ω= projˆ   ,projˆ &&        (2.19) 
where Proj(⋅) denotes any parameter projection operator that ensures  
( ) ( ) 0t  0ˆ   ,0ˆ >∀>> tktb ii .       (2.20) 
Note that while the projection is needed on ibˆ  to avoid a control singularity (it appears 
in the denominator of certain terms in (2.14)), the need for the projection on ikˆ  will be clear 
from the subsequent analysis. The substitution of (2.19) into (2.18) produces  
∑∑
==
−−≤
2
1
2
2
1
2
i
ipi
i
sii kskbV η&        (2.21) 
since the projection operator ensures that the third and fourth terms on the right-hand side of 
(2.18) are non-positive. 
The form of (2.16) and (2.21) indicates that ( )
∞
∈LtV ; thereby, we know that 
( ) ( ) ( ) ( )
∞
∈Ltktbtts iii
~ ,~ , ,η . The inequality of (2.21) also indicates that ( ) ( ) 2 , L∈tts iη . Since 
( )
∞
∈Lts , we can use (2.5) to show that ( ) ( )
∞
∈Ltxtx rr & , , Since ( ) ( ) ∞∈Ltktb ii ~ ,~ , we know 
from (2.6) that ( ) ( )
∞
∈Ltktb ii ˆ  ,ˆ . We now substitute (2.10) into (2.9) to write  
( )
.
1
2
ˆˆ 


+−+−+= − rrqriiirsiii
xmxxkbxskx
&&& αη    (2.22) 
The above equation can rewritten in the following advantageous form  
i
q
iiii uxkbx +−=
− ˆˆ 1&          (2.23) 
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where 
( )
.
1
2
ˆˆ:ˆ,ˆ,   and   , 


−−=−=
− rr
iisiiiiiirii
xmkbskkbuxxx
&αηη    (2.24) 
From the previous boundedness statements and (2.20), we know that ( )
∞
∈ Ltu i , 
∞
−
∈Lii kb ˆˆ
1 , and 0ˆˆ 1 >− ii kb ; thus, from the structure of (2.23) we can prove that ∞∈Lii xx  ,& , 
thus, we have 
∞
∈Lii xx  ,& . We can now use (2.10) to show that ( ) ∞∈Ltvi , (2.10) and (A.8), 
(A.9) to show that ( ) ( )
∞
∈Ltktb ii
&& ˆ  ,ˆ , From (2.11), we know ( )
∞
∈Lts& , which from the time 
derivative of (2.5) indicates that 
∞
∈Lrx&& . From (2.14) it is clear that ( ) ∞∈LtFi . Using 
(2.15), we can prove that 
∞
∈Liη& . Finally, we can use (2.2) and (2.3) to conclude that 
( )
∞
∈Ltxi&& . Thus, we have shown that all signals remain bounded during closed-loop 
operation under the proposed control. 
As a result of the above analysis, we know that ( )
∞
∩∈ LL2ts , and ( ) ∞∈Lts& . Based on 
this information, we can invoke Barbalat's lemma [37] to show that ( ) 0  as  0 →→ tts which 
implies that  0  ,0 →→ rr xx &  as 0→t . This stability result indicates that the rotor position 
and velocity are asymptotically regulated to zero by the proposed controller. 
2.4 Simulation Results 
In order to evaluate the performance of the proposed control strategy, we developed a 
high-fidelity simulation model of the active tilting-pad bearing system. The objective of 
simulation is to illustrate under “ideal” conditions, i.e., without corruption from the 
experimental setup (e.g., noise, sensor accuracy, actuator bandwidth, sampling period, etc), 
the performance of the active bearing in comparison to its standard, passive mode of 
operation. 
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The simulation model was based on the Reynolds equation for laminar, incompressible, 
Newtonian, inertialess, thin-film flows [21]. The procedure involved numerically solving the 
dimensionless form of the Reynolds equation for the pressure field between the rotor and 
pads with appropriate boundary conditions at the pad edges. The pressure field was 
numerically integrated along each pad surface area to give the actual lubricant film force 
acting on the pads. The resulting force was then used in (2.1) together with the control inputs 
of (2.14) for i=1, 2 and the corresponding control inputs for i=3, 4 to simulate the dynamic 
behavior of the closed-loop system. The simulation procedure is detailed in Appendix B, 
while the simulation flowchart is shown in Figure 2.3. The dashed box is Figure 2.3 contains 
the portion of the flowchart that was used only for the active tilting-pad bearing simulation. 
That is, simulation of the standard passive bearing does not require calculation of the control 
forces. Table 2.1 shows the parameters of the tilting-pad bearing system. 
 
Table 2.1: Tilting-Pad Bearing parameters 
Rotor mass (mr) 3 kg 
i-th pad mass (mi) 0.821 kg 
i-th pad inertia 4.475×10-5 kg⋅m2 
Pad arc 60° 
Pad radius of curvature (R) 50.27×10-3 m 
Rotor radius (r) 49.37×10-3 m 
Pad length (L=2r) 98.60×10-3 m 
Nominal clearance (c=R-r) 0.9×10-3 m 
Housing radius 51.62×10-3 m 
Rotor speed 100π rad/sec (3000 rpm) 
Lubricant viscosity2  0.0437 Pa⋅sec 
 
 
 
                                                        
2  Lubricant grade ISO VG 46 @ T = 40 oC. 
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Figure 2.3: Flowchart of simulation. 
• Simulation 1 
The initial condition of tilting-pad bearing system used to develop the simulation model is 
shown in Table 2.2. 
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Table 2.2: Initial conditions 
( ) ( ) m104.000 3−×== rr yx  ( ) ( ) m/sec 000 == rr yx &&  
( ) ( ) m 1027.5000 331 −×== yx  ( ) ( ) m/sec 1027.5000 342 −×−== yx  
( ) )4,3,2,1( m/sec 00 == ixi&  ( ) 1,2,3,4)(i 15.00 == oiϕ  
 
In this simulation, we considered the bearing system with a linear stiffness model, i.e., q = 
1 in (2.3) and (2.4). The gains of the adaptive controller were selected by trial-and-error until 
a good regulation performance was obtained. This procedure resulted in the following values 
for the gains 
( ) ( )
( ) ( ). 4 ..., 1, 5000   ,4 ,...,1 1000
,4...,,1 300   ,41 30    ,30
====
=====
ii
ik,...,ik
kibi
pisi
γγ
α
   (2.25) 
The parameter estimates were initialized to ( ) 100ˆ =ib  and ( ) 10000ˆ =ik  for i=1, 2, 3, 4.  
Figures 2.2 through 2.6 show the simulation results for the daptive controller based on the 
linear stiffness model. Specifically, the rotor position rr yx  and  is shown in Figure 2.4. The 
control forces Fi (i = 1,…,4) are shown in Figure 2.5. The parameter estimates ibˆ  and ikˆ , 
i=1, 2 are shown in Figure 2.6. The parameter estimates ibˆ  and ikˆ , i=3, 4 are shown in 
Figure 2.7. The pad displacements xi(t), i=1, 2 and yi(t), i=3, 4 are depicted in Figure 2.8. 
Note that the control forces vary until the pads reach the locations necessary to force the rotor 
to the center. After this occurs, the control forces remain constant, maintaining the pads at 
their “optimal” locations.  
For comparison purposes, we also simulated the tilting-pad bearing system under passive 
operation. Specifically, we used the same initial conditions given in Table 2.2 with the pad 
accelerations set to zero. Figure 2.9 shows the rotor position for the passive bearing system, 
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while the rotor orbit is shown in Figure 2.10 (b). Notice how slowly the rotor converges to 
the bearing center in comparison to the orbit of the adaptive controller shown in Figure 2.10 
(a). 
To further illustrate the benefits of the proposed adaptive controller, we also simulated the 
active tilting-pad bearing with a linear, PD-like controller. Specifically, the control law was 
replaced by  
rsiiiipii xskxkF && −+=−= ηη           ,       (2.26) 
i.e., all adaptive feed-forward terms were dropped from the control law. In all simulation runs 
for (2.26), we observed a common phenomenon: while attempting to drive the rotor to the 
center of the bearing system, the PD-like controller did not ensure the boundedness of the pad 
displacements. This result is shown in Figure 2.11, where it can be seen that the right pad 
displacement keeps increasing until it impacts the housing at t = 0.033 sec. It is likely this 
happens because the PD-like controller does not properly compensate for the pad dynamics. 
• Simulation 2 
The initial conditions were same as in the first case except that ( ) ( ) 000 == ii ϕϕ & , i=1, 2, 
3, 4, and an impulse-like, external disturbance was applied along x-axis having the form 
( )

 <<
=
otherwise.N 0
sec 0.20.1 N 100 t
td      (2.27) 
The comparison of the rotor position and orbit of the rotor center in time are shown in Figure 
2.12 and 2.13, respectively. Observe how the disturbance causes the rotor orbit to diverge in 
the passive case until the rotor hits the right pad. The adaptive controller however is able to 
overcome the disturbance force and stabilize the rotor close to the housing center. 
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Figure 2.4: Rotor position for adaptive controller 
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Figure 2.5: Control force for adaptive controller 
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Figure 2.6: Parameter estimates in x direction 
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Figure 2.7: Parameter estimates in y direction 
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Figure 2.8: Pad displacement for adaptive controller 
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Figure 2.9: Rotor position for passive system  
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Figure 2.10: Orbit of rotor center 
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Figure 2.11: Rotor position xr(t) and right pad displacement x1(t) for PD-like controller 
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Figure 2.12: Rotor Position with external disturbance (Passive System and Adaptive 
Controller) 
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Figure 2.13: Orbit of rotor center with external disturbance (Passive System and Adaptive 
Controller) 
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Chapter 3  Active Tilting-Pad Bearing Proof-of-Concept 
Experiments 
 
Since computer simulations are based on perfect measurement and “exact” system modeling, 
the controller validated by the simulations in Chapter 2 need to be experimentally 
implemented on an active tilting-pad bearing test rig to prove the feasibility of the concept in 
face of real-world phenomena such as quantization error, measurement noise, unmodeled 
dynamics, etc. In this chapter, the experimental setup including hardware and software 
components is introduced first, followed by the experimental results and discussions.  
3.1  Experimental Test Rig 
An experimental test rig was designed and built consisting of a rotor with a vertical axis of 
rotation, four tilting-pad bearings, and a housing for rotor/pads/lubricant assembly. Four 
linear actuators were used to actuate the four pads while a rotary electric motor provided the 
actuation for the rotor spin. An optical encoder mounted on each linear actuator measured 
each pad position. Two displacement probes measured the journal displacement from the 
bearing center. The necessary velocity signals were obtained by numerically differentiating 
the position measurements online. Quanser’s WinCon system (http://www.quanser.com), 
which interfaces with Matlab and Simulink, served as the computational engine for: i) coding 
and running of the control algorithms; ii) data transfer between sensors, power amplifiers, 
and control system, and iii) monitoring of the experimental runs. A detailed description of the 
test rig components follows. 
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3.1.1 Mechanical and Structural Components  
 
1: Rotary motor 4: Oil reservoir 
2: Flexible coupling 5: Pusher  
3: Journal  6: Linear actuator 
  7: Pad 
Figure 3.1: Active tilting-pad bearing test rig. 
Figure 3.1 shows a drawing of the test rig. The motor, whose speed can be roughly adjusted 
by a knob, is located at the top. A flexible coupling connects the motor to the shaft so that the 
journal has enough freedom to move in the horizontal plane. Four pads made of copper were 
supported by a pusher and placed inside the reservoir. The pushers were connected to the 
pads through small holes in the reservoir. The pads were free to tilt about a pivot. A picture of 
the pad/pivot assembly is given in Figure 3.2. A linear motor actuated each pad via the pusher. 
During the experimental runs, the pads were completely submerged in oil3, while the journal 
was only partially submerged to provide a reflective surface (i.e., target) for the displacement 
probes. The system parameters are shown in the Table 3.1.  
                                                        
3 Exxon superflo 5W-20 was used, 47.0 cSt or 0.0403Pa.s @40 °C. 
 30
 
Figure 3.2: Tilting-pad design. 
 
Table 3.1: Tilting-pad bearing system parameters 
Rotor mass (mr) 0.374 kg 
i-th pad mass (mi) 3.45 kg 
i-th pad inertia 1.9×10-3 kg⋅m2 
Pad arc 60° 
Pad radius of curvature (R) 41×10-3 m 
Journal radius (r) 40×10-3 m 
Pad length (L=2r) 80×10-3 m 
Nominal clearance (c=R-r) 1×10-3 m 
Lubricant viscosity 0.0437 Pa⋅sec 
 
3.1.2 Electrical Components 
• Displacement Probes 
The position of the journal center was measured using two Bentley Nevada 3300 Proximity 
Transducer Systems (http://www.bently.com/prod/products/transducers. htm), located 
perpendicular to each other. The probe requires a power supply of -17.5 Vdc to -26 Vdc for 
operation. The linear operating range of the probe is 0.254 mm to 2.28 mm from the target. In 
this range, the probe’s static sensitivity is 0.032 mm/V. The output voltage of the 
displacement probe was applied to an A/D converter having an input range of ± 10 V. In order 
to make full use of this range, the output voltage was passed through an inverting amplifier 
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(Figure 3.3) before sending it to A/D converter. 
 
Figure 3.3: Signal conditioning for displacement probe voltage.  
• Linear Actuator Assembly 
The linear actuator assembly, which was costume designed by H2W Technologies 
(http://www.h2wtech.com), includes the linear motor, optical encoder, and power amplifier 
(one for each pad). The linear motor is modified non-contact 3 Phase Brushless Linear Motor 
(http://www.h2wtech.com/srstage.htm). The motor outputs a force proportional to the input 
voltage and has a static sensitivity of 13.7788 N/A. An optical encoder type EM1-0-500 made 
by US Digital (http://www.usdigital.com /products/optical-encoders.shtml) was mounted on 
the motor to enable the measurement of the pad position. The encoder has a resolution of 
2048 CPR (Cycle per Revolution). A power amplifier type 1525-BRS made by Servo 
Dynamics (http://www. servodynamics.com) drives the motor.  
• Data Acquisition Board 
The Quanser PCI-MultiQ I/O board (http://www.quanser.com/english/html/solutions 
/fs_data_acquisition.html) was used for data acquisition. The board has six encoder inputs, 
eight A/D input channels, and eight D/A output channels. The limit on each A/D and D/A 
channel is ± 10 Volts. 
 
 
 
R2=5kΩ 
R1=10kΩ 
Vout 
Vin 
- 
+ 
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3.2  Control Algorithm 
• Block Diagram 
The control algorithm was initially modeled as a Simulink block diagram (see Figure 3.4). 
Real-time code is generated from the Simulink model by the incorporated command “Build”. 
The inputs and outputs of the Simulink model are connected to the PCI-MultiQ board. Once 
the model is built, the real-time code is downloaded to WinCon server. 
 
Figure 3.4: Simulink block diagram of control system. 
In the “Measure” block, the probe measurements in the x, y directions are converted to the 
position of journal center. In Figure 3.5, ( 0x , 0y ) denotes the measurement when the rotor is 
at the geometric center of the housing, ( x (t), y (t)) denotes the position of the journal center, 
and ( 1x (t), 1y (t)) is the reading from the two probes. We can compute ( x , y ) by the 
following two equations 
2
14
                  
2
14 2
0
2
2
0
2
−−
=
−−
=
r
Rxy
y
r
Ryx
x
δδδδ
   (3.1) 
where 10 xxRx −+=δ , 10 yyRy −+=δ , and 2220 yxr δδ += . 
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Figure 3.5: Calculation of the journal center. 
The “pre_process” block generates the pad velocity signals and the journal center velocity 
by numerically differentiating the displacement signals and then passing the resulting signal 
through a digital low-pass filter with cutoff frequency of 100 Hz.. The “Signal System” block 
computes all the signals used in the calculation of the control law in the following 
“Controller” block. Finally, the control forces are output to the D/A channels of PCI-MultiQ 
board. 
• Sensor Calibration 
Before running the experiments, calibrations for the probes and encoders were carried out. 
Due to the use of the flexible coupling between the motor and shaft, the determination of the 
bearing center is not straightforward. From the symmetry view, when the journal is running 
right at the housing center, the frictional loss will be at its minimum, and the bearing will 
provide minimal resistance to the motor torque. As a result, the rotor will run at a speed close 
to the speed achievable if no oil were present in the bearing (i.e., no friction). Therefore, a 
direct way of determining the bearing center is to measure the motor current since it is 
proportional to the motor torque. The journal position that yields the minimum current for a 
given rotor speed corresponds to the bearing center. Since we did not have a motor current 
 34
sensor available, we used the following procedure to estimate the bearing center. First, the 
rotor was run without oil in the reservoir and with the pads removed. The motor speed dial 
was set to a certain number and the rotor speed was measured using a portable, non-contact 
tachometer. Next, the reservoir was filled with oil and the pads placed in their normal 
positions. The rotor was run numerous times with the speed dial set to the same number as 
before. For each run, the rotor speed was measured with the tachometer and the journal center 
position was measured with the displacement probes. The journal center position 
corresponding to the highest rotor speed was taken as the bearing center. Once the bearing 
center was determined, the probes were calibrated by placing shims of various thicknesses in 
the gap between the target and probe, and recording the corresponding output voltage. The 
final calibration equation is given by  
16.026.0 +×= UD           (3.2) 
where the unit of D and U are mm and Volt, respectively. 
Figure 3.6 showed the layout of the tilting-pad bearing system. A positive output voltage 
signal drives the linear actuator inwards, and the optical encoder reads a negative value. To 
calibrate the incremental encoders used to measure each pad displacement, we inserted 
various shims between the moving and stationary parts of the actuator and recorded the 
encoder reading for each displacement. This test confirmed the specification provided by the 
encoder manufacturer, viz., 0.012 mm/pulse. 
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Figure 3.6: Numeration of pads. 
3.3  Experimental Results 
The main goal of the experiment was to demonstrate that the proposed active control strategy 
improves the stability and performance of the tilting-pad bearing system relative to its 
traditional, passive mode of operation, not to reproduce the simulation results in Chapter 2, 
and we will just give the quantity result. A secondary goal was to compare the active control 
strategy based on the nonlinear stiffness model with the linear one. In the following, we 
present the results of the experimental study. 
• Passive Bearing 
The tilting-pad bearing test rig was first run in its traditional, passive mode of operation by 
introducing stoppers to fix the pushers in radial direction. The pad angles were then set, the 
rotary motor was turned on, and the motor speed was increased until the desired speed of 
1,000 rpm was reached. Figure 3.7 shows the x and y position of the journal center versus 
time while Figure 3.8 shows the orbit of the journal center. As seen from these figures, the 
passive bearing was unable to regulate the journal to the bearing center. We note that since 
the maximum speed of the rotary motor is only 10,000 rpm, we were unable to run the system 
at a speed high enough to make the passive bearing unstable. 
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• Active Bearing with Linear Stiffness Model 
The procedure for running the bearing test rig in the active mode of operation involves first 
removing the stoppers so that the pads/pushers can translate in the radial direction once the 
controller is turned on. The initial position of each pad is assumed to be its zero relative 
displacement. The control algorithm is then turned on through WinCon. At the same time, as 
the rotary motor is turned on, and its speed is manually adjusted to the same speed used in the 
passive bearing experiment. 
Here, we ran the adaptive controller in (2.14) with q = 1. The control gains were tuned by 
trial-and-error for the best regulation performance possible. This resulted in the following 
values for the control gains (the subscripts 1 and 2 denote the gains in the x direction, while 3 
and 4 denote the parameters in the y direction): 
35=α ,  304321 ==== pppp kkkk , 304321 ==== ssss kkkk ;  
10004321 ==== bbbb γγγγ , 10004321 ==== kkkk γγγγ . 
The initial parameter estimates and the lower bound on the parameter estimates were set 
to 
( ) ( ) ( ) ( ) 100ˆ0ˆ0ˆ0ˆ 4321 ==== bbbb ,  9ˆˆˆˆ 4321 ==== bbbb ,    
( ) ( ) ( ) ( ) 10000ˆ0ˆ0ˆ0ˆ 4321 ==== kkkk ， 999ˆˆˆˆ 4321 ==== kkkk .    
The journal center position versus time and orbit are shown in Figures 3.7 and 3.8, 
respectively. We can see that the linear stiffness-based adaptive controller is able to regulate 
the journal center closer to the bearing center than the passive bearing. We believe the main 
reason the journal center was not exactly regulated to zero by the controller is the existence of 
uncompensated frictional forces in the linear actuator. The control forces, parameter estimates, 
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and pad displacements are shown in Figures 3.9 to 3.12. The pad displacements shown in 
Figure 3.12 are the displacements relative to the pad position used in the passive bearing 
experiment. As in the simulations of Chapter 2, the control forces vary until the pads reach 
the locations necessary to regulate the journal close to the bearing center. After this occurs, 
the control forces remain constant, maintaining the pads at their “optimal” locations. 
• Active Bearing with Nonlinear Stiffness Model 
Next, we ran the adaptive controller in (2.14) with q = 3. The control gains were retuned by 
trial-and-error for the best regulation performance possible. This resulted in the following 
values for the control gains 
40=α ,  30  ,40 4321 ==== pppp kkkk , 304321 ==== ssss kkkk  
10004321 ==== bbbb γγγγ ,  10004321 ==== kkkk γγγγ .    
The initial parameter estimates and the lower bound on the parameter estimates were set to 
( ) ( ) ( ) ( ) 100ˆ0ˆ0ˆ0ˆ 4321 ==== bbbb ,   9ˆˆˆˆ 4321 ==== bbbb ,  
( ) ( ) ( ) ( ) 74321 1050ˆ0ˆ0ˆ0ˆ ×==== kkkk ,  110ˆˆˆˆ 74321 −==== kkkk . 
Figures 3.13 to 3.15 depict the results for the nonlinear stiffness-based adaptive controller. 
Notice from Figures 3.7 and 3.8 that the nonlinear stiffness-based controller was able to 
slightly improve the bearing regulation performance. Specifically, while the steady-state 
value of xr(t) was nearly identical for the linear and nonlinear stiffness models, the 
steady-state value of yr(t) was approximately zero for the nonlinear model. This can be 
credited to this controller being based on a more accurate model of the hydrodynamic 
stiffness force. It is also interesting to relate the regulation performance in Figure 3.7 to the 
control forces in Figure 3.9. In the y direction (bottom plots), the nonlinear stiffness-based 
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controller produced larger steady-state control forces and thus was able to push the journal 
closer to the center in that direction. 
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Figure 3.7: Rotor position for passive case and active case. 
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Figure 3.8: Orbits of journal center for passive case and active case. 
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Figure 3.9: Control force for adaptive controller (q=1 and q=3). 
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Figure 3.10: Parameter estimate in x direction (q=1). 
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Figure 3.11: Parameter estimate in y direction (q=1). 
 
 41
0 2 4 6 8
-0.4
-0.2
0
0.2
0.4
Time (sec)
x 1
(m
m
)
0 2 4 6 8
-0.015
-0.01
-0.005
0
Time (sec)
x 2
(m
m
)
0 2 4 6 8
0
0.2
0.4
0.6
0.8
Time (sec)
y 3
(m
m
)
0 2 4 6 8
-0.4
-0.2
0
0.2
0.4
0.6
Time (sec)
y 4
(m
m
)
 
Figure 3.12: Pad displacement (q=1). 
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Figure 3.13: Parameter estimate in x direction (q=3). 
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Figure 3.14: Parameter estimate in y direction (q=3). 
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Figure 3.15: Pad Displacement (q=3). 
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Chapter 4   Robust Adaptive Asymptotic Regulation of 
Parametric Strict-Feedback Systems with Additive Disturbance 
 
This chapter deals with the regulation problem of nonlinear parametric strict-feedback system 
with matched disturbance and unmatched uncertainty. A continuous robust adaptive control 
law is proposed using a modified backstepping design that ensures the system output is 
asymptotically driven to zero. Despite the disturbance, the adaptation law does not need a 
standard leakage term to ensure the stability result. Rather, we use a dynamic robust control 
mechanism and a newly-developed projection operator that is arbitrarily many times 
continuously differentiable. A numerical example illustrates the main result. 
4.1  Problem Statement  
We consider a class of parametric strict-feedback systems of the form 
( )θϕ 1121 xxx T+=&           (4.1a) 
( )θϕ 21232 , xxxx T+=&          (4.1b) 
M                    
( )θϕ iTii xxxx ,...,121 += +&         (4.1c) 
M                    
( ) dxxxux nTnn ++= θϕ ,...,, 21&        (4.1d) 
1xy =              (4.1e) 
where nitx mi ,...,1  ,)( =ℜ∈  are the measurable states, mpii xx ×ℜ∈),...,( 1ϕ  n..,.1,=i  are 
known nonlinearities, pℜ∈θ  is an uncertain constant parameter vector, ( ) mtd ℜ∈  is an 
unknown additive disturbance, ( ) mtu ℜ∈  is the control input, and ( ) mty ℜ∈  is the system 
output. We make the following assumptions regarding the system model: 
A1. ini C
−+∈ 1ϕ  and 0)0,...,0( =iϕ . 
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A2. ( ) ( ) ( )
∞
∈∈ LtdtdtdCd &&&   ,  , and 2 . 
A3. The parameter vector θ belongs to a compact convex set { }0: θθ ≤=Ω  is a known 
positive constant. 
The control objective is to design a state feedback control u(x1,x2,...,xn) that ensures 
0)( →ty  as ∞→t and the boundedness of all closed-loop signals. The following notation 
will be used throughout this chapter: nit pi ,...,1 ,)(ˆ =ℜ∈θ  are parameter estimates; 
1,...,1   ,ˆ~ −=−= niii θθθ         (4.2) 
denote the parameter estimation errors; ( ) 1,...,1  ,ˆ,Proj −=ℜ∈ nipii θµ , ( ) mi t ℜ∈∀µ  denote 
1−−inC  projection operators used to ensure ( )
∞
∈Ltiθˆ  independent of the stability analysis 
(see Appendix C for details); 1,,1  , −=ℜ∈Γ × nippi L  are constant, diagonal, 
positive-definite matrices; and nici ,,1  , L=  are positive constants. To facilitate the 
readability of this chapter, the control design that follows is presented for the case where m=1 
(i.e., a SISO system). Note, however, that the main result is applicable to the MIMO case. 
4.2  Construction of Robust Adaptive Control Law 
• Step 1 
The first n−1 steps of the control design follow the standard adaptive backstepping procedure 
[23]. We begin by defining the following variables: 
11 : x=η              (4.3) 
( )11122 ˆ,: θαη xx −=           (4.4) 
where 1α  is a stabilizing function (virtual control) yet to be designed. Let 
1
1
11
2
11
~~
2
1
2
1: θθη −Γ+= TV .         (4.5) 
After differentiating (4.5) along (4.1a), we obtain  
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( ) 11111111 ˆ~ θθηαθϕη && −Γ−++= TV        (4.6) 
where (4.2) and (4.4) are used. Based on (4.6) we design the stabilizing function and 
parameter update law as follows  
θϕα ˆ1111 Txc −−= ,          (4.7) 
( ) 1111111     ˆ,Projˆ ηϕµθµθ =Γ=& .        (4.8) 
After substituting (4.7) and (4.8) into (4.6), we obtain 
21
2
111
1
11121
2
111
ˆ~ ηηηθµθηηη +−≤

 Γ−++−= − ccV &&    (4.9) 
where property P2 of the projection operator was used (see Appendix C). 
• Step 2: 
Let  
233 : αη −= x            (4.10) 
where 2α  is the second stabilizing function, and use (4.4) to rewrite (4.1b) as  
1
1
1
1
1
1
2322
ˆ
ˆ xx
T &&&
∂
∂
−
∂
∂
−++=
αθ
θ
α
αηθϕη .     (4.11) 
Define 
2
1
22
2
212
~~
2
1
2
1: θθη −Γ++= TVV        (4.12) 
and differentiate (4.12) to obtain  




∂
∂
−
∂
∂
−++



∂
∂
−+Γ−+−≤ − 2
1
1
1
1
1
231
1
1
222
1
2221
2
112
ˆ
ˆ
ˆ~ x
xx
cV TTT αθ
θ
α
αηθϕαϕηθθηηη &&&  (4.13) 
where (4.9), (4.1a), and (4.2) were used. Based on (4.13) we design the stabilizing function 
and parameter update law as follows  
2
1
1
1
1
1
21
1
1
21222
ˆˆ x
xxx
c TT
∂
∂
+
∂
∂
+



∂
∂
−−−−=
αθαθϕαϕηηα & ,   (4.14) 
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2
1
1
1222222 :   , )ˆ,Proj(ˆ η
αϕϕµθµθ 



∂
∂
−=Γ=
x
&
.     (4.15) 
Note that ( )212122 ˆ,ˆ,, θθαα xx=  due to (4.14), (4.8), (4.7), and (4.4). After substituting 
(4.14) and (4.15) into (4.13) and making use of property P2 of the projection operator gives 
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2
22
2
112 ηηηη +−−≤ ccV& .         (4.16) 
• Step i (3 ≤ i ≤ n − 1) 
Let  
iii x αη −= ++ 11 :             (4.17) 
and rewrite (4.1c) as  
∑∑∑ −
=
+
−
−
=
−
+
−
=
−
∂
∂
−
∂
∂
−++



∂
∂
−=
1
1
1
1
1
1
1
1
1
1
1 ˆ
ˆ
i
j
j
j
i
i
j
j
j
i
ii
i
j
T
j
j
iT
ii xxx
αθ
θ
α
αηθϕαϕη && . (4.18) 
Define 
ii
T
iiii VV θθη
~~
2
1
2
1 12
1
−
−
Γ++=          (4.19) 
whose derivative is 
.
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
2
ˆ
ˆ       
ˆ~




∂
∂
−
∂
∂
−++



∂
∂
−+
Γ−+−≤
∑∑∑
∑
−
=
+
−
−
=
−
+
−
=
−
−
−
−
=
i
j
j
j
i
i
j
j
j
i
ii
i
j
T
j
j
iT
ii
ii
T
iii
i
j
jji
x
xx
cV
αθ
θ
α
αηθϕαϕη
θθηηη
&
&&
 (4.20) 
Based on (4.20) we design the stabilizing function and parameter update law as follows  
∑∑∑ −
=
+
−
−
=
−
−
=
−
− ∂
∂
+
∂
∂
+



∂
∂
−−−−=
1
1
1
1
1
1
1
1
1
1
1
ˆ
ˆ
ˆ
i
j
j
j
i
i
j
j
j
i
j
i
j
T
j
j
iT
iiiii xxx
c αθ
θ
αθϕαϕηηα & , (4.21) 
i
i
j j
i
jiiiiii x
ηαϕϕµθµθ 



∂
∂
−=Γ= ∑−
=
−
1
1
1:   , )ˆ,Proj(&ˆ .      (4.22) 
Note that ( )iiii xx θθαα ˆ,,ˆ,,, 11 LL= . Substituting (4.22) and (4.21) into (4.20) and 
making use of property P2 of the projection operator gives 
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1
1
2
+
=
+−≤ ∑ iii
j
jji cV ηηη& .        (4.23) 
Remark 4.1: Notice that when i=3, and j=1, the term ji x∂∂ −1α  in (4.22) is a function of 
( ) 111 ˆ,Pr µθµ ∂∂ oj  and ( ) 111 ˆˆ,Pr θθµ ∂∂ oj , which requires ( )11 ˆ,Pr θµoj  to be 1C . In the 
subsequent steps, the differentiability order of the projection algorithm will increase by one 
after each step. For example, when i = 4, the stabilizing function 4α  will require 
( )11 ˆ,Pr θµoj  to be 2C  and ( )22 ˆ,Pr θµoj  to be 1C . At step n, the control input u will require 
( ) 1,,1  ,ˆ,Pr −= nioj ii Lθµ  to be 1−−inC . 
• Step n 
In the last step of the control design, we introduce a modified backstepping procedure 
based on the new control mechanism of [41] to deal with the additive disturbance in (4.1d). 
Let the auxiliary variable ( ) ℜ∈tr  be defined as  
 : nnr ηη += &            (4.24) 
where 
1−−= nnn xη α .          (4.25) 
After differentiating (4.24), we obtain  
nn rr ηη −+= &&& .          (4.26) 
Differentiating nη  twice produces  
1−−++= n
T
nn ud αθϕη &&&&&&&         (4.27) 
where (4.1d) was used. We first concentrate on the calculation of 1−nα&&  in (4.27). To that end, 
we have 
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( )
θϕαθ
θ
αα
θ
θ
αα
α
θθ
T
j
n
j j
n
xx
j
n
j j
n
j
n
j j
n
j
n
j j
n
j
n
j j
n
n
x
x
x
x
x
nn
∑∑∑
∑∑
−
=
−
Φ
−
=
−
+
−
=
−
−
=
−
−
=
−
−
∂
∂
+
∂
∂
+
∂
∂
=
∂
∂
+
∂
∂
=
−
1
1
1
ˆ,,ˆ,,,
1
1
1
1
1
1
1
1
1
1
1
1
1
1
111
ˆ
ˆ     
ˆ
ˆ
4444 34444 21
&
&&&
LL
   (4.28) 
note that ( )⋅Φ  is known. Differentiating (4.28) gives  
( )
( ) .ˆ,,ˆ,,,
1
1
1
2
1
1
1
11
2
1
1111
ˆ
ˆ
44444444444 344444444444 21
&&&
LL
−
∑ ∑−
=
−
+
−
=
−−
− 



∂∂
∂
++



∂
∂
∂
∂
+
∂∂
∂
+Φ=
nnxxg
n
j
T
jk
kj
n
k
T
k
n
k k
T
j
j
nT
j
kj
n
n x
x
xxxx
θθ
θϕθ
θ
αθϕϕαϕαα  (4.29) 
We now turn our attention to the calculation of the term θϕTn&  in (4.27). To that end, we 
have  
( ) ( )
( )
( )rxx
x
r
x
x
x
r
x
x
x
x
x
x
x
nn
n
j
T
j
j
n
n
n
T
n
j
T
j
n
j j
T
n
nn
n
T
n
j
T
j
n
j j
T
n
n
n
T
n
j
n
j j
T
nT
n
,ˆ,,ˆ,,,g:        
        
 
1112
1
1
1
1
1
1
11
1
1
1
1
−
−
=
−
+
−
=
−+
−
=
−
=
=




Φ+∑ ∂
∂
+−
∂
∂
++∑ ∂
∂
=
+−
∂
∂
++∑ ∂
∂
=
∂
∂
+∑ ∂
∂
=
θθ
θθϕαηϕθθϕϕ
θαηϕθθϕϕθϕθϕθϕ
LL
&&&&
 (4.30) 
where (4.24), (4.25), and (4.28) were used. 
After using (4.30) and (4.29), we can rewrite (4.26) as follows  
nrudgr η−+++Φ−= &&&&          (4.31) 
where ( ) ( )⋅−⋅= 12: ggg , 
[ ] [ ] ,  :  ,   :  ,)()( n21 TTTg rzzzg ηηηηηρ ==≤⋅ L    (4.32) 
and 0)( ≥ℜ∈⋅gρ  is some globally invertible, non-decreasing function. (See Appendix D for 
a proof of (4.32).) 
Based on (4.32), we design u& as  
( ) ( )rcu n 2sgn)( +−−⋅Φ= ηβ&&         (4.33) 
where β is a positive constant. The actual (continuous) control input can be written from 
(4.17) as follows 
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( )( ) ( ) ( )[ ] ττηβτηηη dctcttu
t
nnnnnn  )(sgn)(2)0()(2)0()( )(
0
∫ +++−++Φ−Φ=  (4.34) 
where u(0)=0. After substituting (4.17) into (4.15), we obtain the closed-loop system 
( ) ( )nnn dgrcrr ηβη sgn−+⋅+−−−= && .      (4.35) 
4.3 Main Result 
We now state the main result for the robust adaptive regulation controller. In proving the 
main result, we will utilize the technical lemmas in Appendix F. 
Theorem 1: The control law of (4.34) ensures that all system signals are bounded and 
( ) 0→ty  as ∞→t , provided  
( ) ( )
∞∞
+>
LL
tdtd &&&β         (4.36) 
and cn is selected sufficiently large relative to the system initial conditions. 
Proof: Let the auxiliary function ( ) ℜ∈tP  be defined as follows 
( ) ( )∫−= tb dLtP
0
: ττς ,         (4.37) 
where  
( )( )nsign ηβ−= drL & ,         (4.38) 
( ) ( ) ( )000 dnnb &ηηβς −= .        (4.39) 
It follows from Lemma 1 in Appendix F that ( ) 0≥tP .  
We now define the function V as follows: 
PrVV nn +++= −
22
1 2
1
2
1: η .        (4.40) 
Note that (4.40) can be bounded as  
2
2
2
1      ξλξλ ≤≤V           (4.41) 
where 
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( ){ } ( )
[ ] [ ] .11
1
max2
1
min1
~ ,,~~  , , ,~,
,
2
1,1max  ,,1min
2
1
TT
n
TTTT
ii
Pr
−
−−
==



 Γ=Γ=
θθθθηξ
λλλλ
L
    (4.42) 
After taking the time derivative of (4.40) and substituting from (4.24), (4.35) and (4.37), 
we obtain  
rgrcrVV nnn +−−−= −
222
1 η&&         (4.43) 
upon use of (4.41). Substituting now from (4.23) for 1−= ni  and (4.17) gives  
[ ] ( )[ ] 2222 12 112
1
2 rrczzrkcV nngnnnnn
n
j
jj −−−+−−+−≤ −−−
−
=
∑ ηρηηηηη&   (4.44) 
where  1 1 kcn +=− with k being a positive constant. After completing the squares on the 
bracketed terms of (4.44), we obtain  
( )
n
g
nn
n
j
jj c
zz
r
k
cV
44
11
22
222
1
2
1
2 ρηηη +−−


−−−≤
−
−
=
∑& .    (4.45) 
If 41>k , then (4.45) can be rewritten as  
( ) 22
4
z
c
z
V
n
g




−−≤
ρ
σ&           (4.46) 
where { }kcc n 411,,,min: 21 −= −Lσ . It follows from (4.46) that  
( )
σ
ργ
4
for      
2
n
2 zczV g>−≤&          (4.47) 
where γ  is some positive constant. 
We now apply Lemma 2 in Appendix F by first determining from (4.40) and (4.47) that  
( ) ( ) ( ) 2222211    and       zWWW γξξλξξλξ === .    (4.48) 
From (4.47), we define the sets D and S as   
( ){ }σρξξ ng cD 2:: 1−<= ,         (4.49) 
( )( ) ( )( ){ }2112 2:: σρλξξ ng ctWS −<= .       (4.50) 
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We can now invoke Lemma 2 to state that 
∞
∈Lξ . From (4.3), we know ( )
∞
∈Ltx1 . 
From (4.7), (4.8) and Property P3 of projection operator, we then know ( ) ( )
∞
∈Ltt θα &ˆ  ,1 . We 
can now use (4.4) to show ( )
∞
∈Ltx2 . From (4.1a), we know ( ) ∞∈Ltx1& .Continuing with 
this procedure, we can show ( ) ( )
∞+ ∈Ltxt ii 1  ,α , 1,,1 −= ni L . We now state 
( ) ( )
∞−
∈Ltt ii 1  , αη && , 1,,1 −= ni L  by using (4.18). Using (4.36) and Assumption A2, we can 
show ( )
∞
∈Ltr& . From (4.24) and (4.28), we know ( ) ( )
∞−
∈Ltt nn 1  , αη && ; hence, from the time 
derivative of (4.25), we can conclude 
∞
∈Lnx& . Finally, we can use (4.1d) to show that 
( )
∞
∈Ltu . 
Using the above boundedness statements, it is clear from (4.48) that ( )( )
∞
∈LtW ξ& , which 
is a sufficient condition for ( )( )tW ξ  being uniformly continuous. It then follows from 
Lemma 2 that ( ) 02 →tzγ  as ∞→t , ( ) S∈∀ 0ξ . From (4.33), (4.3), (4.1e), we then know 
that ( ) 0→ty  as ∞→t , ( ) S∈∀ 0ξ . 
Note that the region of attraction in (4.50) can be made arbitrarily large to include any 
initial conditions by increasing the control gain cn (i.e., a semi-global stability result). 
Specifically, we can use the second equation in (4.48) and (4.50) to calculate the region of 
attraction as follows  
( ) ( )σρλλ ng cy 20 112 −< ,         (4.51) 
which can be rearranged as  
( ) 



> 0
4
1
1
22 ξλ
λρ
σ gn
c ,         (4.52) 
where 
( ) ( ) ( ) ( ) ( ) ( ) . 00~0~000 1
1
2
1
2 Pr
n
j
j
T
j
n
j
j +∑++∑=
−
==
θθηξ     (4.53) 
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Note that r(0) is not a function of cn since u(0) = 0. 
4.4  Simulation Results 
For simulation purposes, we considered the parametric strict-feedback system of (4.1) with 
the following model  
( ) .sin2    
1
2
    
41
),,(
  
41
),,(   
41
),(     
41
)(
2
42
2
2
414
2
31
2
2
32133
2
2
1
2123
1
2
1
11
ttd
xx
x
xx
xx
x
xxx
x
x
xx
x
x
x
=


=

 −
=



−
=


−
=


−
=
θϕ
ϕϕϕ
L
  (4.54) 
The initial conditions of the system were set to  
( ) ( ) ( ) ( ) ( )
.  
4321 0
0
0ˆ     0000    1.00 


===== θxxxx    (4.55) 
The controller parameters were selected by trial-and-error until a good regulation 
performance was obtained. This tuning process resulted in the following values for the 
parameters  
.)10,10(diag
1,    ,1    ,3    ,60   ,30    ,5    
321
04321
=Γ=Γ=Γ
======== δεθβcccc
  (4.56) 
The simulation results are given in Figures 4.1 and 4.2. Figure 4.1 shows the output x1(t) and 
the control input u(t), while Figure 4.2 shows parameter estimates ( ) 3  ,2  ,1  ,ˆ =itiθ . 
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Figure 4.1: Simulation results for output x1(t) and control input u(t). 
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Figure 4.2: Simulations results for parameter estimates ( )tθˆ . 
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Chapter 5  Robust Adaptive Asymptotic Tracking of 
Parametric Strict-Feedback Systems with Additive Disturbance 
 
In the last chapter, the regulation problem was presented. In this chapter, we solve the more 
general tracking problem. However, the tracking problem is not as straightforward as the 
stabilization problem. The difficulty is that how to up bound the unknown term ( )⋅g  in 
(4.31). Since ( )⋅g  will be much complicated for the tracking problem, and Appendix D is 
not applicable. Fortunately, by using the property of ( )( )⋅coshln , which is in the Lyapunov 
function candidate, and separating ( )⋅g  into two parts (the first part has the same properties 
as disturbance, and the second part will be bounded as ( )⋅g ), we can design the controller for 
this tracking problem. A numerical example illustrates the main result. 
5.1 Problem Statement 
We consider the same class of parametric strict-feedback systems given in (4.1) satisfying 
Assumptions A1 to A3. Let the output tracking error be defined as 
( ) ( ) ( )tytyte r−=       (5.1) 
where the ( ) inr Cty −+∈ 1  is reference trajectory with the following property  
( )( ) 1,,1 ,0  , +=∈
∞
nity ir LL      (5.2) 
and ( )( ) ( )ti⋅  denotes the ith derivative with respect to time. Our goal is to construct a state 
feedback control ( )nxxxu ,,, 21 L  that ensures e(t) → 0 as t → ∞ and the boundedness of all 
closed-loop signals. Again for simplicity of presentation, the control construction in this 
chapter is presented for the case where m = 1 in (4.1). However, the main result is readily 
applicable to the MIMO case. 
Remark 5.1: A solution of the above-described problem for the case where n = 2 in (4.1) (i.e., 
the two-dimensional parametric strict feedback system) was presented in a preliminary 
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version of this work. See [4]. 
5.2  Construction of Robust Adaptive Control Law 
• Step 1 
We begin by differentiating (5.1) and substituting from (4.1a) to obtain 
( ) rT yxye && −+= 21 θϕ .        (5.3) 
After adding and subtracting the term ( )θϕ rT y1  to (5.3), we write the error system in the 
following form 
( ) 121 ~ωθϕ +−+= rrT yxye &&        (5.4) 
where 
( ) ( )( )θϕϕω rTT yy 111~ −=        (5.5) 
Remark 5.2: Due to assumption A1 and (E.3), we can use the Mean Value theorem to show 
( ) ( )ee tanh~ 111 ρω ≤         (5.6) 
where ( ) 011 ≥ℜ∈⋅ρ  is some globally invertible, non-decreasing function. 
Let 
( )12
1
2
1
αη −= x
c
         (5.7) 
where α1 is a stabilizing function yet to be designed. To facilitate the notation, let 
e=1η             (5.8) 
and define 
( )( ) 11111 ~~2
1coshln θθη Γ+= TV        (5.9) 
Differentiating (5.9) along (5.4) gives 
( ) ( )( ) 1112111111 ˆ~~tanh θθηωαθϕη &&& Γ−+++−= TrrT cyyV   (5.10) 
Based on (5.10), we design the stabilizing function and parameter update law as follows 
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( ) ( ) rrT yyc &+−−= 11111 ˆtanh θϕηα       (5.11) 
( ) ( ) ( )1111111 tanh  ,ˆ,Projˆ ηϕµθµθ ry=Γ−=&     (5.12) 
Substituting (5.11) and (5.12) into (5.10) gives 
( ) ( )( )
( ) ( )( )2111121
111121111
2
11
~tanhtanh   
ˆ~~tanhtanh
ηωηη
θµθηωηη
cc
ccV T
++−≤


 Γ−+++−= &&
 (5.13) 
where property P2 of the projection operator was used (see Appendix C). 
Remark 5.3: The final step of the control design will require that ( )
∞
∈Ltiθ
&ˆ , 1,,1 −= ni L  
independent of the stability analysis. This motivates the use of the term ( )( )iηcoshln  in the 
Lyapunov function candidate of the first 1−n  steps of the backstepping procedure. In 
particular, due to property P3 of the projection operator (see Appendix C), we know 
( )
∞
∈Ltθ&ˆ  if 
∞
∈L)(tiµ . The boundedness of µi is facilitated by the fact that 
( )( ) ( )iii ηηη tanhcoshln =∂∂ . 
Remark 5.4: Using (5.7) and (5.11), the state x2 can be decomposed into 
( ) ( ) 44 344 21 &44 344 21
1
11
1
11212
ˆtanh
b
rr
T yyccx
ς
θϕ
ς
ηη
η
+−−=      (5.14) 
where the term ζη1 is a function of η1and η2, and the term ζb1 is bounded. The usefulness of 
this decomposition will become apparent in the next step. 
• Step 2 
Let 
( )23
2
3
1
αη −= x
c
         (5.15) 
where 2α  is the second stabilizing function. Using (5.7) and (4.1b), we obtain 
( ).32122
2
2
1 ηααϕη c
c
T +−+= &&        (5.16) 
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After differentiating 1α  of (5.11), we obtain 
r
r
r
r
y
y
y
y
x
x
&&&&
&&&
∂
∂
+
∂
∂
+
∂
∂
+
∂
∂
=
11
1
1
1
1
1
1
1
ˆ
ˆ
ααθ
θ
αα
α  
4444444 3444444 21
&&&
&&&&
&



Ψ




∂
∂
+
∂
∂
+
∂
∂
+
∂
∂
+
∂
∂
=
rrr
r
r
r
r
T
yyyxx
y
y
y
y
x
xx
,,,ˆ,,
ˆ
ˆ 
1211
11
1
1
1
2
1
1
1
1
1
θ
ααθ
θ
ααθϕα , (5.17) 
where 1Ψ  is known.. Using (5.17) in (5.16) produces 
.
3221
1212
1
1
1
2
1
2
ˆ,,
1












++Ψ−



∂
∂
−=




ηα
θω
θϕαϕη c
xx
xc
TT
44 344 21
&     (5.18) 
Adding and subtracting the term 12 / cb θω , where ( )11212 ˆ,,/ θςωθω brb yc =  to the 
right-hand side of (5.18) yields 
( )232212
1
2
~1 ωηαθωη +++Ψ−= c
c b
&      (5.19) 
where  
( )θωωω 222~ b−=           (5.20) 
Remark 5.5: due to assumption A1 (5.14), (E.2) and (E.3), we can use the Mean Value 
theorem to show 
( ) ( ) ( ) ( )( )2222122112 tanhtanh~ ηηρηηρω +≤ c    (5.21) 
where ( ) 02 ≥ℜ∈⋅jρ , j=1, 2 are some globally invertible, non-decreasing functions and 
[ ]T212 ηηη = . Note that calculation of (5.20) is facilitated by the fact that 112 ηςς =− bx  
(see Remark 5.3). 
Now define 
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( )( ) 222212 ~~2
1coshln θθη Γ++= TVV .     (5.22) 
Differentiating (5.22) along (5.19) gives 
( ) ( )( )
( )( ) 2222322122
1
21111
2
12
ˆ~~tanh1    
~tanhtanh
θθωηαθωη
ηωηη
&
&
Γ−+++Ψ−+
++−≤
T
b cc
ccV
  (5.23) 
where (5.13) was used. Based on (5.23), we design the stabilizing function and parameter 
update law as follows 
( ) 122222 ˆtanh Ψ+−−= θωηα bc        (5.24) 
( ) ( )22
1
22222 tanh
1  ,ˆ,Projˆ ηωµθµθ Tbc
=Γ−=& .    (5.25) 
Substituting (5.24) and (5.25) into (5.23) and making use of property P2 of the projection 
operator yields 
( ) ( ) ( )( ) ( )( )3222
1
21112
2
1
2
1
2
11
~tanh1~tanhtanhtanh ηωηηωηηη c
c
c
c
ccV ++++−−≤&  (5.26) 
Remark 5.6: Using (5.15) and (5.24), the state x3 can be decomposed into 
( ) ( ) 444 3444 21 &44444 344444 21
2
111
2
1122323
ˆtanh
b
rr
T
bb yyccx
ς
θϕ
ς
ηη
η
+−Ψ+Ψ−Ψ+−=    (5.27) 
where ( )rrrbrb yyyy &&& ,,,ˆ,, 1111 θςΨ=Ψ , ζη1 is a function of η1, η2 and η3 and the term ζb2 is 
bounded.  
• Step i (3 ≤ i ≤ n − 1) 
Let 
( )ii
i
i xc
αη −= ++ 11
1          (5.28) 
where iα  is a stabilizing function. Differentiating ( )1
1
1
−
−
−= ii
i
i xc
αη  to obtain 
 59
( )11
1
1: +−
−
+−+= iiii
T
i
i
i cc
ηααθϕη &&       (5.29) 
where (4.1c) was used. The derivative of 1−iα  can be written as 
( )
( )∑ ∂
∂
+∑
∂
∂
+∑ ∂
∂
=
=
−
−
−
=
−
−
=
−
−
i
j
j
rj
r
i
i
j
j
j
i
i
j
j
j
i
i yy
x
x 1 1
1
1
1
1
1
1
1
1
ˆ
ˆ
αθ
θ
αα
α
&&&        
( )
( )
( )
44444444 344444444 21
L
&




−
−
=
−
−
−
=
−
+
−
−
=
−
Ψ
∑ ∂
∂
+∑ 



∂
∂
+
∂
∂
+∑ ∂
∂
=
i
rriii
i
j
j
rj
r
i
i
j
j
j
i
j
j
i
i
j
T
j
j
i
yyxx
y
y
x
xx
,,,ˆ,...,ˆ,,...,
ˆ
ˆ 
1111
1
1
1
1
1
1
1
1
1
1
1
θθ
αθ
θ
ααθϕα   (5.30) 
where 1−Ψi  is known. Using (5.30), we can rewrite (5.29) as 












++Ψ−


 ∑ ∂
∂
−= +−




−
−
=
−
−
11
1121
1
1
1
1
ˆ,...,ˆ,,...,
1
iiii
ii
i
j
T
j
j
iT
i
i
i c
xx
xc
ηα
θθω
θϕαϕη
444 3444 21
&    (5.31) 
Adding and subtracting the term ( )( )11111 ˆ,...,ˆ,,...,,/ −−− = iibbriibi yc θθςςωθω  to the right-hand 
side of (5.31) yields  
( )iiiiibi
i
i cc
ωηαθωη ~1: 11
1
+++Ψ−= +−
−
&      (5.32) 
where  
( )θωωω biii −=~           (5.33) 
Remark 5.7: Due to assumption A1 (5.14), (E.2) and (E.3), we can use the Mean Value 
theorem to show 
( ) ( )∑
=
−
≤
i
j
jiijii c
1
1 tanh~ ηηρω        (5.34) 
where ( ) ijij ,,1  ,0 L=ℜ∈⋅ ≥ρ  are some globally invertible, non-decreasing function and 
[ ] .,...,1 Tii ηηη =  
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Now define 
( )( ) iiTiiii VV θθη ~~2
1coshln1 Γ++= −       (5.35) 
whose derivative is 
( ) ( )( )
( )( ) iiTiiiiiibi
i
i
j
jjjj
j
j
j
j
i
c
c
c
cc
c
V
θθωηαθωη
ηωηη
&
&
ˆ~~tanh1    
~tanh1tanh
11i
1
1
1
1
2
1
Γ−+++Ψ−+




++−≤
+−
−
−
+
−−
∑
  (5.36) 
Where c0=1. Based on (5.36), we design the stabilizing function and parameter update law as 
follows 
( ) 1ˆtanh −Ψ+−−= iibiiii c θωηα        (5.37) 
( ) ( )iTbi
i
iii c
ηωµθµθ tanh1  ,ˆ,Projˆ
1
ii
−
=Γ−=&     (5.38) 
Substituting (5.37) and (5.38) into (5.36) and making use of property P2 of the projection 
operator yields 
( ) ( )( )∑
=
+
−−




++−≤
i
j
jjjj
j
j
j
j
i ccc
c
V
1
1
1
2
1
~tanh1tanh ηωηη&   (5.39) 
Remark 5.8: Using (5.28) and (5.37), the state x3 can be decomposed into 
( ) ( ) ( ) 44 344 21444444 3444444 21
bi
ibiib
i
ibiiiiii ccx
ς
θω
ς
ηη
η
ˆtanh 11111 −Ψ+Ψ−Ψ+−= −−−+=   (5.40) 
where ( ) ( ) ( )( )irriibbriib yyy ,...,,ˆ,...,ˆ,,...,, 111111 −−−− Ψ=Ψ θθςς , ζηi is a function of 11,..., +iηη  and 
the term ζbi is bounded.  
• Step n 
In the last step, we modify the standard backstepping procedure in order to use the new 
robust control mechanism of [41] to deal with the additive disturbance in (4.1d). Let the 
variable r(t) be defined as 
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( )nn
nc
r ηη += &1          (5.41) 
where 
( )1
1
1
−
−
−= nn
n
n xc
αη .        (5.42) 
After differentiating (5.41), we obtain 
( )nnn
n
rc
c
r ηη −+= &&& 1 .        (5.43) 
Differentiating ηn twice produces 
( )1
1
1
−
−
−++= n
T
n
n
n udc
αθϕη &&&&&&&        (5.44) 
where (4.1d) was used. 
We first concentrate on the calculation of the term 1−nα&&  in (5.44). To that end, we have 
( )
( )∑∑∑
=
−
−
−
=
−
−
=
−
− ∂
∂
+
∂
∂
+
∂
∂
=
n
j
j
rj
r
n
n
j
j
j
n
n
j
j
j
n
n yy
x
x 1 1
1
1
1
1
1
1
1
1
ˆ
ˆ
αθ
θ
αα
α
&&&         
( )
( )
( )
44444444 344444444 21
&




−
=
−
−
−
=
−
+
−
−
=
−
Φ
∑ ∂
∂
+∑ 



∂
∂
+
∂
∂
+∑ ∂
∂
=
n
rrnn
n
j
j
rj
r
n
n
j
j
j
i
j
j
n
n
j
T
j
j
n
yyxx
y
y
x
xx
,...,,ˆ,...,ˆ,,...,
ˆ
ˆ 
111
1
1
1
1
1
1
1
1
1
1
1
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where Φ is known. Differentiating (5.45) gives 
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( )( ) ( )( )nrrnnnrrnn yyxxfyyxxg ,...,,ˆ,...,ˆ,,...,,...,,ˆ,...,ˆ,,..., 11111111 −− ++Φ= θθθθ&  (5.46) 
where 
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and property P3 of the projection operator was used. 
We now turn our attention to the calculation of the term θϕ Tn& in (5.44). Thus, we have 
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( ) θγ
θ
αηϕ µ 
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

∂
∂
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∂
∂
=
−
− j
j
i
nnn
n
T
n rcc
x
f ˆ
1
12 .        (5.51) 
After substituting (5.46), (5.49), and (5.44) into (5.43), we obtain 
( ) ( )nn
nn
rcggudff
cc
r η−+−+Φ−++−=
−
1212
1
1 &&&& .   (5.52) 
We now add and subtract terms ( ) ( )( )nrrnnbbrb yyygg ,...,,ˆ,...,ˆ,,...,, 111111 −−= θθςς  and 
( ) ( )( )nrrnnbbrb yyygg ,...,,ˆ,...,ˆ,,...,, 111122 −−= θθςς  to the right-hand side of (5.52) to obtain 
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43421444 3444 21
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where ( ) ( )( )nrrnnbbr yyyh ,...,,ˆ,...,ˆ,,...,, 1111 −− θθςς  has the special property that 
( ) ( )
∞
∈Lthth &  ,         (5.54) 
due to (5.2) and properties P1 and P3 of the projection operator. Finally, we rewrite (5.53) as 
( ) ( )nn
nn
rcfhud
cc
r η−+++++Φ−=
−
&&&&
1
1      (5.55) 
where ( ) nn ccffff 1312 /: −+−= . 
Remark 5.9: Using (E.1), (E.2), and (E.3), we can show f has the special property that 
( ) zxf fρ≤          (5.56) 
where ( ) 0≥ℜ∈⋅fρ  is some globally invertible, non-decreasing function, and 
[ ] ( ) ( ) ( )[ ]TnnTn rzrx ,,tanh,...,tanh,tanh    ,,...,, 12121 ηηηηηηη −==   (5.57) 
Based on (5.55), we design u as [41] 
( ) ( )rccccu nnnnn 1sgn 11 ++−−Φ= +−ηβ&&     (5.58) 
where β > 0. The actual C0 control input can be written from (5.58) as follows 
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )( )[ ]∫ +++−
−++−Φ−Φ=
+−
+−
t
nnnnnn
nnnnnn
dcccc
tcccctu
0
11
11
sgn1
010
ττηβτη
ηη
  (5.59) 
where u(0) = 0. After substituting (112) into (5.53), we obtain the closed-loop system 
( )( )n
nn
nnn dhcc
rcfcrr ηβη sgn1
1
1 −++−+−−=
−
+
&&    (5.60) 
5.3 Main Result 
We now state the main result for the robust adaptive tracking controller. In proving the main 
result, we will utilize the technical lemmas in Appendix F. 
 64
Theorem 1 The control law (5.59) ensures that all system signals are bounded and e(t) → 0 
as t → ∞, provided  
( ) ( ) ( ) ( )  +++> ∞∞∞∞ LLLL tdthctdth n
&&&& 1β    (5.61) 
2
2
1
2 



>
−
−
n
n
n c
cc         (5.62) 
and the control gains ci, i = 1, ..., n + 1 are selected sufficiently large relative to the system 
initial conditions. 
Proof: Let the function ( ) ℜ∈tP  be defined as follows 
( ) ( ) ττς dLtP tb ∫−= 0       (5.63) 
where 
( )( )n
nn
dh
cc
rL ηβ sgn
1
−+=
−
&       (5.64) 
( ) ( ) ( ) ( )( )( )00001 2
1
dh
cc nnnn
b
&++=
−
ηηβς    (5.65) 
if β is selected to according to (5.61), it follows from Lemma 1 that P(t) ≥ 0. 
We now define the following function V 
PrVV nnn +++= −
22
1 2
1
2
1η .       (5.66) 
Using (E.1), we can bound (5.66) as follows 
( )( ) ( )( )sVs coshlncoshln 21 λλ ≤≤      (5.67) 
where 
[ ] T11  P, ~  ..,.,~ , −= nTTxs θθ          
( ){ } ( )


 Γ=Γ= ii max2min1 2
1,1max  ,,1min
2
1 λλλλ   (5.68) 
and x was defined in (5.57). 
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After taking the time derivative of (5.66) and substituting from (5.41), (5.60), and (5.63), 
we obtain 
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upon use of (5.64). Substituting now from (5.39) for 1,,1 −= nj L  and (5.56) gives 
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We can upper bound (5.70) by using (5.34) as follows 
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using (E.2) and (E.3), we can show that for 2,,1 −= nk L . 
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where 
( ) ( ) ( )1,11
1
1,1 1 +++
−
++ ++= kkkk
k
k
kkk c
c ηρηηρ .     (5.73) 
Now, let ( )jnkcc jjj −+= −1 , 2,,1 −= nj L  and ( )2121 += −−− nnn kcc , and rewrite (5.71) 
as 
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where jjjj ,1,1 ++ = ρρ  and 010 =ρ . After completing squares on the bracketed terms of 
(5.74), we obtain 
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It follows from (5.78) that 
2zV γ−≤&            (5.79) 
for 
( ) ( )
σ
ρηρ
4
   and   1,,1   ,
2
1
x
cnjk fnjjj >−=> +L   (5.80) 
where the constant γ satisfies 0 < γ < 1. 
We now apply Lemma 2 by first determining from (5.67) and (5.79) that 
( ) ( )( ) ( ) ( ) 222211       coshln zsWssWssW γλλ === . (5.81) 
From (5.80), we define the sets D and S as follows 
( ) ( ){ }{ } 1,,1   ,2,min:: 111 −=<= +−− njckssD nfjj Lσρρ    (5.82) 
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( ) ( ) ( ){ }( )( ){ } 1,,1  ,2,mincoshln:: 11112 −=<∈= +−− njcksWDsS nfjj Lσρρλ  (5.83) 
We can now invoke Lemma 2 to state that ( )
∞
∈Lts . From(5.2), we then know 
( )
∞
∈Ltx1 . From (5.11), (5.12), and property P3 of the projection operator, we know 
( ) ( )
∞
∈Ltt θα &ˆ  ,1 We can now use (5.7) to show ( ) ∞∈Ltx2 . From (4.1a), we know ( ) ∞∈Ltx1& . 
Continuing with this procedure, we can show ( ) ( )
∞+ ∈Ltxt ii 1  ,α , 1,,2 −= ni L . We can then 
state ( ) ( )
∞−
∈Ltt ii 1  , αη && , 1,,1 −= ni L  by using (5.31). Using (5.60) and assumption A2, we 
can show that ( )
∞
∈Ltr& . From (5.41) and (5.45), we know that ( ) ( )
∞−
∈Ltt nn 1  , αη && ; hence, 
from the time derivative of (5.42), we can conclude ( )
∞
∈Ltxn& . Finally, we can use (4.1d) to 
show that ( )
∞
∈Ltu . 
Using the above boundedness statements, it is clear from (5.81) that ˙ ( )( )
∞
∈LtsW& , which 
is a sufficient condition for W(s) being uniformly continuous. It then follows from Lemma 2 
that 02 →zγ  as t → ∞ ( ) Ss ∈∀ 0 , which implies from (5.57) that e(t) → 0 as t → ∞, 
( ) Ss ∈∀ 0 . 
Note that the region of stability in (5.83) can be made arbitrarily large to include any 
initial conditions by increasing the control gains 1,,1   , += nici L  (i.e., a semi-global 
stability result). Specifically, we can use the second equation in (5.81) and (5.83) to calculate 
the region of stability as follows 
( ) ( ) ( ){ }( )( )
2
1
11
1 2,mincoshln0 λ
σρρλ +−−
<
nfjj cks   (5.84) 
or 
( ) 1,,1  ,0expcosh 2
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> − nisk ii Lλ
λρ  and 
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where 
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Note that the inequalities in (5.77) and (5.85) can be satisfied for large enough gains 
1,...,1  , += nici  because: i) ρi(·) is not a function of ci, ii) ηi(0), r(0), and P(0) are only a 
function of 1/ ci, and iii) r(0) is not a function of cn+1 since u(0) = 0. 
5.4 Numerical Example 
For simulation purposes, we considered the parametric strict-feedback system (4.1) with the 
following model 
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The reference trajectory was selected as 
( ) 







−−=
3
exp1sin
3ttyr .       (5.88) 
The initial conditions of the system were set to ( ) ( ) ( ) 00 ,00 ,10 321 === xxx , 
( ) ( ) [ ]T0 ,00ˆ0ˆ 21 ==θθ  while the controller parameters were set to 
[ ] [ ]20,2diag  ,200,20diag  ,3  ,1
1  ,10  ,10  ,30  ,300  ,20
210
4321
=Γ=Γ==
======
θδ
εβcccc
   (5.89) 
In the first simulation, the disturbance was set to d (t) = 10sinπt (see Figure 5.1(a)). The 
simulation results are given in Figures 5.2 to 5.4. Figure 5.2 shows the output y(t) versus the 
reference trajectory yr(t) and the tracking error e(t). Figure 5.3 shows the elements of the 
parameter estimate vectors ( )t1ˆθ  and ( )t2ˆθ  while the control input u(t) is shown in Figure 
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5.4(a). 
Two other simulations were conducted to test the robustness of the proposed control law 
to disturbances that do not satisfy assumption A2. To that end, the disturbance was set to the 
triangle and square waveforms shown in Figures 5.1(b, c), and the simulation was rerun 
without retuning the control gains. In both cases, the results for the tracking error and 
parameter estimates were nearly identical to the ones for the sinusoidal disturbance shown in 
Figures 5.2 and 5.3, and thus are not reproduced here. The profile of the control law is given 
in Figures 5.4(b, c). Finally, we note that an attempt to achieve asymptotic tracking with 
white noise was unsuccessful; indicating that the robust control mechanism cannot handle 
discontinuous disturbances. 
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Figure 5.1: Disturbance d(t). 
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Figure 5.2: Top plot: output y(t) versus reference trajectory yd(t). Bottom plot: tracking error 
e(t). 
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Figure 5.3: Parameter estimates ( )t1ˆθ  and ( )t2ˆθ . 
 
 71
0 5 10 15 20 25
-60
-40
-20
0
20
40
C
on
tro
l I
np
ut
0 5 10 15 20 25
-60
-40
-20
0
20
40
C
on
tro
l i
np
ut
0 5 10 15 20 25
-60
-40
-20
0
20
40
C
on
tro
l i
np
ut
(a) Sinusoidal Disturbance
Time (sec)
(c) Square Disturbance
(b) Triangle Disturbance
 
Figure 5.4: Control input u(t). 
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Chapter 6  Conclusions and Future Work 
 
• Active Tilting-Pad Bearing 
In Chapter 2, we presented the concept of an active tilting-pad bearing where the actuation 
method involves the translation of the pads. Chapter 3 presented a proof-of-concept 
experiment showing that the proposed active bearing improves the regulation performance of 
the rotor. Some improvements can be made to the test rig to extract an even better 
performance from the active bearing. First, frictional effects present in the linear motors need 
to be compensated for. Specifically, the actual control force applied to the linear motor should 
have the form 
frictioncontrolapplied FFF +=  
where Fcontrol is the control law given by (2.14) and Ffriction is a term added to the control force 
to compensate for motor friction. Different friction models should be considered in the design 
of the friction compensation term, e.g., viscous, static, Coulomb, and Stribeck friction. 
Second, a mechanical device that releases the pad/pusher when the controller is activated and 
constrains it when the controller is deactivated needs to be designed and incorporated to the 
test rig. 
An alternative actuation method that deserves further investigation is actively controlling 
the tilt angle of each pad; i.e., imagine rotary actuators placed under each pivot in Figure 1.1. 
This method is partly motivated by numerical observations that the rotor response is more 
sensitive to variations in the pad tilt angle rather than displacement. This indicates that the 
pad tilt motion has more control authority over the pressure field than the pad translational 
motion. This observation is not surprising since it agrees with the notion that the wedge 
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action has more pressure-generating capacity than the squeeze action. This actuation method 
will also be able to directly compensate for pivot friction and high pad inertia, which are 
sources of instability in tilting-pad bearings [10, 13]. Another potential advantage of this 
method over the active pivot translation is its lower cost ― rotary actuators are less costly 
than linear actuators. 
• Robust Adaptive Control of Nonlinear Systems with Additive Disturbance 
In Chapters 4 and 5, we presented a solution to the stabilization and tracking problem of 
parametric strict-feedback systems in the presence of additive disturbances. Although the 
stability proof requires the disturbance to be C2, the simulation results presented in Chapter 5 
using the square and triangular wave disturbances suggest that this condition is sufficient, but 
not necessary for asymptotic tracking. Therefore, future work should be devoted to 
developing a less conservative stability proof for the proposed robust adaptive controller 
which relaxes the C2 assumption on the disturbance. 
It is interesting to note from Figures 5.1 and 5.4 that the profile of the control law in the 
steady state resembles the waveform of the applied disturbance. Specifically, it is the negative 
of the disturbance. This suggests that the robust control mechanism present in the control law 
is able to ensure asymptotic tracking by identifying the unknown disturbance and canceling it 
out. Future work should investigate the robust control mechanism for the purpose of noise 
identification. 
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Appendix A: Auxiliary Controller Terms  
The auxiliary terms introduced in (2.14) are defined below. Note that they are all a function 
of known system/control parameters and measurable variables. 
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where 3  ,1  ,  and   2  ,1  , =≠= qijji .  
The auxiliary terms introduced in (2.19) are defined below. Here again, note that they are 
only a function of know system/control parameters and measurable variables. 
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where 3  ,1  ,  and  2  ,1 , =≠= qijji . 
The projection of kb ˆ ,ˆ  is defined as follows 
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where ( ) 00ˆ >= ii bb , ( ) 00ˆ >= ii kk , and ii kb   ,  are chosen that ( ) 0>≥ ii btb  and 
( ) 0>≥ ii ktk , so we can ensure that 
( ) 0ˆ >≥ ii btb         (A.10) 
( ) 0ˆ >≥ ii ktk .        (A.11) 
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Appendix B: Tilting-Pad Bearing Simulation Model 
The Reynolds equation [21] that governs the pressure field in the bearing is given by 
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t
hh
z
zph
z
zph
R ∂
∂
+
∂
∂
=


∂
∂
∂
∂
+


∂
∂
∂
∂ µ
θ
µωθ
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126,,1 332   (B.1) 
where R is the radius of the rotor, h is the film thickness,  µ is the absolute viscosity of the 
lubricant, and z is the axis length. This equation is applied to each pad of the tilting-pad 
bearing. The pressure distribution in bearing is obtained by solving (B.1) numerically. After 
integrating the resulting pressure field, we obtain the hydrodynamic force acting on the rotor 
and on each pad. 
• Nondimensionlization 
Before solving (B.1), we nondimensionlize the variables as follows 
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t
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where ω  ,  ,  ,  , ztph  are the dimensionless variables, c = r - R, r is the pad radius of 
curvature, L denotes the length of the bearing, refω  is the journal rotation frequency, and 
refref tp   ,  will be defined later. Using (B.2), (B.1) can rewritten as 
( ) ( )
t
h
tpc
Rh
pc
R
z
zph
zL
Rzph
refrefref
ref
∂
∂
+
∂
∂
=


∂
∂
∂
∂
+


∂
∂
∂
∂
2
2
2
2
3
2
2
3 12
6,, µ
θ
ωωµθ
θ
θ
θ
  (B.3) 
When L/R<4, the pressure distribution along the length of bearing is assumed to be 
parabolic [9] 
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After applying (B.4) to (B.3), we obtain 
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Now, let 
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If 0=z , (B.5) simplifies to 
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which can be solved using numerical methods. 
Finally, setting L/RRref =  yields the following dimensionless form for the Reynolds 
equation  
t
hhhpRphhph lref ∂
∂
+
∂
∂
=−



∂
∂
∂
∂
+
∂
∂ 12683 322
2
3
θ
ω
θθθ
   (B.9) 
• Film Thickness Calculation 
We now calculate an explicit expression for the film thickness from the bearing geometry. 
 
Figure B.1: Bearing geometry. 
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♦ Case 1 
If the pads do not tilt and remain at their original position, the film thickness h will have the 
form 
( ) ( )θθ sincos0 yxch −−=     (B.10) 
where x, y denote the position of the rotor center and θ denotes the angle between a point 
along the pad and the x axis. 
♦ Case 2 
Let α denote the pad angle such that positive values denote a counterclockwise tilt and 
negative values denote a clockwise tilt. Then, the film thickness is given by 
hhh ∆+= 0          (B.11) 
where  
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and ( ) ( )2/2/sin2/sin2sin απθαβ −+∆= . Since α is very small, we have that 
( ) ( )θαπθαβ ∆=+∆≈ cos2/sin
2
2sin ;    (B.13) 
therefore, (B.12) becomes 
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where 0θθθ −=∆  and 0θ  is the pad pivot position angle. In this work, 0θ  is oo 180  ,0 for 
pad 1, 2, respectively, and 0θ  is oo 270  ,90 for pad 3, 4, respectively. 
♦ Case 3  
Consider now the case where the pad translates in addition to tilting. Let d be the pad 
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displacement in the radial direction, then 
( )θ∆+∆+= cos0 dhhh .        (B.16) 
It follows from (B.10), (B.14), and (B.16) that 
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or, in dimensionless form, 
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• Numerical Solution of the Reynolds Equation 
From (B.18), we calculate  
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where 
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We now rewrite the equation (B.9) as 
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Applying the center differences method [12] to (B.21) yields 
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where j = 0,…,n. The resulting n equations can be written in matrix form using the recursion 
method as follows 
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with boundary conditions 010 == +npp . We can now solve (B.24) for npp ,...,1  yielding the 
pressure distribution along each pad at the center of the bearing. Specifically, the solution is 
given by  
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• Pad Rotational Dynamics 
The pad rotational dynamics is governed by 
iiiii CJ ταα =+ &&&          (B.27) 
where the subscript i refers to the i-th pad, Ji is the pad moment of inertia, Ci is the viscous 
friction coefficient at the pivot, and τι is the moment exerted on the pad about the pivot by the 
pressure field. This moment is given by 
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or, in dimensionless form,  
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where .  and  2 refref
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τ  We can nondimensionlize (B.27) by setting 
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• Pad Translational Dynamics 
The pad translational dynamics is given by 
4  ,3  ,    2;  ,1  , =+==+= ifFdmifFdm iyiiiixiii &&&&    (B.31) 
where mi is the i-th pad mass, Fi is the control force applied to the pad along the radius 
direction, and fix, fiy are the hydrodynamic forces exerted on the pad in the x and y direction 
by the pressure field. The hydrodynamic force is given by 
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The above equations can be nondimensionlized by setting  
reff
ff =  and refref RLpf = to 
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∑
=
=
n
j
jjix dpf
1
sin
3
2 θθδθ         (B.34) 
∑
=
=
n
j
jjiy dpf
1
cos
3
2 θθδθ         (B.35) 
 86
Finally, (B.31) can be nondimensionlized by setting 
c
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 to yield  
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• Rotor Dynamics 
Application of Newton’s law gives the following equations for the rotor translational 
dynamics 
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which in the dimensionless form become 
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Appendix C: Projection Operator 
A smoothened version of the projection operator introduced in [33] is proposed here. 
Specifically, we replace the Lipschitz continuity property of the Pomet/Praly projection [33] 
with the stronger property of arbitrarily many times continuous differentiability, while 
introducing minor or no modifications to the other projection properties. This new projection 
operator is useful for backstepping-based robust adaptive controllers, such as the ones in 
Chapters 4 and 5, which require multiple differentiations of the adaptation law.  
The standard Lipschitz continuous (normalized) projection operator is given by [27, 33] 
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θµθ&  (C.1) 
where pi ℜ∈µ  is a known nC  variable, 
( )
0
2
2
0
2
ˆˆˆ
εθε
θθθθ
+
−
=
i
T
i
ilp ,      (C.2) 
ε is an arbitrary positive constant and ∇  gradient operator. If ( ) ,00ˆ Ω∈θ the above 
projection operator is known to have the following properties [27, 33]: 
P1. ( ) 0  ˆ 0 ≥∀+≤ tti εθθ ; 
P2. ( ) ( ) ( ) iTiiilTi tt µθθµθ ~ˆ,Proj~ ≥ ; 
P3. ( ) iiil µθµ ≤ˆ,Proj  
P4. ( )iil θµ ˆ,Proj  is Lipschitz continuous. 
Using (C.1) and (C.2) as a starting point, our goal is to design a projection operator that 
replaces property P4 with the stronger property of Cn with minor or no modifications to 
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properties P1-P3. To this end, first note that (C.1) is equivalent to the single equation.  
( )
( ) ( ) ( ) ( ) ( )
( ) ( )ilTil
il
i
T
ili
T
ililil
iiil
pp
p
pppp
θθ
θ
µθµθθθ
µθµ
ˆˆ
ˆ
2
ˆˆ
2
ˆˆ
ˆ,Proj
∇∇
∇







 ∇+∇







 +
−=  (C.3) 
We now replace (C.3) and (C.2) with the following smoothened (unnormalized) function 
( ) ( )( ) 1,...,1  ,24
ˆˆ,Proj
2
00
2
21
−=
+
∇
−=
−
nip in
i
iii
θεθε
θππµθµ    (C.4) 
where 
( ) 20ˆˆˆ θθθθ −= iTiip          (C.5) 
( ) ( )

 >
=
−
otherwise             0
0ˆ if    ˆ
1
ii
in pp θθ
π        (C.6) 
( ) ( ) 222 ˆ21ˆ21 δµθµθπ + ∇+∇= iiii pp      (C.7) 
µi was defined in (4.22) or (5.38), ∇  is the gradient operator, ε, δ are arbitrary positive 
constants, and θ0 was defined in assumption A3 of Chapter 4. If ( ) Ω∈0iˆθ , it can be proven 
that the above projection operator has the following properties: 
P1. ( ) 0  ˆ 0 ≥∀+≤ tti εθθ ; 
P2. ( ) ( ) ( ) iTiiiTi tt µθθµθ ~ˆ,Proj~ ≥ ; 
P3. ( ) biiii γγθµ µ +=ˆ,Proj  and ( ) δθ εθθ εθµθµ 200
2
0
0
2
1ˆ,Proj ++






 +
+= iii , where 
( ) ( ) ( )
( ) 2002
2
2
1
24
ˆˆ
2
1ˆ
2
1
θεθε
θδµθδµθπ
µγ µ in
iiiii
ii
ppp
−
+
∇



+

 ∇+−∇
−=  
( )
( ) and   24
ˆ
2
00
2
1
θεθε
θδπγ inibi
p
−
+
∇
−=  
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δ
θ
θεγ
θ
θεµγ µ 2
0
0
2
0
0
2
   and   1 +≤






 +
+≤ biii . 
P4. ( ) 1ˆ,Proj −−∈ inii Cθµ  
Proof: 
• Property P1 
When ( ) 0ˆ ≤ip θ , we know directly from (C.5) that εθθθ +<≤ 00iˆ . Now, let 
i
T
iV θθθ ˆˆ2
1
=       (C.8) 
whose derivative along (C.4) is given by 
( ) i
T
iini
T
iV θθ
θεθε
ππµθθ ˆˆ
22
ˆ
2
00
2
21
−
+
−=
& .   (C.9) 
When ( ) 0ˆ >ip θ  and ( ) 0ˆ2ˆ ≤=∇ iTiiip µθµθ , we have 
( ) 0ˆˆ22 2002
21 <
+
−≤
−
i
T
iinV θθθεθε
ππ
θ
&     (C.10) 
since 0  , 21 >ππ . Thus, iθˆ  is brought back into Ω. When ( ) 0ˆ >ip θ  and 
( ) 0ˆ2ˆ ≤=∇ iTiiip µθµθ , we know from (C.6) that ( ) iTip µθπ ˆ2 ∇>  and therefore 
( )
( ) i
T
i
i
in
inT
iV µθ
θεθε
θθθ
θ
ˆ
2
ˆˆ
1
2
00
2
2
0 



+
−
−≤
−
−
&     (C.11) 
upon substitution from (C.5). Since 0ˆ >i
T
i µθ , we need to prove the bracketed term in (C.10) 
is negative. Assume εθθ += 0iˆ , then 
( )
( ) 0
ˆˆ
1ˆˆ
2
ˆˆ
1 2
0
2
00
2
2
0 <−=
+
−
−
−
−
θ
θθθθ
θεθε
θθθ TiT
iin
inT
i .   (C.12) 
Thus, whenever εθθ += 0iˆ  and iθˆ  is drawn towards Ω. 
• Property 2 
When ( ) 0ˆ ≤ip θ , we have 01 =π  so ( ) iTiiiTi µθθµθ ~ˆ,proj~ = . For the case when ( ) 0ˆ >ip θ , we 
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first calculate 
( ) ( )( ) ( ) 022ˆ
~    0ˆ,Proj~    ~ˆ,Proj~
0
2
21 ≤



+
⇔≥−⇔≥
−ini
T
iiii
T
ii
T
iii
T
i
εθε
ππθθµθµθµθθµθ  (C.13) 
upon use of (C.4). Since the bracketed term in (C.13) is positive, we need to prove 0ˆ~ ≤i
T
i θθ : 
( )
( ) ( ) ( )
( )
0ˆ
2
1        
ˆ
2
1ˆ
2
1        
ˆˆ
2
1ˆˆ
2
1        
ˆˆˆ~
22
222
≤


−−≤
−−


−−=
−−−−−=
−=
θθ
θθθθ
θθθθθθθθ
θθθθθ
i
ii
i
T
i
T
i
T
i
i
T
ii
T
i
    (C.14) 
since 0θθ ≤  and 0ˆ θθ >  
• Property 3 
When ( ) 0ˆ ≤ip θ , ( ) iii µθµ =ˆ,Proj . When ( ) 0ˆ >ip θ , we know that due to property P1 
( )2020 ˆˆ εθθθθ +≤≤ iTi  and therefore 
1
2
ˆˆ
0
2
2
0 ≤
+
−
εθε
θθθ iTi .     (C.15) 
Calculating the norm of ( )ii θµ ˆ,Proj , we obtain 
( ) 2
0
2
2
0
2
0
2
2
0
2
ˆ
2
ˆ
2
ˆˆˆ,Proj
θ
θπµ
θ
θπ
εθε
θθθµθµ iii
in
i
T
i
iii +≤



+
−
+≤
−
   (C.16) 
where (C.15) was used. Since ( ) δµθδµθµθπ +<++= iTiiTiiTi ˆ2ˆˆ 222 , the right-hand side of 
(C.16) can be upper bounded by 
( ) ( )
( )
( ) .
2
1                    
ˆ2
2
                    
ˆ2
2
ˆˆ,Proj
2
0
0
2
0
2
0
2
0
0
2
0
δ
θ
εθ
θ
εθµ
δµθ
θ
εθµ
δµθ
θ
θµθµ
+
+


 +
+≤
+
+
+≤
++≤
i
iii
i
T
i
i
iii
    (C.17) 
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Now, note that (C.4) is can be written as ( ) biiii γγθµ µ +=ˆ,Proj  where  
( ) ( ) ( )
( ) 2002
2
2
1
24
ˆˆ
2
1ˆ
2
1
θεθε
θδµθδµθπ
µγ µ in
iiiii
ii
ppp
−
+
∇



+

 ∇+−∇
−=   (C.18) 
( )
( ) 2002
1
24
ˆ
θεθε
θδπγ inibi
p
−
+
∇
−= .      (C.19) 
It is clear from (C.18) and (C.19) that  
δ
θ
θεγ
θ
θεµγ µ 2
0
0
2
0
0
2
   and   1 +≤






 +
+≤ biii .   (C.20) 
• Property 4 
Since the product of inC −  functions is also inC − , we require the individual functions 
contained in (C.4) to be inC − . The nth-order continuous differentiability of the gradient 
operator and the function ℜ∈∀+ xx   22 δ  is obvious; thus, we know ( )ip θˆ∇  and 
( )ii µθπ ,ˆ2  are inC − . For the function 
( )
otherwise,
0  if 
0
1 >


=
+ xxxf
n
     (C.21) 
we have 
( ) ( )( )


>
−−
−
=
−−
     otherwise           0         
  0  if         
!
! x
jin
xin
dx
xfd
jin
j
j
    (C.22) 
for inj −= ,...,1  since 
( )( ) ( )( )
( )
( )
( )( ) ( )( ) .0000
0
0
0
0
0
!1
!
0
0
limlimlim
limlim
00
11
0
1
0
11
0
==
−
=
−
−
=
−
−
−+−
−
=
−
−
−−−
++
→→
−−
→
−+
→
−−
→
xx
jj
x
jn
x
jj
x
xx
fxf
x
x
jin
in
x
fxf
  (C.23) 
It then follows that ( )iθπ ˆ1  is inC − . 
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Appendix D: Proof Inequality 
For simplicity of proof, (4.32) will be shown for the case where n = 3 in (4.1a)-(4.1d). The 
proof for the general nth-order system involves lengthy mathematical manipulations and use 
of the principle of mathematical induction. 
In the following, [ ]( ), ... 1 Tixi ηηρ [ ]( ), ... 1 Tii ηηρϕ  and [ ]( )Tii ηηρα  ... 1 , 3  2,  ,1=i , and 
[ ]( ), ... 11 Tgi ηηρ , 2  ,1=i  denote some globally invertible, nondecreasing functions. Using 
(4.7), assumption A1 of Chapter 4, (4.3), and property P1 of the projection algorithm for 
Appendix C, we can show  
( ) 1111 ηηρα α≤ .        (D.1) 
We can now use (4.4) to show 
[ ]( )[ ]TTxx 212122   ηηηηρ≤ .      (D.2) 
Consequently, from assumption A1 of Chapter 4, we have 
[ ]( )[ ]TT 212122   ηηηηρϕ ϕ≤ .     (D.3) 
Since T111 ˆ ϕθα −=∂∂ , we can see from (4.14) that 
[ ]( )[ ]TT 212122   ηηηηρα α≤ .     (D.4) 
Now, we can use (4.10) to show  
[ ]( )[ ]TTxx 32132133     ηηηηηηρ≤     (D.5) 
and then, 
[ ]( )[ ]TT 32132133     ηηηηηηρϕ ϕ≤ .    (D.6) 
Using the above boundedness statements, it is not difficult to see from (4.36) that 
( )ηηρ 11 gg ≤          (D.7) 
where η was defined in (4.40). Also, given that 
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( ) ( )
,ˆ
,ˆ
ˆ,Projˆ
ˆˆ
1
1
12
2
2
1
11
11221
11
1
2
12
1
1
x
x
x
c
TT
TTT
∂
∂
+−=
∂
∂
∂
∂Γ−+
∂∂
∂
+−=
∂
∂
αϕϕ
θ
α
θ
θµϕθϕ
θ
αϕ
θ
α
  (D.8) 
we know from (4.37) that 
( ) zg g ηρ 22 ≤           (D.9) 
where z was defined in (4.32). Finally, (4.30) and (4.29) lead to (4.32). 
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Appendix E: Hyperbolic Function Inequalities 
It can be shown that the following inequalities hold qℜ∈∀ξ  
( ) ( )( ) ( )( ) 2
1
2 coshlncoshlntanh
2
1 ξξξξ ≤∑≤≤
=
q
i
i    (E.1) 
( ) ( )ξξ Tanhtanh ≤          (E.2) 
( ) 1tanh +≤ ξξ
ξ
         (E.3) 
where ( ) ( ) ( ) ( )( )Tqξξξξ tanh , ,tanh ,tanhTanh 21 L= . 
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Appendix F: Technical Lemmas 
The following lemmas are used in establishing the main results of Chapters 4 and 5. 
Lemma 1 Let mz ℜ→ℜ≥0:,φ , ( ) ( ) ∞∈Ltt φφ &&&  , , and 
Azzcr += &           (F.1) 
( )( )zBrL T Sgn−= φ         (F.2) 
where c > 0, mmBA ×ℜ∈,  are diagonal positive definite, and 
( ) ( ) ( ) ( )( )Tmzzzz sgn ,...,sgn ,sgnSgn 21=     (F.3) 
If the elements of B are selected to satisfy the following sufficient condition 
( ) ( ) ,m,it
A
ctB
Li
ii
Liii
L& 1 , =+>
∞
∞
φφ     (F.4) 
then 
( ) b
t
dL ςττ ≤∫
0
         (F.5) 
where the positive constant ζb is given by 
( ) ( ) ( ) .000
1



+= ∑
=
φς
m
i
T
iiib zzBc       (F.6) 
Proof: After substituting (D.1) into (D.2) and then integrating in time, we obtain 
( ) ( ) ( )( ) ( ) ( )( )( )
( ) ( ) ( )( )( ) ( ) ( ) ( )( )( )∫∫
∫∫
−+−=
−+=
t Tt
T
t
T
t
dB
d
dzcdBAz
dBAzzcdL
00
00
sgnsgn
sgn
ττητφ
τ
τ
ττητφι
ττητφττττ &
  (F.7) 
after integrating the second integral on the right-hand side of (D.7) by parts, we have 
 96
( ) ( ) ( ) ( )( )( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( )
( ) ( ) ( )( )( ) ( ) ( )( )∑
∫
∑∫
∫∫
=
−
=
−−−+



−−=
−−+
−=
m
i
iiii
TT
t
T
tm
i
iii
t
TtT
t
T
t
ztzBczttzc
dB
d
dcAAz
zBcd
d
dzccz
dBAzdL
1
0
1
010
0
00
000
sgn
sgn
φφ
ττη
ι
τφ
τφι
ιτ
ι
τφ
ττφτ
ττητφτττ
      (F.8) 
We now upper bound the right-hand side of (D.2) as follows 
( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( )


−−−+




−−=
∑∑
∫∑∫
==
=
m
i
T
iii
m
i
iiii
t m
i
ii
i
ii
i
T
i
t
zzBcBttzc
dB
d
d
A
cAzdL
11
0 10
000 φφ
τ
ι
τφ
τφιττ
    (F.9) 
It follows from (D.9) that if B is chosen according to (D.4), then (D.5) holds. 
Lemma 2 Consider that a solution exists for the system 
( ) qqftf ℜ→ℜ×ℜ= ≥0:  ,,ξξ&       (F.10) 
Let the set D be defined as { }sD εξξ <= ::  where 0>sε , and let V : ℜ→ℜ× ≥0D  be 
a C1 function satisfying 
( ) ( ) ( ) DtWtVW ∈∀≥∀≤≤ ξξξξ  ,0 ,, 21     (F.11) 
 whose derivative along the trajectories of (D.10) satisfy 
( ) ( ) DtWtV ∈∀≥∀−≤ ξξξ  ,0 ,,&      (F.12) 
where W1(ξ),W2(ξ) are C0 positive definite functions and W(ξ) is a differentiable, positive 
semi-definite function. If ( ) S∈0ξ , where 
( ){ } ( )ξδδξξ
εξ 12 min0  ,:: WWDS s=
<<≤∈=    (F.13) 
then ξ(t) is bounded. Furthermore, if W(ξ) is uniformly continuous, then 
W(ξ(t)) → 0 as t → ∞.       (F.14) 
Proof: See proof of Theorem 8.4 in [19]. 
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