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Introduzione
1.1 Motivazione del lavoro
Il pensionamento e, in particolare, il modo in cui le persone aﬀrontano
questo cambiamento, ` e un fenomeno di notevole interesse per quanto riguar-
da l’analisi dell’andamento del livello del consumo nell’ambito dei programmi
di valutazione economica.
In base al modello del ciclo di vita di Modigliani (vedi [1] per maggiori
dettagli) i consumatori risparmiano parte del reddito per far fronte alle loro
esigenze di consumo al termine dell’attivit` a lavorativa, durante il pensiona-
mento. Questa semplice idea ` e alla base della teoria del ciclo di vita, formula-
ta dal premio Nobel Modigliani: si risparmia da “giovani”, quando si dispone
di un reddito, per poter spendere e ﬁnanziare le spese anche da “anziani”,
quando quel reddito mancher` a. E’ il ciclo di vita del risparmio, positivo du-
rante la fase lavorativa, negativo durante il pensionamento. Infatti, secondo
Modigliani, il pensionamento, esclusi shock di salute, ` e un evento pianiﬁca-
bile da parte degli agenti. I consumatori allocano risorse nel ciclo di vita con
l’obiettivo di mantenere costante l’utilit` a marginale del consumo. Dunque,
i consumatori arrivano a pianiﬁcare le loro scelte per perseguire l’obiettivo
appena descritto. Ne segue che, intuitivamente, in corrispondenza del pen-
sionamento, non si dovrebbe vedere un calo drastico del consumo. Questo
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calo, in parte, potrebbe essere spiegato tramite una naturale diminuizione di
spesa per alcune categorie di beni. Si pensi, ad esempio, alle spese inerenti
la necessit` a di utilizzare i mezzi di trasporto, di pranzare fuori, di comprare
vestiti consoni al tipo di lavoro. In pratica, ci si riferisce a quelle spese legate
al lavoro.
Recenti lavori hanno per` o evidenziato la presenza di un crollo pesante
del consumo nel momento del pensionamento, risultato che diﬃcilmente si
accosta al comportamento ideale previsto dal modello del ciclo di vita di
Modigliani. Osservare una caduta drastica del consumo ` e assimilabile al fatto
che gli agenti arrivano non preparati al pensionamento. Avere una caduta
drastica del loro consumo ` e una conseguenza derivante dal fatto che anche
il loro reddito disponibile diminuisce. Insomma, ` e come se il pensionamento
fosse uno shock non previsto.
La presenza di questo fenomeno ` e stata analizzata per il Regno Unito
(vedi [2] per maggiori dettagli, indicato con BBT nel seguito), per gli Stati
Uniti (vedi [3] per maggiori dettagli, BSW nel seguito) e per l’Italia (vedi
[4] per maggiori dettagli, MMW nel seguito) ed ` e noto come the retirement
consumption puzzle (o the retirement savings puzzle).
BBT usa dati provenienti dall’indagine sulla spesa delle famiglie inglesi,
nota come FES, 1 per esaminare i cambiamenti nella spesa delle famiglie nel
momento del pensionamento. Gli autori trovano evidenza del fenomeno in
quanto solo una parte del calo del consumo pu` o essere spiegata e attribuita
all’aumento di tempo libero che segue il pensionamento: il pensionamento
dovrebbe apparire come un evento prevedibile e invece si registra un crollo del
consumo tale da sembrare un comportamento provocato da uno shock inat-
teso. Sembra che le persone non programmino l’evento e si trovino dunque
impreparate. Inoltre BBT evidenzia l’importanza di distinguere tra pension-
amento volontario e involontario: infatti si osserva un crollo signiﬁcativo nel
consumo alimentare solamente per coloro che sono costretti ad anticipare il
pensionamento a causa di problemi di salute o per la perdita del lavoro.
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BSW usa dati panel sulle famiglie degli Stati Uniti, tratti dal PSID 2. Gli
autori concludono dicendo che i risultati ottenuti non sono completamente a
supporto della teoria del ciclo di vita di Modigliani ma non possono essere
nemmeno esclusi da qualsiasi schema razionale: i risultati infatti possono
essere spiegati dal mental accounting, una teoria sviluppata dall’economista
statunitense Richard Thaler. Costui ipotizza che le scelte economiche delle
persone sono mediate da un vero e proprio sistema di contabilit` a mentale, che
non ` e neutrale e produce comportamenti non del tutto coerenti con il modello
microeconomico neoclassico standard, basato sulla perfetta razionalit` a degli
agenti.
MMW usa dati forniti dall’indagine sui consumi delle famiglie italiane,
nota come ISFB 3 per il periodo dal 1985 al 1996. Gran parte del lavoro ` e ded-
icato ad illustrare come il consumo per diverse categorie di beni pu` o variare
con l’et` a degli individui e con il loro pensionamento. Il consumo di beni col-
legati all’attivit` a lavorativa decresce mentre aumenta quello di beni prodotti
in casa. Gli autori dunque stabiliscono che il consumo di beni collegati al-
l’attivit` a lavorativa (trasporti, vitto fuori casa e indumenti) diminuiscono a
seguito del pensionamento mentre non ci sarebbero prove di brusche cadute
per la categoria di beni non durevoli (spese per la salute, carburante e spese
per la casa). I risultati sono a sostegno della tesi che in Italia non ci sarebbe
un retirement consumption puzzle. Questo potrebbe essere dovuto alla pre-
senza, in Italia, di un adeguato sostegno economico per quelle famiglie di neo
pensionati che si trovano in diﬃcolt` a economica.
1.2 Obiettivo dello studio
La tesi prende spunto da un lavoro proposto da Battistin e coautori, collo-
cato in letteratura nell’ambito degli studi relativi alla stima dell’eﬀetto del
pensionamento sul consumo. Il lavoro si intitola: The Retirement Consump-
2PSID: Panel Study of Income Dynamics
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tion Puzzle: Evidence from a Regression Discontinuity Approach, scritto nel
2005 (vedi [5]). Il lavoro utilizza informazioni ricavate dalla Banca d’Italia in
merito ad un’indagine sul reddito e la ricchezza delle famiglie italiane (SHIW
4) per il periodo 1993–2004. I dati riguardano la spesa delle famiglie italiane
circa il consumo di alimenti e beni non durevoli. Qui di seguito verranno ora
presentati i passaggi rilevanti di questo lavoro.
Vengono chiamati Y1 e Y0 i consumi potenziali che si osserverebbero nel
caso in cui l’i-esimo individuo fosse rispettivamente in pensione oppure no. Il
risultato potenziale, per ogni singola unit` a di osservazione, ` e il valore che una
certa variabile, detta appunto risultato, acquista, qualora si realizza un valore
speciﬁco del trattamento. Seguendo l’approccio indicato da Donald Rubin,
l’eﬀetto causale del pensionamento sul consumo ` e deﬁnito come diﬀerenza in
termini di consumo individuale β = Y1 − Y0, il quale per` o non pu` o essere
stimato. Invece, ` e possibile considerare e stimare l’eﬀetto medio come
β = E{Y1 − Y0} = E{Y1} − E{Y0}. (1.1)
Ovviamente ` e impossibile osservare per lo stesso soggetto, nello stesso istante
temporale, entrambi gli stati e uno, fra i due risultati potenziali, ` e sempre
mancante. Ma se si pu` o ritenere che i due sottocampioni, riferiti rispettiva-
mente alle persone pensionate e a quelle non pensionate, siano equivalenti in
termini di meccanismo di assegnazione casuale, allora l’eﬀetto causale medio
del fenomeno sulla quantit` a oggetto di studio pu` o essere calcolato come dif-
ferenza fra i due valori attesi riferiti rispettivamente ai due sottocampioni.
Per approfondimenti riguardanti il modello causale indicato da Donald Rubin
si veda [6] e [7].
Nel lavoro in esame, R ` e una variabile binaria che rappresenta la con-
dizione del capofamiglia, dove R = 1 se il soggetto i ` e in pensione, R = 0 se
il soggetto non lo ` e. Quindi Y1 ` e il consumo che si osserverebbe nel caso di
pensionamento, mentre Y0 ` e il consumo che si osserverebbe nel caso di non
pensionamento.
4SHIW: Survey on Household Income and Wealth1.2. OBIETTIVO DELLO STUDIO 13
Gli autori utilizzano un approccio basato sui disegni di discontinuit` a (re-
gression discontinuity approach). In queste circostanze infatti ci si pu` o av-
valere di tale metodo in quanto la variabile R dipende da una variabile os-
servabile S∗ e nel supporto di S∗ esiste un punto noto ¯ s dove la probabilit` a
di essere trattato cambia in modo discontinuo. Valutando infatti un intorno
di ¯ s e utilizzando il disegno di discontinuit` a, si possono recuperare le propri-
et` a di un esperimento casuale, ossia l’intorno di ¯ s ha la stessa valenza di un
confronto sperimentale. Quindi, se ¯ s rappresenta il punto di discontinuit` a,
una regression discontinuity ` e deﬁnita se
Pr{R = 1|¯ s
+}  = Pr{R = 1|¯ s
−}, (1.2)
dove ¯ s+ e ¯ s− si riferiscono a quei soggetti che si trovano localmente e rispet-
tivamente sopra e sotto rispetto a ¯ s. Per approfondimenti sui disegni di
discontinuit` a (RDD) si veda [8], [9], [10] e [11].
Nel lavoro di riferimento la variabile S∗ rappresenta l’eleggibilit` a intesa
come numero di anni che mancano alla pensione (S∗ negativa) o che sono
trascorsi dal momento in cui il soggetto ` e diventato idoneo alla pensione (S∗
positiva); si assume che il supporto di questa variabile sia continuo. Inoltre,
per la variabile S∗ vale la regola deterministica
R = I(S
∗ ≥ ¯ s), (1.3)
ovvero, il valore assegnato alla variabile R ` e legato al fatto che il valore as-
sunto dalla variabile S∗ sia positivo. In altre parole, gli individui sono idonei
al pensionamento se e solo se presentano un valore della variabile S∗ non
inferiore al punto di soglia ¯ s = 0. Questa variabile dicotomica indica se l’in-
dividuo ` e o non ` e in pensione e potr` a valere 1 se e solo se s∗ ≥ 0. Con ci` o,
si sottolinea il fatto che un soggetto, avente un valore dell’eleggibilit` a nega-
tivo, non potr` a apparire in pensione in quanto dovr` a versare ancora anni di
contributi. D’altro canto, un soggetto con un valore positivo dell’eleggibilit` a,
` e idoneo al pensionamento e ha la possibilit` a di scegliere se andarci oppure
continuare a lavorare.14 CAPITOLO 1. INTRODUZIONE
Sia
Y = Y0 + R(s)β (1.4)
il consumo osservato. Per sottolineare la dipendenza fra R e S∗ si scrive
R(s∗). L’espressione si sempliﬁca a seconda del valore assunto dalla variabile
R. Infatti, nel caso R = 1 si ha Y ≡ Y1 mentre, se R = 0 allora Y ≡ Y0.
La diﬀerenza fra i valori attesi nei due gruppi costituiti rispettivamente da
coloro che riportano valori sotto e sopra la soglia di idoneit` a ¯ s
E[Y |¯ s
+] − E[Y |¯ s
−] (1.5)
pu` o essere scritta come
E[Y0|¯ s
+] − E[Y0|¯ s
−] + E[R(s
∗)β|¯ s
+] − E[R(s
∗)β|¯ s
−]. (1.6)
Poich` e vale la regola deterministica (1.3) l’espressione pu` o essere riscritta
come
E[Y0|¯ s
+] − E[Y0|¯ s
−] + E[β|¯ s
+]. (1.7)
Condizione 1. Il valore atteso di Y0 condizionato ad S∗ ` e una funzione
continua di S∗ in ¯ s.
Questa condizione stabilisce che, in un mondo dove non esiste il fenomeno
del pensionamento, non dovrebbe nemmeno sussistere una discontinuit` a at-
torno al punto di soglia ¯ s ma piuttosto un andamento del consumo continuo
in corrispondenza della soglia. Se vale questa condizione allora si pu` o scrivere
E[β|¯ s
+] ≡ E[Y |¯ s
+] − E[Y |¯ s
−], (1.8)
ovvero, l’eﬀetto causale medio che il pensionamento provoca sui consumi di
quei soggetti localmente idonei ` e deﬁnibile in termini di diﬀerenza fra i valori
attesi dei consumi osservati, rispettivamente sopra e sotto la soglia ¯ s.
Se vale la condizione 1, usando la legge dei valori attesi iterati e notando
che E[R(s∗)β|R = 0, ¯ s+] = 0, allora l’espressione (1.7) produce
E[R(s
∗)β|¯ s
+] = E[β|R = 1, ¯ s
+]Pr[R = 1|¯ s
+], (1.9)1.2. OBIETTIVO DELLO STUDIO 15
in modo che l’impatto medio sugli individui pensionati in un intorno destro
di ¯ s sia identiﬁcato da
E[β|R = 1,S
∗ = ¯ s
+] =
E[Y |S∗ = ¯ s+] − E[Y |S∗ = ¯ s−]
E[R|S∗ = ¯ s+]
. (1.10)
Il risultato ottenuto fonda sul fatto che la probabilit` a di trovare individui in
pensione, pur non essendo idonei, sia zero. Questo sempliﬁca l’espressione
(1.6), senza dover fare ulteriori assunzioni sul comportamento degli agenti.
Segue che la (1.10) pu` o essere stimata usando il metodo delle variabili stru-
mentali, dove la variabile S∗ viene usata come strumento per correggere la
natura endogena della variabile R condizionata ad S∗.
Questo ` e ci` o che dovrebbe succedere a livello teorico. Ovvero, la proba-
bilit` a di andare in pensione, condizionata a diversi valori della variabile S∗,
dovr` a essere zero per valori di S∗ appartenenti all’intorno sinistro della soglia
¯ s. In corrispondenza di ¯ s si dovr` a evidenziare un salto a dimostrazione del
fatto che una buona porzione di individui, appena raggiunta l’idoneit` a, deci-
dono di andare in pensione. E’ ragionevole ipotizzare che altri individui, pur
essendo idonei, continuino a lavorare: la curva dunque, nell’intorno destro di
¯ s, avr` a un andamento crescente ﬁno a che tutti siano in pensione.
Contrariamente a quello che ci si potrebbe attendere, con dati reali si
osserva una porzione non trascurabile di individui che appaiono in pensione
pur non essendo idonei. Ad esempio, si osserva un 2.5% di uomini che,
nonostante manchi ancora un anno per andare in pensione (s∗ = −1), lo sono
gi` a. Per le donne invece si osserva un valore pari al 14%. In corrispondenza
di s∗ = −2 invece si osserva l’1.5% di uomini e il 3.5% di donne, non ancora
eleggibili ma gi` a in pensione. Quindi, la probabilit` a di essere in pensione,
avendo un valore negativo della variabile S∗, ` e diverso da zero. Questo va a
contrastare la (1.3).
Gli autori cercano di spiegare tale comportamento ipotizzando una strut-
tura per l’errore di misura contenuto in S∗. Supponendo che S∗ sia una
variabile misurata con errore, gli autori valutano sotto quali condizioni del-
l’errore di misura, si ` e in grado di identiﬁcare il parametro d’interesse β e se
i risultati che si trovano sono robusti.16 CAPITOLO 1. INTRODUZIONE
Si assume infatti che, nel gruppo di individui per i quali viene valutato il
valore della variabile S∗, una porzione di essi riportino il valore corretto e una
parte il valore errato. Si tratta di una mistura, che formalmente ` e espressa
come
Smistura = S
∗Z + Sclassico(1 − Z), (1.11)
dove Z rappresenta una variabile binaria che vale 1 se il valore riferito ` e cor-
retto, mentre ` e uguale a 0 atrimenti. La variabile Sclassico invece rappresenta
la variabile S∗ contaminata da un errore di misura di tipo classico. Verranno
forniti maggiorni dettagli in seguito.
La (1.2) motiva l’ipotesi di presenza di errore di misura in S∗. Infatti,
dovrebbe essere una funzione discontinua in ¯ s = 0, in quanto una buona
porzione di soggetti, appena diventano idonei, decidono di andare in pensione
e per valori negativi dell’eleggibilit` a non si dovrebbero osservare soggetti in
pensione. Con dati reali, non ` e cos` ı.
Lo stimatore (1.10) dipende dalla distribuzione congiunta di (Y,R,S∗).
A causa dell’errore di misura in S∗ lo stimatore costruito non ` e consistente
per il parametro d’interesse. Invece, il seguente rapporto
E[β|R = 1,Smistura = ¯ s
+] =
E[Y |Smistura = ¯ s+] − E[Y |Smistura = ¯ s−]
E[R|Smistura = ¯ s+] − E[R|Smistura = ¯ s−]
(1.12)
identiﬁca il parametro d’interesse ovvero l’eﬀetto causale che il fenomeno del
pensionamento provoca sul consumo, a condizione che l’errore di misura di
tipo mistura sia compatibile con i dati a disposizione. Questa espressione
pu` o essere stimata con le variabili strumentali, utilizzando l’eleggibilit` a S
come strumento per la scelta di pensionamento R (si veda [12] per maggiori
dettagli).
In conclusione, gli autori stimano un calo del consumo relativo ai beni
non durevoli del 9.8%. Tale risultato pu` o essere comunque spiegato dal fatto
che gli individui, appena entrano in pensione, cambiano stile di vita. Le
spese collegate all’attivit` a lavorativa vengono sospese. Inoltre, nel lavoro,
viene mostrato che il pensionamento porta ad una riduzione del numero di
adulti all’interno del nucleo familiare. Anche questa circostanza giustiﬁca il1.3. ORGANIZZAZIONE DEL TESTO 17
calo del consumo stimato. Le conclusioni tratte e i risultati ottenuti vanno
a sostegno della tesi che in Italia non esisterebbe un retirement consumption
puzzle, come dimostrato appunto nel lavoro di Miniaci R., Monfardini C. e
Weber G., qui indicato MMW (si veda [4]).
1.3 Organizzazione del testo
Nel Capitolo 2 illustreremo la teoria sottostante l’errore di misura. Dopo una
breve introduzione, presenteremo i modelli per l’errore di misura e i metodi
di correzione proposti in letteratura.
Il Capitolo 3 ` e dedicato interamente allo studio di simulazione eﬀettuato.
Descriveremo le variabili economiche utilizzate, le due strutture adottate per
l’errore di misura, l’assegnazione dei valori ai parametri della simulazione, gli
scenari considerati ed inﬁne gli indici calcolati. Il Capitolo 3 si conclude con
l’interpretazione dei risultati ottenuti e le implicazioni economiche. I risultati
trovati serviranno a rispondere ad una precisa domanda di ricerca che guida
l’intero capitolo.
Nel Capitolo 4 viene considerato il metodo SIMEX per la correzione del-
l’errore di misura. Il metodo verr` a applicato in particolare a due casi. Inﬁne,
il capitolo 4 si concluder` a con una proposta alternativa del SIMEX.18 CAPITOLO 1. INTRODUZIONECapitolo 2
L’errore di misura
2.1 Introduzione
In molte discipline scientiﬁche la quasi totalit` a delle misurazioni sono aﬀette
da errore di misura. I problemi connessi all’errata misurazione delle vari-
abili possono essere ricondotti a cause diverse: alcuni esempi possono essere
gli elevati costi di rilevazione dei dati per ottenere misure esatte, l’impreci-
sione degli strumenti utilizzati, analisi di laboratorio poco curate, l’intrinseca
variabilit` a naturale o la natura soggettiva di alcune variabili oggetto di stu-
dio. Se non se ne tiene conto e non si opera una correzione, gli errori di
misura sono una fonte di problemi inferenziali non irrilevanti (si veda [13]
per maggiori dettagli). In letteratura si ` e a lungo evidenziato il fatto che
la presenza di errori di misura porta a stime distorte dei parametri. Inoltre
gli errori di misura possono incidere sulla varianza e sul livello di copertu-
ra degli intervalli di conﬁdenza degli stimatori. Queste circostanze sorgono
poich` e, non potendo osservare la variabile d’interesse X, si devono utilizzare
le informazioni riguardanti un’altra variabile W e questa non risulta perfetta-
mente correlata con X. Gli scostamenti fra la vera variabile X e la variabile
W misurata con errore sono chiamati errori di misura (measurement errors).
Convenzionalmente, si usa questo termine per fare riferimento a variabili di
tipo numerico, continue o discrete, mentre per variabili di tipo categoriale si
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predilige un termine che fa riferimento alla natura qualitativa delle variabili e
si usa la parola inglese missclassiﬁcation per deﬁnire un’errata classiﬁcazione.
Il modello statistico per dati aﬀetti da errori di misura viene chiamato mod-
ello per l’errore di misura. Negli ultimi vent’anni in letteratura sono stati
presentati numerosi metodi per correggere la presenza dell’errore di misura.
Nel Paragrafo 2.1 verr` a fatta una breve introduzione all’errore di misura.
Nel Paragrafo 2.2 verranno indicati i concetti di base e i modelli per l’errore
di misura. Seguir` a una presentazione sulle conseguenze alle quali si pu` o an-
dare incontro nel caso in cui la presenza dell’errore di misura venga ignorata.
Inﬁne, nel Paragrafo 3.2, verr` a fornita una visione d’insieme sui metodi pro-
posti in letteratura per far fronte al problema della presenza dell’errore di
misura in una o pi` u variabili esplicative, includendo la teoria sottostante.
2.2 Gli errori di misura: modelli, conseguen-
ze e rimedi
Esiste una vasta letteratura che approfondisce il problema della presenza
dell’errore di misura nelle variabili presenti nel modello. Per il caso della
regressione lineare semplice e per i modelli lineari generalizzati si veda [14]
per maggiori dettagli. Per un’analisi approfondita sui modelli non lineari si
veda [15] per maggiori dettagli.
Verr` a indicata con Y la variabile risposta del modello. Viene fatta una
distinzione tra due tipi di variabili concomitanti: con Z verr` a indicato il vet-
tore contenente tutte quelle variabili che sono misurate senza errore mentre
con X quelle che non possono essere osservate esattamente. La caratteristica
sostanziale del problema dell’errore di misura nasce dal fatto che si osserva
la variabile W invece di X. Il primo passo ` e quello di costruire un modello
per l’errore di misura mentre l’obiettivo primario ` e quello di ottenere stime
non distorte dei parametri d’interesse nella situazione di dover stimare un
modello per Y in termini di (Z,W) invece di (Z,X). Per avere successo in
questa delicata operazione sono richieste attente analisi. Si pu` o sostituire2.2. MODELLI, CONSEGUENZE E RIMEDI 21
infatti W al posto di X ma devono essere eseguite le correzioni necessarie,
altrimenti si ottengono stime distorte, come verr` a illustrato in seguito.
Se il meccanismo dell’errore di misura viene visto in termini di distribuzione
della variabile surrogato W data la vera variabile d’interesse X, ` e possibile
esprimere la densit` a congiunta delle variabili rilevanti come
f(W,Y,X,Z) = f(W|Y,X,Z)f(Y |X,Z)f(X|Z)f(Z) (2.1)
Il primo termine si deﬁnisce modello per l’errore di misura (measurement mod-
el). In altre parole si tratta della densit` a della variabile aﬀetta da errore di
misura W, condizionata alla variabile risposta Y , alla vera variabile d’inter-
esse X e al vettore contenente le altre variabili esplicative Z. Questo descrive
come la variabile esplicativa surrogato W deriva dalla vera variabile esplica-
tiva X, considerando il fatto che le variabili Y e Z possono inﬂuenzare questo
processo.
Il secondo termine indica il modello per la variabile d’interesse (disease
model) e descrive la relazione fra la variabile risposta Y e le variabili esplica-
tive (X,Z). Tipicamente il primo obiettivo consiste nel scoprire la forma di
questa relazione.
Considerati insieme, il terzo e quarto termine costituiscono il modello per
l’esposizione (exposure model) ovvero la distribuzione congiunta di (X,Z).
Quando si lavora con gli errori di misura capita spesso di non essere in gra-
do di stimare i parametri d’interesse servendosi solamente delle informazioni
contenute nel campione formato dai valori delle variabili (Y,Z,W). Alcuni
parametri che caratterizzano la distribuzione congiunta di (Z,X,W) devono
essere noti oppure stimati al ﬁne di ottenere una stima del parametro d’in-
teresse. Sono necessarie dunque delle informazioni supplementari e la selezione
dipende molto dal tipo di modello scelto per l’errore di misura. In seguito si
approfondir` a la questione.
Inﬁne, si precisa che questo lavoro si concentrer` a sui problemi che sorgono
quando si vuole stimare un modello che mette in relazione una variabile
risposta Y con le vere variabili esplicative X e le variabili non aﬀette da
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a quelle su Y e Z. Anche la Y potrebbe essere aﬀetta da erorre di misura ma
l’attenzione qui si restringe esclusivamente alla presenza dell’errore di misura
sulle variabili esplicative.
2.2.1 Modelli per l’errore di misura
Per analizzare gli eﬀetti dell’errore di misura ` e fondamentale costruire un
modello per il processo che provoca l’errore di misura. In letteratura si
distinguono due grandi gruppi:
• modelli per l’errore che plasmano la distribuzione condizionata di W
dato (Z,X) e fra questi si trova il modello per l’errore di misura classico;
• modelli per l’errore che utilizzano la distribuzione condizionata di X
dato (Z,W) e fra questi si trova il modello per l’errore di misura di
Berkson.
Il modello pi` u semplice per l’errore di misura ` e il modello classico
W = X + U (2.2)
Questo modello risulta appropriato quando si tenta di determinare diretta-
mente X ma si ` e incapaci di farlo a causa di varie fonti di errori di misura,
come per esempio la taratura dello strumento, errori manuali, l’imprecisione
dell’operatore. Nel modello di tipo classico ` e la quantit` a d’interesse x ad
essere ﬁssa per ciascun individuo ma il valore w che si va a misurare ` e pertur-
bato da errore. Ha senso perci` o ipotizzare, in queste circostanze, un modello
di tipo additivo dove U ha media zero ed ` e indipendente da X. Infatti, dal
momento che si impone che W sia una misura non distorta per X e che quindi
il valore atteso di W condizionato ad X e a tutte le altre variabili Z misurate
senza errore sia pari ad X, allora deve essere che E[U|X,Z] = 0. Inoltre la
varianza di U pu` o essere di tipo omoschedastico oppure eteroschedastico e
viene indicata con σ2
u.
Un modello alternativo ` e rappresentato dal modello di Berkson, chiamato
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attorno a W ossia
X = W + U (2.3)
dove U ha media zero ed ` e indipendente da W. Nel modello di Berkson
si ha che E[X|W,Z] = W] dal momento che E[U|W,Z] = 0 e dunque W
` e un predittore non distorto per X. Se nel modello di tipo classico U ` e
indipendente in media dalla vera variabile X, nel modello di Berkson U ` e
indipendente in media dalla variabile osservata W. Tipicamente un modello
di questo tipo per l’errore di misura si pu` o trovare in studi di laboratorio
o in situazioni sperimentali nel caso in cui la variabile osservata W si pos-
sa misurare con precisione perch` e stabilita dal ricercatore stesso mentre la
variabile d’interesse X cambia a causa di svariate fonti d’errore, intrinseche
nella natura dell’oggetto stesso. Per esempio si supponga che, in un diseg-
no sperimentale, si debba solidiﬁcare in un forno un certo materiale ad una
speciﬁca temperatura W. Nonostante l’operatore possa impostare la temper-
atura desiderata W, non si pu` o conoscere con certezza la temperatura vera
X, all’interno del forno, perch´ e questa potrebbe variare attorno al valore di
W. Questo esempio fa capire bene quanto sia ragionevole l’assunzione che
E(X|W) = W. In letteratura sono state sviluppate procedure di stima e di
inferenza per entrambi i modelli.
E’ utile riportare un’altra importante distinzione: la diﬀerenza fra er-
rori di tipo diﬀerenziale e non diﬀerenziale. Si presenta un errore di misura
non diﬀerenziale quando W non apporta su Y pi` u informazioni rispetto a
quelle contenute in X e Z. L’errore in W quindi ` e non diﬀerenziale se la dis-
tribuzione condizionata di Y dato (X,Z,W), indicata come fY |XZW(y|x,z,w),
` e la stessa di Y dato (X,Z), indicata come fY |XZ(y|x,z), ossia
fY |XZW(y|x,z,w) = fY |XZ(y|x,z). In questo caso, W ` e chiamato surrogato
per X. Quando invece fY |XZW(y|x,z,w)  = fY |XZ(y|x,z) l’errore ` e diﬀeren-
ziale. In letteratura alcuni metodi statistici, atti a correggere gli errori di
misura, si basano sull’assunzione che gli errori siano non diﬀerenziali e la ra-
gione principale ` e che questa ipotesi sempliﬁca molti passaggi. Ma ` e sempre
importante domandarsi se sia ragionevole assumere un errore di questo tipo.24 CAPITOLO 2. L’ERRORE DI MISURA
E’ accettabile in molti casi, per esempio quando l’errore di misura ` e ricon-
ducibile ad errori legati ad analisi di laboratorio o agli strumenti utilizzati
ma soprattutto sono tipici nelle indagini panel.
Per riﬂettere sulla plausibilit` a dell’assunzione che W possa o no essere un
surrogato ` e utile immaginare di poter osservare direttamente X e allo stesso
tempo includere nel modello di regressione anche W. Per esempio, si suppon-
ga che il vero predittore X sia un qualche valore medio temporale o spaziale
di un fattore di rischio che varia con il tempo o di un’esposizione che varia
nello spazio, mentre W ` e una misura di un singolo punto nel tempo o nello
spazio. In questi casi W non contribuisce aggiungendo maggiori informazioni
di quelle gi` a contenute in X e per questo pu` o deﬁnirsi un surrogato.
In ogni caso, questo modo di ragionare non ` e infallibile. Anche il par-
ticolare modello a cui si fa riferimento inﬂuenza la deﬁnizione di W come
surrogato. Per esempio si supponga che Z sia formata da due compo-
nenti, Z = (Z1,Z2). E’ possibile avere che fY |Z1Z2XW = fY |Z1Z2X e che
fY |Z1XW  = fY |Z1X. Quindi W ` e un surrogato nel modello completo che in-
clude Z1 e Z2 ma non lo ` e nel modello ridotto. In altre parole, il fatto che
una variabile sia o no un surrogato dipende anche dalle altre variabili incluse
nel modello di riferimento.
Con gli errori di misura non diﬀerenziali ` e possibile stimare i parametri
del modello che collega la variabile risposta Y alle vere esplicative usando
il predittore W aﬀetto da errore solamente con una quantit` a minima di in-
formazioni supplementari sulla distribuzione dell’errore di misura. Inoltre,
non ` e necessario osservare la vera variabile X. Questo non si pu` o fare con
gli errori di misura diﬀerenziali ma ` e necessario avere un sottocampione con
dati di validazione sia del valore misurato che del vero valore.
2.2.2 Conseguenze nella regressione lineare semplice
Per capire gli eﬀetti dell’errore di misura sui risultati inferenziali si prenda
come riferimento il seguente modello di regressione lineare semplice
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dove la variabile scalare X ha media  x e varianza σ2
x. L’errore casuale ε si
distribuisce con media 0 e varianza σ2
ε, in simboli ε ∼ (0;σ2
ε). Supponiamo
inoltre che la variabile d’interesse X e la variabile W siano distribuite normal-
mente, con V ar(X) = σ2
x, V ar(W) = σ2
w, Cov(X,W) = σxw, Cov(ε,X) = 0
e Cov(ε,W) = σεw. I dati disponibili sono le osservazioni provenienti da
(Y,W). Per stimare i parametri si utilizzano, come metodo di stima, i min-
imi quadrati ordinari. In assenza di errore di misura, se si considera la
regressione di Y su W, lo stimatore per βx risulta non distorto. In presenza
di errore di misura invece questo stimatore in genere ` e distorto e la varianza
residua aumenta. La distorsione dello stimatore e il comportamento della
varianza residua dipendono molto dal tipo di errore di misura adottato. Fra
breve, questa aﬀermazione verr` a maggiormente chiarita.
Per cominciare, si prenda il caso dell’errore di tipo classico (2.2). La
variabile X non pu` o essere osservata e invece quello che si osserva ` e W =
X + U dove U ` e indipendente da X, con media 0 e varianza σ2
u. Questo ` e il
classico modello additivo per l’errore di misura dove lo stimatore dei minimi
quadrati ordinari sulla regressione di Y su W non ` e consistente per βx ma lo
` e per βx∗ = λβx, dove
λ =
σ2
x
σ2
x + σ2
u
< 1. (2.5)
Dunque, poich` e |βx|σ2
x/(σ2
x + σ2
u) ≤ |βx|, si conclude aﬀermando che lo sti-
matore del coeﬃciente angolare βx ` e sempre distorto verso lo zero. Questo
comportamento ` e noto in letteratura con il nome di attenuazione verso lo zero
e la quantit` a λ viene invece chiamata fattore di attenuazione o quoziente di
aﬃdabilit` a (reliability ratio). La varianza residua della regressione di Y su
W ` e
Var(Y |W) = σ
2
ε + β
2
xσ
2
x
σ2
u
σ2
x + σ2
u
. (2.6)
Questo lato del problema, spesso ignorato, ` e invece molto importante. La
presenza dell’errore di misura non causa solo una sottostima in termini as-
soluti del parametro relativo al coeﬃciente angolare ma apporta anche un
notevole aumento della varianza residua, che non ` e pari a σ2
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Ora ipotizziamo per l’errore di misura il modello di Berkson. In questo
caso lo stimatore del coeﬃciente angolare βx ` e non distorto per βx. La
varianza residua invece ` e pi` u grande di quella del vero modello ed ` e pari a
Var(Y |W) = σ
2
ε + β
2
xσ
2
x
σ2
u
σ2
x
. (2.7)
L’inferenza sui coeﬃcienti di regressione del modello lineare ` e robusta con
un modello di Berkson per l’errore di misura.
In generale, quando W ` e un surrogato di X, lo stimatore del coeﬃciente
angolare βx stima in modo non distorto la quantit` a βxσxw/σ2
w e non βx. La
stima potrebbe essere pi` u grande o pi` u piccola di βx e non ` e possibile deﬁnire
con precisione se c’` e una sovrastima oppure una sottostima come nel caso del
modello classico. Per quanto riguarda la varianza residua, essa ` e pari a:
Var(Y |W) = σ
2
ε + β
2
xσ
2
x(1 − ρ
2
xw). (2.8)
Quando W ` e un surrogato la varianza residua non ` e mai inferiore a quella
del vero modello ma ` e sempre pi` u grande. Si pu` o notare che questa quantit` a,
quando ρ2
xw = 1 ossia quando X e W sono perfettamente correlati, si sem-
pliﬁca e viene a coincidere proprio con la varianza residua del vero modello,
indicata con σ2
ε. Segue che il coeﬃciente di determinazione del modello sti-
mato con i minimi quadrati ordinari ` e sempre inferiore o al massimo uguale
a quello del vero modello. Per recuperare il valore di βx da un’analisi dei dati
osservati, occorre che σxw sia nota. Questa quantit` a si pu` o stimare attraverso
uno studio di validazione dove ci si avvale delle osservazioni per le variabili
(X,W).
Inﬁne, nei modelli con errori diﬀerenziali, lo stimatore del coeﬃciente
angolare βx stima in modo non distorto la quantit` a (βxσxw + σεw)/σ2
w che
pu` o essere pi` u grande o pi` u piccola di βx a seconda del valore assunto dalle
due covarianze e dalla varianza di W. Conclusioni generali sulla distorsione
non sono possibili. Per quanto riguarda la varianza residua, essa ` e pari a
Var(Y |W) = σ
2
ε + β
2
xσ
2
x −
(σxwβx + σεw)2
σ2
w
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Figura 2.1: Confronto fra una regressione lineare semplice, in cui la variabile esplicativa
X non ` e aﬀetta da errore di misura e una regressione lineare semplice in cui la variabile
esplicativa X ` e aﬀetta da un errore di misura di tipo classico (graﬁco sopra) ed un errore
di misura di tipo Berkson (graﬁco sotto). La variabile X aﬀetta da errore di misura viene
indicata con W. L’illustrazione si riferisce, in entrambi i casi, ad un modello additivo per
l’errore di misura. I cerchi di colore verde fanno riferimento alle vere osservazioni del tipo
(Y,X) e la linea passante per quei punti ` e la retta di regressione stimata con il metodo dei
minimi quadrati ordinari. I cerchi blu e la linea passante per essi sono rispettivamente le
osservazioni osservate delle variabili (Y,W) e la retta di regressione stimata con il metodo
dei minimi quadrati ordinari.28 CAPITOLO 2. L’ERRORE DI MISURA
In modo analogo, anche la varianza residua potrebbe essere pi` u grande o pi` u
piccola rispetto a quella del vero modello.
Modello Valore atteso di βx Varianza residua
Senza errore βx σ2
ε
Classico βx
σ2
x
σ2
x+σ2
u σ2
ε +
β2
xσ2
uσ2
x
σ2
x+σ2
u
Berkson βx σ2
ε + β2
xσ2
x
σ2
u
σ2
x
Surrogato βx
σxw
σ2
w σ2
ε + β2
xσ2
x(1 − ρ2
xw)
Diﬀerenziale βx
σxw
σ2
w + σεw
σ2
w σ2
ε + β2
xσ2
x −
(σxwβx+σεw)2
σ2
w
Tabella 2.1: I valori attesi e le corrispondenti varianze residue relative al coeﬃciente
angolare in un modello di regressione lineare del tipo (2.4), considerando diversi modelli
per l’errore di misura.
2.2.3 Conseguenze nella regressione lineare multipla e
nei modelli non lineari
I risultati riportati nella tabella e le conclusioni qualitative presentate nel caso
di un modello di regressione lineare semplice possono essere generalizzate al
caso di una regressione lineare multipla.
Se si ipotizza per l’errore di misura il modello di Berkson, sostituendo W
al posto di X, non sussiste il problema della distorsione per gli stimatori dei
parametri del modello. L’eﬀetto principale, dovuto alla presenza dell’errore
di misura, ` e rappresentato dall’aumento della varianza residua.
Per un modello di errore di misura classico ` e bene evidenziare due aspetti
importanti, non presenti nel modello di regressione lineare semplice. Quando
il modello include sia le variabili esplicative misurate con errore X e sia
quelle misurate senza errore Z, la presenza dell’errore di misura pu` o causare
una distorsione anche nello stimatore per βz oltre che sullo stimatore per βx.
Inoltre, l’attenuazione sul coeﬃciente di una variabile misurata con errore
non ` e pi` u una semplice funzione della varianza di questa variabile e della
varianza dell’errore di misura. Quando sono presenti nel modello pi` u variabili2.2. MODELLI, CONSEGUENZE E RIMEDI 29
esplicative misurate con errore, la distorsione negli stimatori dei coeﬃcienti
della regressione ` e rappresentata da una funzione non intuitiva che coinvolge
la matrice di covarianza dell’errore di misura e la matrice di covarianza del
vero predittore.
Gli eﬀetti dell’errore di misura in un modello non lineare sono sostanzial-
mente gli stessi di un modello lineare, ovvero inducono distorsione negli sti-
matori dei parametri e riducono il potere di previsione del modello. Per
quanto riguarda il modello per l’errore di misura di Berkson, se nei modelli
di regressione lineare semplice e multipla non induce distorsione nelle stime
dei parametri, nei modelli non lineari produce distorsione anche se questa ` e
nettamente meno forte rispetto a quella causata dall’errore di misura classico.
2.2.4 Metodo dei momenti
Per quanto riguarda la regressione lineare semplice con un modello di tipo
classico per l’errore di misura, nella (2.5) si ` e visto che i minimi quadrati
ordinari forniscono una stima di λβx, dove λ ` e il fattore di attenuazione. Se
λ fosse noto, si potrebbe ottenere una stima di βx semplicemente dividendo
βx∗ per λ. Raramente per` o, nella pratica, il fattore di attenuazione ` e noto ma
pu` o essere stimato. Se ˆ σ2
u ` e una stima consistente della varianza dell’errore di
misura e se ˆ σ2
w ` e la varianza del campione di W, allora una stima consistente
per il fattore di attenuazione ` e ˆ λ = (ˆ σ2
w − ˆ σ2
u)/ˆ σ2
w. Quindi, la stima di
ˆ βx = βx∗/ˆ λ. L’algoritmo descritto ` e detto metodo dei momenti.
Sia ˆ βx∗ lo stimatore per il coeﬃciente angolare ottenuto con il metodo dei
minimi quadrati della regressione di Y su W. La sua media ` e E[ˆ βx∗] = λβx e
la varianza ` e σ2
∗. Lo stimatore di βx ricavato con il metodo dei momenti, se
λ ` e noto, ` e ˆ βMM
x = λ−1ˆ βx∗, ha media E[ˆ βMM
x ] = βx e varianza Var[ˆ βMM
x ] =
λ−2σ2
∗. E’ chiaro che, dal momento che λ < 1, mentre la correzione per
l’attenuazione in ˆ βMM
x riduce la distorsione a 0, si veriﬁca un aumento della
variabilit` a dovuto alla varianza dello stimatore distorto ˆ βx∗. Se si vuole
ridurre la distorsione il prezzo da pagare ` e un aumento della varianza. Nei
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allora non si pu` o evitare un incremento della varianza. Nei casi in cui la
distorsione pu` o essere tollerata allora ` e necessario prendere in considerazione
l’errore quadratico medio. Gli stimatori non corretti sono dotati di una
maggior distorsione ma di una varianza pi` u piccola rispetto agli stimatori
corretti. Infatti si noti che
EQM(ˆ βx∗) = σ
2
∗ + (1 − λ)
2β
2
x (2.10)
EQM(ˆ β
MM
x ) = λ
−2σ
2
x. (2.11)
Segue che
EQM(ˆ β
MM
x ) < EQM(ˆ βx∗) (2.12)
se e solo se
σ
2
∗ <
λ2(1 − λ)β2
x
1 + λ
(2.13)
Poich´ e σ2
∗ diminuisce con l’aumentare della numerosit` a campionaria si pu` o
concludere che in campioni suﬃcientemente ampi ` e sempre vantaggioso, in
termini di errore quadratico medio, correggere l’attenuazione causata dall’er-
rore di misura.
Ricapitolando, le stime dei parametri risultano distorte se non si tiene
conto della presenza dell’errore di misura. Volendo per` o risolvere questo
problema, nasce un compromesso fra distorsione e varianza. Infatti, quello
che succede correggerendo la distorsione, ` e che lo stimatore corretto ottenuto
` e pi` u variabile di quello distorto. E ovviamente, quando uno stimatore ha
una varianza pi` u elevata, gli intervalli di conﬁdenza associati sono pi` u ampi.
Questa questione viene portata alla luce facendo riferimento ad una regres-
sione lineare semplice del tipo (2.4) ed ad un modello per l’errore di misura
classico, del tipo (2.2) ma ` e un problema molto generale. Si suppone inoltre
che il fattore di attenuazione λ nella (2.5) sia noto. Raramente lo ` e nella
pratica ma questa assunzione viene fatta per sempliﬁcare il ragionamento.2.3. METODI DI CORREZIONE 31
2.3 Metodi di correzione
In questo paragrafo verranno presentati vari metodi proposti in letteratura
per porre rimedio al problema della presenza dell’errore di misura in una o pi` u
variabili. Per ciascun metodo verr` a richiamata la teoria sottostante. L’ordine
di presentazione seguir` a quello proposto da Carroll, Ruppert e Stefanski in
[15]:
• regressione di calibrazione;
• variabili strumentali;
• simulazione-estrapolazione;
• funzioni di punteggio corrette o condizionate;
• verosimiglianza;
• metodi semi parametrici;
• approccio bayesiano.
I metodi possono essere di tipo funzionale o strutturale. Un metodo fun-
zionale non fa assunzioni sulla variabile non osservata X ma la modellazione
avviene attraverso costanti ﬁsse e non note. Spesso si ` e costretti a ricorrere
ad una modellazione di tipo funzionale poich´ e ci sono poche informazioni
sulla distribuzione di X nei dati. I metodi funzionali si dividono fra quelli
approssimativamente consistenti dove viene rimossa una parte della distor-
sione degli stimatori e quelli completamente consistenti che eliminano tutta
la distorsione presente. Tipicamente, i metodi completamente consistenti
alla base dei modelli di regressione non lineari richiedono assunzioni sulla
distribuzione dell’errore di misura. La regressione di calibrazione e il SIMEX
sono esempi di metodi funzionali approssimativamente consistenti mentre i
metodi delle funzioni di punteggio corrette o condizionate e alcuni metodi che
usano le variabili strumentali sono completamente consistenti per un’ampia
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Al contrario, in un metodo strutturale la X ` e una variabile casuale che
deve essere descritta dal modello per l’esposizione. I metodi basati sulla
verosimiglianza sono strutturali.
La scelta tra un modello funzionale o strutturale dipende tipicamente
dalle assunzioni fatte e in particolare dal modello per la variabile d’interesse,
che mette in relazione la variabile Y con la variabile esplicativa, non nota,
X e con le altre variabili esplicative Z non aﬀette da errore.
Si noti che i termini funzionale e strutturale fanno riferimento alle as-
sunzioni sulla X non sul modello per l’errore di misura. Il vantaggio di
un metodo funzionale ` e quello di fornire una valida inferenza anche senza
occuparsi della distribuzione della X.
Quando si lavora in presenza di errore di misura, una diﬃcolt` a che deve
essere aﬀrontata ` e la mancanza di informazioni supplemementari al ﬁne
di evitare che non venga soddisfatta la condizione per l’identiﬁcabilit` a dei
parametri. Il problema dell’identiﬁcazione riguarda la possibilit` a di individ-
uare univocamente i parametri incogniti partendo dalle quantit` a note riferite
all’intera popolazione. Se ci` o non succede bisogna ricorrere ad informazioni
aggiuntive per ottenere stime consistenti dei parametri d’interesse. Possono
essere disponibili in una di queste due forme:
• interni, ossia sottoinsiemi dei dati primari;
• esterni, ossia ricavati da altri studi.
Per ciascuna di queste categorie, possiamo identiﬁcare tre tipi di dati:
• dati di validazione, se ` e disponibile un’osservazione diretta della variabile
X; questa osservazione viene chiamata misura gold standard di X;
• misure ripetute, quando due o pi` u osservazioni di W sono eﬀettuate sulle
medesime unit` a statistiche;
• variabili strumentali, quando si osserva anche un’altra variabile V , oltre
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Esistono due tipologie di metodi che consentono di superare il problema del-
l’errore di misura e migliorare l’inferenza, avendo a disposizione osservazioni
sulle variabili (Y,Z,W). Infatti, ` e utile fare una distinzione tra approc-
cio statistico ed approccio econometrico. La distinzione si basa sul tipo di
informazioni supplementari che vengono utilizzate.
Infatti, i metodi statistici di correzione, sfruttano poca informazione es-
terna per concentrarsi direttamente sull’errore e sulle sue caratteristiche. Per
esempio, si deve avere un’idea del valore da assegnare a σ2
u. E questa infor-
mazione la si pu` o ricavare da studi passati oppure basandosi sulle aspettative
che hanno le persone. Un metodo statistico ha bisogno di informazioni sup-
plementari relative proprio all’errore e ricaver` a queste informazioni attraverso
dati di validazione oppure misure ripetute.
In econometria invece ci si chiede cosa succede a fare inferenza quando
tutta l’informazione a disposizione ` e sulle variabili (Y,Z,W). L’approccio al
problema, utilizzato in econometria, ` e quello di usare le variabili strumentali.
In altre parole, si sfrutta una seconda misura, aﬀetta da errore, usata come
strumento per la prima misura, aﬀetta da errore. Ci` o che comunque nei
metodi econometrici non si fa ` e quello di intervenire direttamente sull’errore
di misura.
2.3.1 La regressione di calibrazione
Il metodo della regressione di calibrazione (regression calibration), RC per ab-
breviare, ` e uno dei metodi pi` u diﬀusi per correggere la presenza dell’errore di
misura e viene applicato con successo a molti modelli di regressione. Questo
metodo funzionale, per la sua semplicit` a e per la facile implementazione
grazie a pacchetti gi` a esistenti in R, ` e ampiamente utilizzato.
L’algoritmo alla base di questo metodo punta ad approssimare il modello
che lega la Y con (Z,X) considerando la regressione lineare della vera vari-
abile X sulla variabile surrogato W e sulle variabili non aﬀette da errore Z.
Per descrivere questo metodo ` e utile immaginare un approccio che attribuisce
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metodo ` e quella di stimare la X con X∗, ovvero con il valore previsto di X del-
la regressione di X su (Z,W). Per modellare e stimare la regressione di X su
(Z,W) sono necessarie informazioni supplementari come dati di validazione,
interni o esterni, osservazioni replicate o variabili strumentali. I parametri
nel vero modello per la variabile d’interesse vengono stimati regredendo la
Y su (Z,X∗). Si noti che la X∗ ` e la miglior stima di X usando le variabili
esplicative osservate (Z,W), ossia ` e la stima che meglio riesce a minimizzare
l’errore quadratico medio di previsione. Questa approssimazione del vero
modello per la variabile d’interesse viene poi usata per eﬀettuare un’analisi e
per ottenere le stime dei parametri. Inﬁne gli errori standard di queste stime
dovranno essere aggiustati dal momento che la X viene stimata. Solitamente
si ricorre ai metodi bootstrap, jackknife o sandwich. Il metodo bootstrap
richiede meno programmazione ma il calcolatore impiega molto tempo ad
elaborare il risultato e questo pu` o essere un vero problema dal momento che
` e realistico pensare che i ricercatori non siano propensi a volerlo utilizzare
facilmente nelle loro applicazioni. Una spiegazione dei metodi bootstrap,
jackknife e sandwich ` e riportata in Appendice.
Per riassumere, la RC si sviluppa attraverso questi due passi:
1. modellare e stimare la regressione di X su (Z,W) per ottenere X∗;
2. regredire la Y su (Z,X∗) per ottenere le stime dei parametri della
regressione.
Per alcuni modelli, come per esempio i modelli loglineari e la regressione
lineare, quando la varianza di X dati (Z,W) ` e costante, allora l’approssi-
mazione della RC, che lega X a (Z,W), ` e esatta, fatta eccezione per un
cambiamento nell’intercetta del parametro. Questo metodo dunque risulta
completamente consistente. Nei modelli non lineari come la regressione logis-
tica ` e approssimativamente consistente. L’approssimazione pu` o essere svolta
usando uno sviluppo in serie di Taylor, assumendo che la varianza dell’errore
di misura sia piccola. In ogni caso, prendendo dei termini aggiuntivi nella
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Per applicare il metodo della RC devono essere soddisfatte alcune assun-
zioni. In particolare si richiede che:
• il modello che lega X a W sia di tipo lineare omoschedastico;
• gli errori di misura siano non diﬀerenziali;
• la varianza dell’errore di misura sia piccola.
Quando saltano una o pi` u fra queste assunzioni, la RC pu` o risultare inef-
ﬁciente per ridurre la distorsione, specialmente nei modelli non lineari. In
particolare, l’ipotesi che l’errore di misura sia non diﬀerenziale raramente,
nelle applicazioni, ` e soddisfatta.
Come si ` e gi` a anticipato prima, il metodo della RC richiede informazioni
aggiuntive per essere in grado di predire le osservazioni per la variabile non
nota X dalle osservazioni di W aﬀette da errore. L’informazione supple-
mentare ideale ` e rappresentata dalle misure esatte per X (gold standard) in
un sottoinsieme dei dati primari.
2.3.2 Variabili strumentali
Si prenda in considerazione il modello per l’errore di misura classico, ossia
W = X + U, U ∼ N(0,σ2
u), con σ2
u nota. Una variabile strumentale V ` e una
misura supplementare di X che soddisfa i seguenti tre requisiti:
1. ` e correlata con X;
2. non ` e correlata con il termine d’errore U = W − X;
3. ` e un surrogato di X, nel senso che fY |XZV(y|x,z,v) = fY |XZ(y|x,z).
Per capire meglio l’idea principale del metodo di stima che usa le variabili
strumentali si prenda in esame questo semplice esempio. Si consideri un
modello lineare semplice senza intercetta: Y = βxX + ε e W = X + U. Non
potendo osservare X, si deve lavorare con W e il modello Y = βxW+˜ ε. Ma W
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modello di regressione lineare causando cos` ı la distorsione dello stimatore dei
minimi quadrati ordinari di βx. L’equazione di stima
Pn
i=1(Yi−βxWi)Wi = 0
` e distorta perch´ e Wi e Yi−βxWi sono correlati. Si pu` o costruire un’equazione
non distorta sostituendo Wi, fuori dalle parentesi, con una quantit` a incorre-
lata con Yi − βxWi. Una variabile strumentale V soddisfa questo requisito e
l’equazione di stima
Pn
i=1(Yi − βxWi)Vi = 0 fornisce lo stimatore consistente
ˆ βx =
n X
i=1
YiVi/
n X
i=1
WiVi. (2.14)
Per quanto riguarda i modelli lineari, la stima con le variabili strumentali
` e ampiamente illustrata da Fuller (si veda [14] per maggiori dettagli). Per
i modelli non lineari sono stati proposti vari approcci. Tra i pi` u comuni si
pu` o menzionare quello presentato da Carroll e Stefanski , collegato alla RC
(si veda [16] per maggiori dettagli). Approcci diﬀerenti si possono trovare
in Amemiya per i modelli non lineari (si veda [17], [18], [19] per maggiori
dettagli) e in Buzas e Stefanski per i modelli lineari generalizzati nella forma
canonica (si veda [20] per maggiori dettagli).
2.3.3 SIMEX
La RC ` e un metodo semplice per correggere la presenza degli errori di misura
quando sono disponibili dati di validazione o di replicazione per modellare la
relazione fra X e (Z,W). Questo approccio per` o richiede che alcune assun-
zioni siano soddisfatte. Per contro il metodo della simulazione-estrapolazione
(SIMEX, per abbreviare) non necessita di ipotesi sulla distribuzione delle
variabili. E’ un metodo funzionale che si basa sulla simulazione per ridurre
la distorsione dovuta all’errore di misura ed ` e consistente per il modello lin-
eare classico e approssimativamente consistente per i modelli non lineari.
Condivide con la RC la semplicit` a di applicazione e si presta bene in quei
casi dove si ipotizza, per l’errore di misura, una struttura di tipo additivo.
E’ l’unico metodo in grado di fornire una rappresentazione concreta e visiva
degli eﬀetti che l’errore di misura ha sulle stime dei parametri.2.3. METODI DI CORREZIONE 37
L’intuizione sottostante a questo procedimento ` e che l’eﬀetto dell’errore
di misura su uno stimatore possa essere determinato sperimentalmente at-
traverso la simulazione. In eﬀetti la distorsione varia in modo sistematico
a seconda del peso assunto dall’errore di misura. Le stime SIMEX sono ot-
tenute mediante una procedura suddivisa in due passaggi. Nel primo passo
viene aggiunto in maniera progressiva errore alle misure e vengono stimati i
parametri della regressione corrispondente. Questa prima fase viene chiamata
simulazione (simulation step). Successivamente viene modellata la relazione
tra le stime dei parametri e la varianza degli errori di misura. In pratica
si inserisce errore di misura nei dati, si cerca di coglierne l’andamento e in-
ﬁne si rimuove per ottenere le stime SIMEX dei parametri. Questo secondo
passaggio viene chiamato estrapolazione (extrapolation step). La tecnica ` e
stata proposta da Cook a Stefanski (si veda [21] per maggiori dettagli). Pi` u
tardi ` e stata sviluppata da Carroll, K¨ uchenhoﬀ, Lombard e Stefanski (si veda
[22] per maggiori dettagli) e da Stefanski e Cook (si veda [23] per maggiori
dettagli).
Le caratteristiche speciﬁche dell’algoritmo SIMEX verranno descritte in
questa sezione prendendo come esempio la regressione lineare semplice con
errore di misura classico additivo. Si suppone che Y = β0 + βxX + ε, con
W = X + U, dove U ` e una variabile normale, indipendente da (Y,X), con
media zero e varianza σ2
u. Nei casi in cui σu non sia nota viene stimata
usando informazioni supplementari. La stima con i minimi quadrati ordinari
di βx, indicata con ˆ βnaive
x , non stima in modo consistente βx ma piuttosto
la quantit` a βxσ2
x/(σ2
x + σ2
u) come gi` a spiegato precedentemente. Inoltre, per
questo semplice modello, l’eﬀetto dell’errore di misura sullo stimatore dei
minimi quadrati ordinari ` e facilmente determinato matematicamente.
Se guardiamo all’errore di misura come ad un fattore di cui si vuole
conoscere l’inﬂuenza che ha sullo stimatore, si pensa subito a ricorrere al-
la simulazione dove si possono variare o tenere sotto controllo le quantit` a
desiderate, come per esempio la varianza dell’errore di misura. In aggiunta
ai dati originari usati per calcolare ˆ βnaive
x , ci sono anche M − 1 insiemi di38 CAPITOLO 2. L’ERRORE DI MISURA
dati, generati dall’algoritmo SIMEX, ciascuno con una varianza dell’errore
di misura pi` u ampia del precedente, pari a (1 + λj)σ2
u, con j = 1,...,M,
dove 0 = λ1 < λ2 < ... < λM. La stima naive del coeﬃciente angolare ot-
tenuta dal j-mo insieme di dati, ˆ βx,j, stima in modo consistente la quantit` a
βxσ2
x/[σ2
x + (1 + λj)σ2
u]. Per ciascun λj ≥ 0, si determinano
Wb(λj) = W +
q
λjUb,b = 1,...,B, (2.15)
dove [Ub]
B
b=1 sono B pseudo errori generati dal calcolatore, indipendenti fra
loro e con tutte le osservazioni identicamente distribuite come variabili casuali
normali, ciscuna con media 0 e varianza σ2
u. La regola pratica suggerisce che
B = 100 per un lavoro accurato. Per ciascun insieme di dati, si calcola la
stima naive ˆ βb
x di βx. Il valore medio delle B stime naive, indicato con ˆ β(λj)
` e calcolato come
ˆ β(λj) =
PB
b=1 ˆ βbx(λj)
B
(2.16)
Durante la fase di estrapolazione viene modellata
h
ˆ β(λj),λj
iM
j=1 come una
funzione di λ. Lo stimatore SIMEX ` e l’estrapolazione del modello per λ =
−1. Lo stimatore naive ` e invece ottenuto per λ = 0.
2.3.4 Funzioni di punteggio corrette o condizionate
I metodi RC e SIMEX sono facilmente applicabili e risultano consistenti se
vengono utilizzati nel caso della regressione lineare e nei modelli log-lineari.
Sono invece approssimativamente consistenti negli altri casi. Esistono altri
metodi funzionali, consistenti per alcuni tipi di modelli lineari generalizzati e
per alcune strutture dell’errore di misura. Si tratta dei metodi con funzione
di punteggio corretta o condizionata (corrected and conditional scores).
Questi metodi sono stati sviluppati partendo dalle equazioni di stima
per i parametri della regressione, nel caso di assenza di errore di misura.
Un’equazione di stima` e non distorta se la sua media` e pari a zero. Un esempio
` e l’equazione di verosimiglianza basata sulla derivata prima della funzione di
log verosimiglianza, fatta rispetto ai parametri. L’errore di misura provoca2.3. METODI DI CORREZIONE 39
Figura 2.2: Il graﬁco rappresenta il principio di correzione sottostante al metodo SIMEX.
Il valore di (1+λ) ` e riportato sull’asse delle ascisse, mentre il valore del coeﬃciente stimato
` e riportato sull’asse delle ordinate. La stima SIMEX ` e un’estrapolazione in corrispondenza
di λ = −1. La stima naive si trova in corrispondenza di λ = 0.40 CAPITOLO 2. L’ERRORE DI MISURA
distorsione nelle equazioni di stima che a loro volta inducono inconsistenza
negli stimatori dei parametri. In eﬀetti, il metodo della funzione punteggio
corretta fornisce uno stimatore consistente, simile a quello che si andrebbe
ad utilizzare nel caso di assenza di errore di misura. Tale metodo ` e stato
studiato da Stefanski (si veda [24] per maggiori dettagli) e da Nakamura (si
veda [25] per maggiori dettagli).
Il metodo della funzione punteggio conditionata ` e stato sviluppato da Ste-
fanski e Carroll (si veda [26] per maggiori dettagli) e successivamente raﬃna-
to da Stefanski e Carroll, adattandolo al caso di modelli non lineari (si veda
[27] per maggiori dettagli). Si tratta di un metodo funzionale e si basa sulla
teoria delle statistiche suﬃcienti. Condizionandosi a queste, i parametri di
disturbo possono essere eliminati. Si deve assumere che gli errori di misura
si distribuiscano normalmente.
2.3.5 Verosimiglianza
I metodi che usano la verosimiglianza per trattare gli errori di misura sono
strutturali. Rispetto ad altri metodi, come per esempio la RC, hanno rice-
vuto poca attenzione in letteratura a causa della loro complessit` a in termini
computazionali e della diﬃcolt` a a controllare la validit` a delle assunzioni che
essi richiedono. Recentemente invece alcuni risultati hanno portato alla luce i
vantaggi dei metodi di verosimiglianza, pi` u di tutto le propriet` a di ottimalit` a
degli stimatori corrispondenti. Si veda [28] e [29] per maggiori dettagli.
Qui sotto vengono riportate alcune signiﬁcative diﬀerenze fra l’approccio
basato sulla verosimiglianza e i metodi funzionali precedentemente descritti.
• Ci sono metodi funzionali che sono completamente consistenti e non
solo approssimativamente consistenti senza dover fare assunzioni sulla
distribuzione della vera variabile d’interesse X. Al contrario, i meto-
di basati sulla verosimiglianza, richiedono forti assunzioni sulle dis-
tribuzioni delle variabili coinvolte ma possono essere applicati a prob-
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• I metodi basati sulla verosimiglianza consentono di sviluppare proce-
dure inferenziali, per calcolare intervalli di conﬁdenza e test, molto pi` u
attendibili rispetto a quelle solitamente adottate nei metodi funzion-
ali, dove l’inferenza si aﬃda a ricampionamento e ad approssimazioni
normali.
• I metodi di verosimiglianza sono molto pi` u esigenti dal punto di vista
computazionale, al contrario dei metodi ﬁn qui descritti che presup-
pongono l’utilizzo di pacchetti statistici standard.
• La selezione del modello e l’analisi di robustezza sono generalmente
problemi pi` u rilevanti nei metodi basati sulla verosimiglianza.
• In un contesto di regressione lineare segmentata, nelle simulazioni dove
le variabili X e W sono distribuite normalmente, si evince che le stime
di massima verosimiglianza sono tipicamente molto pi` u eﬃcienti rispet-
to a stime ottenute con il metodo SIMEX (si veda [30]). Assumendo
inoltre che la X sia una mistura di distribuzioni normali si aggiun-
gono informazioni considerevoli al problema. La verosimiglianza ne
trae vantaggio dal momento che lo stimatore corrispondente mostra
una varianza pi` u piccola.
L’analisi basata sulla verosimiglianza richiede che tutti i componenti vengano
completamente descritti da un modello parametrico.
1. Il modello che lega il risultato Y alla vera variabile X, alla variabile
W aﬀetta da errore e alle variabili Z, ossia il modello per la variabile
d’interesse, deve essere speciﬁcato
fY |XZW(y|x,z,w;θ1). (2.17)
Il modello (2.17) coincide con fY |XZ(y|x,z;θ1) quando si assume che
l’errore di misura sia di tipo non diﬀerenziale, come si assumer` a d’ora
in poi. La distribuzione normale e quella logistica sono solitamente
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2. Il modello che collega la variabile W aﬀetta da errore con la vera es-
posizione X e le variabili Z, deve essere speciﬁcato e viene chiamato
modello per l’errore di misura
fW|XZ(w|x,z;θ2). (2.18)
3. Inﬁne, si ha bisogno di speciﬁcare il modello per la vera esposizione X,
chiamato appunto modello per l’esposizione
fX|Z(x|z;θ3). (2.19)
La verosimiglianza per i dati osservati da (Y,W,Z) ` e ottenuta mediante inte-
grazione fatta rispetto alle vere ma ignote variabili X. Perci` o, la verosimiglian-
za integrata ` e data dalla seguente espressione
L(θ;y,w,z) =
Z
fY |XZ(y|x,z;θ1)fW|XZ(w|x,z;θ2)fX|Z(x|z;θ3)dx, (2.20)
dove θ = (θ1,θ2,θ3). L’integrale deve essere sostituito dalla sommatoria se
X ` e una variabile discreta.
Se ` e disponibile l’informazione supplementare su X, questa pu` o essere
usata per stimare θ2 e θ3. Queste stime possono poi essere sostituite al posto
dei parametri corrispondenti nella (2.20) e la pseudo verosimiglianza ottenuta
pu` o cos` ı essere massimizzata rispetto ai restanti parametri θ1.
Finora ` e stato assunto che l’errore di misura fosse di tipo non diﬀerenziale.
Se invece si ipotizza un errore di Berkson, allora il modello per l’errore di
misura (2.18) cambia e cos` ı pure la verosimiglianza. Dopo aver speciﬁcato
il modello per la variabile d’interesse (2.17), occorre determinare anche il
modello che lega la X alla W, fX|WZ(x|w,z;θ4) e la distribuzione di W,
fW|Z(w|z,θ5). La funzione di verosimiglianza per θ = (θ1,θ4,θ5) ` e pari a
L(θ;y,w,z) =
Z
fY |XZ(y|x,z;θ1)fX|WZ(x|w,z;θ4)fW|Z(w|z;θ5)dx, (2.21)
che pu` o essere sempliﬁcata nella
L(θ;y,w,z) =
Z
fY |XZ(y|x,z;θ1)fX|WZ(x|w,z;θ4)dx, (2.22)2.3. METODI DI CORREZIONE 43
se si considera che la fW|Z(w|z;θ5) non apporta informazioni sul parametro
d’interesse θ1 e non dipende da X. Come prima, l’integrale verr` a sostituito
dalla sommatoria nel caso in cui la variabile casuale X sia discreta.
Per soddisfare la condizione di identiﬁcazione dei parametri non basta
sfruttare le informazioni fornite da (Y,Z,W) ma ` e necessario procurare infor-
mazioni supplementari. Alcuni parametri possono essere assunti noti perch` e
il valore viene fornito da studi precedenti, altri possono essere stimati ricor-
rendo ad informazioni supplementari, come per esempio dati di validazione,
sia interni che esterni.
In alcuni casi, invece, i parametri sono identiﬁcabili senza dover ricor-
rere ad informazioni supplementari, fatta eccezione per quelle fornite da
(Y,Z,W). Per esempio, nel caso della regressione lineare ` e noto che, se la
variabile X non ` e distribuita normalmente, i parametri della regressione pos-
sono essere identiﬁcati anche senza osservazioni ripetute o dati di validazione,
(si veda [14] per maggiori dettagli).
Ci` o signiﬁca che le stime dei parametri saranno molto instabili se la X
` e vicina all’essere distribuita come una normale. In una regressione binaria,
avente una X distribuita normalmente, ` e noto che il modello probit non ` e
identiﬁcato senza informazioni supplementari mentre un modello logistico lo
` e, si veda Carroll et al. ([15]).
Possono sorgere alcuni problemi di tipo computazionale quando si tratta
di valutare le espressioni (2.20) o il (2.21). Se la variabile vera, non nota,
X ` e continua, sia nel caso in cui l’errore sia classico o di Berkson, il calcolo
della funzione di verosimiglianza necessita la valutazione di un integrale e
solitamente si utilizzano metodi numerici o approssimazioni analitiche. Ci si
riferisce al metodo Monte Carlo, presentato da Carroll et al. (si veda [15],
paragrafo 7.9.1). Inoltre, si trovano esempi di modelli di regressione lineare,
logistica e probit con una distribuzione normale per (X,Z), si veda Carroll
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2.3.6 Metodi semi parametrici
Gli stimatori parametrici possono essere pi` u eﬃcienti rispetto a quelli basati
su assunzioni pi` u deboli. Non sono utilizzati spesso a causa dei problemi
computazionali e il rischio di una possibile non corretta speciﬁcazione della
distribuzione delle variabili aﬀette da errore. In questo senso, l’approccio
semi parametrico rappresenta una valida alternativa dal momento che non
richiede che vengano speciﬁcate la distribuzione della variabile X e quella
delle variabili surrogato W. Queste distribuzioni infatti vengono considerate
e trattate come parametri da stimare.
In letteratura sono state proposte diverse tecniche funzionali semi para-
metriche allo scopo di modellare l’errore di misura. Possono essere identiﬁcati
tre gruppi:
1. metodi che si focalizzano sulla stima non parametrica della distribuzione
marginale o condizionata di X e W;
2. metodi che puntano sulla stima non parametrica dei momenti per la
distribuzione condizionata di X o W;
3. metodi che utilizzano la stima non parametrica della funzione di verosimiglian-
za empirica.
Si riportano alcuni esempi per ciascun gruppo.
Uno tra i pi` u famosi approcci semi parametrici appartiene al primo grup-
po ed ` e stato proposto da Carroll et al. (si veda [31] per maggiori dettagli).
Gli autori prendono in considerazione una regressione logistica in uno stu-
dio caso-controllo con un sottocampione di osservazioni supplementari di
validazione per le variabili X e W. Non vengono fatte restrizioni sulla dis-
tribuzione degli errori di misura. Questo approccio semi parametrico si con-
centra su una formulazione parametrica del modello per la variabile d’inter-
esse e del modello per l’errore di misura. La distribuzione marginale della
vera variabile X viene stimata in modo non parametrico attraverso una media
pesata delle distribuzioni empiriche di X|Y = y ottenute dai dati completi,
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Roeder et al. (si veda [32]) propongono un metodo molto simile a quello
presentato da Carroll et al. ([31]) considerando sempre un modello logistico in
uno studio caso-controllo. Questo metodo ` e collocabile all’interno del primo
gruppo. La funzione di distribuzione empirica di X ` e usata come una prima
stima della distribuzione marginale di X. All’interno del processo di stima
dei parametri del modello per la variabile d’interesse la suddetta stima viene
aggiornata attraverso un algoritmo EM o il metodo del gradiente. In termini
di consistenza e di errori standard degli stimatori, studi di simulazione hanno
dimostrato che questo metodo funziona meglio di quello proposto da Carroll
et al. ([31]), sotto due condizioni:
1. la varianza dell’errore di misura ` e piccola;
2. dati di validazione, con almeno 1/8 dei dati completo.
Un esempio di approccio semi parametrico, appartenente al secondo grup-
po, ` e quello proposto da Carroll e Stefanski (si veda [33]) e viene applicato a
dati caso-controllo che sono aﬀetti da errore di misura non diﬀerenziale con
una varianza piccola. Sono richiesti dati di validazione. Gli autori si servono
della media e della varianza, in particolare di E[Y |X] e di V [Y |X] per fare
inferenza. Non vengono fatte assunzioni sulla distribuzione di X dato W ma
solamente sui primi due momenti dell’errore di misura dato W. Gli autori
propongono stimatori di tipo M per i parametri coinvolti, basati su sviluppi
in serie di Taylor delle funzioni di media e varianza.
Inﬁne, un metodo appartenente al terzo gruppo ` e quello proposto da
Schafer (si veda [34]) che suggerisce un algoritmo EM per una stima se-
mi parametrica della verosimiglianza in modelli di regressioni lineari, lineari
generalizzati e non lineari. Si speciﬁca un modello strutturale per la variabile
d’interesse e per il modello dell’errore di misura mentre la distribuzione di
X, lasciata non speciﬁcata, viene stimata da una massima verosimiglianza
non parametrica. Questo metodo viene applicato in situazioni dove vengono
usati diversi tipi di informazioni supplementari per deﬁnire la distribuzione
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2.3.7 Approccio bayesiano
La caratteristica distintiva dell’approccio bayesiano ` e quella di trattare tutti i
parametri come variabili casuali. I metodi bayesiani per la correzione dell’er-
rore di misura si basano sulla funzione di verosimiglianza, interpretata come
densit` a condizionata delle osservazioni, dati i parametri. L’analisi bayesiana
esige una distribuzione a priori per i parametri, che racchiuda tutta l’infor-
mazione disponibile inizialmente. Anche le variabili X, non essendo note,
vengono trattate come parametri ignoti. Il prodotto fra la priori e la fun-
zione di verosimiglianza fornisce la densit` a congiunta dei dati e dei parametri.
Spesso vengono impiegate priori non informative.
Sia π(θ1,θ2,θ3) la densit` a a priori dei parametri θ1,θ2,θ3. Inoltre, si
deﬁnisce il modello per la variabile d’interesse, il modello per l’errrore di
misura e quello per l’esposizione come nelle (2.17), (2.18), (2.19). Per-
ci` o, tralasciando i pedici per sempliﬁcare le scritture, si ottiene la densit` a
congiunta dei dati per (Y,W) e per i parametri (θ1,θ2,θ3,X) come
f(y,w,x,θ1,θ2,θ3|z) = f(y,x,w|z;θ1)f(w|x,z;θ2)f(x|z;θ3)π(θ1,θ2,θ3).
(2.23)
Ottenuta la densit` a congiunta, si pu` o ricavare la densit` a marginale dei dati,
integrando rispetto ai parametri. A questo punto, dividendo la densit` a
congiunta per la densit` a marginale si riesce ad ottenere la distribuzione a
posteriori
π(x,θ1,θ2,θ3|y,w,z) =
f(y,w,x,θ1,θ2,θ3|z)
R
f(y,w,x,θ1,θ2,θ3|z)dxdθ1dθ2dθ3
. (2.24)
Essa sintetizza tutte le informazioni disponibili sui parametri sperimentali e
sulle variabili esogene e rappresenta la base per l’inferenza bayesiana.
Spesso calcolare la distribuzione a posteriori non ` e aﬀatto un proble-
ma banale a causa dell’integrale al denominatore. Questo ` e uno dei motivi
principali per cui i metodi bayesiani non sono stati ampiamente sfruttati in
letteratura. Le tecniche computazionali per valutare gli integrali si basano
solitamente su metodi MCMC, come fa per esempio la tecnica di ricampiona-
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molta attenzione. Si veda Robert e Casella ([35]) per una spiegazione appro-
fondita sul metodo di Gibbs sampler. Si veda anche Tanner ([36]) per una
visione ampia sulle metodologie per calcolare le distribuzioni a posteriori.
Per una spiegazione dettagliata sulle tecniche adottabili in ambito bayesiano
per correggere l’errore di misura si rimanda a Gustafson ([37]). Inoltre
Richardson e Gilks ([38]) propongono di usare il metodo Gibbs per quan-
to riguarda i modelli lineari generalizzati al ﬁne di ottenere la distribuzione
marginale dei parametri in un contesto Bayesiano quando sono disponibili
dati di validazione per stimare il modello di esposizione. Richardson e
Leblond ([39]) chiariscono che, se la distribuzione di X ` e mal speciﬁcata,
generalmente questo crea negli stimatori una distorsione moderata ma un
aumento degli errori standard a posteriori.48 CAPITOLO 2. L’ERRORE DI MISURACapitolo 3
Studio di simulazione
3.1 Descrizione dello studio
Abbiamo condotto uno studio di simulazione per analizzare il comportamento
degli stimatori per i parametri del modello principale.
Nel lavoro di Battistin et al. [5], gli autori vogliono stimare la relazione
fra il logaritmo del consumo e scelta di pensionamento R. Il modello dal
quale partono ` e un modello del tipo:
logC = δ0 + δ1R + errore (3.1)
e usano la variabile eleggibilit` a S∗ come strumento per correggere l’endo-
geneit` a della variabile R.
Nel nostro studio invece partiamo da un modello che mette in relazione il
logaritmo del consumo con i valori dell’eleggibilit` a S∗. L’obiettivo di questo
studio di simulazione ` e quello di cercare di capire cosa succede agli stimatori
del modello principale in presenza di errore di misura, in particolar modo al
parametro relativo al calo del consumo.
La domanda di ricerca, che ci ha spinto ad eﬀettuare questo studio di
simulazione, riguarda l’eﬀetto dell’errore di misura sul parametro relativo al
salto del logaritmo del consumo per quei soggetti potenzialmente idonei al
pensionamento. Infatti, vogliamo capire se la presenza dell’errore di misura
4950 CAPITOLO 3. STUDIO DI SIMULAZIONE
1. evidenzia il salto oppure
2. elimina o attenua il salto.
Quindi, se ` e vera la prima opzione, sotto l’ipotesi nulla in cui il pensiona-
mento ` e una decisione anticipata, non ci dovrebbe essere alcuna discontinuit` a
nei consumi. Ci siamo chiesti se tale discontinuit` a possa essere osservata per
eﬀetto dell’errore di misura. Se ci` o fosse vero, vorrebbe dire che, intuitiva-
mente, l’unico meccanismo di errore che garantirebbe questa cosa, ` e un errore
di misura con propriet` a diverse subito prima e subito dopo l’aver maturato
l’ammissibilit` a al pensionamento, tali da trasformare una relazione lineare
in una relazione discontinua. Invece, lavorando sotto l’ipotesi nulla in cui
gli agenti arrivano impreparati al pensionamento, la presenza dell’errore di
misura dovrebbe rendere la potenza del test per il parametro relativo al salto
molto elevata, cos` ı che nella maggior parte dei casi siamo portati ad accettare
la presenza del salto.
Contrariamente, se ` e vera la seconda opzione, ci aspettiamo che, nel caso
in cui, sotto l’ipotesi nulla in cui il pensionamento ` e una decisione anticipa-
ta e dunque non ci dovrebbe essere alcuna discontinuit` a nei consumi, anche
se c’` e la presenza di errore di misura, non si dovrebbe evidenziare una dis-
continuit` a nei consumi. Supponendo invece che ci sia una discontinuit` a nel
proﬁlo dei consumi, per eﬀetto dell’errore di misura, non si dovrebbe riuscire
ad identiﬁcare ed evidenziare questa discontinuit` a. La presenza dell’errore
di misura dovrebbe rendere la potenza del test per il parametro relativo al
salto del consumo molto bassa, cos` ı che, nella maggior parte dei casi, siamo
portati a riﬁutare la presenza del salto.
Il metodo di stima che abbiamo utilizzato ` e quello dei minimi quadrati
ordinari. Lo studio ha permesso di analizzare l’andamento del logaritmo del
consumo, tenendo sotto controllo diversi indici e considerando, nelle varie
simulazioni, due diverse strutture dell’errore di misura. Abbiamo ipotizzato
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3.1.1 Variabili economiche
Come abbiamo appena detto, usiamo un modello che mette in relazione il
logaritmo del consumo con i valori dell’eleggibilit` a S∗, in prossimit` a della
soglia dell’eleggibilit` a alla pensione.
Ipotizziamo che logC|S∗ ∼ N( C,σ2
C). E’ possibile ammettere la nor-
malit` a della funzione di consumo. Studi empirici infatti dimostrano che, se
si considerano gruppi omogenei di individui, con caratteristiche demograﬁche
simili, quali l’et` a, la distribuzione del consumo ` e riconducibile ad una dis-
tribuzione normale. Si veda [40] per maggiori dettagli.
Descriviamo i due modelli principali dai quali simuliamo. Sotto l’ipotesi
che il pensionamento ` e un evento pianiﬁcato da parte degli agenti e dunque
non ci dovrebbe essere alcuna discontinuit` a nel consumo, ipotizziamo che
il valore atteso della funzione di consumo segua il modello con la seguente
forma lineare rispetto ai parametri:
E[logC|S
∗] ≡  C = α + βS
∗. (3.2)
Sotto l’ipotesi che il pensionamento non ` e un evento pianiﬁcato da parte degli
agenti e dunque si presenta una discontinuit` a nel consumo, ipotizziamo che
il valore medio della funzione di consumo abbia la seguente forma lineare
rispetto ai parametri:
E[logC|S
∗] ≡  C = α + βS
∗ + γI[S∗≥0], (3.3)
dove con S∗ viene indicata la vera eleggibilit` a ovvero quella variabile che
misura, senza errore, il numero di anni che mancano alla pensione e quelli
che sono trascorsi dopo aver maturato il diritto di andare in pensione. La
variabile S∗ assumer` a valori negativi se gli individui non sono ancora idonei
per andare in pensione e valori positivi se gli individui hanno gi` a passato
il punto di soglia e sarebbero idonei alla pensione. Ipotizziamo che S∗ si
distribuisca come una normale di media   e varianza σ2
∗. In simboli, S∗ ∼
N( ,σ2
∗). L’assunzione di normalit` a ` e un’ipotesi di lavoro, che caratterizza
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Indicato con ¯ s ≡ 0 il punto in cui un individuo passa dallo stato di
non idoneit` a a quello di idoneit` a alla pensione, con ¯ s+ vengono indicati gli
anni gi` a trascorsi da ¯ s mentre con ¯ s− vengono indicati gli anni che mancano
all’individuo per diventare idoneo a ricevere la pensione. Ci` o vuol dire che gli
individui risultano idonei al pensionamento se e solo se riportano un valore
della variabile S∗ non negativo e dunque non inferiore al punto di soglia ¯ s = 0.
Lo studio di simulazione viene eﬀettuato in un intorno di questa soglia ¯ s.
Lavorando sotto l’ipotesi che il pensionamento non ` e un evento pianiﬁ-
cato da parte degli agenti, abbiamo ipotizzato la presenza di un salto del
consumo in prossimit` a della soglia ¯ s = 0. Questo salto viene indicato dal
parametro γ, nel modello (3.3), dove compare la variabile I[S∗≥0]. Si tratta di
una variabile dicotomica che associa valore 1 se l’elemento della variabile S∗
risulta positivo e 0 altrimenti. Quindi, vale 1 se l’individuo possiede un valore
della vera eleggibilit` a positivo e quindi idoneo per andare in pensione, e zero
altrimenti. Con questa variabile vogliamo individuare, nell’intero campione,
il sottocampione formato da individui idonei al pensionamento. Il nostro
studio assume implicitamente che tutti vadano in pensione appena possibile.
Quindi S∗ misura implicitamente da quanti anni si ` e in pensione. Dunque, il
parametro γ rappresenta il termine diﬀerenziale che determina quanto meno
consumano quegli individui che sono in pensione.
3.1.2 Errore di misura
Come abbiamo gi` a detto nel Capitolo 1, nella realt` a, manipolando dati reali,
ci` o che si osserva ` e una porzione non trascurabile di individui che, pur non es-
sendo idonei al pensionamento, risultano in pensione. Infatti, contrariamente
a quanto ci si potrebbe attendere, nell’intorno sinistro di ¯ s, la probabilit` a di
osservare individui in pensione ` e diversa da zero. Questo risultato inatteso
induce a pensare che i valori assunti dalla variabile S∗ siano aﬀetti da errore
di misura. Per questo motivo, nel nostro studio di simulazione, consideriamo
la variabile S per indicare l’eleggibilit` a osservata, aﬀetta da errore di misura.3.1. DESCRIZIONE DELLO STUDIO 53
Il caso in cui l’errore di misura sia insidiato proprio in questa variabile
` e molto interessante dal punto di vista teorico. Dal momento che vengono
sfruttati i presupposti che lo assimilano ad un esperimento locale, la presenza
dell’errore di misura in un intorno di ¯ s ` e delicata in quanto il ricercatore
potrebbe essere fuorviato dal pensare che un’unit` a faccia parte dell’intorno
destro di ¯ s quando in realt` a appartiene all’intorno sinistro, e viceversa.
Una titubanza che potrebbe sorgere ` e quella di pensare che l’errore di
misura sia contenuto nella variabile R, che rappresenta la condizione dell’in-
dividuo, se ` e in pensione oppure no. Se ci` o fosse vero sarebbe una questione
che si ridurrebbe ad un problema di rilevazione: in eﬀetti ` e inverosimile che
un individuo menta sul fatto di essere o meno in pensione. Solitamente,
i questionari somministrati contengono una serie di domande di controllo
per aiutare il ricercatore a capire se l’intervistato riferisce una risposta non
corretta in merito alla sua condizione.
Tornando allo studio di simulazione ipotizziamo che S|S∗ ∼ N(s∗,σ2
s|s∗).
Abbiamo scelto di simulare da una distribuzione gaussiana, centrata nel vero
valore dell’eleggibilit` a, in quanto si vuole che l’eleggibilit` a errata, pur essendo
aﬀetta da errore di misura, riesca a cogliere, in media, quella che ` e la vera
eleggibilit` a. Per quanto riguarda la varianza si ` e ritenuto opportuno farla
variare per diversi valori a seconda delle diverse strutture adottate per l’errore
di misura. In seguito verr` a fornita una spiegazione dettagliata.
Le due strutture utilizzate per l’errore di misura possono essere riassunte
come segue. La prima ` e una struttura dell’errore di tipo classico
S|S
∗ ≡ Sclassico = S
∗ + U. (3.4)
L’espressione (3.4) sta a signiﬁcare che si ` e intenzionati a conoscere la vera
variabile S∗ ma si ` e impossibilitati a causa di varie fonti di errore di misura,
come per esempio errori manuali di trascrizione o imprecisione dell’operatore.
In questo modello addittivo la variabile U ha media zero ed ` e indipendente da
S∗. Quindi, in simboli, U ∼ N(0,σ2
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si deﬁnisce come segue:
Var[Sclassico] = Var[S
∗] + Var[U] = σ
2
∗ + σ
2
u. (3.5)
Ai ﬁni della simulazione si ` e ritenuto opportuno non attribuire un valore
preciso a Var[Sclassico], ma farla variare. Identiﬁcato con ρ il rapporto fra la
varianza del termine d’errore U e la varianza di Sclassico ovvero
ρ =
Var[U]
Var[Sclassico]
=
σ2
u
σ2
∗ + σ2
u
, (3.6)
si ha
σ
2
u =
ρ
1 − ρ
σ
2
∗. (3.7)
La varianza del termine d’errore U varia a seconda del valore assegnato al
parametro ρ. Di conseguenza anche Var[Sclassico] assumer` a valori diversi a
seconda del valore assunto da σ2
u.
La seconda ` e una struttura dell’errore di misura pi` u generale. Parliamo di
una struttura dell’errore di tipo mistura. In questo caso, la mistura combina
una componente erratica classica e delle vere osservazioni, non aﬀette da
errore di misura. Si assume che τ sia il valore osservato per l’eleggibilit` a.
Si assume che una porzione di individui, durante la rilevazione, riportino il
valore vero, ovvero S∗ = τ mentre altri riferiscano un valore di S = τ, aﬀetto
da errore di misura. Tipicamente, una mistura ` e una distribuzione che viene
utilizzata per rappresentare delle osservazioni dove la popolazione pu` o essere
divisa in due sotto popolazioni e ciascuna sotto popolazione pesa Z e 1 − Z
in termini percentuali. Formalmente, viene dunque indicato
S|S
∗ ≡ Smistura = S
∗Z + Sclassico(1 − Z), (3.8)
dove Z rappresenta una variabile binaria che vale 1 se il valore riferito ` e
corretto, mentre ` e uguale a 0 altrimenti. In simboli Z ∼ Bin(1,p), dove
con il parametro p ∈ (0,1) viene indicata la probabilit` a che il singolo indi-
viduo riferisca il valore corretto. In termini di popolazione il parametro p
rappresenta la proporzione della popolazione che fornisce il valore corretto
dell’eleggibilit` a. La variabile Sclassico invece ` e la stessa descritta nella (3.4).3.1. DESCRIZIONE DELLO STUDIO 55
Questo modello ` e noto come contamined sampling model, discusso anche da
Horowitz e Manski. Si veda [41] per maggiori dettagli.
Si noti che la (3.8), se p = 0 nella (3.8), allora l’errore di tipo mistura
viene a coincidere con un errore di tipo classico.
3.1.3 Parametri della simulazione
In questo paragrafo spiegheremo i valori numerici assegnati ai parametri.
Nel lavoro di riferimento proposto da Battistin et al. [5] le informazioni
relative al pensionamento e al consumo degli individui sono state ottenute
dall’indagine sui bilanci delle famiglie italiane SHIW, 1 condotta dalla Ban-
ca d’Italia, nel periodo 1993–2004. Si tratta di un’indagine che nasce negli
anni ’60 con l’obiettivo di raccogliere informazioni sui redditi e i risparmi
delle famiglie italiane. Negli anni lo studio si ` e ampliato per includere anche
la ricchezza e altri aspetti inerenti i comportamenti economici e ﬁnanziari
delle famiglie, come ad esempio l’uso dei mezzi di pagamento. Nelle ultime
indagini il campione ` e formato da circa 8.000 famiglie, distribuite in circa
300 comuni italiani. Nello studio di simulazione, abbiamo voluto emulare
l’indagine condotta dalla Banca d’Italia. Si ` e generato un campione di nu-
merosit` a n = 8000. L’esperimento semplice viene ripetuto con un numero di
replicazioni pari a B = 1000.
Per individuare i valori della simulazione da assegnare ai parametri θ =
(α,β,γ,σ2
C), si ` e preso in considerazione, oltre al lavoro di riferimento pro-
posto da Battistin et al. [5] anche Battistin et al. [40]. In quest’ultimo, gli
autori basano la maggior parte delle loro analisi empiriche su dati provenienti
da indagini di tipo panel sui consumi e sui redditi delle famiglie degli Stati
Uniti. In particolare fanno riferimento agli studi CEX 2 e PSID 3. Comple-
tano l’analisi utilizzando anche i dati relativi all’indagine sui consumi delle
famiglie del Regno Unito. Nello speciﬁco si fa riferimento allo studio FES 4.
1SHIW: Survey on Household Income and Wealth
2CEX: Consumer Expenditure Survey
3PSID: Panel Study of Income Dynamics
4FES: Family Expenditure Survey56 CAPITOLO 3. STUDIO DI SIMULAZIONE
Abbiamo quindi scelto come valore plausibile per la varianza del logaritmo
del consumo σ2
C = 0.552, come proposto dalle analisi empiriche del lavoro di
Battistin et al. [40]. Come si pu` o notare nella Figura 3.1, la deviazione
standard del logaritmo del consumo stimata ` e pari a 0.55.
Il parametro β indica invece la pendenza della retta, che cresce se β > 0
e decresce se β < 0. Per scegliere un valore di tale parametro che fosse il pi` u
possibile vicino a quello reale, ci siamo avvalsi delle informazioni derivanti
dal lavoro di Battistin et al. [5]. Infatti, abbiamo considerato il graﬁco rap-
presentato in Figura 3.2, che vede sull’asse delle ascisse S∗ ovvero gli anni
che mancano o che sono trascorsi dal momento del pensionamento e sull’asse
delle ordinate il logaritmo del consumo di beni non durevoli. La pendenza
della retta ` e decrescente e per questo abbiamo associato al parametro β un
valore negativo.
Figura 3.1: Rappresentazione empirica che mostra la distribuzione del logaritmo del
consumo per individui con un’et` a compresa fra 61–65 anni. Il graﬁco proviene dal lavoro
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Figura 3.2: Stima dell’eﬀetto dell’eleggibilit` a sul logaritmo del consumo di beni non
durevoli. Il graﬁco ` e stato preso dal lavoro di Battistin et al. [5]
Per determinare il valore assoluto da assegnare al parametro β abbiamo
scelto due punti del tipo A(xa;ya) e B(xb;yb). Abbiamo applicato la classica
formula che determina il valore del coeﬃciente angolare di una retta passante
per due punti
β =
yb − ya
xb − xa
. (3.9)
Dunque, il valore per β, utilizzato nelle simulazioni, ` e pari a β = −0.02.
Quando la variabile dipendente ` e in forma logaritmica e il regressore no, il
coeﬃciente β cattura la variazione relativa della variabile dipendente rispetto
a una variazione unitaria della variabile esplicativa. Il valore β = −0.02
possiamo interpretarlo come la variazione percentuale del consumo associata
a una variazione di una unit` a dell’eleggibilit` a. Quindi, per esempio, passando
dalla condizione in cui mancano due anni per andare in pensione (s∗ = −2)
alla condizione che manca un solo anno (s∗ = −1), il consumo diminuisce del
2%.
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0], quando non c’` e discontinuit` a nel consumo. In altre parole rappresenta
il valore atteso del logaritmo del consumo in corrispondenza di un valore
dell’eleggibilit` a pari a zero, ovvero quando un individuo raggiunge esatta-
mente l’et` a adeguata per andare in pensione. Abbiamo quindi scelto un
punto A(xa;ya) e sostituito tali valori nella regressione (3.2), utilizzando
β = −0.02. Nelle simulazioni abbiamo usato un valore di α = 9.76.
Come si pu` o notare in Figura 3.2, in prossimit` a del punto di soglia ¯ s = 0
il logaritmo del consumo passa da 9.76 a 9.7, registrando quindi un calo, in
valore assoluto, pari a −0.06. Nelle simulazioni ` e stato quindi utilizzato il
valore γ = −0.06. Vuol dire che la sotto popolazione di individui con un
valore dell’eleggibilit` a positivo, quindi idonei al pensionamento, consumano
lo 0.06 in meno rispetto a quegli individui con un valore dell’eleggibilit` a
negativo e quindi non idonei al pensionamento.
Tornando allo studio di simulazione si ipotizza che S∗ ∼ N( ,σ2
∗). Abbi-
amo ipotizzato che la media   = 0. La variabile S∗ rappresenta il numero di
anni che mancano al pensionamento oppure gli anni trascorsi dal momento
in cui si diventa idonei ad esso. Il fatto di considerare, per questa variabile,
una distribuzione normale, centrata in zero, implica che stiamo studiando
una popolazione dove la probabilit` a di campionare un soggetto a cui man-
cano tre anni per andare in pensione ` e uguale alla probabilit` a di campionare
un soggetto che da tre anni ` e idoneo al pensionamento. L’idea ` e quella di
campionare i soggetti in maniera simmetrica attorno allo zero.
Inoltre, dal momento che si vuole studiare il fenomeno in un intorno
della soglia ¯ s = 0, si considerano solo i valori di S∗ compresi fra −5 e +5.
Pertanto ` e stato scelto un valore di σ2
∗ = 4 al ﬁne di ottenere la gran parte
delle osservazioni simulate comprese entro questi valori. Ricapitolando, in
simboli, S∗ ∼ N(0,4).
Il parametro ρ, spiegato nella (3.6), ` e stato fatto variare secondo valori
suggeriti dall’evidenza empirica. In particolare ρ = 10%,20%,30%.
Nello studio di simulazione al parametro p sono stati attribuiti diversi
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il consumo possa modiﬁcarsi al variare della probabilit` a di contaminazione
nei dati. Nello speciﬁco, p = 1,0.5,0.4,0.3,0.2,0. Si noti che, nel caso in
cui p = 0, l’errore di misura di tipo mistura coincide con il caso in cui la
struttura dell’errore di misura ` e di tipo classico, come descritto nella (3.4).
3.1.4 Scenari considerati
In questo paragrafo spiegheremo gli scenari considerati nello studio di simu-
lazione.
Nello studio di simulazione verranno presi in esame quattro diversi casi:
• analizziamo il caso in cui simuliamo sotto l’ipotesi che il pensionamento
` e un evento pianiﬁcato da parte degli agenti e dunque non c’` e alcuna
discontinuit` a nel consumo e stimiamo un modello che non prevede una
discontinuit` a nel consumo. Simuliamo e stimiamo quindi da un modello
del tipo (3.2), che non prevede la presenza di un salto nel consumo.
Questo caso lo indicheremo con la sigla S0.M0.
• analizziamo il caso in cui simuliamo sotto l’ipotesi che il pensionamento
non ` e un evento pianiﬁcato da parte degli agenti e dunque si presenta
una discontinuit` a nel consumo e stimiamo un modello che prevede una
discontinuit` a nel consumo. Simuliamo e stimiamo quindi da un modello
del tipo (3.3), che prevede la presenza di un salto nel consumo. Questo
caso lo indicheremo con la sigla S1.M1.
• analizziamo il caso in cui simuliamo sotto l’ipotesi che il pensionamento
` e un evento pianiﬁcato da parte degli agenti e dunque non c’` e alcuna
discontinuit` a nel consumo e stimiamo invece un modello che prevede
una discontinuit` a nel consumo. Simuliamo quindi da un modello del
tipo (3.2), che non prevede la presenza di un salto nell’andamento del
consumo e invece stimiamo un modello del tipo (3.3), che prevede un
salto del consumo. Questo caso lo indicheremo con la sigla S0.M1.60 CAPITOLO 3. STUDIO DI SIMULAZIONE
• analizziamo il caso in cui simuliamo sotto l’ipotesi che il pensionamento
non ` e un evento pianiﬁcato da parte degli agenti e dunque si presen-
ta una discontinuit` a nel consumo e invece stimiamo un modello che
non prevede una discontinuit` a nel consumo. Simuliamo quindi da un
modello del tipo (3.3), che prevede la presenza di un salto nell’anda-
mento del consumo e invece stimiamo un modello del tipo (3.2), che
non prevede un salto del consumo. Questo caso lo indicheremo con la
sigla S1.M0.
Per ciascuno di questi quattro casi:
• stimiamo il modello supponendo che le variabili esplicative non siano af-
fette da errore di misura. Questi scenari corrispondono a p = 1, ovvero
quando si ipotizza che tutti gli intervistati riferiscono il valore corretto
dell’eleggibilit` a. Inseriamo quindi nel modello stimato le variabili S∗
e/o I[S∗≥0], non aﬀette da errore di misura;
• stimiamo il modello con errore di misura. Quindi, inseriamo nel mod-
ello stimato la variabile eleggibilit` a che, aﬀetta da errore di misura,
viene indicata con Sclassico o con Smistura, a seconda della diversa strut-
tura ipotizzata per l’errore di misura. I modelli considerano tutte le
combinazioni fra valori ρ = 0.1,0.2,0.3 e i diversi pesi dell’errore di
misura, ovvero p = 0.5,0.4,0.3,0.2,0. Con p = 0, ci riferiamo al ca-
so di errore di tipo classico in quanto l’errore di tipo mistura viene a
coincidere con un errore di tipo classico.
In totale, abbiamo eﬀettuato 64 simulazioni, ciascuna con un numero di
replicazioni B = 1000 e con una numerosit` a campionaria pari a n = 8000.
Le simulazioni sono state eseguite in R.
3.1.5 Indici riassuntivi
In questo paragrafo presentiamo gli indici riassuntivi calcolati sullo stima-
tore. Il metodo di stima utilizzato ` e quello dei minimi quadrati ordinari. In
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• la distorsione assoluta, indicata con
D(ˆ θ) = E(ˆ θ) − θ. (3.10)
• la distorsione relativa,
E(ˆ θ) − θ
θ
, (3.11)
ovvero la distorsione assoluta rapportata al valore vero del parametro,
riportata in percentuale.
• l’errore quadratico medio, come misura di precisione dello stimatore, cal-
colato come somma fra la varianza dello stimatore e la sua distorsione
assoluta al quadrato,
EQM(ˆ θ) = Var(ˆ θ) + D(ˆ θ)
2. (3.12)
• il rapporto fra la varianza dello stimatore e la sua distorsione assoluta al
quadrato,
Var(ˆ θ)
D(ˆ θ)2 . (3.13)
Questo rapporto serve a capire quanto pesa la varianza, in termini di
variabilit` a, rispetto alla distorsione.
• il livello di copertura reale degli intervalli di conﬁdenza bilaterali basati
sulla statistica di Wald,
1 − ˆ α =
1
B
B X
b=1
Ib, (3.14)
dove Ib ` e la funzione indicatrice che vale 1 se la quantit` a (ˆ θb−θ)/ ˆ se(ˆ θb)
appartiene all’intervallo (zα/2,z1−α/2), con zα il quantile di livello α della
normale standard, e 0 altrimenti. Consideriamo il livello di conﬁdenza
nominale 1−α = 0.95. Fra parentesi, indichiamo anche gli intervalli al
95% del livello di conﬁdenza stimato, basato sull’approssimazione nor-
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copertura reali, come calcolati sopra, per intervalli di conﬁdenza unilat-
erali. Nel caso di non adeguata copertura questi valori indicano se ci` o
` e dovuto ad un’errata centratura degli intervalli di conﬁdenza causata
dalla distorsione oppure ad una questione di eﬃcienza dello stimatore.
Inﬁne, abbiamo calcolato dei test di signiﬁcativit` a sui parametri α, β e
γ. Abbiamo condotto un test alla Wald del tipo
ˆ θ − 0
se(ˆ θ)
, (3.15)
dove, sotto l’ipotesi nulla, si ipotizza che il parametro θ sia zero, contro
l’alternativa che sia diverso da zero. Speciﬁchiamo che con Rθ indichiamo
la regione di riﬁuto che suggerisce di riﬁutare l’ipotesi nulla. Con Aθ in-
dichiamo la regione di accettazione che suggerisce di accettare l’ipotesi nulla.
Le espressioni che presentiamo qui di seguito assumono signiﬁcato diverso a
seconda dello scenario considerato. In particolare, l’espressione:
• Pr{Rθ|θ} indica la potenza del test (3.15);
• Pr{Aθ|θ} indica la probabilit` a dell’errore di secondo tipo per il test
(3.15);
• Pr{Rθ|θ = 0} indica il livello di signiﬁcativit` a reale del test (3.15);
• Pr{Aθ|θ = 0} indica il livello di copertura reale degli intervalli di
conﬁdenza bilaterali basati sulla (3.15), calcolato come nella (3.14).
3.2 Risultati della simulazione
3.2.1 Confronto fra risultati noti ed evidenza empirica
Mostriamo che alcuni risultati ottenuti nello studio di simulazione riportano
valori molto vicini a quelli previsti in letteratura [15].
Prendiamo come esempio il caso in cui simuliamo e stimiamo un modello
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pianiﬁcato da parte degli agenti e dunque non c’` e alcuna discontinuit` a nel
consumo e, perci` o, stimiamo un modello che non prevede una discontinuit` a
nel consumo attorno alla soglia ¯ s. Lo scenario al quale facciamo riferimento
` e del tipo S0.M0. In particolare, consideriamo lo scenario in cui viene sti-
mato un modello di regressione lineare semplice dove la variabile esplicativa
` e misurata con errore. Non potendo osservare la variabile S∗, si osserva la
variabile Sclassico = S∗ + U. Si tratta di un modello per l’errore di misura
classico. Si veda la (2.2). Coincide inoltre con il caso di errore di tipo mis-
tura, quando p = 0. Per stimare i parametri si utilizza il metodo dei minimi
quadrati ordinari.
Il modello rappresentativo del processo generatore di dati ` e
logC = α + βS
∗ + ε, (3.16)
dove S∗, come speciﬁcato in precedenza, ` e la variabile che riporta i veri valori
dell’idoneit` a al pensionamento e S∗ ∼ N( ,σ2
∗) dove   = 0 e σ2
∗ = 4. Mentre,
ε ∼ N(0;σ2
ε), ovvero ε ∼ N(0;0.552).
Viene invece stimato il modello
logC = αe + βeSclassico + ǫ, (3.17)
dove Sclassico = S∗ + U con U ∼ N(0,σ2
u). E’ noto in letteratura che, in un
modello di questo tipo, la regressione (3.17) non stima in modo consistente
il parametro d’interesse β = −0.02 ma piuttosto βe = λβ, dove
λ =
σ2
∗
σ2
∗ + σ2
u
< 1. (3.18)
Perci` o, la regressione (3.17), stimata con il metodo dei minimi quadrati ordi-
nari, produce uno stimatore del coeﬃciente angolare β che ` e distorto verso lo
zero. La presenza dell’errore di misura causa una distorsione degli stimatori.
La distorsione di cui si parla ` e nota in letteratura con il nome di attenuazione
verso lo zero in quanto i parametri vengono sottostimati. Infatti, come si pu` o
notare in Tabella 3.1, lo stimatore βe sottostima il parametro β = −0.02.64 CAPITOLO 3. STUDIO DI SIMULAZIONE
Inoltre, la varianza residua della regressione del logaritmo del consumo
sulla variabile esplicativa aﬀetta da errore Sclassico, ovvero la
Var(logC|Sclassico) = Var(ǫ|Sclassico) espressa come
σ
2
ε +
β2σ2
uσ2
∗
σ2
∗ + σ2
u
, (3.19)
` e maggiore rispetto a quella fornita dal vero modello che mette in relazione il
logaritmo del consumo con la vera eleggibilit` a S∗. Infatti, come si pu` o notare
in Tabella 3.1, tale quantit` a ` e maggiore rispetto a σ2
ε = 0.3025 = 0.552 e
cresce, all’aumentare di ρ.
Riproduciamo la medesima tabella usando i valori empirici di βe e
Var(logC|Sclassico), con λ ﬁssato. Precisiamo che, poich` e λ ` e funzione di ρ, per
calcolare il valore empirico βe abbiamo preso la media delle stime ˆ βe,b, di ogni
singola replicazione b. Per calcolare il valore empirico di Var(logC|Sclassico)
abbiamo preso la media delle B stime per le varianze di ǫ. In Tabella 3.2
sono riportati questi valori empirici e si pu` o notare quanto questi valori siano
vicini a quelli previsti dalla teoria, riportati in Tabella 3.1.
λ βe = λβ Var(logC|Sclassico)
Errore di misura classico
con ρ = 0.1
0.900 -0.0180 0.30266
Errore di misura classico
con ρ = 0.2
0.800 -0.0160 0.30282
Errore di misura classico
con ρ = 0.3
0.700 -0.0140 0.30298
Tabella 3.1: La tabella riporta i valori teorici di λ, calcolata come nella (3.18), i valori
teorici della stima del coeﬃciente angolare βe e il valore teorico della varianza residua della
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λ βe = λβ Var(logC|Sclassico)
Errore di misura classico
con ρ = 0.1
0.900 -0.0181 0.30269
Errore di misura classico
con ρ = 0.2
0.800 -0.0160 0.30292
Errore di misura classico
con ρ = 0.3
0.700 -0.0141 0.30297
Tabella 3.2: La tabella riporta la media campionaria del coeﬃciente angolare βe e della
varianza residua della regressione del logaritmo del consumo sulla variabile eleggibilit` a,
aﬀetta da errore di misura di tipo classico.
3.2.2 Commenti al caso S0.M0. e S1.M0.
In questo paragrafo ci limiteremo a commentare brevemente i casi S0.M0. e
S1.M0. Questi non sono i casi di maggior interesse, in quanto non ci aiutano
a rispondere alla nostra domanda di ricerca.
Riportiamo la Tabella 3.3. La tabella riporta i valori della distorsione
relativa per i parametri α e β. La parte inferiore della tabella riporta i
valori del livello di copertura reale. Fra parentesi viene indicato l’intervallo
di conﬁdenza per il livello di copertura reale. Livello nominale considerato
pari a 0.95. Le restanti tabelle, relative al caso S0.M0., contenenti gli altri
valori degli indici calcolati, sono raccolte in appendice.
Stimando il modello senza errore di misura, usando come variabile es-
plicativa S∗, gli stimatori ˆ α e ˆ β non sono distorti. Quando invece la variabile
esplicativa ` e misurata con errore, lo stimatore ˆ β produce stime distorte del
parametro β. La distorsione si accentua al diminuire di p e all’aumentare di
ρ. Questa distorsione provoca una riduzione del livello di copertura reale, in
quanto gli intervalli di conﬁdenza per il parametro β non sono correttamente
centrati attorno al vero valore. Si vedano le Tabelle 3.3.
Invece, prestiamo attenzione al caso in cui simuliamo da un modello del
tipo (3.3) e stimiamo un modello del tipo (3.2), ovvero ipotizziamo che nella66 CAPITOLO 3. STUDIO DI SIMULAZIONE
realt` a il pensionamento non sia un evento pianiﬁcato e stimiamo invece un
modello che non preveda una discontinuit` a nel consumo attorno alla soglia
¯ s. Lo scenario al quale facciamo riferimento ` e del tipo S1.M0.
Anche senza considerare la presenza dell’errore di misura, la distorsione
relativa del coeﬃciente β ` e molto forte e il rapporto fra la varianza di ˆ β e
la sua distorsione al quadrato ` e prossimo allo zero a dimostrazione del fatto
che la distorsione ` e molto pi` u forte della varianza di ˆ β. Si vedano le Tabelle
3.4, relative al caso senza errore di misura. In eﬀetti, stimando questo mod-
ello, si sta ommettendo un regressore rilevante. L’eﬀetto di tale omissione
inﬂuenza la componente erratica del modello. Se la variabile omessa risulta
collegata con i regressori presenti nel modello si ottengono stime distorte dei
parametri, traendo conclusioni errate sul peso della relazione esistente fra
la variabile risposta e le variabili esplicative. Infatti viene a mancare una
delle ipotesi fondamentali alla base del metodo dei minimi quadrati ordinari
ovvero l’ipotesi di stretta esogeneit` a e le stime dei parametri risultano non
corrette.
Questa distorsione si accentua all’aumentare della contaminazione di er-
rore di misura nei dati, riducendo ulteriormente il rapporto fra varianza e
distorsione al quadrato. I livelli di copertura reale per i parametri α e β sono
molto bassi e si discostano da quello che ` e il livello di copertura nominale
considerato. E questo vale sia per il modello stimato senza errore di misura
sia per i modelli stimati con errore di misura. L’errata centratura degli in-
tervalli di conﬁdenza per tali parametri sono dovuti appunto alla distorsione
delle stime. Si vedano Tabelle 3.5.3.2. RISULTATI DELLA SIMULAZIONE 67
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Tabella 3.3: La tabella in alto riporta i valori della distorsione relativa riferita agli
stimatori ˆ α e ˆ β. La tabella in basso riporta i valori del livello di copertura reale. Fra
parentesi viene indicato l’intervallo di conﬁdenza per il livello di copertura reale. Livello
nominale considerato pari a 0.95. Le tabelle si riferiscono entrambe al caso S0.M0.68 CAPITOLO 3. STUDIO DI SIMULAZIONE
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Tabella 3.4: La tabella in alto riporta i valori della distorsione relativa riferita agli
stimatori ˆ α e ˆ β. La tabella in basso riporta i valori del rapporto fra varianza dello stimatore
e la sua distorsione al quadrato. Le tabelle si riferiscono entrambe al caso S1.M0.3.2. RISULTATI DELLA SIMULAZIONE 69
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Tabella 3.5: La tabella in alto riporta i valori del livello di copertura reale. Livello
nominale pari a 0.95. Fra parentesi viene indicato l’intervallo di conﬁdenza per il livello di
copertura reale. La tabella in basso riporta i valori del livello di copertura reale calcolato
per intervalli unilaterali calcolati considerando ipotesi unilaterale sinistra (valore a sinistra)
e destra (valore a destra). Livello nominale 0.95. Le tabelle si riferiscono entrambe al caso
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3.2.3 Tabelle per i casi S0.M1. e S1.M1.
In questo paragrafo riporteremo le tabelle con i risultati pi` u rilevanti dello
studio di simulazione per i due casi S0.M1. e S1.M1. Nel paragrafo succes-
sivo commenteremo i risultati facendo riferimento alle tabelle qui riportate.
Per le restanti tabelle, si rimanda all’Appendice. I casi S0.M1. e S1.M1 sono
interessanti per la nostra domanda di ricerca in quanto riusciamo a valutare,
dal punto di vista statistico e dal punto di vista dell’interpretazione econom-
ica, i valori degli indici calcolati per lo stimatore relativo al parametro γ, sul
quale si concentra la nostra attenzione.
L’ordine delle tabelle segue quello di presentazione e analisi dei risultati
utilizzato nel paragrafo successivo.
• Inizialmente consideriamo il caso in cui simuliamo un modello del tipo
(3.2) e stimiamo invece un modello del tipo (3.3). Il caso al quale
facciamo riferimento ` e del tipo S0.M1.
• Proseguiamo, considerando il caso in cui simuliamo un modello del tipo
(3.3) e stimiamo sempre da un modello del tipo (3.3). Il caso al quale
facciamo riferimento ` e del tipo S1.M1.3.2. RISULTATI DELLA SIMULAZIONE 71
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Tabella 3.6: La tabella in alto riporta i valori della distorsione relativa riferita agli
stimatori ˆ α, ˆ β. Per ˆ γ questo valore non ` e disponibile in quanto γ = 0. La tabella in basso
riporta i valori del rapporto fra varianza dello stimatore e la sua distorsione al quadrato.
Le tabelle si riferiscono entrambe al caso S0.M1.72 CAPITOLO 3. STUDIO DI SIMULAZIONE
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Tabella 3.7: La tabella in alto riporta i valori del livello di copertura reale. Il livello
nominale ` e 0.95. Fra parentesi viene indicato l’intervallo di conﬁdenza per il livello di cop-
ertura reale. La tabella in basso riporta i valori dei test statistici eﬀettuati sui parametri,
come indicato. Le tabelle si riferiscono entrambe al caso S0.M1.3.2. RISULTATI DELLA SIMULAZIONE 73
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Tabella 3.8: La tabella in alto riporta i valori della distorsione relativa riferita agli
stimatori ˆ α, ˆ β e ˆ γ. La tabella in basso riporta i valori del rapporto fra varianza dello
stimatore e la sua distorsione al quadrato. Le tabelle si riferiscono entrambe al caso
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Tabella 3.9: La tabella in alto riporta i valori del livello di copertura reale. Il livello
nominale considerato ` e 0.95. Fra parentesi viene indicato l’intervallo di conﬁdenza per il
livello di copertura reale. La tabella in basso riporta i valori dei test statistici eﬀettuati
sui parametri, come indicato. Le tabelle si riferiscono entrambe al caso S1.M1.3.3. INTERPRETAZIONE ED IMPLICAZIONI ECONOMICHE 75
3.3 Interpretazione ed implicazioni economiche
3.3.1 Caso S0.M1.
Cominciamo ad analizzare il caso in cui simuliamo sotto l’ipotesi che gli
agenti siano razionali e stimiamo invece un modello per agenti irrazionali
S0.M1. Simuliamo quindi da un modello del tipo (3.2), che non prevede
la presenza di un salto nell’andamento del consumo e invece stimiamo un
modello del tipo (3.3), che prevede un salto del consumo. In questo caso, si
include nel modello stimato una variabile irrilevante, che non appartiene al
vero modello previsto dal processo generatore dei dati. Questa azione non
provoca la distorsione delle stime dei parametri ma, piuttosto, porta ad una
perdita di eﬃcienza in quanto, l’inclusione di un regressore irrilevante, tende
ad aumentare le varianze degli stimatori rispetto a quelle ottenibili stimando
il modello vero. Questo comunque vale solo se la variabile esplicativa ` e S∗ e
non la variabile eleggibilit` a aﬀetta da errore di misura.
Viene fatta eccezione per il caso in cui ci sia incorrelazione fra i regressori
presenti nel modello e la variabile irrilevante ma non ` e il nostro caso. Infatti,
stimando il modello in cui la variabile esplicativa eleggibilit` a non ` e misurata
con errore, ovvero usando S∗ e I[S∗≥0] come esplicative, la distorsione relativa
delle stime dei parametri ` e molto piccola. Non possiamo dire nulla su γ
in quanto il valore della distorsione relativa ` e non deﬁnito. Possiamo solo
guardare il valore della distorsione assoluta (si rimanda all’Appendice). Il
valore della distorsione assoluta per γ ` e molto basso. Invece, i rapporti
fra varianza dello stimatore e distorsione dello stimatore al quadrato per
α, β e γ sono elevati. Questi valori sono sintomo del fatto che la varianza
degli stimatori ˆ α, ˆ β, ˆ γ ` e molto grande, rispetto alla distorsione. Si vedano
le Tabelle (3.6), per lo scenario in cui si stima un modello senza errore di
misura.
Riprendiamo ad analizzare i risultati nelle tabelle dove stimiamo il mod-
ello utilizzando la variabile esplicativa eleggibilit` a aﬀetta da errore di misura.
Introducendo l’errore di misura, lo stimatore ˆ α, relativo all’intercetta,76 CAPITOLO 3. STUDIO DI SIMULAZIONE
non ` e distorto. Infatti la distorsione relativa ` e sempre prossima allo 0%.
Tale comportamento si evince anche studiando il rapporto fra varianza dello
stimatore ˆ α e distorsione di ˆ α al quadrato. Pur incrementando l’errore di
misura, questo rapporto rimane elevato, a dimostrazione del fatto che la
distorsione, rispetto alla varianza, ` e piccola. Si vedano le Tabelle 3.6. Il
livello di copertura reale ` e prossimo al 95%. Si veda la parte superiore della
Tabella 3.7.
Per quanto riguarda invece il parametro β, relativo al coeﬃciente an-
golare, si pu` o notare che il valore della distorsione relativa aumenta man
mano che diminuisce il valore del parametro p e aumenta il valore di ρ.
Infatti, anche il rapporto fra varianza di ˆ β e distorsione di ˆ β al quadrato,
tende a diminuire, dimostrando cos` ı il peso della distorsione dello stimatore
che aumenta all’aumentare della presenza dell’errore di misura (p → 0). Si
vedano le Tabelle 3.6. Il livello di copertura reale per tale parametro ` e in-
feriore rispetto a quello nominale, ﬁssato al 95%. Si veda la parte superiore
della Tabella 3.7. Quindi, questo problema di non adeguata copertura ` e
da imputare principalmente alla distorsione dello stimatore β, indotta dalla
presenza dell’errore di misura. Facciamo inoltre un’altra osservazione. Ri-
cordiamo che, nello studio di simulazione, abbiamo assegnato al parametro
β un valore negativo, pari a −0.02. Il valore della distorsione assoluta ot-
tenuta per questo parametro ` e positiva (si vedano le tabelle in Appendice).
Il parametro β ` e chiaramente sottostimato. In termini di interpretazione, ci` o
vuol dire che si veriﬁca un’attenuazione della pendenza della retta che mette
in relazione il logaritmo del consumo con i valori dell’eleggibilit` a.
Per quanto riguarda invece il parametro γ, relativo al salto. Non possiamo
calcolare il valore della distorsione relativa in quanto il vero valore di γ ` e zero.
Il rapporto ` e non deﬁnito. Possiamo solo basarci sui valori della distorsione
assoluta (si rimanda all’Appendice). La distorsione ` e comunque piccola. An-
che osservando il rapporto fra varianza di ˆ γ e distorsione di ˆ γ al quadrato
si evince che la distorsione, rispetto alla varianza, ` e inferiore. Inoltre, non
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aumento della distorsione e incremento dell’errore di misura. Quindi non
possiamo dire che la distorsione relativa dello stimatore del parametro γ si
incrementa all’aumentare della presenza di errore di misura (p → 0): non
` e evidente questa relazione. Si vedano Tabelle 3.6. Il livello di copertura
reale per il parametro γ ` e prossimo al 95%, valore imposto per il livello di
copertura nominale. Si veda la parte superiore della Tabella 3.7.
Dai test di signiﬁcativit` a riportati nella parte inferiore della Tabella 3.7,
si evincono queste considerazioni.
Studiando Pr{Rγ|γ = 0}, ovvero la probabilit` a di concludere erronea-
mente per la discontinuit` a nel consumo quando invece, nella realt` a, il pen-
sionamento ` e una decisione anticipata e quindi non si dovrebbe osservare una
discontinuit` a nel consumo, i risultati ottenuti ci inducono a concludere che
non c’` e discontinuit` a nel consumo. In questi scenari della simulazione, sia la
teoria economica suggerita da Modigliani che il processo generatore dei dati
non prevedono la presenza del salto ed eﬀettivamente si conclude che non c’` e
salto. Nonostante la presenza dell’errore di misura nei dati si conclude per
l’assenza del salto, anche se viene inserito nel modello e stimato. Se nella
realt` a non esiste un salto del consumo, non ` e da imputare alla presenza del-
l’errore di misura, il fatto di mostrarlo. Riprendendo la domanda di ricerca
dalla quale siamo partiti per questo studio di simulazione, i risultati ci di-
cono che siamo nel secondo caso, dove l’errore di misura non mi fa vedere
un salto quando non c’` e. Infatti, se dallo studio di simulazione fosse emersa
la questione che la presenza dell’errore di misura riusciva a far evidenziare
una discontinuit` a nel consumo, che nella realt` a non esiste, ci` o avrebbe signi-
ﬁcato che l’errore di misura possedeva propriet` a diverse a destra e a sinistra
del punto di discontinuit` a ¯ s, tali per cui erano in grado di trasformare una
relazione lineare in una relazione discontinua.
Un’ulteriore osservazione emerge se si ragiona diversamente. Infatti, se
nella realt` a non esiste un salto, non ` e possibile concludere che il pension-
amento non appare come un evento pianiﬁcabile da parte degli agenti, per
eﬀetto dell’errore di misura in quanto, anche introducendo errore di misura,78 CAPITOLO 3. STUDIO DI SIMULAZIONE
si ` e portati a concludere che non c’` e una discontinuit` a nel consumo.
3.3.2 Caso S1.M1.
Passiamo ad esaminare il caso in cui simuliamo e stimiamo un modello del
tipo (3.3), ovvero ipotizziamo che nella realt` a ci sia discontinuit` a nel consumo
e per questo stimiamo un modello che preveda la presenza di un salto nel
consumo attorno alla soglia ¯ s. Lo scenario al quale facciamo riferimento ` e
del tipo S1.M1.
Abbiamo stimato il modello in cui la variabile esplicativa eleggibilit` a non
` e misurata con errore, ovvero usiamo S∗ e I[S∗≥0] come esplicative. Non ` e
presente una forte distorsione delle stime dei parametri. Infatti per α la
distorsione relativa dello stimatore ˆ α ` e pari allo 0.0062%, la distorsione di ˆ β
` e pari all’1.13% e di ˆ γ ` e pari al 2.04%. Invece, i rapporti fra varianza dello
stimatore e distorsione dello stimatore al quadrato per α, β e γ sono elevati.
Questi valori sono sintomo del fatto che la varianza degli stimatori ˆ α, ˆ β, ˆ γ
` e pi` u grande della distorsione. Si vedano le Tabelle 3.8, per lo scenario in
cui si stima un modello senza errore di misura. Il livello di copertura reale
coincide con quello nominale, posto pari al 95%. Si veda la parte superiore
della Tabella 3.9, dove si stima senza errore di misura.
Riprendiamo ad analizzare i risultati nelle tabelle dove stimiamo il mod-
ello utilizzando la variabile esplicativa eleggibilit` a aﬀetta da errore di misura.
La distorsione delle stime dei parametri α, β e γ aumenta e si discosta dalla
distorsione evidenziata nello scenario sopra descritto, dove si stima il mod-
ello senza errore di misura. In particolar modo per il parametro γ. Per
esso ` e evidente una forte distorsione che tende ad aumentare man mano che
diminuisce il valore del parametro p e aumenta il valore di ρ. Anche il rap-
porto fra varianza dello stimatore ˆ γ e distorsione di ˆ γ al quadrato evidenzia
tale comportamento. Infatti, anche guardando tale indice, si intuisce che la
distorsione, in rapporto alla varianza, tende ad aumentare il suo peso all’au-
mentare della presenza dell’errore di misura (p → 0) e aumenta il valore di
ρ. Si vedano le Tabelle 3.8. Inﬁne, i valori dei livelli di copertura reali si3.3. INTERPRETAZIONE ED IMPLICAZIONI ECONOMICHE 79
discostano molto rispetto a quelli individuati nello scenario di assenza di er-
rore di misura e sono inferiori rispetto a quello nominale, posto pari al 95%.
Il motivo ` e imputabile dunque alla distorsione che induce un errato centra-
mento degli intervalli di conﬁdenza. Si veda la parte superiore della Tabella
3.9.
Per quanto riguarda invece i test di signiﬁcativit` a, riportati nella parte
inferiore della Tabella 3.9, si evincono queste considerazioni.
Analizziamo la Pr{Rγ|γ} ovvero la potenza del test di signiﬁcativit` a per
il parametro γ. La potenza del test, calcolata in presenza di errore di misura,
diminuisce e si discosta molto da quella calcolata nel modello in assenza di
errore di misura. In aggiunta, possiamo notare che la potenza diminuisce
se aumenta la presenza dell’errore di misura (p → 0) e aumenta il valore
di ρ. La presenza dell’errore di misura sembra ridurre la potenza del test
di signiﬁcativit` a per il parametro relativo al salto. Notiamo invece che le
potenze dei test di signiﬁcativit` a per i parametri α e β rimangono elevate,
molto vicine a 1. La presenza dell’errore di misura sembra non intaccare la
potenza del test di signiﬁcativit` a per i parametri relativi all’intercetta e al
coeﬃciente angolare.
Dal punto di vista dell’interpretazione economica, vuol dire che la pre-
senza del’errore di misura porta a concludere che non c’` e discontinuit` a nel
consumo, quando in eﬀetti c’` e. Infatti, anche stimando un modello dove
viene ipotizzata la presenza di un salto del consumo, la potenza ` e talmente
bassa che, nella maggior parte dei casi, il coeﬃciente γ risulta essere non
signiﬁcativo.
In letteratura esiste un unico lavoro che mette in evidenza una discon-
tinuit` a nel consumo. Si fa riferimento al lavoro [2]. Possiamo pensare ad
un caso particolare oppure al fatto che il pensionamento non sia un even-
to pianiﬁcato ma che l’errore di misura sia fortemente presente nei dati a
disposizione, tale da essere in grado di abbassare la potenza del test di sig-
niﬁcativit` a sul coeﬃciente γ, relativo al salto, facendo quindi concludere a
favore del fatto che non ci sarebbe una discontinuit` a nel consumo. Per certi80 CAPITOLO 3. STUDIO DI SIMULAZIONE
valori della potenza riportati in tabella, saremmo spinti a dire che riusciamo,
anche in presenza di un salto signiﬁcativo, ad evidenziarlo in media solo una
volta su dieci. Si veda, per esempio, il caso in cui p = 0 e ρ = 0.3. E’ come
se dicessimo: consideriamo 10 lavori in ambito internazionale, ovunque c’` e la
presenza del salto, ma solo un lavoro riesce a dare evidenza della presenza del
salto. Il motivo di ci` o ` e che l’errore di misura agisce come confondimento e
riduce la potenza del test di signiﬁcativit` a sul coeﬃciente γ, ovvero riduce di
molto la capacit` a di individuare l’eﬀetto presente. Riprendendo la domanda
di ricerca dalla quale siamo partiti per questo studio di simulazione, anche
questi risultati ci dicono che siamo nel secondo caso, dove l’errore di misura
non mi fa vedere il salto, anche quando esso ` e presente.
In altre parole, se gli individui non operano secondo quanto previsto dal-
la teoria economica, arrivando quindi impreparati al momento del pension-
amento, si dovrebbe osservare un salto ma, per eﬀetto dell’errore di misura
presente nei dati, si ` e portati a concludere che il pensionamento ` e un evento
pianiﬁcabile e che quindi gli agenti agiscono secondo quanto previsto dalla
teoria economica.Capitolo 4
Un passo in avanti: correzione
tramite SIMEX
In questo capitolo, consideriamo il metodo SIMEX per la correzione dell’er-
rore di misura. Tra i vari metodi citati in letteratura, il SIMEX, proposto da
Cook e Stefanski (si veda [21] per maggiori dettagli), ` e diventato uno stru-
mento valido per correggere la stima del parametro d’interesse, in presenza
di errore di misura di tipo classico. E’ un metodo basato sulla simulazione,
in grado di ridurre la distorsione dovuta all’errore di misura.
L’idea alla base del metodo ` e stata traferita anche al caso in cui le variabili
aﬀette da errore di misura siano di tipo qualitativo. Il metodo MC-SIMEX
` e stato proposto da Carroll, K¨ uchenhoﬀ, Lombard e Stefanski (si veda [22]
per maggiori dettagli). Per la descrizione dettagliata del metodo si rimanda
al Paragrafo 2.3.3., del Capitolo 2.
Le simulazioni, che a breve descriveremo, sono state eseguite in R, utiliz-
zando il pacchetto SIMEX.
4.1 Il metodo SIMEX applicato al caso S0.M0.
Se una variabile esplicativa ` e aﬀetta da errore di misura ed ` e continua, si pu` o
utilizzare il metodo SIMEX per correggere la presenza dell’errore di misura e
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ottenere stime pi` u attendibili. In questo paragrafo applicheremo tale metodo
al caso S0.M0., quando ρ = 0.2 e p = 0, ovvero in presenza di errore di misura
di tipo classico. Calcoleremo i valori degli indici descritti nel Capitolo 3.
Simuliamo quindi dal modello
E[logC|S
∗] = α + βS
∗ (4.1)
e stimiamo, con il metodo dei minimi quadrati ordinari, il modello
E[logC] = α + βSclassico, (4.2)
dove Sclassico = S∗ + U e U ∼ N(0,σ2
u).
Il metodo SIMEX richiede che venga speciﬁcata la variabile aﬀetta da
errore di misura. In questo caso ` e Sclassico. Inoltre viene richiesto il valore
dello scarto quadratico medio della varianza dell’errore di misura U. In
questo caso, poich` e abbiamo deﬁnito ρ come nella (3.6), allora
σu =
q
ρVar(Sclassico). (4.3)
In questo caso, σu, ` e supposto noto. Nella simulazione abbiamo utilizzato un
numero di replicazioni pari a 200.
Nella Tabella 4.1 sono riportati i valori degli indici calcolati. Il metodo si
adatta bene a questo caso. La distorsione della stima relativa ai parametri
α e β ` e piccola, la potenza del test (3.15) ` e pari ad 1 e il livello di copertura
reale si avvicina al valore scelto per il livello di coperura nominale.
Lo svantaggio del SIMEX consiste in tempi di calcolo molto lunghi. L’ap-
plicazione del metodo non ` e immediata. La diﬃcolt` a principale infatti ` e
legata all’implementazione dell’algoritmo nel calcolatore.4.1. IL METODO SIMEX APPLICATO AL CASO S0.M0. 83
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Tabella 4.1: La tabella riporta i valori degli indici calcolati per gli stimatori ˆ α e ˆ β. Risul-
tati di simulazione basati su 200 replicazioni, con numerosit` a n=8000. Metodo SIMEX,
dove la variabile aﬀetta da errore di misura ` e Sclassico e come scarto quadratico medio per
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4.2 Il metodo SIMEX applicato al caso S1.M1.
Nel contesto di questo lavoro, i casi ai quali siamo maggiormente interessati
sono quelli del tipo S0.M1. e S1.M1. In entrambi i casi, nel modello stimato,
sono presenti due variabili aﬀette da errore di misura, di cui una ` e continua
(Sclassico) e l’altra ` e discreta (I[Sclassico≥0]).
Il metodo SIMEX si adatta bene al caso in cui, nel modello stimato, le
variabili esplicative siano continue oppure discrete. Per l’appunto:
• se la variabile esplicativa, aﬀetta da errore di misura, ` e continua allora
il metodo SIMEX funziona bene, come abbiamo mostrato nel paragrafo
precedente.
• se la variabile esplicativa, aﬀetta da errore di misura, ` e discreta allora
viene trattata come una variabile di tipo qualitativo, aﬀetta da un’er-
rata classiﬁcazione. Occorre utilizzare il metodo MC-SIMEX, ovvero il
metodo SIMEX adattato al caso di errata classiﬁcazione.
Si veda l’articolo proposto da K¨ uchenhoﬀ e Lederer [42] per maggiori
dettagli. In questo articolo gli autori ipotizzano che il metodo SIMEX possa
anche essere applicato alla situazione in cui una variabile esplicativa, misurata
con errore, ` e discreta e un’altra variabile esplicativa ha un errore di misura
classico. Ma aﬀermano che non esiste un pacchetto disponibile in R che
consenta di applicare il metodo SIMEX ad un modello di questo genere.
A questo punto, la domanda di ricerca che` e sorta, ` e stata quella di provare
a capire cosa succederebbe se dovessimo applicare il metodo SIMEX ad un
modello stimato del tipo M1.
Prendiamo quindi il caso S1.M1., in cui simuliamo dal modello
E[logC|S
∗] = α + βS
∗ + γI[S∗≥0] (4.4)
e stimiamo, con il metodo dei minimi quadrati ordinari, il modello
E[logC] = α + βSclassico + γI[Sclassico≥0]. (4.5)4.2. IL METODO SIMEX APPLICATO AL CASO S1.M1. 85
Speciﬁchiamo che la variabile misurata con errore ` e una sola, per l’ap-
punto Sclassico. Separiamo due casi a seconda del valore usato per σU, ovvero
per lo scarto quadratico medio della varianza dell’errore di misura U. Infatti,
nel primo caso, utilizziamo il valore teorico della varianza di Sclassico, molti-
plicata per ρ = 0.2, come nella (4.3). Nel secondo caso, facciamo lo stesso,
utilizzando per` o la varianza campionaria di Sclassico, moltiplicata sempre per
ρ.
Come possiamo evincere dalla Tabella 4.2, il metodo SIMEX, non fornisce
risultati soddisfacenti, come era prevedibile. Stiamo infatti speciﬁcando che
la variabile misurata con errore ` e solamente Sclassico, mentre nel modello sti-
mato c’` e anche I[Sclassico≥0], anche questa misurata con errore. Il fatto di
ignorarla peggiora molto la situazione. La distorsione delle stime relative ai
parametri β e γ ` e molto forte e il livello di copertura reale si discosta molto
dal livello di copertura nominale, ﬁssato a 0.95. Anche la potenza del test
(3.15) per il parametro γ ` e molto bassa.
In queste due simulazioni abbiamo utilizzato un numero di replicazioni
pari a 200.
Lo svantaggio del SIMEX consiste in tempi di calcolo molto lunghi. L’ap-
plicazione del metodo non ` e immediata. La diﬃcolt` a principale infatti ` e
legata all’implementazione dell’algoritmo nel calcolatore.86CAPITOLO 4. UN PASSO IN AVANTI: CORREZIONE TRAMITE SIMEX
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Tabella 4.2: La tabella riporta i valori degli indici calcolati per gli stimatori ˆ α, ˆ β e
ˆ γ. Risultati di simulazione basati su 200 replicazioni, con numerosit` a n=8000. Metodo
SIMEX, dove la variabile aﬀetta da errore di misura ` e Sclassico e come scarto quadratico
medio per l’errore di misura abbiamo usato σu noto e stimato.4.3. UNA PROPOSTA ALTERNATIVA PER IL CASO S1.M1. 87
4.3 Una proposta alternativa per il caso S1.M1.
A quanto ci risulta non esiste un pacchetto in R che consenta di applicare il
metodo SIMEX ad un modello con due variabili esplicative, entrambe aﬀette
da errore di misura, di cui una ` e continua e l’altra ` e discreta.
La nostra proposta ` e la seguente. Speciﬁchiamo che le variabili aﬀette da
errore di misura sono due: Sclassico, variabile continua e I[Sclassico≥0], variabile
discreta. Anche se la variabile I[Sclassico≥0] ` e una Bernoulli di parametro π,
che assegna valore 1 se il valore dell’eleggibilit` a ` e positivo e 0 altrimenti,
la trattiamo come una variabile continua. Per questo motivo utilizziamo il
metodo SIMEX e non il metodo MC–SIMEX. Siamo consapevoli che questa ` e
una forzatura del metodo SIMEX. Il nostro obiettivo ` e trovare uno strumento
che ci consenta di fare un compromesso accettabile tra rigore del metodo e
semplicit` a d’uso.
Lavoriamo in parallelo come abbiamo fatto nel paragrafo precedente,
impiegando da una parte quantit` a teoriche e dall’altro quantit` a empiriche.
Il primo caso ` e il seguente. Per la variabile continua utilizziamo come
σu la radice quadrata del prodotto fra ρ e il valore teorico della varianza di
Sclassico, come nella (4.3). Per la variabile discreta utilizziamo il valore teorico
della probabilit` a di successo π. Dunque
π = Pr(I[Svero≥0] = 1) = Pr(S
∗ ≥ 0) = 1/2 (4.6)
dal momento che la variabile S∗ ` e una Normale, centrata in zero. La var-
ianza della variabile I[Svero≥0] ` e π(1 − π) = 1/4. La moltiplichiamo per ρ e
ne estraiamo la radice. Poich` e ρ ` e il valore che determina il rapporto fra la
varianza del termine d’errore U e la varianza della variabile aﬀetta da errore
di misura Sclassico, dalla varianza della variabile I[Svero≥0], tramite ρ, recuperi-
amo un’approssimazione euristica per la varianza di questa variabile binaria
aﬀetta da errore.
Il secondo caso ` e il seguente. Per la variabile continua utilizziamo la var-
ianza stimata di Sclassico, moltiplicata sempre per ρ, ed estraiamo la radice
per ottenere lo scarto quadratico medio. Per la variabile discreta usiamo88CAPITOLO 4. UN PASSO IN AVANTI: CORREZIONE TRAMITE SIMEX
ˆ π, ovvero stimiamo il parametro π con la proporzione campionaria. Recu-
periamo la varianza campionaria delle variabili discrete aﬀette da errore di
misura e sfruttiamo, come prima, la conoscenza su ρ. Estraiamo quindi la
radice per ottenere lo scarto quadratico medio.
In Tabella 4.3 riportiamo i valori degli indici per questi due casi, riferiti
agli stimatori dei parametri α, β e γ.
Come si pu` o notare, facendo il confronto con i risultati riportati in Tabella
4.2, la situazione ` e nettamente migliorata. La distorsione della stima relativa
ai parametri β e γ si riduce molto. Se prima il valore del livello di copertura
reale era molto diverso da quello nominale, con questo metodo il livello di
copertura reale si scosta meno da quello nominale, ﬁssato al 95%. Anche il
valore della potenza del test di signiﬁcativit` a (3.15) migliora.
In queste due simulazioni abbiamo utilizzato un numero di replicazioni
pari a 200.
Lo svantaggio del SIMEX consiste in tempi di calcolo molto lunghi. L’ap-
plicazione del metodo non ` e immediata. La diﬃcolt` a principale infatti ` e
legata all’implementazione dell’algoritmo nel calcolatore.4.3. UNA PROPOSTA ALTERNATIVA PER IL CASO S1.M1. 89
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Tabella 4.3: La tabella riporta i valori degli indici calcolati per gli stimatori ˆ α, ˆ β e
ˆ γ. Risultati di simulazione basati su 200 replicazioni, con numerosit` a n=8000. Metodo
SIMEX, dove le variabili aﬀette da errore di misura sono Sclassico e I[Sclassico≥0]. Come
scarto quadratico medio dell’errore di misura abbiamo usato σu noto e stimato e σi noto
e stimato come descritto nel paragrafo.90CAPITOLO 4. UN PASSO IN AVANTI: CORREZIONE TRAMITE SIMEXCapitolo 5
Conclusioni e sviluppi futuri
5.1 Conclusioni tratte dallo studio di simu-
lazione
Riprendendo la domanda di ricerca che ci ha spinto ad eﬀettuare lo studio
di simulazione, i risultati ottenuti nei casi S0.M1 e S1.M1, ci indicano che,
tra le due opzioni che avevamo preventivato, quella che ` e risultata vera ` e la
seconda.
Infatti, lavorando sotto l’ipotesi che il pensionamento sia un evento piani-
ﬁcato nella vita degli agenti e dunque non ci dovrebbe essere alcuna discon-
tinuit` a nel consumo, anche se si lavora in presenza di errore di misura nelle
variabili esplicative del modello, ci` o non porta ad osservare una discontinuit` a
nel consumo.
Lavorando invece sotto l’ipotesi che gli agenti arrivino impreparati al
pensionamento, per eﬀetto dell’errore di misura, non si riesce a dare evidenza
della discontinuit` a nel consumo. Abbiamo capito che ` e un problema legato
alla potenza. La potenza, a causa della presenza dell’errore di misura, ` e cos` ı
bassa che, nella maggior parte dei casi, siamo portati a concludere che non
c’` e discontinuit` a nel consumo quando in eﬀetti questa ` e presente. Per certi
valori della potenza ` e come se dicessimo: consideriamo 10 lavori in ambito
internazionale, ovunque c’` e la presenza del salto, ma solo un lavoro riesce a
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dare evidenza della discontinuit` a. Il motivo di ci` o ` e che l’errore di misura
agisce come confondimento e riduce la potenza del test.
5.2 Sviluppi futuri
Come abbiamo chiarito nel Paragrafo 4.3, il metodo suggerito ` e una forzatura
del metodo SIMEX.
Il passo successivo sar` a quello di fornire un algoritmo che tenga conto di
una variabile continua e di una variabile discreta, entrambe aﬀette da errore
di misura. In altre parole, un strumento che lavori su due fronti: da un
lato in grado di correggere un errore di misura di tipo classico e dall’altro
un’errata classiﬁcazione, possibilmente integrando SIMEX e MC–SIMEX.Appendice A
Tabelle complete dello studio di
simulazione
In questa Appendice riportiamo le tabelle relative allo studio di simulazione al
completo. Nel Capitolo 3 abbiamo riportato solamente quelle pi` u interessanti
dal punto di vista dell’interpretazione ma per avere un quadro completo dello
studio ` e bene fare riferimento all’intera lista delle tabelle.
Le tabelle contengono i valori per gli indici che sono stati calcolati come
descritto nel Paragrafo 3.1.5.
Le tabelle sono raggruppate per indice calcolato. L’ordine di presen-
tazione ` e il seguente:
1. Distorsione assoluta;
2. Distorsione relativa
3. Errore quadratico medio
4. Rapporto fra varianza dello stimatore e distorsione dello stimatore,
elevato al quadrato
5. Livello di copertura reale per intervalli di conﬁdenza bilaterali. Fra
parentesi viene riportato l’intervallo di conﬁdenza per il medesimo.
6. Livello di copertura reale per intervalli di conﬁdenza unilaterali.
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7. Test di signiﬁcativit` a, che assumono signiﬁcato preciso a seconda dello
scenario considerato. Ciascuna tabella riporta esplicitamente il test di
signiﬁcativit` a che ` e stato considerato.Appendice B
Stima della varianza
Supponiamo che siano disponibili N osservazioni del tipo (yi,xi), con i =
1,...,N, provenienti dalla coppia di variabili casuali (Y,X), dove Y ` e la vari-
abile risposta e X la variabile esplicativa. Sia ˆ β lo stimatore del parametro
β, ovvero il parametro del modello che lega Y a X. In questo paragrafo
vengono descritti i metodi che comunemente vengono utilizzati per stimare
gli errori standard dello stimatore ˆ β. Si pu` o ottenere una stima non para-
metrica degli errori standard avvalendosi del metodo jackknife o del metodo
bootstrap. Inoltre, si pu` o utilizzare il metodo sandwich.
B.1 Il metodo jackknife
L’idea generale sottesa ` e quella di formare diversi sotto campioni di un gener-
ico campione estratto eliminando di volta in volta una singola osservazione
o, nel caso di disegni che prevedono un’elevata numerosit` a, una piccola parte
del campione originario. Il metodo jackknife comincia quindi selezionando il
campione jackknife. L’i-esimo campione jackknife, con i = 1,...,N contiene
N − 1 osservazioni ed ` e ottenuto dal campione originario, omettendo la i-
esima osservazione. Ciascun sottocampione misurer` a cos` ı il contributo alla
variabilit` a totale fornita dalla piccola parte eliminata dalla stima: la proce-
dura jackknife calcola infatti le stime dei parametri di interesse su ciascuna
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replica ed utilizza la variabilit` a tra tali valori per ottenere una stima della
variabilit` a campionaria totale.
Sia ˆ β−i lo stimatore di β ottenuto riducendo il campione iniziale. La
varianza stimata dello stimatore ` e
ˆ V ar(ˆ β) =
N − 1
N
N X
i=1
(ˆ β−i − ˆ β)
2, (B.1)
dove ˆ β = 1
N
PN
i=1 ˆ β−i. Il metodo risulta poco eﬃcace quando si dispone di
strumenti speciﬁci, pi` u solidi e funzionali. Il termine ` e stato scelto poich´ e
il metodo ha un’applicazione appropriata quando non ` e possibile utilizzare i
metodi classici.
B.2 Il metodo bootstrap
Anche questo metodo si basa sulla costruzione di campioni appropriati. Un
campione bootstrap si ottiene estraendo casualmente n elementi con ripe-
tizione dagli N dati campionari. Tale campione viene usato per ottenere la
stima ˆ βb di β. Questa procedura viene ripetuta per un numero di volte pari
a B (solitamente B = 50,100). La varianza stimata dello stimatore ` e
ˆ V ar(ˆ β) =
1
B − 1
B X
b=1
(ˆ βb − ˆ β)
2, (B.2)
dove ˆ β = 1
B
PB
b=1 ˆ βb.
B.3 Il metodo sandwich
Sia Ψi(β) la funzione di stima per il parametro β dell’i-esima osservazione,
i = 1,...,N. Inoltre, sia ˆ β lo stimatore per il parametro β, derivante dalla
relazione
PN
i=1 Ψi(β) = 0. Lo stimatore sandwich della varianza di ˆ β ` e
ˆ V ar(ˆ β) = A
−1
N (ˆ β)BN(ˆ β)(A
−1
N )
T(ˆ β), (B.3)
dove
AN(ˆ β) =
N X
i=1
∂Ψi(β)
∂β
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e
BN(ˆ β) =
N X
i=1
Ψi(β)Ψi(β)
T. (B.5)
Il metodo sandwich fornisce uno stimatore consistente della varianza. In-
oltre, usa quantit` a empiriche per stimare la varianza di ˆ β. In questo senso ` e
robusto.Appendice C
Istruzioni di R per lo studio di
simulazione
Vengono riportate le istruzioni in R (versione 2.11.1 per Microsoft Windows),
usate nello studio di simulazione, come descritto nel Capitolo 3. Non riporti-
amo le istruzioni usate per tutte le 64 simulazioni ma solamente le istruzioni
per alcuni scenari, a titolo d’esempio.
Deﬁnizione ed inizializzazione dei parametri
della simulazione
>n = 8000
>B = 1000
>media.s.vero = 0
>sd.s.vero = 2
>var.s.vero = sd.s.vero2
>alfa = 9.76
>beta = -0.02
>gamma = -0.06
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>sd.logc = 0.55
Caso S0.M1. in assenza di errore di misura
>ris.sim.M1 = matrix(NA, nrow=R, ncol=10)
>dimnames(ris.sim.H1) = list(paste(1:1000),
c(alfa,beta,gamma,sd.alfa,sd.beta,sd.gamma,p.alfa,p.beta,p.gamma,sigma))
>set.seed(67547715)
>for(idx in 1:1000)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
logc = rnorm(n, mean = alfa + beta*s.vero, sd=sd.logc)
modello.stimato = lm(logc ∼ s.vero + I.s.vero)
ris.tmp = c(as.vector(summary(modello.stimato)$coef[,c(1:2,4)]),
summary(modello.stimato)$sigma)
ris.sim.M1[idx,] = ris.tmp
print(idx)
}
>risultati.S0.M1.no.errore = ris.sim.H1
>distorsione.S0.M1.no.errore = apply(risultati.S0.M1.no.errore[,1:3], 2, mean)
- c(alfa, beta,0)
>relativa.alfa.tmp = (distorsione.S0.M1.no.errore [1]/alfa)*100
>relativa.beta.tmp = (distorsione.S0.M1.no.errore [2]/beta)*100
>distorsione.relativa.S0.M1.no.errore = c(relativa.alfa.tmp,
relativa.beta.tmp, relativa.gamma.tmp)
>varianza.S0.M1.no.errore = apply(risultati.S0.M1.no.errore[,1:3], 2, var)
>eqm.S0.M1.no.errore = varianza.S0.M1.no.errore + distorsione.S0.M1.no.errore2
>varianza.S0.M1.no.errore/distorsione.S0.M1.no.errore2
>test.alfa.tmp=(risultati.S0.M1.no.errore[,1]-alfa)/risultati.S0.M1.no.errore[,4]
>p.alfa.tmp = 2 * pmin(pnorm(test.alfa.tmp), 1-pnorm(test.alfa.tmp))111
>conf.alfa.tmp = ifelse(p.alfa.tmp >= 0.05, 1, 0)
>test.beta.tmp = (risultati.S0.M1.no.errore[,2]-beta)/risultati.S0.M1.no.errore[,5]
>p.beta.tmp = 2 * pmin(pnorm(test.beta.tmp), 1-pnorm(test.beta.tmp))
>conf.beta.tmp = ifelse(p.beta.tmp >= 0.05, 1, 0)
>test.gamma.tmp = (risultati.S0.M1.no.errore[,3]-0)/risultati.S0.M1.no.errore[,6]
>p.gamma.tmp = 2 * pmin(pnorm(test.gamma.tmp), 1-pnorm(test.gamma.tmp))
>conf.gamma.tmp = ifelse(p.gamma.tmp >= 0.05, 1, 0)
>prop.test(sum(conf.alfa.tmp), R, p=0.95)
>prop.test(sum(conf.beta.tmp), R, p=0.95)
>prop.test(sum(conf.gamma.tmp), R, p=0.95)
>test.alfa.tmp=(risultati.S0.M1.no.errore[,1]-alfa)/risultati.S0.M1.no.errore[,4]
>p.alfa.unilaterale.tmp = cbind(pnorm(test.alfa.tmp), 1-pnorm(test.alfa.tmp))
>conf.alfa.unilaterale.tmp = apply(p.alfa.uni.tmp, 2, function(x) ifelse(x>=0.05,
1, 0))
>apply(conf.alfa.unilaterale.tmp, 2, mean)
>test.beta.tmp=(risultati.S0.M1.no.errore[,2]-beta)/risultati.S0.M1.no.errore[,5]
>p.beta.unilaterale.tmp = cbind(pnorm(test.beta.tmp), 1-pnorm(test.beta.tmp))
>conf.beta.unilaterale.tmp = apply(p.beta.unilaterale.tmp, 2, function(x) ifelse(x>=0.05,
1, 0))
>apply(conf.beta.unilaterale.tmp, 2, mean)
>test.gamma.tmp=(risultati.S0.M1.no.errore[,3]-0)/risultati.S0.M1.no.errore[,6]
>p.gamma.unilaterale.tmp = cbind(pnorm(test.gamma.tmp), 1-pnorm(test.gamma.tmp))
>conf.gamma.unilaterale.tmp = apply(p.gamma.unilaterale.tmp, 2, function(x)
ifelse(x>=0.05, 1, 0))
>apply(conf.gamma.unilaterale.tmp, 2, mean)
>potenza.alfa = sum(risultati.S0.M1.no.errore[,7] < 0.05)/1000
>errore.secondo.tipo.alfa = sum(risultati.S0.M1.no.errore[,7] > 0.05)/1000
>potenza.beta = sum(risultati.S0.M1.no.errore[,8] < 0.05)/1000
>errore.secondo.tipo.beta = sum(risultati.S0.M1.no.errore[,8] > 0.05)/1000
>potenza.gamma = sum(risultati.S0.M1.no.errore[,9] < 0.05)/1000
>errore.secondo.tipo.gamma = sum(risultati.S0.M1.no.errore[,9] > 0.05)/1000112APPENDICE C. ISTRUZIONI DI R PER LO STUDIO DI SIMULAZIONE
Caso S1.M1. in presenza di errore di misura di
tipo classico (p = 0), con ρ = 0.2
>ris.sim.M1 = matrix(NA, nrow=R, ncol=10)
>dimnames(ris.sim.H1) = list(paste(1:1000),
c(alfa,beta,gamma,sd.alfa,sd.beta,sd.gamma,p.alfa,p.beta,p.gamma,sigma))
>rho = 0.2
>var.u = (var.s.vero*rho)/(1-rho)
>sd.u = sqrt(var.u)
>set.seed(126635)
>for(idx in 1:1000)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
I.s.vero = as.numeric(s.vero >= 0)
s.classico = rnorm(n, s.vero, sd.u)
I.s.classico = as.numeric(s.classico >= 0)
logc = rnorm(n, mean = alfa + beta*s.vero + gamma*I.s.vero, sd=sd.logc)
modello.stimato = lm(logc ∼ s.classico + I.s.classico)
ris.tmp = c(as.vector(summary(modello.stimato)$coef[,c(1:2,4)]),
summary(modello.stimato)$sigma)
ris.sim.M1[idx,] = ris.tmp
print(idx)
}
>risultati.S1.M1.classico = ris.sim.M1
>distorsione.S1.M1.classico = apply(distorsione.S1.M1.classico[,1:3], 2, mean)
- c(alfa, beta, gamma)
>relativa.alfa.tmp = (distorsione.S1.M1.classico[1]/alfa)*100
>relativa.beta.tmp = (distorsione.S1.M1.classico[2]/beta)*100
>relativa.gamma.tmp = (distorsione.S1.M1.classico[3]/gamma)*100
>distorsione.relativa.classico = c(relativa.alfa.tmp,
relativa.beta.tmp, relativa.gamma.tmp
>varianza.S1.M1.classico = apply(risultati.S1.M1.classico[,1:3], 2, var)
>eqm.S1.M1.classico = varianza.S1.M1.classico + distorsione.S1.M1.classico2
>varianza.S1.M1.classico/distorsione.S1.M1.classico2113
>test.alfa.tmp=(risultati.S1.M1.classico[,1]-alfa)/risultati.S1.M1.classico[,4]
>p.alfa.tmp = 2 * pmin(pnorm(test.alfa.tmp), 1-pnorm(test.alfa.tmp))
>conf.alfa.tmp = ifelse(p.alfa.tmp >= 0.05, 1, 0)
>test.beta.tmp = (risultati.S1.M1.classico[,2]-beta)/risultati.S1.M1.classico[,5]
>p.beta.tmp = 2 * pmin(pnorm(test.beta.tmp), 1-pnorm(test.beta.tmp))
>conf.beta.tmp = ifelse(p.beta.tmp >= 0.05, 1, 0)
>test.gamma.tmp = (risultati.S1.M1.classico[,3]-gamma)/risultati.S1.M1.classico[,6]
>p.gamma.tmp = 2 * pmin(pnorm(test.gamma.tmp), 1-pnorm(test.gamma.tmp))
>conf.gamma.tmp = ifelse(p.gamma.tmp >= 0.05, 1, 0)
>prop.test(sum(conf.alfa.tmp), R, p=0.95)
>prop.test(sum(conf.beta.tmp), R, p=0.95)
>prop.test(sum(conf.gamma.tmp), R, p=0.95)
>test.alfa.tmp=(risultati.S1.M1.classico[,1]-alfa)/risultati.S1.M1.classico[,4]
>p.alfa.unilaterale.tmp = cbind(pnorm(test.alfa.tmp), 1-pnorm(test.alfa.tmp))
>conf.alfa.unilaterale.tmp = apply(p.alfa.uni.tmp, 2, function(x) ifelse(x>=0.05,
1, 0))
>apply(conf.alfa.unilaterale.tmp, 2, mean)
>test.beta.tmp=(risultati.S1.M1.classico[,2]-beta)/risultati.S1.M1.classico[,5]
>p.beta.unilaterale.tmp = cbind(pnorm(test.beta.tmp), 1-pnorm(test.beta.tmp))
>conf.beta.unilaterale.tmp = apply(p.beta.unilaterale.tmp, 2, function(x) ifelse(x>=0.05,
1, 0))
>apply(conf.beta.unilaterale.tmp, 2, mean)
>test.gamma.tmp=(risultati.S1.M1.classico[,3]-gamma)/risultati.S1.M1.classico[,6]
>p.gamma.unilaterale.tmp = cbind(pnorm(test.gamma.tmp), 1-pnorm(test.gamma.tmp))
>conf.gamma.unilaterale.tmp = apply(p.gamma.unilaterale.tmp, 2, function(x)
ifelse(x>=0.05, 1, 0))
>apply(conf.gamma.unilaterale.tmp, 2, mean)
>potenza.alfa = sum(risultati.S1.M1.classico[,7] < 0.05)/1000
>errore.secondo.tipo.alfa = sum(risultati.S1.M1.classico[,7] > 0.05)/1000
>potenza.beta = sum(risultati.S1.M1.classico[,8] < 0.05)/1000
>errore.secondo.tipo.beta = sum(risultati.S1.M1.classico[,8] > 0.05)/1000
>potenza.gamma = sum(risultati.S1.M1.classico[,9] < 0.05)/1000
>errore.secondo.tipo.gamma = sum(risultati.S1.M1.classico[,9] > 0.05)/1000114APPENDICE C. ISTRUZIONI DI R PER LO STUDIO DI SIMULAZIONE
Caso S1.M1. in presenza di errore di misura di
tipo di tipo mistura, p = 0.5 e ρ = 0.2
>ris.sim.M1 = matrix(NA, nrow=R, ncol=10)
>dimnames(ris.sim.H1) = list(paste(1:1000),
c(alfa,beta,gamma,sd.alfa,sd.beta,sd.gamma,p.alfa,p.beta,p.gamma,sigma))
>p = 0.5
>rho = 0.2
>var.u = (var.s.vero*rho)/(1-rho)
>sd.u = sqrt(var.u)
>set.seed(221513445)
>for(idx in 1:1000)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
I.s.vero = as.numeric(s.vero >= 0)
s.classico = rnorm(n, s.vero, sd.u)
prob = rbinom(n, 1, p)
s.mistura = ifelse(prob <= p, s.vero, s.classico)
I.s.mistura = as.numeric(s.mistura >= 0)
logc = rnorm(n, mean = alfa + beta*s.vero + gamma*I.s.vero, sd=sd.logc)
modello.stimato = lm(logc ∼ s.mistura + I.s.mistura)
ris.tmp = c(as.vector(summary(modello.stimato)$coef[,c(1:2,4)]),
summary(modello.stimato)$sigma)
ris.sim.M1[idx,] = ris.tmp
print(idx)
}
>risultati.S1.M1.mistura.p5 = ris.sim.M1
>distorsione.S1.M1.mistura.p5 = apply(distorsione.S1.M1.mistura.p5[,1:3], 2,
mean) - c(alfa, beta, gamma)
>relativa.alfa.tmp = (distorsione.S1.M1.mistura.p5/alfa)*100
>relativa.beta.tmp = (distorsione.S1.M1.mistura.p5[2]/beta)*100
>relativa.gamma.tmp = (distorsione.S1.M1.mistura.p5[3]/gamma)*100
>distorsione.relativa.mistura.p5 = c(relativa.alfa.tmp, relativa.beta.tmp,
relativa.gamma.tmp
>varianza.S1.M1.mistura.p5 = apply(risultati.S1.M1.mistura.p5[,1:3], 2, var)
>eqm.S1.M1.mistura.p5 = varianza.S1.M1.mistura.p5 + distorsione.S1.M1.mistura.p52
>varianza.S1.M1.mistura.p5/distorsione.S1.M1.mistura.p52115
>test.alfa.tmp=(risultati.S1.M1.mistura.p5[,1]-alfa)/risultati.S1.M1.mistura.p5[,4]
>p.alfa.tmp = 2 * pmin(pnorm(test.alfa.tmp), 1-pnorm(test.alfa.tmp))
>conf.alfa.tmp = ifelse(p.alfa.tmp >= 0.05, 1, 0)
>test.beta.tmp = (risultati.S1.M1.mistura.p5[,2]-beta)/risultati.S1.M1.mistura.p5[,5]
>p.beta.tmp = 2 * pmin(pnorm(test.beta.tmp), 1-pnorm(test.beta.tmp))
>conf.beta.tmp = ifelse(p.beta.tmp >= 0.05, 1, 0)
>test.gamma.tmp = (risultati.S1.M1.mistura.p5[,3]-gamma)/risultati.S1.M1.mistura.p5[,6]
>p.gamma.tmp = 2 * pmin(pnorm(test.gamma.tmp), 1-pnorm(test.gamma.tmp))
>conf.gamma.tmp = ifelse(p.gamma.tmp >= 0.05, 1, 0)
>prop.test(sum(conf.alfa.tmp), R, p=0.95)
>prop.test(sum(conf.beta.tmp), R, p=0.95)
>prop.test(sum(conf.gamma.tmp), R, p=0.95)
>test.alfa.tmp=(risultati.S1.M1.mistura.p5[,1]-alfa)/risultati.S1.M1.mistura.p5[,4]
>p.alfa.unilaterale.tmp = cbind(pnorm(test.alfa.tmp), 1-pnorm(test.alfa.tmp))
>conf.alfa.unilaterale.tmp = apply(p.alfa.uni.tmp, 2, function(x) ifelse(x>=0.05,
1, 0))
>apply(conf.alfa.unilaterale.tmp, 2, mean)
>test.beta.tmp=(risultati.S1.M1.mistura.p5[,2]-beta)/risultati.S1.M1.mistura.p5[,5]
>p.beta.unilaterale.tmp = cbind(pnorm(test.beta.tmp), 1-pnorm(test.beta.tmp))
>conf.beta.unilaterale.tmp = apply(p.beta.unilaterale.tmp, 2, function(x) ifelse(x>=0.05,
1, 0))
>apply(conf.beta.unilaterale.tmp, 2, mean)
>test.gamma.tmp=(risultati.S1.M1.mistura.p5[,3]-gamma)/risultati.S1.M1.mistura.p5[,6]
>p.gamma.unilaterale.tmp = cbind(pnorm(test.gamma.tmp), 1-pnorm(test.gamma.tmp))
>conf.gamma.unilaterale.tmp = apply(p.gamma.unilaterale.tmp, 2, function(x)
ifelse(x>=0.05, 1, 0))
>apply(conf.gamma.unilaterale.tmp, 2, mean)
>potenza.alfa = sum(risultati.S1.M1.mistura.p5[,7] < 0.05)/1000
>errore.secondo.tipo.alfa = sum(risultati.S1.M1.mistura.p5[,7] > 0.05)/1000
>potenza.beta = sum(risultati.S1.M1.mistura.p5[,8] < 0.05)/1000
>errore.secondo.tipo.beta = sum(risultati.S1.M1.mistura.p5[,8] > 0.05)/1000
>potenza.gamma = sum(risultati.S1.M1.mistura.p5[,9] < 0.05)/1000
>errore.secondo.tipo.gamma = sum(risultati.S1.M1.mistura.p5[,9] > 0.05)/1000116APPENDICE C. ISTRUZIONI DI R PER LO STUDIO DI SIMULAZIONEAppendice D
Istruzioni di R per il metodo
SIMEX
SIMEX applicato al caso S0.M0. con errore di
misura di tipo classico e ρ = 0.2
Non riportiamo i comandi utilizzati per trovare i valori degli indici perch` e
sono i medesimi impiegati per lo studio di simulazione, adattati in modo op-
portuno.
Le istruzioni si riferiscono al caso descritto nel Paragrafo 4.1
>classico.S0.M0.simex = matrix(NA, nrow=200, ncol= 6)
>dimnames(classico.S0.M0.simex) = list(paste(1:200),c(alfa,beta,sd.alfa,sd.beta,-
p.alfa,p.beta))
>rho = 0.2
>var.u= ro*var.s.vero
>sd.u = sqrt(var.u)
>set.seed(22311)
>for(idx in 1:200)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
s.classico = rnorm(n, s.vero, sd.u)
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logc = rnorm(n, mean = alfa + beta*s.vero, sd=sd.logc)
mod.tmp = lm(logc ∼ s.classico, x = TRUE)
simex.model=simex(model=mod.tmp, SIMEXvariable=s.classico, measurement.error=sd.u)
ris.simex.tmp = c(as.vector(summary(simex.model)$coef$jackknife[,c(1:2,4)],
mode=any))
classico.S0.M0.simex [idx,] = ris.simex.tmp
print(idx)
}
SIMEX applicato al caso S1.M1. usando il
valore teorico della varianza di Sclassico
Le istruzioni si riferiscono al caso descritto nel Paragrafo 4.2
>classico.S1.M1.simex = matrix(NA, nrow=200, ncol= 9)
>dimnames(classico.S1.M1.simex) = list(paste(1:200),c(alfa,beta,gamma, sd.alfa,-
sd.beta,sd.gamma,p.alfa,p.beta, p.gamma))
>rho = 0.2
>var.u= ro*var.s.vero
>sd.u = sqrt(var.u)
>set.seed(2232321)
>for(idx in 1:200)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
I.s.vero = as.numeric(s.vero >= 0)
s.classico = rnorm(n, s.vero, sd.u)
I.s.classico = as.numeric(s.classico >= 0) logc = rnorm(n, mean = alfa + beta*s.vero
+ gamma*I.s.vero, sd=sd.logc)
mod.tmp = lm(logc ∼ s.classico + I.s.classico, x = TRUE)
simex.model=simex(model=mod.tmp, SIMEXvariable=s.classico, measurement.error=sd.u)
ris.simex.tmp = c(as.vector(summary(simex.model)$coef$jackknife[,c(1:2,4)],119
mode=any))
classico.S1.M1.simex[idx,] = ris.simex.tmp
print(idx)
}
SIMEX applicato al caso S1.M1. usando il
valore empirico della varianza di Sclassico
Le istruzioni si riferiscono al caso descritto nel Paragrafo 4.2
>classico.S1.M1.simex = matrix(NA, nrow=200, ncol= 9)
>dimnames(classico.S1.M1.simex) = list(paste(1:200),c(alfa,beta,gamma, sd.alfa,-
sd.beta,sd.gamma,p.alfa,p.beta, p.gamma))
>for(idx in 1:200)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
I.s.vero = as.numeric(s.vero >= 0)
s.classico = rnorm(n, s.vero, sd.u)
I.s.classico = as.numeric(s.classico >= 0)
var.stimata = var(s.classico)
var.m.e = rho * var.stimata
sd.m.e = sqrt(var.m.e)
logc = rnorm(n, mean = alfa + beta*s.vero + gamma*I.s.vero, sd=sd.logc)
mod.tmp = lm(logc ∼ s.classico + I.s.classico, x = TRUE)
simex.model=simex(model=mod.tmp, SIMEXvariable=s.classico, measurement.error=sd.m.e)
ris.simex.tmp = c(as.vector(summary(simex.model)$coef$jackknife[,c(1:2,4)],
mode=any))
classico.S1.M1.simex[idx,] = ris.simex.tmp
print(idx)
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SIMEX applicato al caso S1.M1. usando le quan-
tit` a teoriche
Le istruzioni si riferiscono al caso descritto nel Paragrafo 4.3
>var.u = (var.s.vero*rho)/(1-rho)
>var.u
>sd.u = sqrt(var.u)
>sd.u
>z=0.5
>var.I.teorica = ro*z*(1-z)
>sd.teorica = sqrt(var.I.teorica)
>classico.S1.M1 = matrix(NA, nrow=R.200, ncol=9)
>dimnames(classico.S1.M1) = list(paste(1:200), c(alfa,beta,gamma,sd.alfa,sd.beta,-
sd.gamma,p.alfa,p.beta,p.gamma))
>for(idx in 1:200)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
I.s.vero = as.numeric(s.vero >= 0)
s.classico = rnorm(n, s.vero, sd.u)
I.s.classico = as.numeric(s.classico >= 0)
logc = rnorm(n, mean = alfa + beta*s.vero + gamma*I.s.vero, sd=sd.logc)
mod.tmp = lm(logc ∼ s.classico + I.s.classico, x = TRUE)
simex.model=simex(model=mod.tmp, SIMEXvariable=c(s.classico,I.s.classico),
measurement.error=c(sd.u , sd.teorica))
ris.simex.tmp = c(as.vector(summary(simex.model)$coef$jackknife[,c(1:2,4)],
mode=any))
classico.S1.M1 [idx,] = ris.simex.tmp
print(idx)
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SIMEX applicato al caso S1.M1. usando le quan-
tit` a empiriche
Le istruzioni si riferiscono al caso descritto nel Paragrafo 4.3
>classico.S1.M1 = matrix(NA, nrow= R.200, ncol=9)
>dimnames(classico.S1.M1) = list(paste(1:200), c(alfa,beta,gamma,sd.alfa,sd.beta,-
sd.gamma,p.alfa,p.beta,p.gamma))
>for(idx in 1:200)
{
s.vero = rnorm(n, mean=media.s.vero, sd=sd.s.vero)
I.s.vero = as.numeric(s.vero >= 0)
s.classico = rnorm(n, s.vero, sd.u)
I.s.classico = as.numeric(s.classico >= 0)
var.stimata = var(s.classico)
var.m.e = rho * var.stimata
sd.m.e = sqrt(var.m.e)
z= sum(I.s.classico)/n
var.I.2 = rho*z*(1-z)
sd.I.2 = sqrt(var.I.2)
logc = rnorm(n, mean = alfa + beta*s.vero + gamma*I.s.vero, sd=sd.logc)
mod.tmp = lm(logc ∼ s.classico + I.s.classico, x = TRUE)
simex.model=simex(model=mod.tmp, SIMEXvariable=c(s.err,I.s.err),
measurement.error=c(sd.m.e,sd.I.2))
ris.simex.tmp = c(as.vector(summary(simex.model)$coef$jackknife[,c(1:2,4)],
mode=any))
classico.S1.M1 [idx,] = ris.simex.tmp
print(idx)
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