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Abstract
For a self-adjoint analytic operator function A(λ), which satisfies on some interval Δ of the real
axis the Virozub–Matsaev condition, a local spectral function Q on Δ, the values of which are non-
negative operators, is introduced and studied. In the particular case that A(λ) = λI − A with a self-
adjoint operator A, it coincides with the orthogonal spectral function of A. An essential tool is a
linearization of A(λ) by means of a self-adjoint operator in some Krein space and the local spectral
function of this linearization. The main results of the paper concern properties of the range of Q(Δ)
and the description of a natural complement of this range.
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It is well known that a self-adjoint analytic operator function A(λ) in a Hilbert space,
under fairly general assumptions, admits a linearization Λ which is a self-adjoint operator
in some Krein space: this was proved a long time ago for self-adjoint operator polynomials,
see [7,12,24], and more papers quoted there, and, recently in [17] for general analytic
functions in a more abstract setting. However, a self-adjoint operator in a Krein space does
in general not allow a spectral decomposition, and in order to get such a decomposition
additional assumptions have to be imposed like positivity [8], definitizibility [14], or local
positivity [16].
In [17], a condition of local spectral positivity on some open interval was introduced
for A(λ), which corresponds to the local definitizibility and hence to the existence of a
local spectral function of the self-adjoint linearization Λ in the Krein space. In the present
paper, the compression of this local spectral function to H is studied; it is called the local
spectral function of the analytic operator function A(λ). This local spectral function is a
non-decreasing self-adjoint operator function Qt , such that∫
Δ
A(t) dQt = 0 (1.1)
for all closed intervals Δ contained in the initial open interval. In the case of the (linear)
operator function A(λ) = λI − A with a self-adjoint operator A in the Hilbert space H,
(1.1) replaces the relation
∫
Δ
(t −A)dEt = 0,
which holds for the spectral function E of the operator A. In some situations this local
spectral function, or some of its values Q(Δ), were considered earlier, e.g., for operator
polynomials in [12,13], and for more general, even non-analytic operator functions in [20–
23,25].
The main results of the present paper are proved under a stronger condition than local
spectral positivity, namely under the Virozub–Matsaev condition or condition (VM). This
condition, for a self-adjoint analytic operator function defined on some closed interval
Δ0 of the real axis, can be formulated roughly as follows. If, for a unit vector x ∈ H
and λ ∈ Δ0, the function (A(λ)x, x) is sufficiently small, then its derivative is positive,
uniformly with respect to λ and x. This implies, that if this function (A(λ)x, x) becomes
small in modulus, then it must vanish nearby. Under the condition (VM) we show that for
a closed interval Δ0 = [α0, β0] with regular endpoints the operator Q(Δ0) is uniformly
positive on its range and hence has closed range. Moreover, the space H decomposes as
H= ranA(α0)+ +˙ ranQ(Δ0) +˙ ranA(β0)−, (1.2)
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B± := 12 (B ± |B|), |B| := (B2)1/2. For the function A(λ) = λI − A with a self-adjoint
operator A inH the decomposition (1.2) reduces to the obvious orthogonal decomposition
H= ranE((−∞, α0))⊕ ranE(Δ0)⊕ ranE((β0,+∞)),
where E denotes again the spectral function of A. Therefore we consider ranQ(Δ0)
as a natural spectral subspace of the operator function A(λ) corresponding to the inter-
val Δ0.
Apparently, for a self-adjoint analytic operator function A(λ) the condition of spectral
positivity is not sufficient for a comprehensive theory of a spectral function for A(λ). As is
shown by the results of the present paper, such a sufficient condition is the condition (VM).
Earlier in [12] a much simpler and natural, but stronger condition than (VM) was intro-
duced: the derivative of the function A(λ) should be uniformly positive on the considered
interval; we denote this condition by (L). Our experience shows that most results, which
hold under the assumption (L), do also hold under the assumption (VM), however, the
proofs become much more complicated. On the other hand, with the condition (L) some
important applications cannot be included.
We consider this paper as a new step in the development of a spectral theory of self-
adjoint analytic operator functions. The linearization method from [17] appears to be a
powerful tool in this context, and the condition (VM) indicates apparently the natural
boundaries for this theory.
An outline of the contents of this paper is as follows. In the next section we introduce
the necessary definitions and recall the construction and the properties of the lineariza-
tion. We also introduce the three different positivity assumptions which were mentioned
above: the spectral positivity, the condition (VM) and the condition (L). The first two of
these conditions will play a crucial role in this paper. In Section 3, under the assumption
of spectral positivity the generalized spectral function is studied. Starting with Section 4,
the condition (VM) is supposed to be satisfied. In Section 4 a basic lemma about the rel-
ative boundedness of two (indefinite) Hermitian forms is applied to the operators A(α)
and A(β) for the endpoints of an interval Δ = [α,β] on which A(λ) satisfies the condi-
tion (VM). The main result of this section, Lemma 4.2, shows, that the condition (VM)
is locally “almost” the condition (L). In Section 5 a crucial property of the ranges Q(Δ)
for the local spectral function Q is proved. It implies, in particular, a natural analogue
of a well-known property of the spectral subspace of a self-adjoint operator, namely, that
A(α) is non-positive and A(β) is non-negative on ranQ(Δ). In Section 6 we show the
uniform positivity of the operator Q(Δ0) on a special subspace of H, which, as it turns
out later, is a direct complement of kerQ(Δ0). This is used in Section 7 to prove the main
results of the paper, the decomposition (1.2) and the uniform positivity of Q(Δ0) on its
range.
We formulate and prove our results for spectral points of positive type and the condition
(VM) is formulated accordingly. Clearly, for spectral points of negative type analogous
results hold.
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decomposition (1.2) was proved for the particular case that the analytic operator function
A(λ) is the Schur complement
A(λ) = A− λ−B(D − λ)−1B∗ or A(λ) = A− λ+B(D − λ)−1B∗
of the block operator matrix(
A B
B∗ D
)
or
(
A B
−B∗ D
)
,
respectively. The results of the present paper apply also immediately to certain self-adjoint
polynomial pencils, in particular to hyperbolic (or overdamped) pencils. Examples of this
kind will be considered elsewhere.
2. Preliminaries. The linearization
1. LetH be a Hilbert space, and let L(H) be the set of all bounded linear operators inH.
We consider a bounded and simply connected domain D in the complex plane C, which is
symmetric with respect to the real axis R, and an L(H)-valued function A on D which is
analytic and self-adjoint, i.e., A(λ∗) = A(λ)∗, λ ∈D; then, in particular, A(λ) = A(λ)∗ for
λ ∈D ∩ R.
The spectrum σ(A) of the operator function A is, by definition, the set of all λ ∈ D
such that A(λ) is not invertible in L(H), i.e., 0 ∈ σ(A(λ)). We set also ρ(A) :=D \ σ(A).
The point spectrum (or set of eigenvalues) σp(A) of A is the set of all λ0 ∈ D such that
0 ∈ σp(A(λ0)), that is, λ0 ∈ σp(A) if there exists a corresponding eigenvector f0 ∈ H,
f0 = 0, such that A(λ0)f0 = 0.
A real point λ0 ∈ σ(A) is said to be a spectral point of positive type of the operator
function A, if for each sequence (xn), satisfying ‖xn‖ = 1 and ‖A(λ0)xn‖ → 0 if n → ∞,
we have
lim inf
n→∞
(
A′(λ0)xn, xn
)
> 0.
The set of all spectral points of positive type of A is denoted by σ+(A).
2. In this paper the linearization of a self-adjoint analytic operator function will play
an important role. We recall here corresponding definitions and statements. A detailed
exposition and proofs of these results, as well as indications of other approaches to the
problem of linearization of a self-adjoint analytic operator function are contained in [17].
In the following it is always assumed, that σ(A) is a nonempty compact subset of D.
We choose a simply connected domain D0, which is symmetric with respect to the real
axis R and such that σ(A) ⊂D0, D0 ⊂D, and the curve Γ0 = ∂D0 is sufficiently smooth.
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functions f on Γ0 such that ∮
Γ0
(
f (t), f (t)
)
H |dt | < ∞.
Let L2+ := L2+(Γ0,H) be the subspace of L2 which consists of those functions f ∈ L2
which can be in some sense analytically continued into D0; for the exact definition (in the
scalar case) see, e.g., [4, p. 58].
On L2+ an in general indefinite and degenerate inner product 〈·,·〉 is defined by the
relation
〈f,g〉 := 1
2π i
∮
Γ0
(
A(t)−1f (t), g(t∗)
)
H dt.
The quotient space
F := L2+/AL2+
is a Hilbert space with respect to the corresponding quotient norm ‖ · ‖. Since 〈Af,g〉 = 0
for f,g ∈ L2+, the inner product 〈·,·〉 induces an inner product on F which we denote also
by 〈·,·〉. The space F equipped with the inner product 〈·,·〉 is a Krein space.
In the space L2+ we consider the operator Λ0 of multiplication by the independent vari-
able:
(Λ0u)(t) := tu(t), t ∈ Γ0, u ∈ L2+.
Since the subspace AL2+ is invariant under Λ0, this operator generates a bounded operator
Λ in the quotient space F = L2+/AL2+. It is easy to see that Λ is self-adjoint with respect
to the inner product 〈·,·〉, that is, it is self-adjoint in the Krein space F . The operator Λ is
called the linearization of the analytic function A. Let P denote the mapping of the Hilbert
space H into the Krein space F which associates with an element x ∈H the equivalence
class in F which contains the function u(t) ≡ x, t ∈ Γ0. The adjoint operator P ∗ is a
mapping from the Krein space F into the Hilbert space H. The following relation is an
important connection between the inverse values A(λ)−1 of the given function A and the
resolvent (Λ− λ)−1 of the linearization Λ:
P ∗(Λ− λ)−1P = −A(λ)−1 +B(λ), λ ∈D0 \ σ(A), (2.1)
where the operator function B is analytic in D0.
Relation (2.1) suggests that the spectral properties of the operator function A and its
linearization Λ are closely connected. In fact, it is shown in [17] that
σ(A) = σ(Λ), σ+(A) = σ+(Λ), σp(A) = σp(Λ). (2.2)
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positive type of the self-adjoint operator Λ in the Krein space F , that is, by definition, the
set of all points λ0 ∈ σ(Λ)∩ R such that∥∥(Λ− λ0)fn∥∥→ 0, fn ∈F , ‖fn‖ = 1 ⇒ lim inf
n→∞ 〈fn,fn〉 > 0.
3. Let Δ0 be a closed interval contained in D ∩ R. For the operator function A we intro-
duce three conditions for “spectral positivity” on Δ0, see [12], [25], and [17], respectively.
(L): There exists a positive number δ such that for all λ ∈ Δ0 and f ∈H, ‖f ‖ = 1, we
have (
A′(λ)f,f
)
> δ.
(VM): There exist positive numbers ε, δ such that for all λ ∈ Δ0 and f ∈H, ‖f ‖ = 1, we
have ∣∣(A(λ)f,f )∣∣< ε ⇒ (A′(λ)f,f )> δ.
(σ+): Δ0 ⊂ ρ(A)∪ σ+(A).
If the condition (σ+) is satisfied, the closed interval Δ0 is said to be of positive type, see
[17]. It is easy to see that this is equivalent to the following: There exist positive numbers
ε, δ, such that for all λ ∈ Δ0 and f ∈H, ‖f ‖ = 1, we have∥∥A(λ)f ∥∥< ε ⇒ (A′(λ)f,f )> δ.
Obviously, for the interval Δ0 ⊂D ∩ R,
(L) ⇒ (VM) ⇒ (σ+).
We end this section with a consequence of the condition (σ+). For a real interval Δ,
denote
Π(Δ,h) := {λ: λ ∈ Δ, |λ| < h}.
Proposition 2.1. If the operator function A satisfies on the closed interval Δ ⊂D ∩ R the
condition (σ+), then there exist positive numbers C, h such that
Π(Δ,h) \ R ⊂ ρ(A) and ∥∥A(λ)−1∥∥ C|λ|−1, λ ∈ Π(Δ,h) \ R.
Proof. With the linearization Λ of A, it follows from (2.2) that Δ ⊂ ρ(Λ) ∪ σ+(Λ), and
hence, by [16, Corollary 1.4], we have Π(Δ,h) \ R ⊂ ρ(Λ) and∥∥(Λ− λ)−1∥∥ C|λ|−1, λ ∈ Π(Δ,h) \ R.
Now (2.2) and (2.1) imply the statements of the proposition. 
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1. For a bounded interval Δ of the real axis and h > 0, by Γ (Δ;h) we denote the rectan-
gular curve in C which intersects the real axis orthogonally at the endpoints of Δ and for
which the sides parallel to R have distances ±h from R; in fact, Γ (Δ;h) is the boundary
of Π(Δ;h). By Γ (Δ) we denote such a rectangular curve without specified h.
For the rest of the paper, we fix some interval Δ0 := [α0, β0] ⊂ D0, such that its end-
points are regular points of the operator function A: α0, β0 ∈ ρ(A), and we suppose that A
satisfies on Δ0 the condition (σ+):
Δ0 ∩ σ(A) ⊂ σ+(A).
By [17, Theorem 3.1], the range of the projection
E(Δ0) = − 12π i
∮
Γ (Δ0)
(Λ− λ)−1 dλ
is uniformly positive in the Krein space F . If the Krein space F as constructed in Section 2
is larger than the subspace E(Δ0)F , we can replace F by this subspace, that is we can and
will in the following assume that the space F is already a Hilbert space.
The self-adjoint operator Λ in the Hilbert space F has a strongly right continuous
spectral function E in F which is supported on Δ0: Eα0 = 0, Eβ0 = E(Δ0) = I , and
is non-decreasing:
0 [Eαf,f ] [Eβf,f ], f ∈F , α0  α  β  β0.
We introduce the compression Qt of Et in H:
Qt := P ∗EtP, t ∈ [α0, β0]. (3.1)
It is a strongly right continuous non-decreasing operator function in H with Qα0 = 0,
Qβ0 = P ∗P , and which is constant outside of (α0, β0). For intervals Δ ⊂ Δ0, e.g., of the
form [α,β] or (α,β], we define
Q
([α,β]) := Qβ −Qα− = P ∗E([α,β])P,
Q
(
(α,β]) := Qβ −Qα = P ∗E((α,β])P,
respectively; note that E({λ0}) is the orthogonal projection onto the subspace ker(Λ−λ0).
Further, we denote for t ∈ (α,β),
E˜t := 1 (Et +Et−), Q˜t := 1 (Qt +Qt−), Q˜(Δ) := Q˜β − Q˜α.2 2
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E˜t = Et− + 12E
({t}), Q˜t = Qt− + 12Q({t}).
If, e.g., Δ = [α,β], then
Q˜(Δ) = Q(Δ)− 1
2
Q
({β})− 1
2
Q
({α}),
and, conversely, also Q(Δ) can be expressed by Q˜(Δ):
Q(Δ) = lim
α′↑α,β ′↓β
Q˜
([α′, β ′]). (3.2)
Relation (2.1) implies that
Q˜(Δ) = P ∗E˜(Δ)P
= P ∗
(
− 1
2π i
∮ ′
Γ (Δ)
(Λ− z)−1 dz
)
P = 1
2π i
∮ ′
Γ (Δ)
A(z)−1 dz, (3.3)
where here and in the following the ′ indicates that the integral exists as Cauchy principal
value in the strong operator topology at the possible singularities α and β . Relation (3.3)
shows, that the function Q˜t and, by (3.2), also Qt , t ∈ Δ0, are independent of the lineariza-
tion Λ of the analytic operator function A; we call Qt the local spectral function of the
operator function A on [α0, β0]. We mention that it is easy to define the operator-valued set
function Q(Σ) for arbitrary open or closed sets Σ ⊂ Δ0. Thus we obtain a non-negative
operator-valued (but in general not projection valued) measure.
Multiplying relation (2.1) for λ0 ∈ [α0, β0] by z−λ0 and letting z → λ0 nontangentially
we obtain (z − λ0)A(z)−1 → −P ∗E({λ0})P = −Q({λ0}) and
A(λ0)(z − λ0)A(z)−1 =
(
A(λ0)−A(z)
)
(z − λ0)A(z)−1 + (z − λ0) → 0,
which implies
ranQ
({λ0})⊂ kerA(λ0). (3.4)
Later in Corollary 7.12 we shall show that in this relation always the equality sign holds.
2. We shall use the following simple statement.
Lemma 3.1. If the scalar function ϕ(z) is analytic on intΓ (Δ0) and for α0 < α1 < β1 < β0
the intervals [α0, α1] and [β1, β0] belong to ρ(A), then
1
2π i
∮
ϕ(z)A(z)−1 dz =
β1∫
α
ϕ(t) dQt .Γ (Δ0) 1
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1
2π i
∮
Γ (Δ0)
ϕ(z)A(z)−1 dz = − 1
2π i
∮
Γ (Δ0)
ϕ(z)P ∗(Λ− z)−1P dz
= 1
2π i
∮
Γ (Δ0)
ϕ(z)P ∗
β1∫
α1
dEt
z − t P dz
=
β1∫
α1
(
1
2π i
∮
Γ (Δ0)
ϕ(z)
z − t dz
)
dQt =
β1∫
α1
ϕ(t) dQt . 
We mention that Lemma 3.1 can be formulated for an arbitrary subinterval Δ of Δ0,
and the corresponding statement is a consequence of Lemma 3.3.
In the following we shall integrate operator-valued functions with respect to the spectral
function Et inF or its compression Qt inH (and occasionally with respect to E˜t or Q˜t ). In
the definition below we consider the case that the left endpoint of the interval of integration
is included and the right endpoint is not included, the other cases can be treated similarly.
Let α0  α < β  β0, and let S(t), α0  t  β0, be a function with values in L(F ,H), the
set of bounded linear operators from F into H, which satisfies a Lipschitz condition:∥∥S(t)− S(t ′)∥∥ γ |t − t ′|, t, t ′ ∈ [α0, β0]. (3.5)
We shall consider integrals of the form
β∫
α
S(t) dEt ,
β∫
α
S(t) dE˜t .
In order to emphasize in the notation of the integrals whether a concentrated mass at the
left or right endpoint of the interval (e.g., E({α})) is included, we usually use for the limits
of the integral the notation α±, β± (even if this is in fact not necessary). For example,
β−∫
α−
S(t) dEt (3.6)
is defined as the limit in the strong operator topology of the following Riemann–Stieltjes
sums
n∑
S(ti)E(Δi)x,i=1
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i = 2, . . . , n−1, Δn = (αn−1, β), and ti ∈ Δi , i = 1,2, . . . , n. The existence of this integral
follows from the estimation (cf. [1]):∥∥∥∥∥
n∑
i=1
(
S(ti)− S
(
t ′i
))
E(Δi)x
∥∥∥∥∥
n∑
i=1
∥∥S(ti)− S(t ′i)∥∥∥∥E(Δi)x∥∥

√√√√ n∑
i=1
∥∥S(ti)− S(t ′i)∥∥2 n∑
i=1
∥∥E(Δi)x∥∥2
 γ
√
(β − α)
(
max
i
(Δi)
)
‖x‖,
where also t ′i ∈ Δi , and (Δi) denotes the length of the interval Δi , i = 1,2, . . . , n.
For the integral in (3.6) the usual integration by parts formula holds:
β−∫
α−
S(t) dEtx = S(β)Eβ−x − S(α)Eα−x −
β−∫
α−
dS(t)Etx. (3.7)
With the partition introduced above, this follows from the identity
n∑
i=1
S(ti)E(Δi) = S(tn)Eβ− − S(t1)Eα− −
n−1∑
k=1
(
S(ti+1)− S(ti)
)
Eαi .
The expression on the right-hand side of (3.7) can be written as
S(β)(Eβ− −Eα−)x −
β−∫
α−
dS(t) (Et −Eα−)x,
which yields the estimate
∥∥∥∥∥
β−∫
α−
S(t) dEt x
∥∥∥∥∥ C∥∥E(Δ)x∥∥, x ∈H, (3.8)
where the constant C depends on maxt∈[α,β] ‖S(t)‖, the constant γ in (3.5), and the length
of the interval Δ. It follows that if Sn is a sequence of analytic functions on D which tends
locally uniformly to zero in the operator norm, then also
lim
n→∞
β−∫
Sn(t) dEt = 0α−
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of z and ζ in D, then
β−∫
α−
T (t, ζ ) dEt
is an analytic function of ζ in D.
3. Now we return to the analytic operator function A and its linearization Λ from the
beginning of this section. If λ0 ∈ [α,β] and the function S is defined and analytic on a disc
containing the interval Δr := [λ0 − r, λ0 + r] for some r > 0 with S(z) =∑∞j=0 Sj (z −
λ0)j , then
(λ0+r)+∫
(λ0−r)−
S(t) dEt =
∞∑
j=0
Sj (ΛΔr − λ0)j , (3.9)
where ΛΔr is the restriction of Λ to the subspace E([λ0 − r, λ0 + r])F . We need a conse-
quence of this representation.
Lemma 3.2. Let a, b ∈ R, a < b, λ0 := (a+b)/2, δ := (b−a)/2, and let S be an operator
function which is defined and analytic in a disc {z: |z − λ0|  r} for some r  2δ. If
S(λ0) = 0, M := max|z−λ0|=r ‖S(z)‖, and E is the right continuous spectral function of a
self-adjoint operator Λ, then ∥∥∥∥∥
b+∫
a−
S(t) dEt
∥∥∥∥∥ 2Mδr .
Proof. Consider the Taylor expansion of the function S:
S(z) =
∞∑
k=1
(z − λ0)kSk, |z − λ0| r.
Then
b+∫
a−
S(t) dEt =
∞∑
k=1
Sk
b∫
a−
(t − λ0)k dEt =
∞∑
k=1
Sk(Λ− λ0)kE
([a, b]),
and ∥∥∥∥∥
b+∫
S(t) dEt
∥∥∥∥∥
∞∑
k=1
‖Sk‖δk 
∞∑
k=1
M
rk
δk = M δ/r
1 − δ/r  2Mδ/r. 
a−
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also for the integrals with E replaced by its compression Q. In the following, α, β are
points such that α0 < α < β < β0, and Δ = [α,β].
Lemma 3.3. If the function S with values in L(F ,H) is analytic on D0 and Δ = [α,β],
then
1
2π i
∮ ′
Γ (Δ)
S(z)(Λ− z)−1 dz
= −
β−∫
α+
S(t) dEt − 12S(β)E
({β})− 1
2
S(α)E
({α}), (3.10)
where the ′ at the integral denotes the Cauchy principal value at α and β in the strong
operator topology.
Equation (3.10) can also be written as
1
2π i
∮ ′
Γ (Δ)
S(z)(Λ− z)−1 dz = −
β∫
α
S(t) dE˜t . (3.11)
Proof. Using the above properties of the operator integrals and the analyticity of the func-
tion S(z)−S(t)
z−t with respect to z on D0 we obtain
1
2π i
∮ ′
Γ (Δ)
S(z)(Λ− z)−1 dz
= 1
2π i
∮ ′
Γ (Δ)
S(z)
β0∫
α0
(t − z)−1 dEt dz
= 1
2π i
∮ ′
Γ (Δ)
β0∫
α0
S(z)− S(t)
z− t dEt dz+
1
2π i
∮ ′
Γ (Δ)
β0∫
α0
S(t) dEt
t − z dz
= 1
2π i
∮ ′ β0∫
α
S(t) dEt
t − z dz.
Γ (Δ) 0
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1
2π i
∮ ′
Γ (Δ)
( β0∫
α0
S(t) dÊt
t − z +
S(β)E({β})
β − z +
S(α)E({α})
α − z
)
dz, (3.12)
where
Êt :=
{
Et, t < α,
Et −E({α}), α  t < β,
Et −E({α})−E({β}), t  β.
The second and the third terms in the brackets on the right-hand side of (3.12) give the last
two summands on the right-hand side of (3.10), and it remains to show that
1
2π i
∮ ′
Γ (Δ)
β0∫
α0
S(t) dÊt
t − z dz = −
β∫
α
S(t) dÊt . (3.13)
The reasoning now follows standard lines. Given x ∈ H and ε > 0, since the function
Êtx is norm-continuous at α and β , we can choose intervals Δεα , Δεβ with centers α and β ,
respectively, such that ‖Ê(Δεα)x‖ < ε and ‖Ê(Δεβ)x‖ < ε. Set Δε := Δεα ∪Δεβ . We denote,
for δ < h,
Γδ(Δ,h) = Γ (Δ,h) \
({α + iη: −δ < η < δ} ∪ {β + iη: −δ < η < δ}).
Then we obtain
1
2π i
∮ ′
Γ (Δ)
β0∫
α0
S(t) dÊtx
t − z dz = limδ↓0
1
2π i
∮
Γδ(Δ,h)
β0∫
α0
S(t) dÊtx
t − z dz
= 1
2π i
∮
Γ (Δ,h)
∫
[α0,β0]\Δε
S(t) dÊtx
t − z dz
+ lim
δ↓0
1
2π i
∮
Γδ(Δ,h)
∫
Δε
S(t) dÊtx
t − z dz. (3.14)
To the first term on the right-hand side we apply Cauchy’s theorem and find that it equals
− 1
2π i
∫
ε
S(t) dÊtx.Δ\Δ
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hand side of (3.13) can be made arbitrarily small through a proper choice of ε. It remains
to consider the second term on the right-hand side of (3.14):
1
2π i
∮
Γδ(Δ,h)
∫
Δε
S(t) dÊtx
t − z dz
=
( −δ∫
−η0
+
η0∫
δ
)( ∫
Δε
S(t) dÊtx
t − β − iη dη −
∫
Δε
S(t) dÊtx
t − α − iη dη
)
+ 1
2π i
β∫
α
∫
Δε
S(t) dÊtx
t − ξ − ih dξ +
1
2π i
α∫
β
∫
Δε
S(t) dÊtx
t − ξ + ih dξ
= 2
η0∫
δ
∫
Δε
(t − β)S(t) dÊtx
(t − β)2 + η2 dη − 2
η0∫
δ
∫
Δε
(t − α)S(t) dÊtx
(t − α)2 + η2 dη
+ h
π
β∫
α
∫
Δε
S(t) dÊtx
(t − ξ)2 + h2 dξ
= 2
∫
Δε
S(t)
η0∫
δ
(t − β)dη
(t − β)2 + η2 dÊtx − 2
∫
Δε
S(t)
η0∫
δ
(t − α)dη
(t − α)2 + η2 dÊtx
+ h
π
∫
Δε
S(t)
β∫
α
dξ
(t − ξ)2 + h2 dÊtx.
In the first two terms on the right-hand side, the inner integral is  π2 , independent of δ,
and according to (3.8) these terms can be made as small as we want through proper choice
of ε. The same holds for the third term, which is independent of δ.
Summing up, the norm of the difference of the two terms on the right-hand side of (3.14)
and the right-hand side of (3.13) can be made arbitrarily small through a proper choice of ε,
and (3.13) is proved. 
The main result of this section is the following theorem.
Theorem 3.4. Let A be an operator function which is analytic and self-adjoint on the
closed interval [α0, β0], such that α0, β0 ∈ ρ(A) and the condition (σ+) is satisfied on
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points α,β such that α0  α < β  β0 the relation
β∫
α
A(t) dQt = 0
holds.
Proof. If in (3.10) we set S(z) = A(z)P ∗, multiply it from the right by P and use (2.1),
the integral on the left-hand side of (3.10) becomes
1
2π i
∮
Γ (Δ)
A(z)A(z)−1 dz = 0.
Now relation (3.11) yields
β+∫
α−
A(t) dQ˜t = 0,
and it remains to use the relations Q˜t = Qt − 12Q({t}) and (3.4). 
4. Consequences of the condition (VM)
In the rest of the paper, if not stated otherwise, we always suppose that the self-adjoint
analytic operator function A satisfies on the interval Δ0 = [α0, β0] the condition (VM).
Some simple implications of this condition are formulated in the following lemma. There
and in the sequel, for G ∈ L(H), G  0 means G dI with some d > 0.
Lemma 4.1. If α,β ∈ Δ0, α < β , and u ∈ H, ‖u‖ = 1, then the following implications
hold:
(a) |(A(α)u,u)| < ε ⇒ (A(β)u,u) > min{(A(α)u,u)+ δ(β − α), ε},
(b) |(A(α)u,u)| ε ⇒ (A(β)u,u) > ε,
(c) |(A(α)u,u)| < ε ⇒ (A(β)u,u) > (A(α)u,u),
(d) |(A(α)u,u)| 0 ⇒ (A(β)u,u) > 0,
(e) A(α) 0 ⇒ A(β)  0.
Proof. We set a(λ) := (A(λ)u,u). If |a(α)| < ε and λ increases from α then a(λ) also
increases, at least as long as a(λ) ε, and for these λ the relation
a(λ)− a(α) = a′(γ )(λ− α) > δ(λ− α), γ ∈ (α,λ),
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a(λ)  ε is preserved. Clearly, these considerations imply (a) and (b). Now (c) follows
from (b), and, finally, (a) and (b) imply (d) and (e). 
In the following, a result on the boundedness of Hermitian forms, see [5, Lemma 6.1],
plays an important role. For the convenience of the reader we formulate and prove it here
in a form which is adapted to our purpose.
Lemma 4.2. Let A and B be bounded self-adjoint operators in the Hilbert space H and
suppose that A is indefinite, that is for some elements x0, y0 ∈H it holds
(Ax0, x0) = ω+ > 0, (Ay0, y0) = ω− < 0. (4.1)
If the condition
f ∈H, (Af,f ) = 0 ⇒ (Bf,f ) 0, (4.2)
is satisfied, then:
(1) for arbitrary elements x, y ∈H such that (Ax,x) > 0 and (Ay,y) < 0 we have
(By, y)
(Ay,y)
 (Bx, x)
(Ax,x)
, (4.3)
(2) inf(Ax,x)>0 (Bx,x)(Ax,x) and sup(Ay,y)<0 (By,y)(Ay,y) are finite numbers,
(3) B  aA with any a such that sup(Ay,y)<0 (By,y)(Ay,y)  a  inf(Ax,x)>0 (Bx,x)(Ax,x) .
Proof. If (1) does not hold there exists a pair of elements x1, y1 such that
(Ax1, x1) = 1, (Ay1, y1) = −1, −(By1, y1) > (Bx1, x1).
Setting z = εy1 + x1 with |ε| = 1 we obtain
(Az, z) = 2{ε(Ay1, x1)}, (Bz, z) < 2{ε(By1, x1)}.
Now ε can be chosen such that
{ε(Ay1, x1)}= 0, {ε(By1, x1)} 0,
and hence (Az, z) = 0, (Bz, z) < 0, in contradiction with (4.2). From (1) and (4.1), for x
with (Ax,x) > 0 and y with (Ay,y) < 0) it follows that
(By, y)
(Ay,y)
 sup (Bz, z)
(Az, z)
 inf
(Az,z)>0
(Bz, z)
(Az, z)
 (Bx, x)
(Ax,x)
,(Az,z)<0
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(Au,u) > 0, from (4.3) if (Au,u) < 0, and, finally, from (4.2) if (Au,u) = 0. 
Corollary 4.3. Under the assumptions of Lemma 4.2 it holds
1 + ‖B −A‖
ω+
 a  1 − ‖B −A‖
ω−
. (4.4)
Indeed, by the definition of a we have
a  (Bx0, x0)
(Ax0, x0)
= (Ax0, x0)+ ((B −A)x0, x0)
(Ax0, x0)
 1 + ‖B −A‖
ω+
,
and by (4.3),
a  (By0, y0)
(Ay0, y0)
= (Ay0, y0)+ ((B −A)y0, y0)
(Ay0, y0)
 1 − ‖B −A‖
ω−
.
Now we return to the self-adjoint analytic operator function A from the beginning of
this section. We set
γ := max
α0λβ0
∥∥A′(λ)∥∥, (4.5)
and, for α0  λ β0,
a+(λ) := maxσ
(
A(λ)
)
, a−(λ) := minσ
(
A(λ)
)
.
Lemma 4.4. Suppose that the self-adjoint analytic operator function A satisfies on Δ0 =
[α0, β0] the condition (VM). Let α′, β ′ be such that α0  α′ < β ′  β0 and that A(α′),
A(β ′) are both indefinite. We introduce the positive numbers ε±:
ε+ := min
α′λβ ′
a+(λ)
2
, ε− := − max
α′λβ ′
a−(λ)
2
.
Then, for arbitrary α,β such that α′  α < β  β ′ there exists a number a such that
A(β) > aA(α).
This number a depends on α and β , and it satisfies the inequalities
1 − γ
ε−
(β − α) a  1 + γ
ε+
(β − α). (4.6)
Proof. Since A(α′) and A(β ′) are indefinite, by Lemma 4.1(d) the operator A(λ) is indef-
inite for all λ ∈ [α′, β ′], hence
a+(λ) > 0, a−(λ) < 0, α′  λ β ′.
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ε+, ε− > 0 follows. Now Lemma 4.1(d) implies that the operators A(α), A(β) satisfy the
conditions of Lemma 4.2. According to the definition of ε± we find elements x0, y0 such
that ‖x0‖ = ‖y0‖ = 1 and(
A(α)x0, x0
)= ε+, (A(α)y0, y0)= ε−.
Further, ∥∥A(β)−A(α)∥∥ max
αλβ
∥∥A′(λ)∥∥(β − α) γ (β − α).
Now the statements of the lemma follow from Corollary 4.3. 
5. Some definiteness properties of the values of the function A on its spectral
subspaces
The following lemma is crucial for the proof of the main result in Section 7. Similar
statements are [18, Lemma 3.1] and [15, Lemma 4.7].
Lemma 5.1. Suppose that the self-adjoint analytic operator function A satisfies on the
interval Δ0 = [α0, β0] the condition (VM), and denote by Q the local spectral function of
A on Δ0. If Δ = [α,β] ⊂ Δ0, then the following statements hold:
(i) If u ∈ ranQ(Δ) and (A(β)v, v) 0 then (A(α)(u+ v),u+ v) 0.
(ii) If u ∈ ranQ(Δ) and (A(α)v, v) 0 then (A(β)(u+ v),u+ v) 0.
Proof. 1. First we consider the main case when both the operators A(α) and A(β) are
indefinite. It is easy to see that then all the operators A(α′), α < α′ < β , are indefinite. We
prove only (ii), the proof of (i) is similar. Also, it is sufficient to consider u ∈ ranQ(Δ).
Choose r > 0 so small that A is analytic in the rectangle
Π := {α  z β, | z| r},
and denote M := maxz∈Π ‖A(z)‖. We decompose Δ = [α,β] in n disjoint closed or half
open intervals Δk , k = 1,2, . . . , n, of equal length (see [18, p. 435]), and write the element
u ∈ ranQ(Δ) in the form u = Q(Δ)g =∑nk=1 uk with uk := Q(Δk)g, k = 1,2, . . . , n. In
order to estimate the norm of A(λk)uk , where λk is the middle point of Δk , we suppose
that the length of Δk is smaller than r : β−αn < r . Denoting u˜k := E(Δk)Pg we obtain
A(λk)uk = A(λk)Q(Δk)g = A(λk)P ∗E(Δk)Pg=A(λk)P ∗
∫
dEt u˜k. (5.1)
Δk
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Δk
A(t)P ∗ dEt u˜k =
∫
Δk
A(t)P ∗ dEt Pg =
∫
Δk
A(t) dQ(t) g = 0. (5.2)
Relations (5.1) and (3.4) imply
A(λk)uk = A(λk)P ∗
∫
Δk
P ∗ dEt u˜k −
∫
Δk
A(t)P ∗ dEt u˜k
=
∫
Δk
(
A(λk)−A(t)
)
P ∗ dEt u˜k. (5.3)
With δn := β−α2n , it follows from Lemma 3.2 that∥∥∥∥ ∫
Δk
(
A(λk)−A(t)
)
P ∗ dEt
∥∥∥∥ 2 max|z−λk |r∥∥A(λk)−A(z)∥∥δnr ‖P ∗‖
 4Mβ − α
2rn
‖P ∗‖.
Therefore (5.3) implies
∥∥A(λk)uk∥∥ C
n
‖u˜k‖, (5.4)
where C depends only on A and Δ.
Denote the endpoints of the interval Δk by αk,αk+1, αk < αk+1, k = 1,2, . . . , n. Evi-
dently, α1 = α, αn+1 = β . According to Lemma 4.4, for each k = 1,2, . . . , n there exists a
positive number ak such that
A(αk+1) akA(αk) (5.5)
and
ak  1 +ω(αk+1 − αk) = 1 + ω(β − α)
n
, (5.6)
where the number ω does not depend on n. The following arguments are similar to those
of [18, Lemma 3.1]. Using (5.5) we find
(
A(β)(u+ v),u+ v)= (A(αn+1)(u+ v),u+ v)
 an
(
A(αn)(u+ v),u+ v
)
212 H. Langer et al. / Journal of Functional Analysis 235 (2006) 193–225= an
{(
A(αn)
(
n−1∑
1
uk + v
)
,
n−1∑
1
uk + v
)
+ (A(αn)un,u+ v)
+
(
n−1∑
1
uk + v,A(αn)un
)}
 an
{(
A(αn)
(
n−1∑
1
uk + v
)
,
n−1∑
1
uk + v
)
− ∥∥(A(αn)un∥∥(‖u+ v‖ +
∥∥∥∥∥
n−1∑
1
uk + v
∥∥∥∥∥
)}
.
Recall that
u =
n∑
1
uk, uk = P ∗u˜k, u˜ =
n∑
1
u˜k, u = P ∗u˜.
It follows that
‖u+ v‖ ‖u‖ + ‖v‖ ‖P ∗‖‖u˜‖ + ‖v‖,∥∥∥∥∥
n−1∑
1
uk + v
∥∥∥∥∥ ‖P ∗‖
∥∥∥∥∥
n−1∑
1
u˜k
∥∥∥∥∥+ ‖v‖ ‖P ∗‖‖u˜‖ + ‖v‖.
Here we have used that the elements u˜k are mutually orthogonal with respect to the Hilbert
inner product of F ; ‖ · ‖ denotes also the norm on F generated by this inner product. So
we have
(
A(β)(u+ v),u+ v) an{(A(αn)(n−1∑
1
uk + v
)
,
n−1∑
1
uk + v
)
− ρ∥∥A(αn)un∥∥},
where ρ := 2(‖P ∗‖‖u˜‖ + ‖v‖). We repeat the estimation, using again (5.5):(
A(β)(u+ v),u+ v)
 an
{
an−1
(
A(αn−1)
(∑n−1
1 uk + v
)
,
∑n−1
1 uk + v
)− ρ∥∥A(αn)un∥∥}
 anan−1
{(
A(αn−1)
(∑n−2
1 uk + v
)
,
∑n−2
1 uk + v
)
− ∣∣(A(αn−1)un−1,∑n−11 uk + v)∣∣
− ∣∣(∑n−21 uk + v,A(αn−1)un−1)∣∣}− ρan∥∥A(αn)un∥∥
 anan−1an−2
(
A(αn−2)
(∑n−2
uk + v
)
,
∑n−2
uk + v
)1 1
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∥∥A(αn−1)un−1∥∥− ρan∥∥A(αn)un∥∥
 anan−1an−2
(
A(αn−2)
(∑n−3
1 uk + v
)
,
∑n−3
1 uk + v
)
− ρanan−1an−2
∥∥A(αn−2)un−2∥∥
− ρanan−1
∥∥A(αn−1)un−1∥∥− ρan∥∥A(αn)un∥∥
 · · · anan−1 . . . a1
(
A(α1)v, v
)− ρ∑nk=1(∏nj=k aj )∥∥A(αk)uk∥∥. (5.7)
The first term on the right-hand side is non-negative since assumption (ii) implies(
A(α1)v, v
)= (A(α)v, v) 0. (5.8)
For the estimation of ‖A(αk)uk‖ we use (5.4) with one minor modification. Namely, in
(5.4) the quantities ‖A(λk)uk‖ were estimated for λk = (αk+1 + αk)/2, k = 1,2, . . . , n.
Since ∥∥A(αk)−A(λk)∥∥max
t∈Δ0
∥∥A′(t)∥∥(αk − λk),
αk − λk = β−α2n , and ‖uk‖ ‖P ∗‖‖u˜k‖, we obtain from (5.4)∥∥A(αk)uk∥∥ C1
n
‖u˜k‖, k = 1,2, . . . , n, (5.9)
where C1 depends only on A and Δ. Relation (5.6) implies
n∏
j=k
aj 
(
1 + ω(β − α)
n
)n−k+1
, k = 1,2, . . . , n.
Since (1 + t
n
)m < et for t > 0, m = 1,2, . . . , n, it follows that
n∏
j=k
aj < e
ω(β−α), k = 1,2, . . . , n. (5.10)
Now (5.7)–(5.10) imply
(
A(β)(u+ v),u+ v)−ρeω(β−α) C1
n
n∑
1
‖u˜k‖
−ρeω(β−α) C1
n
n1/2
(
n∑
1
‖u˜k‖2
)1/2
= −ρeω(β−α) C1 ‖u˜‖.
n1/2
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A(β)(u+ v),u+ v) 0.
2. Now we consider the case that one of the operators A(α), A(β) is semi-definite; if
both operators are semi-definite then the claims of the lemma are trivial. We suppose that
A(α) is indefinite and A(β) 0 (the case A(α) 0 and A(β) is indefinite is similar). Then
(ii) is trivial, and we prove (i).
Since A(β) 0, Lemma 4.1(e) implies that there is exactly one point s in (α,β] such
that A(s) 0 but A(s) is not uniformly positive. Then A(λ) is indefinite for all λ ∈ [α, s)
and A(λ)  0 for λ ∈ (s, β], where the last interval is empty if s = β .
It is sufficient to consider u ∈ ranQ(Δ), that is u = Q(Δ)g for some g ∈H. Since A(λ)
is invertible on (s, β] and Q is strongly right continuous, it follows that Q(Δ) = Q([α, s]),
and hence
u = Q([α, s])g = lim
ε↓0 Q
([α, s − ε])g +Q({s})g.
Denote
wε := Q
([α, s − ε])g, u′ := lim
ε↓0 wε, u
′′ := Q({s})g.
Then u = u′ + u′′, and A(s)u′′ = 0 by (3.4).
By Lemma 4.1(d), the condition (A(β)v, v)  0 implies (A(s)v, v)  0 (in fact both
numbers are 0). Hence (
A(s)(v + u′′), (v + u′′)) 0,
and by Lemma 4.1(d) (
A(s − ε)(v + u′′), (v + u′′)) 0, ε > 0. (5.11)
Since A(α) and A(s − ε) are indefinite, for the interval [α, s − ε] the conditions of the first
part of this proof hold. Using (5.11) we obtain(
A(α)(v + u′′ +wε), (v + u′′ +wε)
)
 0,
and with ε ↓ 0 it follows that(
A(α)(v + u), (v + u)) 0. 
Corollary 5.2. If u ∈ ranQ(Δ), then (A(α)u,u) 0, (A(β)u,u) 0.
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We suppose as above that the self-adjoint analytic operator function A satisfies on the
interval Δ0 = [α0, β0] the condition (VM), and that α0, β0 ∈ ρ(A). Again, Q denotes the
local spectral function of A on Δ0, and we set G := Q(Δ0), which is a non-negative
operator inH. Under the stronger condition (L) the next result was proved in [21] (see also
[19, Lemma 33.3]).
Lemma 6.1. If
B := ranA(α0)− ∩ ranA(β0)+,
then there exists a number ω > 0 such that
(Gf,f ) ω(f,f ), f ∈ B.
Proof. The proof follows the lines of the proof of [23, Theorem 2.1]. We fix an element
f ∈H, ‖f ‖ = 1, and a curve Γ (Δ0). Let α1 > α0 and β1 < β0 be again chosen such that
[α0, α1], [β1, β0] ⊂ ρ(A), and let α2 ∈ (α0, α1), β2 ∈ (β1, β0), Δ2 = [α2, β2]. Fix also a
curve Γ (Δ2) such that Γ (Δ2) ⊂ intΓ (Δ0), and define for λ outside Γ (Δ2):
ψ(λ) := 1
2π i
∮
Γ (Δ2)
A(z)−1f
z − λ dz.
By Lemma 3.1,
ψ(λ) =
β1∫
α1
dQt f
t − λ .
If ρ(λ) := dist(λ, [α1, β1]), then for any g ∈H we have∣∣(ψ(λ), g)∣∣ ρ(λ)−1V,
where V denotes the total variation of the function (Qtf, g) on [α1, β1]:
V = sup
{
n∑
k=1
∣∣(ΔQkf,g)∣∣: n ∈ N, α1 = t0 < t1 < · · · < tn = β1};
here ΔQk := Qtk+1 −Qtk  0. The standard estimate
V  sup
n∑
(ΔQkf,f )
1/2(ΔQkg,g)
1/2k=1
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(
n∑
k=1
(ΔQkf,f )
)1/2( n∑
k=1
(ΔQkg,g)
)1/2
= (Gf,f )1/2(Gg,g)1/2
yields ∣∣(ψ(λ), g)∣∣ ρ(λ)−1‖G‖1/2(Gg,g)1/2,
and it follows that ∥∥ψ(λ)∥∥ ρ(λ)−1‖G‖. (6.1)
If we denote
p(λ) = 1
2π i
∮
Γ (Δ0)
A(z)−1f dz
z− λ , λ ∈ intΓ (Δ0),
then Cauchy formula for the annulus between Γ (Δ0) and Γ (Δ2) implies the relation
A(λ)−1f = p(λ)−ψ(λ).
Define r(λ) := A(λ)ψ(λ). Then
r(λ) = A(λ)p(λ)− f, (6.2)
and r(λ) is analytic in intΓ (Δ0). By (6.1),
max
λ∈Γ (Δ0)
∥∥r(λ)∥∥C‖G‖1/2(Gf,f )1/2, (6.3)
where
C := max
λ∈Γ (Δ0)
∥∥A(λ)∥∥(dist(Γ (Δ0), [α1, β1]))−1.
This estimate holds also for λ ∈ intΓ (Δ0), in particular∥∥r(λ)∥∥ C‖G‖1/2(Gf,f )1/2, α1  λ β1. (6.4)
Since, for λ ∈ intΓ (Δ0),
r ′(λ) = 1
2π i
∮
Γ (Δ0)
r(z)
(z − λ)2 dz,
we have ∥∥r ′(λ)∥∥ 1 max ∥∥r(z)∥∥dist(λ,Γ (Δ0))−2,2π z∈Γ (Δ0)
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where C1 := C‖G‖1/2(dist(Γ (Δ0), [α1, β1]))−2. Denote
τ := 1
3
min
{(∥∥A(β1)−1∥∥∥∥A(β1)+∥∥)−1, (∥∥A(α1)−1∥∥∥∥A(α1)−∥∥)−1}. (6.6)
Obviously, τ  13 . If ‖r(μ)‖ τ for some μ ∈ [α1, β1], then (6.4) implies
(Gf,f )
(
τ
C‖G‖1/2
)2
. (6.7)
Consider now the case ∥∥r(μ)∥∥< τ, μ ∈ [α1, β1]. (6.8)
Then (6.2) yields for μ ∈ [α1, β1]∥∥A(μ)p(μ)∥∥ ‖f ‖ − ∥∥r(μ)∥∥> 1 − τ  2
3
,
and hence, with s := maxμ∈[α1,β1] ‖A(μ)‖,∥∥p(μ)∥∥> 2
3s
, μ ∈ [α1, β1]. (6.9)
We introduce the function u(λ) = (A(λ)p(λ),p(λ)). Then
u′(λ) = (A′(λ)p(λ),p(λ))+ (A(λ)p′(λ),p(λ))+ (A(λ)p(λ),p′(λ)).
Since, by (6.4), A(λ)p′(λ) = r ′(λ)−A′(λ)p(λ) we have
u′(λ) = (r ′(λ),p(λ))+ (p(λ), r ′(λ))− (A′(λ)p(λ),p(λ)). (6.10)
Now we use the fact that f ∈ B. Since f ∈ ranA(β1)+ it follows that(
A(β1)
−1f,f
)= (A(β1)−1+ f,f ) 1‖A(β1)+‖ . (6.11)
By (6.2),
u(β1) =
(
A(β1)p(β1),p(β1)
)
= (A(β1)−1(r(β1)+ f ), r(β1)+ f )
= (A(β1)−1f,f )+ (A(β1)−1r(β1), r(β1)+ f )+ (A(β1)−1f, r(β1)),
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From (6.6) it follows that 3τ‖A(β1)−1‖ ‖A(β1)−1+ ‖, and by (6.11) and (6.12), u(β1) > 0.
Using that also f ∈ ranA(α1)−, in the same way it can be proved that u(α1) < 0.
Denote by λ0 the smallest zero of the function u(λ) in (α1, β1). Then u′(λ0) 0. From
(A(λ0)p(λ0),p(λ0)) = 0 and the condition (VM), since p(λ0) = 0 (see (6.9)), it follows
that (
A′(λ0)p(λ0),p(λ0)
)
> δ
∥∥p(λ0)∥∥2.
Taking into account (6.10) we get
0 u′(λ0) 2
∥∥r ′(λ0)∥∥∥∥p(λ0)∥∥− (A′(λ0)p(λ0),p(λ0))
< 2
∥∥r ′(λ0)∥∥∥∥p(λ0)∥∥− δ∥∥p(λ0)∥∥2.
This relation and (6.9) yield ∥∥r ′(λ0)∥∥> δ2∥∥p(λ0)∥∥ δ3s ,
and in view of (6.5) we obtain
(Gf,f ) >
(
δ
3sC1
)2
. (6.13)
Thus, for any element f ∈ B, ‖f ‖ = 1, at least one of the inequalities (6.7) or (6.13)
holds. 
7. The main results
1. The following lemma is [18, Lemma 4.5]; we formulate and prove it here for the
convenience of the reader.
Lemma 7.1. Let L1 and L2 be subspaces of the Hilbert space H, and let S be a bounded
self-adjoint operator in H. If the inequalities
(Sx, x) > 0 for x ∈ L1, x = 0, (Sy, y) 0 for y ∈ L2 (7.1)
hold, then L1 ∩ L2 = {0}, and hence the sum of L1 and L2 is direct. If the first inequality
in (7.1) is sharpened to
(Sx, x) δ‖x‖2, x ∈ L1, (7.2)
with some δ > 0, then the direct sum L1 +˙L2 is closed.
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show that there do not exist sequences (xn) ⊂ L1 and (yn) ⊂ L2 such that ‖xn‖ = 1, n =
1,2, . . . , and ‖xn − yn‖ → 0 if n → ∞. The last relation and (Syn, yn) 0 would imply
that lim inf(Sxn, xn) 0, which is impossible because of (7.2). 
Lemma 7.2. Suppose that the self-adjoint analytic operator function A satisfies on Δ0 =
[α0, β0] the condition (VM). The sum of the three subspaces ranA(α0)+, ranQ(Δ0), and
ranA(β0)− is direct.
Proof. Applying Corollary 5.2 to Δ0 = [α0, β0] and Lemma 7.1 with S = A(β0), we con-
clude that the sum
L= ranQ(Δ)+ ranA(β0)−
is direct. By Lemma 4.1, (A(α0)w,w)  0 for all w ∈ L, and hence also for all w ∈ L.
Applying again Lemma 7.1 with S = A(α0) we obtain that the sum L + ranA(α0)+ is
direct. 
The following theorem contains the main results of the paper.
Theorem 7.3. Suppose that the self-adjoint operator function A is holomorphic on the
interval Δ0, that it satisfies the condition (VM) on Δ0 and that A(α0) and A(β0) are
invertible. Then the following statements hold:
(1) The non-negative operator
Q(Δ0) = 12π i
∮
Γ (Δ0)
A(z)−1 dz
has closed range, and thus it is uniformly positive on its range.
(2) The space H admits the decomposition
H= ranA(β0)− +˙ ranQ(Δ0) +˙ ranA(α0)+. (7.3)
Proof. As in Lemma 6.1 denote
B = ranA(α0)− ∩ ranA(β0)+.
According to Lemma 6.1 there exists an ω > 0 such that
(
Q(Δ0)f,f
)
 ω(f,f ), f ∈ B. (7.4)
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We shall show that it is equal toH. Consider an element h such that h ⊥ (B +˙ kerQ(Δ0)),
which means that
h ∈ ranQ(Δ0), h ∈ B⊥ = ranA(β0)− +˙ ranA(α0)+;
the latter sum is direct because of Lemma 7.2 and closed by Lemma 7.1. Lemma 7.2 yields
also (
ranA(β0)− +˙ ranA(α0)+
)∩ ranQ(Δ0) = {0},
and hence h = 0, or
B +˙ kerQ(Δ0) =H. (7.5)
This equality implies that
B⊥ +˙ (kerQ(Δ0))⊥ =H,
or (
ranA(β0)− +˙ ranA(α0)+
) +˙ ranQ(Δ0) =H. (7.6)
Moreover, (7.5) yields that ranQ(Δ0) = Q(Δ0)B. On the other hand, from (7.4) we obtain
∥∥Q(Δ0)f ∥∥ (Q(Δ0)f,f )‖f ‖  ω‖f ‖, f ∈ B, f = 0.
Therefore Q(Δ0) is an isomorphism from B onto Q(Δ0)B, and hence
Q(Δ0)B = ranQ(Δ0)
is closed. Now in (7.6) we can write ranQ(Δ0) instead of ranQ(Δ0). 
Corollary 7.4. Under the assumptions of Theorem 7.3 we have ranQ(Δ0) =H if and only
if A(α0)  0 and A(β0)  0.
Corollary 7.5. Let A(λ) and B(λ) be self-adjoint analytic operator functions with the same
properties as A(λ) in Theorem 7.3. If
A(α0) = B(α0), A(β0) = B(β0),
then for their local spectral functions QA and QB the subspaces ranQA(Δ0) and
ranQB(Δ0) have the same direct complement in H, and hence their dimensions and also
their codimensions coincide.
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orem 4.7] and [15, Theorem 4.1] follow. To see this, one has to use [18, Theorem 2.6] and
[15, Theorem 3.3].
Remark 7.7. Relation (7.3) does not hold if in Theorem 7.3 the condition (VM) is replaced
by the condition (σ+). To see this we use an example from [9], which was constructed there
for another purpose; an example of this kind can also be found in [11]. LetH= C2, α0 < 0,
β0 >
π
2 , and
A(λ) =
(
λ− π2 cos2 λ π4 sin 2λ
π
4 sin 2λ λ− π2 sin2 λ
)
.
Then A(α0) < 0, A(β0) > 0, σ(A) = {0,π/2}, and both eigenvalues are of positive type;
note that to both of them there corresponds the same eigenvector
(0
1
)
. Therefore the condi-
tion (σ+) is satisfied for Δ0. On the other hand,
Q(Δ0) =
(
0 0
0 1
)
,
and hence the decomposition of Theorem 7.3 does not hold here.
2. In this subsection we prove some more consequences of the important fact that
ranQ(Δ0) is closed. For this purpose we need some properties of operators with closed
range or normally solvable operators.
Let T be a bounded linear operator which maps the Hilbert space H1 into the Hilbert
space H2.
Lemma 7.8. The following statements are equivalent:
(a) ranT is closed.
(b) ranT ∗ is closed.
(c) T maps isomorphically (kerT )⊥ onto ranT .
For a proof of this lemma see [6, Theorems IV.5.2 and IV.5.13]. We also need the fol-
lowing simple known statement.
Lemma 7.9.
(1) If ranT ∗T is closed then ranT is closed.
(2) ranT is closed if and only if ranT ∗T = ranT ∗.
Proof. (1) If ranT is not closed from Lemma 7.8 we obtain that there exists a sequence
(fn) ⊂ H1 such that fn ⊥ kerT , ‖fn‖ = 1, ‖Tfn‖ → 0. Obviously, ‖T ∗Tfn‖ → 0 and,
since kerT = kerT ∗T , Lemma 7.8 implies that ranT ∗T is not closed.
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(kerT ∗)⊥, the equality
T ∗(ranT ) = T ∗((kerT ∗)⊥) (= ranT ∗)
holds if and only if ranT = (kerT ∗)⊥, that is, if and only if ranT is closed. 
Since Q(Δ0) = P ∗P (see Section 3.1), Theorem 7.3 and Lemma 7.9(1) imply:
Corollary 7.10. The operators P ∈ L(H,F) and P ∗ ∈ L(F ,H) have closed ranges.
In [17, Theorem 3.1] it was proved that the eigenvalues of the function A(λ) and its
linearization Λ coincide. The next theorem gives some additional information to this fact.
Theorem 7.11. The following statements hold:
(1) If λ0 ∈ Δ0 then ker(Λ− λ0) ⊂ ranP .
(2) If λ0 ∈ Δ0 then the operator P ∗ maps ker(Λ− λ0) isomorphically onto kerA(λ0).
(3) The operator P ∗ maps the subspace
N (Δ0) := span
{
ker(Λ− λ): λ ∈ Δ0
}
isomorphically onto the subspace
M(Δ0) := span
{
kerA(λ): λ ∈ Δ0
}
.
Proof. (1) Let u˜0 ∈ ker(Λ− λ0). Since
F = span{(Λ− z)−1Px: x ∈H, z ∈ ρ(Λ)}
(see [17, Theorem 3.2]), we have
u˜0 = lim
n→∞
Nn∑
k=1
(
Λ− z(n)k
)−1
Px
(n)
k
for suitable z(n)k ∈ C, x(n)k ∈H, k = 1,2, . . . ,Nn, n = 1,2, . . . . It follows that
u˜0 = E
({λ0})u˜0 = lim
n→∞
Nn∑
k=1
(
λ0 − z(n)k
)−1
Px
(n)
k
= lim
n→∞P
Nn∑
k=1
(
λ0 − z(n)k
)−1
x
(n)
k ,
and, since the range of P is closed, u˜0 ∈ ranP .
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u˜0(λ) := A(λ)x0
λ− λ0 (7.7)
belongs to ker(Λ− λ0) and, conversely, if u˜0 ∈ ker(Λ− λ0), then it can be represented in
the form (7.7) with some x0 ∈ kerA(λ0), compare [17, Theorem 3.1]. Since
P ∗u˜0 = 12π i
∮
Γ (Δ0)
A(t)−1u˜0(t) dt,
relation (7.7) yields P ∗u˜0 = x0. Thus we have proved that P ∗ ker(Λ − λ0) = kerA(λ0),
and since
ker(Λ− λ0) ⊂ ranP = (kerP ∗)⊥, (7.8)
Lemma 7.8(c) implies that this map is an isomorphism.
(3) Since, by (7.8), N (Δ0) ⊂ (kerP ∗)⊥, Lemma 7.8(c) implies that P ∗|N (Δ0) is
an isomorphism. Hence assertion (2) of the present theorem implies that P ∗N (Δ0) =
M(Δ0). 
Now we can prove that in (3.4) the equality sign holds.
Corollary 7.12. For any λ0 ∈ Δ0,
ranQ
({λ0})= kerA(λ0).
Proof. If x0 ∈ kerA(λ0), then by Theorem 7.11(2), x0 = P ∗u˜0 for some u˜0 ∈ ker(Λ−λ0).
By Theorem 7.11(1), u˜0 = Py for some y ∈H, and
x0 = P ∗u˜0 = P ∗E
({λ0})Py = Q({λ0})y. 
Finally, we formulate two results on the eigenvectors of A(λ). By “the system of eigen-
vectors of A(λ) corresponding to Δ0” we mean the union of all orthonormal bases of all
subspaces kerA(λ0), λ0 ∈ Δ0. We also recall that for any λ0 ∈ Δ0 the operator function
A(λ) does not have any associated vectors, see, e.g., [10].
Corollary 7.13. The subspaceM(Δ0) is contained in ranQ(Δ0), and the system of eigen-
vectors of A(λ) corresponding to Δ0 forms a Riesz basis inM(Δ0).
Proof. The first statement follows from Corollary 7.12, the second statement from Theo-
rem 7.11(3). 
Corollary 7.14. If the set σ(A)∩Δ0 is at most countable, then the system of eigenvectors
of A(λ) corresponding to Δ0 forms a Riesz basis in ranQ(Δ0).
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exists an orthonormal basis of the space F consisting of eigenvectors of Λ, see, e.g.,
[3, Lemma IV.2.7]. This means that N (Δ0) = F , and Theorem 7.11(3) implies that
M(Δ0) = ranP ∗, and that the system of eigenvectors of A(λ) corresponding to Δ0 is
a Riesz basis in ranP ∗. But since Q(Δ0) = P ∗P , by Lemma 7.9(2),
ranQ(Δ0) = ranP ∗. 
Remark 7.15. (a) It is well known that the assumption of Corollary 7.14 is satisfied if for
some c ∈ Δ0 the operator A(c) is compact, see [9].
(b) The statement of Corollary 7.14 is known if ranA(α0)+ and ranA(β0)− are finite–
dimensional (see [2, Theorem 2.1]); even in this case the description of M(Δ0) as the
subspace ranQ(Δ0) in Corollary 7.14 is new.
(c) The relationsM(Δ0) = ranQ(Δ0) and (7.3) imply that
codimM(Δ0) = dim ranA(β0)− + dim ranA(α0)+.
This equality was proved in [2], and in the case that A(c) is compact for some c ∈ Δ0 it
was proved earlier in [10].
Corollary 7.16. If N (Δ0) = F (hence, e.g., under the conditions of Corollary 7.14) we
have ranP =F .
This follows from Theorem 7.11(1) and Corollary 7.10.
Remark 7.17. It is easy to prove that the equality ranP =F implies some nice properties
of the spectral subspaces. For example:
(a) ranQ(Δ) is closed for any closed interval Δ ⊂ Δ0.
(b) If Δ1 ⊂ Δ2 ⊂ Δ0 then ranQ(Δ1) ⊂ ranQ(Δ2).
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