This paper deals with a hybrid joint diagonalization (JD) problem considering both Hermitian and transpose congruences. Such problem can be encountered in certain noncircular signal analysis applications including blind source separation. We introduce new Jacobi-like algorithms using Givens or a combination of Givens and hyperbolic rotations. These algorithms are compared with state-of-the-art methods and their performance gain, especially in the high dimensional case, is assessed through simulation experiments including examples related to blind separation of non-circular sources.
I. INTRODUCTION
J OINT decomposition of matrices sharing the same algebraic structure is an important problem with many engineering applications. In particular, the joint diagonalization (JD) problem is found in several signal processing applications related to blind source separation (BSS) [1] , to multidimensional parameter estimation and pairing [2] , to blind system identification [3] , and to tensor decomposition [4] .
Different types of JD problems exist including the algebraic one where the considered set of matrices is of the form {M k = AD k A −1 } 1≤k≤K , A being a non-singular matrix and D k are diagonal matrices [5] . Common JD problems include the JD by Hermitian congruence [1] where matrices M k , k = 1, . . . , K share the common structure M k = AD k A H ; the JD by transpose congruence where M k = AD k A T , k = 1, . . . , K; and the hybrid JD (HJD) where two sets of complex matrices {M k = AD k A H } 1≤k≤K1 and {N k = AL k A T } 1≤k≤K2 (L k being diagonal matrices) are considered.
It is the latter case that is treated in this paper. It is mostly encountered when dealing with the statistics of multivariate non-circular complex data (see for example [6] ). Among the existing solutions for this HJD problem one can cite the extended version of FAJD proposed in [7] , the NOODLES algorithm proposed in [8] , which relies on a natural-gradient technique, the algorithm proposed in [9] based on weighted least-squares (WLS) criterion, and the alternating least squares (ALS) algorithm proposed in [10] , which considers A H and A T as different variables during the iterative process. All of these methods consider the non-orthogonal case where the matrix A is non-unitary. However, in the context of blind source separation, one might first apply a data whitening, which renders matrix A unitary, before fully estimating it using orthogonal JD (see for example SOBI algorithm in [1] ). This case is considered briefly in [11] . In this paper, we start by dealing with the orthogonal case and introduce several extensions of the work in [11] . For the general non-orthogonal case, it has been shown recently that many of the standard JD methods fail to achieve good JD performance in adverse scenarios (see [12] for details). In such cases, the CJDi algorithm introduced in [12] , seems to be one of the most robust and effective methods for the standard JD by Hermitian congruence. Hence, we introduce an extended version of CJDi (named H-CJDi) to deal with the HJD problem in the nonorthogonal situation. The effectiveness of the proposed algorithms is discussed and illustrated through simulation results and an application example of blind separation of non-circular sources.
II. PROBLEM FORMULATION AND BASIC CONCEPTS
Consider two sets of n × n complex matrices satisfying M k = AD k A H , k = 1, . . . , K 1 (1)
where D k ∈ C n×n and L k ∈ C n×n are diagonal matrices, and A ∈ C n×n is an unknown matrix (called mixing matrix in the BSS context). The JD problem consists of finding a matrix V ∈ C n×n such that matrices V H M k V, k = 1, . . . , K 1 and V H N k V * , k = 1, . . . , K 2 (V * being the complex conjugate of V) are diagonal. For the approximate JD problem, an additive error term affects matrices M k and N k in which case V is sought in such a way it minimizes the following function
where off(X) = 1≤i =j≤n |X ij | 2 . To solve this problem, we consider two standard situations: the one where matrix A is orthogonal (i.e. A H A = I) corresponding to the case where a data pre-whitening is applied (see [1] for details) and the general case of non-orthogonal matrix A used when the prewhitening is not possible or poorly achieved (due for example to a short sample size [13] ). The two cases are considered in the sequel where criterion (3) is iteratively optimized through Givens (or a combination of Givens and hyperbolic) rotations.
III. HYBRID JOINT DIAGONALIZATION ALGORITHMS A. Orthogonal case 1) Complex Orthogonal HJD (CO-HJD) algorithm: Here, V is decomposed as a product of Givens rotations
where #sweeps is the number of iterations and G pq (θ, α) is equal to the identity matrix except for its (p, p) th , (p, q) th , (q, p) th , and (q, q) th entries given by
The minimization of criterion (3) with respect to G pq (θ, α) is equivalent to the following optimization problem 1 [11] :
where
The solution of (6) is the principal eigenvector of this quadratic form matrix.
2) Real Orthogonal HJD (RO-HJD) algorithm: In [11] , the authors pointed out the possibility to estimate A, after prewhitening, up to an unknown real orthogonal matrix 3 . The latter can be estimated in a second stage by using real Givens rotations. Considering a unitary matrix A and assuming the matrix N 1 is full rank, then we can transform A into an orthogonal real-valued matrix thanks to the following result. Lemma 1. Let U be the matrix of left singular vectors of N 1 and consider the eigendecomposition of U H N 1 U * = ESE T , with S = diag(r 1 e j2α1 , . . . , r n e j2αn ) then B = UES,S = diag(e jα1 , . . . , e jαn ), is equal to A up to an unknown real orthogonal matrix Q, i.e. B H A = Q.
Since matrix B transforms A into a real orthogonal matrix, then RO-HJD method consists of applying the standard JD algorithm in [14] using real Givens rotations (with α = 0) to the transformed matrices B H M k B and B H N k B * .
3) Augmented Real Orthogonal HJD (ARO-HJD) algorithm: Here, we present a way of solving the HJD problem in the real domain using the statistics (e.g., correlation matrices) of the augmented real vector [15] x(t) = [Re(x(t)) T , Im(x(t)) T ] T (Im(·) being the imaginary-part operator). When the observed vector corresponds to the mixtures of n independent sources, i.e. x(t) = As(t), t = 1, . . . , T , the statistics of x(t) would have the form in (2) where the diagonal matrix is replaced by a 4-diagonal-blocks matrix (since the real and imaginary parts of the source signals are not necessarily independent). In other words, the HJD becomes equivalent to a block JD (BJD) problem in the real domain. By minimizing an appropriate BJD criterion (chosen in such a way one targets the diagonal-blocks structure of the considered matrices) one can achieve the desired matrix decomposition with a Jacobi-like algorithm using real Givens rotations. However, we found that the resulting algorithm has a convergence rate slighlty lower than those of CO-HJD and RO-HJD algorithms, and so due to space limitation its derivation details are omitted.
Instead, we present here a specific case where the source signals are non-circular but their real and imaginary parts are independent and need to be separated which is a key problem in certain BSS applications (e.g., [16] , [17] ). In that case, the statistics of x(t) have the form M k = AD k A T where D k , k = 1, · · · , K are diagonal matrices and
We propose to minimize (3) using real Givens rotations G p,q (θ). However, to preserve the special structure of A, one needs to simultaneously apply Givens rotations G p,q (θ) and G p+n,q+n (θ) and also simultaneously apply G p,q+n (θ ) and G q,p+n (θ ) (for more details refer to [12] ). The unmixing matrix is defined as The solutions are the unit-norm principal eigenvectors of matrices Q, Q and Q , respectively.
Remark: CO-HJD is the 'natural' extension of SOBI to the HJD case. RO-HJD is of interest only when the sources are strongly non-circular where it may help improve the JD quality ( Fig. 3b ) and ARO-HJD is useful when the separation of the real and imaginary components of the sources is required.
B. Non-orthogonal case
In this case, matrix V is decomposed as a product of Givens and hyperbolic rotations
where R pq (θ, α, y, φ) is the elementary matrix, combining a Givens and a hyperbolic rotation, given by
where G pq (θ, α) is defined in (5) and the hyperbolic rotation H pq (y, φ) is equal to the identity except for its (p, p) th , (p, q) th , (q, p) th , and (q, q) th entries given by
To find the optimal matrix R pq , the direct use of criterion (3) leads to a non-linear optimization problem with no closedform solution. Hence, in [12] a simplified criterion was considered for the JD of complex Hermitian matrices consisting of minimizing at each step the sum of square modulus of the (p, q) th and (q, p) th entries of the transformed matrices (CJDi algorithm). In particular, it was shown that applying one matrix R pq (θ, α, y, φ) with a direct optimization of the JD criterion w.r.t. parameters (θ, α, y, φ) (which has no closed-form solution) can be replaced by applying two successive matrices R
, which has the advantage of closed-form solutions for the optimal pairs of parameters (θ, y) and (θ , y ). Motivated by the effectiveness of the CJDi algorithm especially in the adverse scenarios (see [12] for details), we propose to generalize it for solving our hybrid JD problem. As in [12] , we proceed by first transforming the
. Then, at each iteration and for each pair (p, q) 1≤p<q≤n , we search successively for matrices R
The minimization of the previous cost functions can be written, respectively, as (see supplementary material [18] 5 ):
The optimal solution of (13) (resp. (14)) is the generalized eigenvector of median (smallest non-negative) generalized eigenvalue of ( [19] . This solution is normalized such that it satisfies the required optimization constraint.
IV. SIMULATION RESULTS
We compare our proposed algorithms with the following ones: Second-Order Blind Identification (SOBI) [1] , Fast Approximate Joint Diagonalization (FAJD) [20] , Hybrid FAJD (H-FAJD) [7] , NOODLES [8] , and H-NOODLES [8] 6 . Par-ticularly, we simulate cases representing adverse conditions under which JD can be difficult. For example, ill-conditioned mixing matrix A, noisy target matrices, large dimensional target matrices, and non-unique JD condition 7 . The Modulus of Uniqueness (MoU) is an indicator of the uniqueness of the JD and is defined as [21] 
The JD quality decreases as MoU approaches 1.
The noisy target matrices are modeled as
where W k and W k are perturbation matrices such that
is a random matrix generated with i.i.d. unit-variance complex Gaussian entries. The positive scalar δ k (resp. δ k ) is tuned to achieve the desired Signal-to-Noise Ratio (SNR) defined for M k (and similarly for N k ) as SNR(dB) = 10 log 10
. To evaluate and compare the JD performance, we use the following classical performance index (PI) [22] 
where P = V H A. Each point in the plots is a median value computed over 100 (resp. 20) Monte Carlo runs for small dimensional matrices of size n = 5 (resp. large dimensional matrices of size n = 50). We chose K 1 = K 2 = 5 matrices. Matrix A is generated randomly at each run with i.i.d. Gaussian entries (but with controlled condition value when mentioned). Similarly, the diagonal entries of D k and L k are independent and normally distributed variables of unit variance and zero mean except in the context MoU > 1−10 −6 in which case D k,22 = D k,11 + η k and L k,22 = L k,11 + η k . η k being a random variable generated to tune the value of MoU. M k and N k were simulated using (15) and (16) .
A. Exact HJD case
The first experiment is for the exact HJD case. Note that, in the orthogonal case (where we replaced A by orth(A)), CO-HJD and RO-HJD achieved the same performance with fast convergence rate (typically less than 7 iterations) and hence the corresponding plot is omitted. We present only the results corresponding to the non-orthogonal case. Fig. 1 illustrates the convergence of the considered non-orthogonal JD methods in a case where an ill-conditioned matrix A is used (cond(A) > 100). We observe that H-NOODLES did not converge in the large dimensional case and that CJDi and H-CJDi have the best convergence rates. Similar results (omitted here) were observed for a well-conditioned A (cond(A) < 5 for n = 5 and cond(A) < 50 for n = 50). 
B. Approximate HJD case
Now, matrices M k and N k are corrupted by an additive "noise" term with an SNR = 30 dB. The results of Fig. 2a (MoU close to 1) show that in the small dimensional case, all non-hybrid algorithms behave similarly and all hybrid algorithms behave similarly too (with a slight advantage for H-CJDi). However, in the large dimensional case, CJDi and H-CJDi are the best. Particularly, we observe a significant gain in favor of the proposed H-CJDi algorithm. Note that in the case where MoU is not close to 1 (not presented here), CJDi and H-CJDi behaved similarly. 
C. Blind separation of non-circular sources
This last experiment is dedicated to the blind separation of non-circular sources. We consider the model x(t) = As(t) + n(t), t = 0, . . . , T − 1 (we chose T = 1000 samples) consisting of m = 5 instantaneous linear mixtures of n = 3 non-circular, unit-power, auto-regressive AR(1) sources with AR coefficients a 1 = 0.95, a 2 = 0.85e jπ/4 and a 3 = 0.7e jπ/6 , and Gaussian independent innovation processes o(t) such that o i = x i + jy i , i = 1, . . . , n where vector [x i , y i ] T has the following covariance matrix
0 ≤ ρ ≤ 1 being a parameter that controls the non-circularity rate. C 1 is used for all algorithms except ARO-HJD for which C 2 is used since the real and imaginary parts of the source signals need to be independent. The mixtures are corrupted by an additive Gaussian noise. We estimate the mixing matrix A or equivalently the separation matrix V through the HJD of K 1 = 5 correlation matrices and K 2 = 5 pseudo-correlation matrices estimated by appropriate time-averaging over the T observation vectors. The exact noiseless structures of the latter matrices can be shown to correspond to the ones given in (1) and (2) [7] . A pre-whitening is applied first before proceeding to the HJD. Fig. 3 shows the result of comparing orthogonal HJD algorithms for ρ = 0.1 and ρ = 0.9. We observe that ARO-HJD 8 and CO-HJD perform similarly and that RO-HJD may lead to a performance gain in the case of noncircular signals with high non-circularity rate ρ. In Fig. 4a , the noise is spatially white (favorable whitening case) in which case the orthogonal approach CO-HJD gives the best results as compared to SOBI (which uses only the K 1 correlation matrices) and to H-CJDi. However, in Fig. 4b we consider a non-favorable case (i.e., a poor whitening condition) where a decaying spatial coupling equal to 0.8 γ , γ = 0, . . . , m − 1 exists between the m noise terms. In that case, the orthogonal approach is not the most appropriate anymore and the H-CJDi is the one having the best performance. V. CONCLUSION We introduced new joint diagonalization (JD) algorithms for solving the hybrid case where both Hermitian and transpose congruences are considered. The rationale behind this work is to extend, in this specific context, the most robust and effective orthogonal and non-orthogonal "standard" JD methods, namely SOBI and CJDi. For the former one, several useful and complementary extensions have been proposed in different contexts. As expected, and based on our simulation experiments, the extended algorithms provide improved HJD performance as compared to state-of-the-art methods. 8 Note that for ARO-HJD, the performance index is applied to matrix P = V T A.
Supplementary material for the paper: Hybrid Joint Diagonalization Algorithms
Mathematical derivation of CO-HJD * , ARO-HJD † and H-CJDi ‡ Mohamed Nait-Meziane, Karim Abed-Meraim, Abd-Krim Seghouane, and Ammar Mesloub
We consider two sets of matrices M = {M k } 1≤k≤K1 and N = {N k } 1≤k≤K2 , diagonal matrices D k and L k , and an unknown full rank matrix A, all in C n×n and satisfying M k = AD k A H , k = 1, . . . , K 1 and N k = AL k A T , k = 1, . . . , K 2 .
Derivation of CO-HJD
To jointly diagonalize M and N we seek a matrix V that minimizes the following function
In the orthogonal case V is decomposed as a product of elementary complex Givens rotations G pq (θ, α): V = # sweeps 1≤p<q≤n G pq (θ, α). Hence, V is updated n(n− 1)/2 times at each sweep (i.e., going through all index pairs (p, q) 1≤p<q≤n ). G pq 1 is equal to the identity matrix except for its (p, p) th , (p, q) th , (q, p) th , and (q, q) th entries given by
The parameters of G pq are computed by minimizing:
We have (for i = 1, . . . , n and j = {p, q})
(21) * Complex Orthogonal Hybrid Joint Diagonalization. † Augmented Real Orthogonal Hybrid Joint Diagonalization. ‡ Hybrid Complex Joint Diagonalization. 1 We make the dependence of Gpq on (θ, α) implicit.
which turns out to be easier to calculate. We have, on(M k ) = 1≤i≤n i ={p,q} |M k,ii | 2 + |M k,pp | 2 + |M k,qq | 2 . The first term is independent of (θ, α). Using the fact that 2(|M k,pp | 2 + |M k,qq | 2 ) = |M k,pp − M k,qq | 2 + |M k,pp + M k,qq | 2 and the fact that the trace is invariant under a unitary transformation (i.e.,
Substituting the relevant indexes in (21) 
Using the trigonometric identities sin(2θ) = 2 sin(θ) cos(θ) and cos(2θ) = cos 2 
1.2 Minimization of S 2 (N , G pq )
We have off(N k ) = 1≤i,j≤n i,j ={p,q} i =j
Since the first term is independent of (θ, α) and N k is complex symmetric (N k = N T k and (N k ) [|N k,ip | 2 + |N k,iq | 2 ]. Note that N k,ip and N k,iq (i = {p, q}) are elements of columns p and q of N k , which are only affected by the column transformation of N k (i.e., N k = N k G * pq ). Hence, N k,ip = N k,ip and N k,iq = N k,iq .
From (23), we have |N k,ip
This quantity is independent of (θ, α) which leads to min θ,α K2 k=1 off(N k ) = min θ,α K2 k=1 |N k,pq | 2 . Replacing the relevant indexes in (23) we get N k,pq = −g 1 g 2 N k,pp + g 2 1 N k,pq − |g 2 | 2 N k,qp + g * 2 g 1 N k,qq = −g 1 g 2 N k,pp + (g 2 1 − |g 2 | 2 )N k,pq + g * 2 g 1 N k,qq . Using the previous trigonometric identities
Combining (22) and (24), we finally get
Algorithm 1 summarizes the CO-HJD method.
Derivation of ARO-HJD
Assuming an observation vector x(t) = As(t), t = 1, . . . , T , x(t) ∈ C m×1 , A ∈ C m×n and s(t) ∈ C n×1 , we construct the augmented real vector x(t) = [Re(x(t)) T , Im(x(t)) T ] T . We also assume the source signals non-circular with independent real and imaginary parts. The second-order statistics of x(t) have the form 
To jointly diagonalize the set M = {M k } 1≤k≤K , the criterion to minimize is the following
where V = #sweeps n p=1 G p,p+n (θ )
Algorithm 1: Complex Orthogonal Hybrid Joint Diagonalization (CO-HJD) algorithm (19) ) using:
using: 
Minimization of
We have (for i = 1, . . . , 2n and j = {p, q, p + n, q + n}) where c θ = cos(θ) and s θ = sin(θ).
Since the Frobenius norm of M k is unchanged under orthogonal transformation V pq , minimizing L(M, V pq (θ)) is equivalent to maximizing 
The Motivated by its effectiveness, we follow hereafter the same procedure proposed in [1] . As a matter of fact, the authors showed that applying R pq (θ, α, y, φ) can be replaced by two successive matrices R (0) pq = R pq (θ, 0, y, 0) and R ( π 2 ) pq = R pq (θ , π 2 , y , π 2 ) which have the advantage of closed-form solution.
As in CO-HJD, at each step, we seek to minimize:
pq and R (0) pq = c θ ch y − s θ sh y c θ sh y − s θ ch y c θ sh y + s θ ch y c θ ch y + s θ sh y = r 11 r 12 r 21 r 22 (37) where c θ = cos(θ), s θ = sin(θ), ch y = cosh(y), and sh y = sinh(y). We have (for i = 1, . . . , n and j = {p, q})
Substituting the relevant indexes in (38) we getM k,pq = r * 11 r 12Mk,pp +r * 11 r 22Mk,pq +r * 21 r 12Mk,qp +r * 21 r 22Mk,qq . Using the previous trigonometric identities and the hyperbolic trigonometric identities sinh(2y) = 2 sinh(y) cosh(y) and cosh(2y) = cosh 2 (y)+sinh 2 (y), and also using the fact thatM k,pq =M * k,qp we getM k,pq = e 
pq is real-valued, we get similar formulas as (38) for elements of N k and N k . Likewise, we get N k,pq = r * 11 r 12 N k,pp + r * 11 r 22 N k,pq + r * 21 r 12 N k,qp + r * 21 r 22 N k,qq . After simplification and using the fact that N k,pq = N k,qp we get N k,pq = e T 4,k w, where e 4,k = 1 2 [N k,pp + N k,qq , N k,pp − N k,qq , 2N k,pq ] T . Hence, Likewise, we get N k,pq = e T 6,k w , where e 6,k = j 2 [N k,pp − N k,qq , N k,pp +N k,qq , −2jN k,pq ] T . Hence, Data: {M k ∈ C n×n } 1≤k≤K 1 , {N k ∈ C n×n } 1≤k≤K 2 , τ ( 1). Initialization: V ← I n×n + jI n×n , {M k } 1≤k≤2K 1 , J = diag([−1, 1, 1]). while maxp,q(| sin(θ)|, | sinh(y)|) > τ do for p = 1 to n − 1 do for q = p + 1 to n do
Compute elements of R 
