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Re´sume´ – Dans sa formulation naturelle, l’analyse multifractale pratique suppose a priori que les proprie´te´s multifractales des signaux sont
homoge`nes, c.-a`-d., constantes au cours du temps. Nous nous inte´ressons a` la situation d’inte´reˆt pratique ou` les proprie´te´s multifractales changent
au cours du temps. Nous proposons le de´veloppement d’approches variationnelles, ou d’optimisation, univarie´es et multivarie´es, reposant sur
l’usage de variation totale et de normes mixtes, pour la de´tection de tels changements. Nous comparons, selon plusieurs crite`res, les performances
de ces proce´dures applique´es a` des signaux synthe´tiques dont les proprie´te´s multifractales sont homoge`nes par morceaux.
Abstract – In essence, practical multifractal analysis a priori assumes that the multifractal properties of signals are homogeneous, i.e., do not
vary along time. We are interested here in situations of practical relevance where multifractal properties may change along time. Variational,
or optimization, univariate and multivariate procedures are developed that aim to detect such changes in multifractal properties. They rely on
the use of total variation and mixed norms. Univariate and multivariate approaches are compared using several performance criteria applied to
piece-wise homogeneous multifractal processes.
1 Introduction
Analyse multifractale. L’analyse multifractale constitue un
outil d’analyse du signal mesurant finement les fluctuations
de re´gularite´ d’un signal le long de sa trajectoire, quantifie´e
a` l’aide de l’exposant de Ho¨lder h. Pour caracte´riser un signal,
l’analyse multifractale pre´fe`re cependant a` l’e´volution tempo-
relle h(t), une information globale et ge´ome´trique des fluc-
tuations de h, le spectre multifractal [1]. En pratique, la me-
sure de ce spectre multifractal repose sur le choix de quantite´s
multie´chelles. Parmi les diffe´rentes quantite´s multie´chelles en-
visage´es dans la litte´rature, on peut citer les coefficients de
la transforme´e en ondelettes continue, ou le squelette de cette
transforme´e [2]. Plus re´cemment, il a e´te´ propose´ d’utiliser les
coefficients d’ondelettes dominants, de´finis comme supremum
locaux a` travers toutes les e´chelles plus fines des coefficients
de la transforme´e en ondelettes discre`tes [3].
Segmentation des proprie´te´s multifractales. Dans sa formu-
lation actuelle, l’analyse multifractale suppose a priori que le
signal e´tudie´ posse`de des proprie´te´s multifractales homoge`nes
et constantes sur l’ensemble de son support. Cependant, dans
nombre d’applications, l’information peut eˆtre contenue da-
vantage dans le changement de ces proprie´te´s multifractales
que dans les valeurs des parame`tres qui les caracte´risent. Le
mode`le sche´matique de telles situations que nous adopterons
dans ce travail consiste a` mode´liser un signal comme un en-
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semble de segments de supports disjoints, chacun caracte´rise´
par un spectre multifractal diffe´rent. La question aborde´e dans
ce travail est alors de pouvoir de´tecter ces changements, quand
leurs nombres et positions sont inconnus, comme le sont les
proprie´te´s multifractales de chaque segment.
Travaux pre´liminaires. La question de de´tection de change-
ment de re´gularite´ locale dans les signaux/images a e´te´ pre´ce´-
demment aborde´e dans [4, 5]. Dans ces travaux, le proble`me
sous-jacent e´tait cependant plus facile a` traiter car les signaux
e´taient mode´lise´s par des processus multi-fractionnaires, dont
la re´gularite´ locale e´tait constante par morceaux. Cela impli-
quait que le spectre multifractal de chaque segment e´tait re´duit
a` un singleton, et donc que la re´gularite´ locale e´tait constante
par morceaux. Dans ces travaux, la re´gularite´ est mesure´e de
manie`re ponctuelle et la de´tection de changement de re´gularite´
repose sur l’utilisation de la variation totale. Les excellents
re´sultats obtenus nous sugge`rent d’e´tendre cette e´tude au cas
ou` le spectre multifractal de chaque segment n’est plus re´duit
a` un singleton. Ce proble`me est significativement plus difficile,
car pour un signal multifractal dont les proprie´te´s multifrac-
tales sont constantes par morceaux, la re´gularite´ locale peut va-
rier significativement d’un instant a` l’autre meˆme au sein d’un
meˆme segment. Cela interdit une estimation strictement ponc-
tuelle qui doit eˆtre remplace´e par une estimation dans un voisi-
nage impliquant la contradiction fondamentale suivante : l’es-
timation est meilleure si la taille du voisinage augmente, mais
une mesure glissante en temps reposant sur un grand voisinage
produit une estimation fortement corre´le´e, compliquant ainsi la
localisation fine d’un changement.
Objectifs et contribution. La pre´sente contribution propose
une premie`re tentative pour segmenter un signal en zones ou`
ses proprie´te´s multifractales peuvent eˆtre conside´re´es homoge`-
nes par morceaux. La section 2 pre´sente brie`vement les e´le´ments
ne´cessaires a` l’analysemultifractale. La section 3 pre´sente deux
approches variationelles permettant d’obtenir des estime´es de
c1 et c2 constantes par morceaux, soit univarie´es (ou disjointes),
soit multivarie´es (ou conjointes). Les performances des deux
me´thodes sont compare´es dans la Section 4. L’apport de la seg-
mentation multivarie´e y est e´galement discute´e. Conclusions et
perspectives sont discute´es dans la Section 5.
2 Analyse multifractale
Analyse multifractale. Soit X le signal d’inte´reˆt constitue´ de
N e´chantillons. Sa re´gularite´ locale autour de la position ℓ peut
eˆtre quantifie´e par l’exposant de Ho¨lder hℓ. Des grandes va-
leurs de hℓ indiquent une portion lisse du champ alors que de
faibles valeurs caracte´risent une forte irre´gularite´ locale. Les
fluctuations de re´gularite´ peuvent eˆtre de´crites par le spectre
multifractal D(h) qui repre´sente de fac¸on globale et ge´ome´tri-
que les fluctuations de hℓ (cf. e.g., [1, 3] pour une description
detaille´e). En pratique, D(h) est souvent approche´ par une pa-
rabole d’e´quationD(h) = 1+(h− c1)2/(2c2). Son estimation
requiert l’usage d’un formalisme multifractal reposant sur des
quantite´s multie´chelles. Dans le pre´sent travail, nous utilise-
rons les coefficients d’ondelettes dominants, re´cemment intro-
duits pour permettre une caracte´risation comple`te et pre´cise du
spectre multifractal [1, 3].
Coefficients d’ondelettes dominants. Soit ψ0 une fonction de
re´fe´rence appele´e ondelette-me`re et ψj,k(t) = 2
−jψ0(2
−jt −
k) la collection de ses dilate´es et translate´es. On note dj,k =
〈X,ψj,k〉 le coefficient d’ondelettes discret de X a` la position
ℓ = 2jk et a` l’e´chelle 2j ou` j ∈ {1, . . . , J}. Le coefficient
d’ondelettes dominant autour de la position k et a` l’e´chelle j,
est note´ Lj,k et il est de´fini comme le supremum local autour
d’un voisinage spatial, de tous les coefficients d’ondelettes a`
travers les e´chelles plus fines 2j
′
≤ 2j . Formellement,
Lj,k = sup
ωj′,k′⊂Ωj,k
|dj′,k′ |, (1)
ou` ωj,k = [k2
j, (k + 1)2j) et Ωj,k = ∪p∈{−1,0,1}ωj,k+p.
Formalisme multifractal. Conside´rons C1,j et C2,j les moy-
ennes et variances de lnLj , pour une e´chelle 2
j donne´e. Il a
e´te´ montre´ [1, 3] que les fonctions C1,j et C2,j sont relie´es a`
D(h) = 1 + (h− c1)2/(2c2) par les coefficients c1 et c2 :
C1,j = c
0
1 + c1 ln 2
j , C2,j = c
0
2 + c2 ln 2
j . (2)
Estimateurs empiriques de lamoyenne et de la variance. Les
quantite´sC1,j etC2,j sont estime´es localement par desmoyennes
en temps, dans une feneˆtreWj,ℓ centre´e en ℓ a` l’e´chelle 2j :
Ĉ1,j,ℓ =
1
|Wj,ℓ|
∑
k∈Wj,ℓ
lnLj,k, (3)
Ĉ2,j,ℓ =
1
|Wj,ℓ| − 1
∑
k∈Wj,ℓ
(
lnLj,k − Ĉ1,j,ℓ
)2
. (4)
ou` |Wj,ℓ| est le nombre de coefficients dans le voisinageWj,ℓ.
Estimateurs de c1 et c2. Les e´quations en (2) sugge`rent que
des estimateurs de c1 et c2 peuvent eˆtre obtenus par re´gression
line´aire a` travers les e´chelles j ∈ {j1, . . . , j2} ⊆ {1, . . . , J} :
(∀ℓ ∈ {1, . . . , N})(∀i ∈ {1, 2}) ĉi,ℓ =
j2∑
j=j1
wjĈi,j,ℓ (5)
ou` les poids de re´gression wj ve´rifient
∑j2
j=j1
jwj = 1 et∑j2
j=j1
wj = 0 afin d’obtenir un estimateur non biaise´ [3].
3 Segmentation multivarie´e
Dans cette e´tude, nous proposons de raffiner l’estimation de
ĉ1 et ĉ2 par une approche variationnelle faisant intervenir un
terme de variation totale permettant de favoriser les solutions
constantes par morceaux :
(̂ĉ1, ̂̂c2)λ = argmin
(u1,u2)∈R2N
2∑
i=1
‖ĉi − ui‖
2 + λ
2∑
i=1
N−1∑
ℓ=1
|(Dui)ℓ|
(6)
ou` D ∈ R(N−1)×N repre´sente l’ope´rateur de premie`res diffe´-
rences, c’est-a`-dire pour tout ℓ ∈ {1, . . . , N − 1}, (Du)ℓ =
uℓ+1 − uℓ. Dans le membre de droite de (6), le premier terme
est relie´ au logarithme d’une loi normale sur les donne´es. Le
second terme est la somme de la variation totale de u1 et u2
et contribue a` pe´naliser les variations des quantite´s a` estimer et
ainsi a` favoriser les solutions constantes par morceaux. Le pa-
rame`tre de re´gularisation λ > 0 permet quant a` lui d’e´quilibrer
la contribution de ces deux termes. Le crite`re (6) e´tant se´parable
en i ∈ {1, 2}, ĉ1 et ĉ2 sont segmente´s de fac¸on disjointe et uni-
varie´e. Les changements de´tecte´s sur ĉ1 et ĉ2 n’ont alors au-
cune raison d’eˆtre colocalise´s.
Il est plus re´aliste dans les applications de conside´rer que
l’ensemble du spectre multifractal (donc a priori a` la fois c1 et
c2) change a` un instant donne´. Pour favoriser la de´tection de
ruptures conjointes dans les estime´es ̂̂c1 et ̂̂c2, le proble`me (6)
peut eˆtre reformule´ comme :
(̂ĉ1, ̂̂c2)λ = argmin
(u1,u2)∈R2×N
2∑
i=1
‖ĉi − ui‖
2
+ λ
N−1∑
ℓ=1
√√√√ 2∑
i=1
|(Dui)ℓ|2. (7)
ou` le second terme dans le membre de droite de (7) a e´te´ rem-
place´ par une norme mixte ℓ1,2.
Les proble`mes de minimisation (6) et (7) sont convexes non-
lisses et peuvent donc eˆtre re´solus a` l’aide d’algorithme proxi-
maux primaux-duaux tels que [6, 7, 8, 9, 10].
4 Re´sultats et performances
Configuration expe´rimentale. Conside´rons un mouvement
Brownien multifractal X de taille N = 29, dont les proprie´te´s
multifractales sont homoge`nes par morceaux et changent a` la
position ℓ = 28, selon une configuration motive´e par exemple
par l’observation de donne´es d’activite´s ce´re´brales, ou` l’on passe
du repos (longue me´moire c1 = 0.6 > 0.5 et faiblement mul-
tifractal c2 = −0.0125 ≃ 0) a` une tache (faible corre´lation
c1 = 0.5 mais forte multifractalite´ c2 = −0.0250 < 0) (cf.
e.g., [11]).
A` partir de ĉ1 et ĉ2, de´finis en (5) et estime´s a` travers les oc-
taves j1 = 2 et j2 = 4, nous obtenons (̂ĉ1, ̂̂c2)disjλ et (̂ĉ1, ̂̂c2)conjλ
les solutions de (6) et (7) re´-estime´es a posteriori sur chaque
segment. Les performances d’estimation des deux me´thodes
seront e´value´es et compare´es, comme moyenne sur 100 re´a-
lisations, pour diffe´rentes tailles de feneˆtre d’estimation |Wj,ℓ|
variant de 22 a` 28 e´chantillons. La figure 1 illustre la proce´dure :
En haut, le signal multifractal par morceaux et le spectre mul-
tifractal associe´ sur chaque re´gion, au centre (resp. en bas), c1,
ĉ1, (̂ĉ1)
disj
λJmax
, (̂ĉ1)
conj
λJmax
(resp. c2, ĉ2, (̂ĉ2)
disj
λJmax
, (̂ĉ2)
conj
λJmax
)
pour |Wj,ℓ| ≡ 28. Cet exemple montre que la segmentation
conjointe (rouge) permet de gagner en pre´cision sur la localisa-
tion de la rupture, compare´e a` une estimation disjointe (bleu).
Parame`tre de re´gularisation λ. Les performances d’estima-
tion de´pendent fortement du choix de λ qui n’a pas le meˆme
poids dans (6) et (7). Cette question, bien qu’importante lorsque
l’on fait fasse a` des signaux re´els [12], ne sera pas traite´e dans
cet article. Pour e´valuer les performances des deux approches,
nous utilisons deux valeurs de λ diffe´rentes :
λ2seg correspond a` la plus grande valeur de λ produisant au
moins 2 segments.
λJmax est la valeur de λ qui maximise l’indice de Jaccard
[13, 14], qui permet de mesurer la similarite´ entre les positions
des ruptures des estime´es et re´elles, α et β ∈ [0, 1]N :
J(α, β) =
∑N
ℓ=1min(αℓ, βℓ)∑
1≤i≤N−1
αl>0,βl>0
αl+βl
2 +
∑
1≤ℓ≤N
βℓ=0
αℓ +
∑
1≤ℓ≤N
αℓ=0
βℓ
.
J(α, β) varie entre 0, lorsque α ∩ β = ∅, et 1 lorsque α = β.
L’indice de Jaccard est une mesure se´ve`re de la similarite´ entre
α et β. Par exemple, pour β donne´, si α a correctement iden-
tifie´ la moitie´ des valeurs non-nulles de β et mal identifie´ l’autre
moitie´, alors J(α, β) = 1/3. Pour notre e´tude, si nous notons
r̂disj1,λ , r̂
disj
2,λ , r̂
conj
λ et r les vecteurs d’indicatrices des ruptures
respectivement associe´s a` ̂̂cdisj1,λ , ̂̂cdisj2,λ , (̂ĉ1, ̂̂c2)conjλ et (c1, c2),
l’indice de Jaccard sera mesure´ entre les quantite´s α = G(r̂•)
et β = G(r) ou` G mode´lise un noyau Gaussien. Pour favoriser
les solutions avec peu de segments, nous choisissons G de sup-
port 28 points et de largeur a` mi-hauteur 27 points.
Indice de Jaccard et nombre de segments. La figure 2 montre
que la segmentation conjointe permet d’atteindre un indice de
Jaccard plus e´leve´ quelque soit la valeur de la feneˆtre d’estima-
tion |Wj,ℓ| et elle conduit e´galement a` un nombre de segment
plus faible, ce qui est pre´fe´rable.
Distance a` la rupture. La figure 3 compare les performances
en terme de distance entre les ruptures pourλ = λ2seg (Fig. 3(a))
et λ = λJmax (Fig. 3(b)). Pour la segmentation disjointe,
̂̂cdisj1,λ
montre une meilleure localisation de la de´tection que ̂̂cdisj2,λ . De
plus, la segmentation conjointe, be´ne´ficiant de l’information
sur les deux composantes, pre´sente syste´matiquement unemeil-
leure localisation de la de´tection des changements.
Erreur quadratique relative moyenne. La figure 4 compare,
pour λ = λ2seg (a) et λ = λJmax (b), les performances d’esti-
mation en terme d’erreur quadratique relative moyenne (EQMr)
EQMr [(ĉ1, ĉ2), (c1, c2)] = Ê
[
‖ĉ1 − c1‖2
‖c1‖2
+
‖ĉ2 − c2‖2
‖c2‖2
]
(8)
ou` Ê est un estimateur empirique de la moyenne calcule´ sur
100 re´alisations. Quelque soit la taille de la feneˆtre d’estimation
|Wj,ℓ|, on constate que
EQMr[(̂ĉ1, ̂̂c2)conjλ , (c1, c2)] ≤ EQMr[(̂ĉ1, ̂̂c2)disjλ , (c1, c2)].
Pour |Wj,ℓ| ≡ 28, l’EQMr des deux me´thodes est sensible-
ment la meˆme. Cependant, ce re´sultat doit eˆtre contraste´ avec
les re´sultats pre´sente´s Fig. 3 et Fig. 2. En effet, a` EQMr e´gale,
(̂ĉ1, ̂̂c2)conjλ de´tecte moins de segments et localise la rupture
15% plus pre`s que ̂̂cdisj1,λ et ̂̂cdisj2,λ .
Influence de |Wj,l|. Plus |Wj,l| est grand, plus les estime´es ĉ1
et ĉ2 sont lisses. Inversement, pour |Wj,l| faible, les estime´es
sont fortement variables. Dans les deux cas, cela rend diffi-
cile la de´tection et la localisation du changement. Les re´sultats
expe´rimentaux que nous rapportonsmontrent que les de´tections
de changement de c1 et c2 sont mieux estime´es par l’utilisa-
tion d’une grande feneˆtre d’estimation. La segmentation mul-
tivarie´e assure de localiser le plus pre´cise´ment possible ces es-
time´es pourtant fortement lisse´es au cours temps, un re´sultat
peu intuitif a priori.
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5 Conclusion et perspectives
La pre´sente contribution propose une premie`re tentative vi-
sant a` segmenter un signal en diffe´rentes portions caracte´rise´es
chacune par des proprie´te´s multifractales homoge`nes. Elle re-
pose sur l’estimation locale et la segmentation des coefficients
c1 et c2 implique´s dans la formulation du spectre multifrac-
tal. Les performances d’estimation et de location des ruptures,
e´value´es sur des signaux synthe´tiques, de´montrent l’inte´reˆt de
la segmentation conjointe des estime´es de c1 et c2. Nous mon-
trons que l’estimation doit eˆtre conduite dans des voisinages
temporels de grande taille.
La corre´lation temporelle de ĉ1 et ĉ2, inhe´rente a` la ne´cessite´
d’estimer ces quantite´s dans des voisinages de taille significa-
tive, est susceptible de compliquer a priori les me´thodes de seg-
mentation utilise´es, reposant sur une formulation par variation
totale, qui sont ade´quates lorsque les signaux a` re´gulariser ne
sont pas corre´le´s. Nous envisageons de poursuivre ce travail en
modifiant les termes d’attache aux donne´es pre´sents dans les
e´quations (6) et (7) pour prendre en compte ces corre´lations.
Par ailleurs, au lieu de segmenter c1 et c2, il serait inte´ressant
de segmenter les fonctionsC1,j et C2,j conjointement a` travers
les e´chelles.
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