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We study two different models of optomechanical systems where a temperature gradient between
two radiation baths is exploited for inducing self-sustained coherent oscillations of a mechanical
resonator. From a thermodynamic perspective, such systems represent quantum instances of self-
contained thermal machines converting heat into a periodic mechanical motion and thus they can
be interpreted as nano-scale analogues of macroscopic piston engines. Our models are potentially
suitable for testing fundamental aspects of quantum thermodynamics in the laboratory and for
applications in energy efficient nanotechnology.
I. INTRODUCTION
The research on quantum thermodynamics received
large attention since the beginning of quantum physics.
Its main task is understanding to what extent the laws of
thermodynamics are valid in the quantum regime [1–7].
A particularly relevant question is how much can thermal
machines (heat engines and refrigerators) be miniatur-
ized while retaining their essential feature of producing
work or extracting heat [8–14].
In this paper we propose simple models of quantum
piston engines based on optomechanical systems [15, 16],
i.e. devices composed of micro/nano-scale mechanical
resonators coupled to optical or microwave modes. In
the last few years exceptional levels of quantum control
over optomechanical systems have been reached. For ex-
ample important milestones like ground state cooling of
a mechanical resonator [17–19], squeezing [20] and op-
tomechanical entanglement [21] have been experimen-
tally achieved. These facts suggest that the research
level on optomechanics is sufficiently advanced to allow
implementations of quantum thermodynamics ideas with
near-future technology.
Recently some models of optomechanical engines have
been proposed, where the systems are driven by periodic
coherent lasers and thermodynamic cycles are induced by
a cyclic tuning of the parameters [22–24]. For example,
in the specific system considered in Ref.[22], a thermody-
namic Otto cycle is induced by the modulation the laser
detuning. Here instead we propose two self-contained op-
tomechanical setups, that we call single cavity engine and
cascade engine, in which a temperature gradient between
two thermal baths is exploited for inducing self-sustained
oscillations (phonon lasing [25–30]) of a mechanical res-
onator, in the absence of external forces and external con-
trol. In this sense our approach is similar to the analysis
of the finite dimensional thermal machines introduced in
[12, 31], to the “cooling by heating” setup proposed in
[32] and to the concept of Brownian motors reviewed in
[33, 34]. The emergence of persistent mechanical oscilla-
tions in a system which is subject to friction and dissi-
pation can be interpreted as a continuous production of
thermodynamic work. Indeed, the thermodynamic inter-
pretation of a lasing system as a quantum heat engine can
be traced back to the seminal work by Scovil and Schulz-
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Figure 1. (a) Scheme of a heat engine: input heat Qin, output heat Qout and output work W .
(b) Model of a quantum optomechanical thermal motor.
FIG. 1: (a) Scheme of a general heat engine: input heat
Qin is absorbed, output heat Qout is dissipated and output
work W is produced. (b) Model of an equivalent quan-
tum optomechanical thermal motor. Heat is absorbed from a
hot optical/microwave thermal bath. This energy is partially
used to excite the coherent motion of a mechanical resonator
(work) and the rest is dissipated into a cold optical/microwave
bath.
DuBois [35] and has been studied more recently in the
context of hybrid (continous-descrete) systems [8, 36–38].
The idea of extracting coherent motion from random
Brownian noise is actually well known since the famous
ratchet machine introduced by Smoluchowsky and Feyn-
man [39]. This phenomenon has been later developed
and applied in several different contexts mostly described
by classical statistical mechanics [33, 34, 40]. In this
work we propose an implementation of a Brownian motor
with optomechanical systems and, most importantly, we
treat the dynamics taking into account quantum effects.
This allows us to focus on the differences between quan-
tum and classical thermal machines and to shed some
light on the limitations that the miniaturization of nano-
mechanical devices will encounter due to the emergence
of quantum effects. An important contribution of this
work is also the concept of maximum power under load.
This quantity is well known in the field of mechanical
engineering as a figure of merit of macroscopic motors
but, up to our knowledge, was never applied to quantum
mechanical engines.
After completing this work another model of au-
tonomous optomechanical engine has been proposed [57].
However, in the model considered in Ref. [57] the ex-
tractable work is examined during the initial amplifi-
cation of the mechanical oscillations and therefore it
strongly depends on the initial state of the mechanical
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2resonator, which acts as an external non-equilibrium re-
source. Differently, the performance of our engines is
analyzed in the steady-state and does not depend on the
initial conditions.
II. OPTOMECHANICAL PISTON ENGINES
In this section we introduce our models of optomechan-
ical piston engines. In particular we propose two different
quantum engines arranged in a single cavity and in a cas-
cade setup respectively (see Fig. 2). Eventually we also
introduce a completely classical model of the single cav-
ity engine that we are going to compare later with the
quantum counterpart.
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FIG. 2: Schemes of the two quantum piston engines consid-
ered in this work: (a) single cavity engine, (b) cascade engine.
Setups (a) and (b) are formally described by the respective
quantum master equations (2) and (5).
A. Single cavity engine
The first system that we consider involves a mechanical
resonator of frequency ωc coupled by radiation pressure
to two radiation modes of frequency ωa and ωb respec-
tively. The corresponding Hamiltonian is
H = ~ωaa†a+ ~ωbb†b+ ~ωcc†c
−~g(a+ b)†(a+ b)(c+ c†), (1)
where a, b, c are the bosonic annihilation operators of the
three modes and g is the optomechanical coupling con-
stant. The last term in Eq. (1) is proportional to the
position of the mechanical resonator and to the inten-
sity of the cavity field. This Hamiltonian could describe
the radiation pressure of two cavity fields on a moving
mirror [15, 16], but also different systems like toroidal
micro-cavities [41], opto-mechanical crystals [17], cold
atoms [42], etc.. This model applies as well to electro-
mechanical systems where the radiation modes have fre-
quencies in the microwave range [18, 21].
The three modes are put in contact with three inde-
pendent environments, which can possess different tem-
peratures. The corresponding dynamics of the open sys-
tem, in the weak coupling limit, is well described by the
following master equation [43]:
ρ˙ = − i
~
[H, ρ] +κa(Na + 1)Da(ρ) + κaNaDa†(ρ)
+κb(Nb + 1)Db(ρ) + κbNbDb†(ρ)
+κc(Nc + 1)Dc(ρ) + κcNcDc†(ρ), (2)
where the Dx(·) is the Lindblad dissipator Dx(ρ) =
xρx† − 12{x†x, ρ} associated with the modes x = a, b, c,
κx is the decay rate, and Nx depends on the tempera-
ture Tx of the respective environment according to the
Bose-Einstein statistics Nx = [e
~ωx
kBTx − 1]−1. We re-
mark that the assumption of independent heat baths
implicit in Eq. (2) is consistent only if the two modes
a and b are spectrally well defined and distinguishable
|ωb − ωa| < (κa + κb)/2. In particular this implies that
the treatment of the single cavity engine is formally valid
only for optomechanical systems in the resolved sideband
regime ωc < (κa + κb)/2.
We stress that, compared with standard optomechan-
ical systems, in Eq. (1) there is not a driving laser con-
tribution and the dynamics is induced only by the heat
fluxes associated with the hot and cold baths. For what
concerns the physical implementation of the hot bath in
the laboratory, one could think of a simple black-body
light source successively filtered around the frequency
ωb, or alternatively one could use a laser of frequency ωb
driven below threshold (incoherent regime). The noise
bandwidth should be larger than κb but smaller than the
free spectral range |ωb − ωa|, in order not to affect the
other mode a. The cold bath is instead automatically im-
plemented without any driving by the natural coupling
of mode a with the vacuum field outside the cavity.
As we are going to show, if the resonance condition
ωb − ωa = ωc is satisfied and if the thermal noise pa-
rameter Nb is large enough, then it is possible to excite
mechanical self-sustained oscillations of the mode c. Be-
fore presenting the results in details, let us first introduce
also the second model of optomechanical engine.
B. Cascade engine
In the previous model (single cavity engine) two op-
tical modes are supported by the same optomechanical
cavity. For technical reasons it may be more practical
to realize a cascade engine where the mode b is associ-
ated with an independent optical cavity whose output is
fed into a standard optomechanical system based on a
single optical mode (see Fig. 2.b). This setting provides
3results which are qualitatively equivalent to the single
cavity setup and, at the same time, it could be experi-
mentally easier to realize. For example the required tun-
ing of the resonance condition ωb − ωa = ωc should be
much simpler if the two modes a and b are supported by
two separated devices. Moreover, since the cascade setup
does not require a coherent coupling between the first and
the second mode, this theoretical model corresponds to
the simple experimental scenario in which incoherent col-
ored noise centered around ωb is injected into a standard
single-mode optomechanical system.
The Hamiltonians associated with the first and second
cavities are respectively:
H1 = ~ωbb†b, (3)
H2 = ~ωaa†a+ ~ωcc†c− ~ga†a(c+ c†). (4)
In addition to the dissipative channels that we introduced
in the single cavity engine, here we also have to consider
that the output of the first cavity is fed into the second
one. The corresponding master equation can be derived
using the quantum optics framework of cascaded quantum
systems [43, 44], obtaining (see e.g. Eq. (12.1.16) of Ref.
[43]):
ρ˙ = − i
~
[H1 +H2, ρ]
+κa(Na + 1)Da(ρ) + κaNaDa†(ρ)
+κc(Nc + 1)Dc(ρ) + κcNcDc†(ρ)
+γ1Db(ρ) + γ2Da(ρ)−√γ1γ2([a†, bρ] + [ρb†, a])
+
Nb
2
[
[
√
γ1b+
√
γ2a, ρ],
√
γ1b
† +
√
γ2a
†]
+
Nb
2
[
[
√
γ1b
† +
√
γ2a
†, ρ],
√
γ1b+
√
γ2a
]
. (5)
The first three lines of Eq. (5) are analogous to the previ-
ous model. The last three lines instead describe a cascade
setup in which the light exiting the first cavity with a rate
γ1 is fed into the second cavity with a rate γ2. In the fol-
lowing we will set for simplicity γ1 = γ2 = κa, consider-
ing a scenario in which the filter and the optomechanical
system consist on two cavities with equal finesse.
C. Classical engine
In order to investigate the differences between classical
and quantum thermal machines we will also compare the
single-cavity engine with its own classical version. The
classical model is obtained interpreting the Hamiltonian
of Eq. (1) as being described by classical position and
momentum quadratures. Replacing the quantum opera-
tors a, b, c with classical complex amplitudes α, β, γ the
master equation (2) corresponds in the classical model to
the following system of Langevin equations
FIG. 3: From left to right, phonon number distributions and
Wigner functions (insets) for different values of the thermal
noise parameter Nb = 0.17, 0.33, 0.5 (Nb = 0 trivially gives
the vacuum state). The first row refers to the single cavity
engine with parameters Na = Nc = 0, ωb−ωa = ωc = 1, κa =
κb = 0.2, κc = 0.005 and g = 0.06. The second row refers
to the cascade engine with κa = γ1 = γ2 = 0.15, κc = 0.003
and g = 0.1. The third row instead represents the classical
version of the single cavity engine (see appendices A and B
for further details).
α˙ = −i∆α+ ig(α+ β)(γ∗ + γ)− κa
2
α+ ξa,
β˙ = +ig(α+ β)(γ∗ + γ)− κb
2
β + ξb,
γ˙ = −iωcγ + ig|α+ β|2 − κc
2
γ + ξc. (6)
In the above expressions κa, κb and κc are the dissipa-
tion rates (we keep the same values as in the quantum
engine), while ξa = (ξax + iξ
a
y )/
√
2, ξb = (ξbx + iξ
b
y)/
√
2
and ξc = (ξcx + iξ
c
y)/
√
2 are independent complex
zero-mean Gaussian random variables with correlations
〈ξνx(t)ξνx(t′)〉 =
〈
ξνy (t)ξ
ν
y (t
′)
〉
= κνNνδ(t− t′) (ν = a, b, c).
Differently from the standard theory of optomechani-
cal systems, this model is not a semi-classical approxima-
tion of some quantum Langevin equations but represents
instead an intrinsically classical description of the op-
tomechanical system, directly obtainable from classical
statistical mechanics. Indeed our aim is not to approx-
imate the quantum model, but to understand the dif-
ferences between the quantum and the classical engines.
More details on the derivation of the classical Langevin
equations (6) and on the specific methods used for their
numerical simulation are given in appendices A and B.
4III. SELF-SUSTAINED OSCILLATIONS
POWERED BY HEAT
The possibility of inducing coherent self-sustained os-
cillations in optomechanical systems has been theoreti-
cally [25–28] and experimentally demonstrated [29, 30],
and it is nowadays a well established technique. How-
ever, in all works except [30], this effect is induced by
coherent external drivings. In Ref. [30], oscillations of
a non-linear mechanical system are excited by electri-
cal colored noise, but only in the classical regime. In our
quantum engines there is not a driving term in the Hamil-
tonian and the only source of energy is provided by the
incoherent absorption of heat. It is therefore not guaran-
teed that coherent oscillations at the quantum level can
emerge in our setups and the main task of this work is
to give a proof of principle demonstration that this effect
is actually possible. In a second step we will study some
thermodynamic aspects of the engines and compare the
classical and quantum versions of the motors.
In the standard theory of optomechanical limit cycles,
the driving laser is blue-detuned with respect to the cav-
ity resonance. From this fact we learn that, if we wish
to have self-sustained oscillations in our engines, energy
should be put in the radiation mode of larger frequency
while the other mode should be as pure as possible in or-
der to absorb and dissipate the photons scattered by the
mechanical resonator. The optimal choice of tempera-
tures is therefore Na = Nc = 0 and Nb > 0. For the other
system parameters we consider typical values which are
known to allow limit cycles in the presence of a coherent
laser [27, 28] and, as we are going to show, these values
remain suitable also in our dissipative setups. The spe-
cific parameters are reported in the caption of Fig. 3 and
are consistent with the recent experimental advances in
strongly coupled optomechanical systems [17, 18, 21, 42].
We then vary the temperature of the bath of the mode b
(i.e. we increase Nb) and we numerically solve the steady
state condition ρ˙ = 0 associated to the master equation
of the single cavity engine (2) and of the cascade engine
(5). The steady state is found exactly (without rotating
wave approximations) in a truncated Fock space of up to
3 photons for the modes a and b and 20 phonons for the
mode c.
The numerics has been performed using the toolbox
QuTiP2 [45], and the results are shown in Fig. 3. From
the sequence of Wigner functions evaluated for increasing
values of Nb it is clear that the mechanical resonator is
initially heated up in a thermal state and, above a given
threshold, it develops a limit-cycle with the characteristic
ring shape in phase space. The same effect is evident also
in the probability distribution of the number of phonons
in the system (diagonal elements of ρ in the Fock basis),
where the transition is from a Gibbs distribution to a
Poissonian one typical of a coherent state. We can thus
claim that, in this regime our optomechanical engines are
effectively behaving as quantum piston engines convert-
ing heat into coherent mechanical oscillations.
A remark should be made about the notion of “coher-
ent” oscillations. From the shape of the Wigner function
one can see that the steady state of the mechanical oscil-
lator is actually phase randomized and the density matrix
is essentially diagonal in the Fock basis. The randomiza-
tion of the phase is the unavoidable consequence of the
rotation symmetry of the system and corresponds exactly
to the same feature possessed by the steady states of stan-
dard optical lasers. The notion of coherence which then
applies in our case is the standard criterion used in quan-
tum optics for distinguishing between thermal and coher-
ent radiation, namely the equal-time normalized second-
order coherence function [43]: g2 = 〈c†c†cc〉/〈c†c〉2. Basi-
cally g2 measures how likely it is to consecutively detect
two phonons at a given instant of time. For thermal
states one has g2 = 2 (bunching statistics), while for co-
herent states g2 = 1 (Poissonian statistics).If the quan-
tity g2 decreases from the thermal threshold of 2 towards
lower values, then this is a hint that the field is developing
some level of coherence and therefore that a lasing effect
is happening in the system. In Fig. 4.a the quantity g2
is plotted for different values of Nb, quantitatively show-
ing the transition from an incoherent state to a coherent
state of the mechanical resonator.
The reader may wonder why the curves associated with
the classical engine appear more noisy with respect to
the quantum counterparts. This is due to the statistical
error obtained when averaging the different phase-space
trajectories corresponding to independent simulations of
the classical dynamics. For the quantum engines instead,
apart from the truncation of the Fock space, all the quan-
tities reported in the figures correspond to precise expec-
tation values evaluated on the exact density matrix of
the system.
IV. PERFORMANCES OF THE
OPTOMECHANICAL ENGINES
In what follows we study the performances of the pre-
viously studied quantum and classical engines.
As noticed in [35] and further investigated in [36–
38, 47], the energy of a coherent field can be interpreted
as thermodynamic work and the lasing device as a heat
engine. However a quantitative and rigorous analysis of
the work produced by the engine is a non-trivial funda-
mental problem. The task of quantifying the maximum
work (or power) extractable form a quantum system is
still subject to a significant research effort [1–3, 5, 6, 8–
10, 48–51].
The dynamics of our motors is non-cyclic and open
(non-unitary) and it is not straightforward to define the
amount of work produced by a mechanical resonator
which is continuously sustained in a non equilibrium
steady state. We then tackle this problem from two dif-
ferent directions: we first adopt a pragmatic approach
and try to give an estimate of the power by indirectly con-
sidering the flux of energy dissipated by the mechanical
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FIG. 4: (a) Equal-time second order coherence function g2
and (b) dissipated power P (in units of ~ωc per second) with
respect to the thermal noise parameter Nb. The other param-
eters are the same as those used in Fig. 3. In (c) and (d), the
same quantities are plotted with respect to the mechanical
bath mean phonon number Nc, for Nb = 0.33. In (e) and
(f), g2 and the external power PL (in units of ~ωc per sec-
ond) are evaluated with respect to the load damping rate κL.
The maxima of PL are highlighted by black circles. For all
plots the legend is: single cavity engine (blue circles), cascade
engine (green triangles), classical engine (red stars).
resonator into its environment (dissipated internal power)
or, alternatively, dissipated by an external load connected
to the system (external power under load). The second
approach is instead based on the framework of the so
called resource theories of thermodynamics [5, 6, 9, 48–
52], under the ideal assumption that after reaching the
steady state the mechanical resonator can be detached
from the thermal machine and used as a non-equilibrium
resource for an arbitrary work extraction task. Clearly
the first approach is interesting for its practical interpre-
tation and experimental testability, on the other hand,
the second approach has the advantage of providing a
much more rigorous estimate of the extractable work at
the price of assuming an ideal and abstract experimental
scenario.
A. Dissipated internal power
Let us start with the pragmatic approach and charac-
terize the performances of our piston engines by estimat-
ing the power dissipated by the mechanical resonator.
The net flux of energy dissipated into the environment
can be explicitly computed [36] giving :
P = −Tr{~ωcc†c
[
κc(Nc + 1)Dc(ρ) + κcNcD
†
c(ρ)
]}
= ~ωκc(〈c†c〉ρ −Nc). (7)
The dissipated power has some obvious problems since
it does not distinguishes between useless energy (heat)
resulting from Brownian fluctuations and useful energy
(work) (a similar issue has been discussed in Ref. [37]).
Nonetheless at least when we are in the lasing regime, i.e.
when the motion of the mechanical mode is coherent, the
dynamics is similar to a classical harmonic oscillator ro-
tating in a deterministic circular phase-space orbit. For
a classical oscillator it is clear that the energy of the limit
cycle can be easily converted into useful work. Then we
can argue that, if a system is in a coherent limit cycle,
the dissipated power is a reasonable figure of merit of the
work extractable form the system. It would be an inter-
esting problem to understand how a quantum mechanical
limit cycle can be rectified in order to lift a “weight” (ex-
cite a work medium) in the quantum regime, in the same
spirit of [5, 46, 51]. This and other quantitative ther-
modynamic analysis are, however, outside the “proof of
principle” approach of this work and will be investigated
elsewhere.
In Fig. 4.b the dissipated power is shown as a function
of Nb for the single-cavity, the cascade, and the classi-
cal engines. We observe that the two quantum models
are qualitatively equivalent while for large Nb the classi-
cal engine seems more powerful than the quantum coun-
terpart. Interestingly however, due to a sharper lasing
transition, the classical engine is not able to excite the
mechanical resonator for small values of Nb. These dis-
crepancies could be associated to the presence of quan-
tum fluctuations in the dynamics of the quantum engine:
these fluctuations are deleterious for large Nb but, by
smoothing the lasing transition, they became advanta-
geous for small values of Nb. Finally in Fig. 4(c) and 4(d)
we report the quantities g2 and P for different temper-
atures of the mechanical bath. The dissipated power is
slightly modified for larger values of Nc, while the quan-
tity g2 is instead increased because the state of the os-
cillator is inherently partially thermal for Nc 6= 0 . A
possible interpretation of this thermal regime is the fact
is that, for Nc 6= 0, a large fraction of power is dissipated
in the form of heat rather than work. This problem mo-
tivates the necessity of a better figure of merit based on
the free energy of the system as explained at the end of
this section.
B. External power under load
The quantity P introduced in Eq. (7) is the intrinsic
power dissipated by the piston due its own mechanical
friction. However, in analogy with macroscopic engines,
6one could imagine to use the mechanical oscillations for
doing work on an external load. This load, will act as an
additional friction force damping the mechanical mode.
Then we can model a generic load substituting κc → κc+
κL in Eq.s (2) and (5), where κL is the damping constant
due to the load. The power PL externally dissipated by
the load will be given by the same expression of Eq. (7)
but with the substitution κc → κL:
PL = −Tr{~ωcc†c
[
κL(Nc + 1)Dc(ρ˜) + κLNcD
†
c(ρ˜)
]}
= ~ωκL(〈c†c〉ρ˜ −Nc), (8)
where also the steady state ρ˜ depends on κL since it
is obtained assuming a total mechanical friction of κ˜ =
κc + κL.
It is clear that the external power is zero in the two
limits of κL = 0 (i.e. when there is no load) and of
κL → ∞ (i.e. when load is so strong that the thermal
machine cannot work). Thus there must exist an optimal
load κL maximizing PL and it makes sense then to define
the maximum power under load P ∗L = maxκL PL as a
possible figure of merit of the performances of a quantum
engine when subject to an external load.
The predicted behavior of PL as a function of κL is
confirmed by our numerical results presented in Fig. 4.f,
where we can observe the existence of an optimal load κ∗L
maximizing the external power. We notice a strong qual-
itative difference between the classical and the quantum
engines. In the quantum case the optimal load is much
larger than the intrinsic dissipation rate κ∗L  κc while
in the classical case κ∗L is comparable to κc. This differ-
ence could be associated to the strong effect of quantum
fluctuations in the considered low energy regime.
From the analysis of Fig. 4.e it also evident that the
optimal power P ∗L is obtained for a mechanical steady
state that is not anymore in the lasing regime because of
the strong external dissipation. This fact suggest that P ∗L
is a good figure of merit only if we are interested in the
total amount of energy that the optomechanical system
can transfer to the load. If instead we are concerned
with the more specific task of work extraction, a smaller
value of κL may be more appropriate with respect to κ
∗
L,
because high values of the load decrease the coherence
of the mechanical steady-state. We will further comment
on this point in section IV D.
C. Non-equilibrium steady state as a resource for
work extraction
Finally we introduce yet another way of characteriz-
ing our piston engines based on the maximum work ex-
tractable form the non-equilibrium steady state of the
mechanical resonator. Ideally one could imagine to de-
tach the mechanical resonator from the thermal machine,
and to use it as a “resource” for some arbitrary work
extraction protocol (we neglect the energy cost of the
detachment process). This approach, even if quite ab-
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FIG. 5: (a) Maximum extractable work ∆F (in units of ~ωc)
with respect to the thermal noise parameter Nb. (b) Maxi-
mum extractable work ∆F (in units of ~ωc) with respect to
the thermal noise parameter Nc. For both plots the legend
is: single cavity engine (blue circles), cascade engine (green
triangles), classical engine (red stars).
stract with respect to the previous estimation of the dis-
sipated power, has the advantage of having a rigorous
operational interpretation in terms of resource theories
of thermodynamics [5, 6, 9, 48–52]. From such theories
we can directly borrow the main results without the need
of explaining the details of their derivation.
A general and fundamental result is the following (see
e.g. [5, 52]): given a system in a quantum state ρ and sub-
ject to a given Hamiltonian H, the maximum extractable
work (in units of kBT ) is upper bounded by the relative
entropy between ρ and the Gibbs state ρGH = e
− HkBT /Z
with Hamiltonian H:
Wmax ≤ kBTS(ρ‖ρG(H)), (9)
where S(ρ1‖ρ2) = Tr[ρ1 log(ρ1)−ρ1 log(ρ2)] (in this work
every logarithm is with respect to base e). By explic-
itly computing log(ρGH) = −H/(kBT ) − log(Z), one can
rewrite Eq. (9) in a form analogous to the second law of
thermodynamics
Wmax ≤ F (ρ)− F (ρGH) = ∆F, (10)
where F (ρ) is the non-equilibrium free energy defined as
F (ρ) = Tr[ρH]−kBTS(ρ) and S(ρ) is the Von Neumann
entropy of the quantum state.
Moreover, depending on the particular assumptions
and on the specific operations allowed by the correspond-
ing resource theory, the bound (10) can be saturated
with arbitrary good precision. More precisely, it can be
shown that there exist protocols extracting the maximum
work ∆F in the following cases: in all models based on
Hamiltonian quenches composed with complete thermal-
izations [50, 52], and also in other models where the work
is stored in a given quantum system explicitly included in
the theory [5, 6, 9, 48, 49, 51]. In the latter case however
the bound can be saturated only in the thermodynamic
limit of infinitely many copies of the resource state ρ [5],
or with the use of an additional catalytic coherent system
[48].
7On the basis of the previous discussion, we use the
free energy difference ∆F appearing in Eq. (10), as a
figure of merit of the maximum work capability of the
optomechanical piston engines considered in the previous
section. In Fig. 5, we plot ∆F for the steady state of
the mechanical resonator of the single cavity engine, the
cascade engine and the classical engine. For computing
the free energy in the quantum case we take as H the
local Hamiltonian of the mechanical mode ~ωcc†c and as
temperature T the one of the mechanical bath (implicitly
linked to the parameter Nc = [e
~ωc
kBTc −1]−1). Notice that
in Fig. 5.a the temperature of the mechanical bath is zero
and ∆F reduces to the mean energy of the mechanical
mode. On the contrary, in Fig. 5.b the temperature is
nonzero and the free energy difference ∆F is affected by
the entropy of the steady state and by the free energy of
the Gibbs state F (ρGH) = kBTc log(1− e−
~ωc
kBTc ).
For computing the free energy in the classical case,
we approximate the steady state distribution of the me-
chanical resonator in the Xγ , Yγ phase-space through
numerical simulations. Then we extract the quantity
F = E − kBTH, where E is the mean energy and H is
the Shannon entropy of the stationary probability dis-
tribution. We also simulate the dynamics of the system
in the absence of optomechanical coupling (g = 0) to ex-
tract the free energy of the Gibbs state in an analogous
way. More details can be found in appendix B.
In agreement with the analysis of the dissipative power,
a direct observation of Fig. 5 suggests that the single-
cavity engine and the cascade engine are qualitatively
equivalent for the task of work extraction, while the clas-
sical engine is characterized by a sharp threshold behav-
ior. As expected, the maximum extractable work is neg-
atively affected by the thermal noise of the mechanical
bath Nc.
D. Comparison between different figures of merit
In this section we discuss the validity and the range
of applicability of the three different figures of merit that
we have previously introduced (dissipated internal power,
power under load, and free energy difference).
The dissipated internal power, defined in Eq.(7), mea-
sures the net energy flux dissipated by the mechanical
resonator into the environment. The motivation behind
this quantity is the fact that, for a Gibbs state in equi-
librium with the heat bath, there is a balance between
absorbed and emitted energy and the net flux is zero. If
instead the state is kept out of equilibrium a net amount
of energy can constantly flow into the environment. In
this stationary non-equilibrium regime, it is clear that
the engine must provide at least the amount of power
necessary for compensating such dissipated power.
If an external load is attached to the mechanical res-
onator, energy can be dissipated not only into the envi-
ronment but also through the load acting as an additional
dissipative channel. In order to sustain the system in the
steady state, the engine should provide additional energy
which we called power under load and is given by the ex-
pression (8). Therefore, the operational meaning which
we can associate to the internal power and to the power
under load has the nature of an “energy cost”. These
quantities are advantageous from an experimental point
of view since they can be estimated without the knowl-
edge of the system state and dynamics, but only through
a direct measure of the energy flux. However the inter-
pretation of the dissipated energy as “work” or “heat” is
problematic, especially at large temperatures.
From classical and quantum thermodynamics we know
that energy can be used to perform work only if it is “or-
dered”, while one should consider “disordered” energy as
heat. The change in free energy is exactly the thermody-
namical potential which quantifies the energy of a system
which can be converted into useful work in a reversible
transformation. For this reason, we used the free energy
difference between the steady state of the mechanical res-
onator and the Gibbs state as our third figure of merit.
This quantity has the operational interpretation of “ex-
tractable work” which is fundamentally different form the
“energy cost” measured by the internal and external dis-
sipated power. Unfortunately, in order to measure the
free energy in the laboratory one needs to, directly or in-
directly, measure the entropy of the mechanical resonator
and this could be experimentally demanding .
Having in mind the conceptual meanings of the dissi-
pated power and free energy difference, we can compare
the corresponding results presented in Fig. 4 and Fig.
5. In particular we observe that Fig. 4.b is qualitatively
equivalent to Fig. 5.a apart from a multiplicative factor
κc (which is different for the single cavity and cascade
engines). The equivalence is due to the fact that at zero
temperature Nc = 0 the mean energy and the free en-
ergy coincide. Instead, for Nc > 0, the dissipated energy
plotted in Fig. 4.d has clearly a different behavior with
respect to the free energy difference shown in Fig. 5.b.
This discrepancy is due to the fact that the dissipated
energy contains both work-like and a heat-like contribu-
tions while the free energy measures only the work-like
contribution which is degraded by the temperature of the
environment by a quantity KBT∆S. This can be seen
also by comparing Fig. 5.b with Fig. 4.c. There we ob-
serve that when the free energy decreases in Fig. 5.b,
the g2 in Fig. 4.c increases and approaches the value 2,
meaning that the steady-state is more affected by ther-
mal fluctuations that contribute to heat instead of work.
V. CONCLUSIONS
We proposed two different models of quantum optome-
chanical engines based on a single cavity and a cascade
setup respectively. In both cases we have shown that ran-
dom thermal fluctuations of optical or microwave fields
can be exploited for inducing self-sustained coherent os-
8cillations of a mechanical resonator. In this regime,
our systems behave as nano-scale analogues of macro-
scopic piston engines driven by thermal energy. We es-
timated the dissipated power, the external power under
load and the maximum work extractable from the me-
chanical resonator. We also highlighted the differences
between quantum and classical optomechanical engines.
We believe that our analysis, together with other
recent ideas [22, 24, 32, 53, 54, 57], could pave the
way for the development of fundamental experiments on
quantum thermodynamics based on optomechanical sys-
tems. At the same time the paradigm of piston engines
presented in this work could find practical technologi-
cal applications in the fabrication of micro-mechanical
motors [33, 34] and energy efficient nano-scale devices
[38, 55, 56].
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Appendix A: Classical piston engine
In this appendix we describe the classical analogue of
the quantum single cavity engine presented in the main
text. The single cavity engine involves a mechanical res-
onator of frequency ωc coupled by radiation pressure to
two radiation modes of frequency ωa and ωb respectively.
For the quantum case we have the Hamiltonian (1) given
in the main text which gives the following Heisenberg
equations for the bosonic annihilation operators a, b, c of
the three modes:
a˙ = −i∆a+ ig(a+ b)(c† + c),
b˙ = +ig(a+ b)(c† + c),
c˙ = −iωcc+ ig(a+ b)†(a+ b). (A1)
Please note that we expressed the radiation operators
in a frame rotating with frequency ωb. We also de-
fined the detuning ∆ = ωa−ωb and set it to be ∆ = −ωc.
We obtain the classical counterpart of Eq.s (A1) by de-
moting the operators a, b, c to classical dynamical com-
plex amplitudes α, β, γ (essentially reversing the stan-
dard quantization procedure):
α˙ = −i∆α+ ig(α+ β)(γ∗ + γ),
β˙ = +ig(α+ β)(γ∗ + γ),
γ˙ = −iωcγ + ig|α+ β|2. (A2)
The three oscillators are put in contact with three inde-
pendent environments, which can possess different tem-
peratures. We then add friction terms and classical
Brownian noises to Eq.s (A2), turning them into clas-
sical Langevin equations:
α˙ = −i∆α+ ig(α+ β)(γ∗ + γ)− κa
2
α+ ξa,
β˙ = +ig(α+ β)(γ∗ + γ)− κb
2
β + ξb,
γ˙ = −iωcγ + ig|α+ β|2 − κc
2
γ + ξc. (A3)
In the above expressions κa, κb and κc are the dissipa-
tion rates (we keep the same values as in the quantum
engine), while ξa = (ξax + iξ
a
y )/
√
2, ξb = (ξbx + iξ
b
y)/
√
2
and ξc = (ξcx + iξ
c
y)/
√
2 are independent complex
zero-mean Gaussian white noises with correlations
〈ξνx(t)ξνx(t′)〉 =
〈
ξνy (t)ξ
ν
y (t
′)
〉
= κνNνδ(t− t′) (ν = a, b, c).
We stress that this model should not be interpreted as
a semi-classical approximation of the quantum system.
Instead it represents a purely classical description of the
FIG. 6: Five different simulations of the classical stochastic
equations (B2), with Na = 0, Nb = 0.5 and Nc = 0 (cor-
responding to the rightmost column of Fig. 3 in the main
text). For each trajectory, only the last 20000 steps (i.e. the
asymptotic regime) are shown. Final points are marked by a
star. Other parameters are specified in the main text.
optomechanical system which, in principle, one could de-
rive directly form classical electromagnetism. Indeed our
aim is not to approximate the quantum model with the
classical one but, on the contrary, to understand the dif-
ferences between the quantum and the classical optome-
chanical engines.
Appendix B: Numerical simulation of the classical
engine
The differential equations (A3) make sense only with
respect to stochastic integration [1]. In simple words, for
simulating the dynamics, we must take finite increments
over a small time step dt:
dα=
[
−i∆α+ ig(α+ β)(γ∗ + γ)− κa
2
α
]
dt+
dWax + idW
a
y√
2
,
dβ=
[
+ig(α+ β)(γ∗ + γ)− κb
2
β
]
dt+
dW bx + idW
b
y√
2
, (B1)
dγ=
[
−iωcγ + ig|α+ β|2 − κc
2
γ
]
dt+
dW cx + idW
c
y√
2
.
where now dW νx and dW
ν
y (ν = a, b, c) are independent
random increments sampled from Gaussian distributions
with zero mean and variances equal to
√
κνNνdt. It
is convenient to recast Eq.s (B1) in terms of the real
adimensional position and momentum variables Xν , Yν
(ν = α, β, γ), defined such that α = (Xα + iYα)/
√
2,
β = (Xβ + iYβ)/
√
2 and γ = (Xγ + iYγ)/
√
2. In this way
we obtain a system of real stochastic equations which
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can be efficiently numerically simulated:
dXα =
{
∆Yα − g
√
2(Yα + Yβ)Xγ −
κa
2
Xα
}
dt+ dWax ,
dYα =
{
−∆Xα + g
√
2(Xα +Xβ)Xγ −
κa
2
Yα
}
dt+ dWay ,
dXβ =
{
−g
√
2(Yα + Yβ)Xγ −
κb
2
Xβ
}
dt+ dW bx ,
dYβ =
{
+g
√
2(Xα +Xβ)Xγ −
κb
2
Yβ
}
dt+ dW by ,
dXγ =
{
ωcYγ − κc
2
Xγ
}
dt+ dW cx , (B2)
dYγ =
{
−ωcXγ+ g√
2
[
(Xα+Xβ)
2+(Yα+Yβ)
2
]− κc
2
Yγ
}
dt+ dW cy ,
We then fix dt = 10−3/ωc (1/ωc being the smallest
timescale in the system). Starting with initial conditions
Xα(0) = Yα(0) = Xβ(0) = Yβ(0) = Xγ(0) = Yγ(0) = 0,
we add 107 subsequent increments so that the to-
tal evolution time becomes T = 107dt = 104/ωc 
1/κa, 1/κb, 1/κc and the final points are distributed
consistently with the stationary state of the system.
Collecting 104 different trajectories, we can finally
reconstruct the steady-state distribution in phase-space
(which is shown in Fig. 3 in the main text) and extract
all the desired statistics.
step time (dt) 10−3/ωc
number of steps per trajectory 107
number of trajectories 104
TABLE I: Parameters used in the simulation of the classical
stochastic equations. Other system parameters are specified
in the main text.
In Fig. 6 we plot five of these classical trajectories,
simulated for Na = 0, Nb = 0.5 and Nc = 0 (this
corresponds to the rightmost column of Fig. 3 in the
main text, where all other parameters are also specified).
To highlight the asymptotic regime, only the last 20000
steps are plotted for each trajectory. Since the frequency
of the oscillator b is brought to zero in the rotating
frame, the Brownian nature of the motion becomes
evident. On the contrary, the oscillator c clearly shows
limit cycles of fixed amplitude and random phase.
1. Computation of the free energy.
Through the simulation described above, we collect
the ending points of 104 trajectories. These points are
distributed accordingly to the stationary probability dis-
tribution of the Xν , Yν variables (ν = α, β, γ). There-
fore, we can reconstruct the free energy of the state, re-
quired to characterize the thermodynamic performance
of our engine form a resource theory point of view. We
want to compute the quantity F = E − kBTH where
E = ~ω
〈
X2γ + Y
2
γ
〉
/2 is the mean energy and H is the
Shannon entropy of the Xγ , Yγ probability distribution.
To estimate the latter, we discretize the phase space as
a square lattice of step ∆ and take the frequencies pi,j of
points appearing in the site {i, j} of the grid. Finally, we
compute the entropy as H = −∑i,j pi,j log(pi,j).
We also need the free energy of the Gibbs state at tem-
perature T . Although we know the analytic expression,
a comparison with the approximate free energy of the
limit cycle would not be very meaningful. Instead, we
also simulate the Gibbs distribution by putting g = 0
(no optomechanical coupling) in Eqs. (B2) and compute
its free energy FG according to the procedure described
above. By doing so we remove the problem of the entropy
dependence on the step size ∆, since this disappears in
the difference F − FG if we use the same step. We have
to be careful however in not choosing a very small step
(that would give either 0 or 1 point in each cell so that
pi,j is either 0 or 1/10
4) or a very big step (that would
bring almost all points to a single cell so that a single pi,j
is equal to 1).
[1] C. W. Gardiner, Handbook of stochastic methods for
physics, chemistry, and the natural sciences, (Springer,
Berlin, 1994)
