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This thesis centres around a sensory theory of protolanguage emergence, or STP. The
STP proposes that shared biases to make associations between sensory modalities pro-
vided the basis for the emergence of a shared protolinguistic lexicon. Crucially, this
lexicon would have been grounded in our perceptual systems, and thus fundamentally
non-arbitrary. The foundation of such a lexicon lies in shared cross-modal associa-
tions: biases shared among language users to map properties in one modality (e.g.,
visual size) onto another (e.g., vowel sounds). While there is broad evidence that we
make associations between a variety of modalities (Spence, 2011), this thesis focuses
specifically on associations involving linguistic sound, arguing that these associations
would have been most important in language emergence. Early linguistic utterances,
by virtue of their grounding in shared cross-modal associations, could be formed and
understood with high mutual intelligibility.
The first chapter of the thesis will outline this theory in detail, addressing the na-
ture of the proposed protolanguage system, arguing for the utility of non-arbitrariness
at the point of language emergence, and proposing evidence for the likely transition
form a non-arbitrary protolanguage to the predominantly arbitrary language systems
we observe today. The remainder of the thesis will focus on providing empirical ev-
idence to support this theory in two ways: (i) presenting experimental data showing
evidence of shared associations between linguistic sound and other modalities, and (ii)
providing evidence that such associations are evident cross-linguistically, despite the
predominantly arbitrary nature of modern languages.
Chapter two will examine well-documented associations between vowel quality
and physical size (e.g., /i/ is small, and /a/ is large; Sapir, 1929). This chapter
presents a new experimental approach which fails to find robust associations between
vowel quality and size absent the use of a forced choice paradigm. Chapter three
turns to associations between linguistic sound and shape angularity, taking a critical
perspective on the classic takete/maluma experiment (Kohler, 1929). New empirical
evidence shows that the acquisition of visual word forms plays a highly influential role
in mediating associations between linguistic sound and angularity, but that associations
between linguistic sound and visual form also play a minor role in auditory tasks.
Chapter four will examine a relatively unexplored modality: taste. A simple survey
which asks participants to choose non-words to match representative tastes shows that
certain linguistic sounds are preferred for certain food items. In a more detailed study,
we use a more direct perceptual matching task with actual tastants and synthesises
speech sounds, further showing that people make robust shared associations between
linguistic sound and taste. Chapter five returns to the visual modality, considering
previously unexmained associations between linguistic sound and motion, specifically
the feature of speed. This study demonstrates that people do make robust associations
between the two modalities, particularly for vowel quality.
Chapter six will aim to take a different empirical approach, considering non-arbitrariness
in natural language. Motivated by the experimental data from the previous chapters,
we turn to corpus analyses to assess the presence of non-arbitrariness in natural lan-
guage which concurs with behavioural data showing linguistic cross-modal associa-
tions. First, a corpus analysis of taste synonyms in English shows small but significant
correlations between form and meaning. With the goal of addressing the universality
of specific sound-meaning associations, we examine cross-linguistic corpora of taste
and motion terms, showing that particular phonological features tend to connect to
certain tastes and types of motion across genetically and geographically distinct lan-
guages. Lastly, the thesis will conclude by considering the STP in light of the empirical
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Chapter 1
A sensory theory of protolanguage
1A central question in language evolution concerns the origin of linguistic symbols.
Humans are unique in possessing a learned system of arbitrary reference. Traditionally,
linguistic forms are connected to their meanings only through convention, rather than
any goodness-of-fit; a rose, by another name, would still smell as sweet. How can
we explain the emergence of a system wherein the forms have no apparent connection
to their meanings? This is perhaps best framed by Harnad (1990) as the ‘symbol
grounding problem. Harnad uses the example of a Chinese dictionary (from Searle,
1980): if an English speaker searches in such a dictionary for the meaning a Chinese
word, the English speaker has no access to meaning, since the Chinese word in question
is only defined by other equally unknown Chinese words. A symbol grounded only
within a system of other symbols has no clear origin.
The goal of this thesis will be primarily to present empirical support for a sensory
theory of iconic protolanguage, or STP. The basic assertion of this theory is that lin-
guistic symbols were originally grounded in our perceptual system, primarily through
shared cross-modal associations: associations between different sensory modalities
(e.g., sound and vision) that are shared across population of speakers. These associ-
ations scaffolded the emergence of a small communication system, or protolanguage,
from which modern languages themselves emerged. Crucially, this system would have
been non-arbitrary in nature; in other words, the system would have been perceptu-
ally grounded such that linguistic forms were initially connected to their meanings.
This protolanguage was initially small, changing and expanding in response to var-
ious pressures over time, and eventually maturing into the largely arbitrary modern
language systems we observe today.
This chapter will aim to flesh out the various steps of this process, laying detailed
1This chapter is adapted in part from Cuskley and Kirby (forthcoming), provided in full in Appendix
C.5.4.
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theoretical groundwork in support of the STP. First, Section 1.1 will detail how shared
cross-modal associations provide a basis for grounding the lexicon, and how these
associations are situated in our overall cognition. Since this theory relies on notions of
iconicity in language, Section 1.2 will turn to a detailed discussion of the relationship
between arbitrariness and non-arbitrariness at different levels of language. Section 1.3
will aim to clarify the concept of protolanguage, detailing why and how protolanguage
would have evolved into the larger, characteristically arbitrary systems we see today.
Lastly, Section 1.4 will discuss the aims of the thesis as a whole in greater detail, with
a particular focus on searching for empirical evidence for the theory outlined in this
chapter.
1.1 Evolving the lexicon
Natural language is, in large part, a complex symbol system. Symbol manipulation
has been identified as a uniquely human faculty (Deacon, 1997), but there is no clear
account of how our cognition came to support a symbol system largely disconnected
from our perception and cognition. Whorfian perspectives on language have suggested
an effect of the lexicon on perception, for example, showing that how a language ex-
presses concepts of time can have an affect on how we actually think about time (e.g.,
Casasanto, 2010; Dolscheid, Shayan, Majid, & Casasanto, 2011). However, there is
less research on how our perception may affect the lexicon itself. This thesis will argue
that shared cross-modal associations, in particular to map features of linguistic sound
to various perceptual phenomena, may have played a key role in the formation of a
shared vocabulary. Shared cross-modal associations would have provided an ideal ba-
sis for grounding language in our perceptual system, forming the scaffold for a small,
initially iconic lexicon. This small lexicon subsequently expanded and evolved into
the arbitrary systems we see in modern language.
The idea that language was originally iconic in nature is not a particularly new one.
Since the 19th century, so-called ‘bow-wow’ theories of language origins have sug-
gested that language was built on direct imitations of sounds (see Aitchison, 2000, for
a review). However, a foundational tenet of linguistics is that modern linguistic sym-
bols are arbitrary - in other words, there is no connection between linguistic form and
linguistic meaning. Influential linguists such as Hockett (1960) and Saussure (1959)
maintained that only convention among speakers ties linguistic form to its meaning.
Thus, any theory of language evolution based upon a non-arbitrary, natural connection
between linguistic symbols and their meanings seems to contradict a major cornerstone
of the scientific understanding of language. However, it is important to note that a more
2
specific and well-laid out theory of iconic protolanguage is not, in fact, at odds with
this basic property of modern language. The STP, however, acknowledges arbitrari-
ness as the overarching relationship between forms and meanings in modern language,
but suggests that at the emergence of the lexicon, non-arbitrariness may have played a
key role. Section 1.3 will detail how and why language may have progressed from its
initial non-arbitrary stages to the modern arbitrary systems we see today. Early ‘bow-
wow’ theories lacked specific detail regarding mechanisims which would have led the
transition into more arbitrary systems given its theoretically iconic origin. As a result,
the idea of an iconic origin to language has, for the most part, never been seriously
theoretically considered within linguistics, let alone studied empirically. Psycholo-
gists, however, have explored the idea that people may have shared biases in naming.
Such psychological approaches have largely informed more modern theories of iconic
language origins, including the STP put forward in this thesis.
Gestalt psychologists, largely unconstrained by the notion of arbitrariness in the-
oretical linguistics, began experiments in motivated naming in the early 20th cen-
tury. Their goal was to explore the possibility that certain names may exhibit better
goodness-of-fit with some referents than others. The best known of these experiments
was reported by Kohler (1929, 1947). In a simple forced choice task, participants were
given two nonsense words, maluma and takete, and two abstract shapes (see Figure
1.1), and asked to match the words to the shapes. The result of this experiment was
rather striking: almost all subjects identified the shape on the left as the maluma and
the shape on the right as the takete, demonstrating a measurable bias in naming. Sim-
ilar experiments have since been performed with children (Irwin & Newland, 1940;
Maurer, Pathman, & Mondloch, 2006), as well as cross-culturally (Davis, 1961) and
with varying stimuli (Ramachandran & Hubbard, 2001). In the vast majority of cases,
people agree significantly in their non-word/object pairings, demonstrating a shared
preference to map certain names to certain visual forms2. These specific sorts of bi-
ases, to map non-words onto features of shape angularity, will be explored in further
detail in Chapter 3.
These experiments demonstrated that linguistic sounds have the potential for a nat-
ural connection to their referents. This connection is not limited to linguistic sound
imitation (e.g., words like buzz and hiss), but holds for cross-sensory connections as
well. Linguistic sound imitation constitutes a uni-sensory association; assocition of
linguistic sound and environmental sound operates within a single modality (the audi-
tory). The Kohler task, however, demonstrates a cross-sensory association between
the visual (shape) and auditory (linguistic) domains. Several early authors hinted
2One notable exception Rogers and Ross (1975), will be discussed in further detail in Chapter 3.
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Figure 1.1: Kohler’s (1929, 1947) original maluma and takete shapes.
that this naming bias might play an important role in language origins (Kohler, 1929,
1947; Werner, 1957; Werner & Wapner, 1952). However, Ramachandran and Hub-
bard (2001) were the first to explicitly relate the task to the evolution of language with
their “synaesthetic bootstrapping theory of language origins” (2001, p. 15), suggesting
shared visual motor associations linked certain visual properties to the articulation of
certain linguistic sounds. Ramachandran and Hubbard used different non-word and
visual stimuli in their version of Kohler’s experiment. Their words, bouba and kiki
are now most widely reported in the literature as well as in popular science reports
(e.g., Inglis-Arkell, 2010; Robson, 2011). In their experiment, the rounded shape is
consistently named as bouba and the angular shape as kiki, matching the shapes in in
Figure 1.2. These words and their associated shapes will form the basis for illustrative
examples used throughout this thesis.
Figure 1.2: Ramachandran and Hubbard’s (2001)bouba/kiki shapes.
Experiments using linguistic sound are particularly relevant for language evolution,
but it is important to note that shared cross-modal associations have been demonstrated
across a range of modalities. Associations have been shown between taste and touch
(e.g., viscous liquids taste sweeter; Christensen, 1980), taste and pitch (e.g., sour is
high pitched; Crisinel & Spence, 2009, 2010b, 2010a), taste and vowel quality (e.g.,
sweet is a low vowel; Simner, Cuskley, & Kirby, 2010, see also Chapter 4), and touch
and colour (e.g., bright colours are pointy; (Ludwig & Simner, 2012)), among many
others (see Calvert & Spence, 2004; Spence, 2011, as well as upcoming chapters). The
pervasiveness of cross-sensory associations would suggest an adaptive advantage for
this talent. Connections between visual and motor areas, for example, would allow
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for complex motor actions guided by vision, such as seeing a branch in the visual
field and preparing an appropriate grasp action in order to swing to it (Ramachandran,
2004). At the most basic level, cross-sensory abilities allow for action planning in
one modality based solely on information from another. This particular cross-sensory
ability is commonly known as cross-modal transfer (e.g., Rose, Gottfried, & Bridger,
1981), and its presence in other primates provides phylogenetic continuity to the notion
of a cross-sensory protolanguage (further discussed in Section 1.3).
Viewing cross-sensory associations as part of the normal cognitive suite, we can
conceptualise a spectrum of cross-sensory abilities across the general population. At
one extreme of the spectrum, individuals fail to make the robust cross-sensory asso-
ciations observed among most people. For example, there is evidence that autistic
individuals respond at chance levels to Kohler style shape/non-word tasks, contrasted
with the 95-98% success reported in the wider population (Ramachandran & Ober-
man, 2006). At the opposite end of the spectrum, lies synaesthesia. Synaesthesia is a
relatively rare condition, present in approximately 4% of the population (Simner et al.,
2006), wherein a normal perceptual stimuli (known as an inducer stimuli) will result
in an additional experience in a modality other than the stimulus modality (known as
a concurrent precept; Simner, 2012). For example, a colour-tone synaesthete, when
presented with the colour red (inducer stimuli), will experience the visual colour as
well as hearing a tone at a certain pitch (concurrent precept).
Inducers and concurrents may be within a single sensory modality, for example
within the visual modality. In grapheme-colour synaesthesia, for example, individual
graphemes induce distinct colour concurrents (e.g., A is red), regardless of what colour
the graphemes are actually printed in. Synaesthetes actually perceptually experience
concurrents (e.g., tones with colours, or colours with letters); as such, synaesthetic ex-
perience is clearly extraordinary, and is qualitatively different from widespread shared
cross-modal associations (e.g., documented in Spence, 2011). Shared cross-modal as-
sociations involve explicit intuitive matching or implicit cross-modal interference, with
no alteration of normal sensory experience. In contrast, syanesthetes actually experi-
ence the letter A as red3, rather than simply having an intuition that the colour red may
fit the letter A particularly well. Synaesthesiae are highly specific and highly tempo-
rally stable when compared to garden variety cross-modal associations (Ramachandran
& Hubbard, 2001). For example, grapheme-colour synaesthetes hone in on a highly
3There is a well-documented distinction between associator and projector synaesthetes. A projec-
tor grapheme-colour syanaesthete would actually see a particular colour overlaid on a grapheme, while
an associator synaesthete may only experience the concurrent in their mind’s eye. Regardless, concur-
rents are fundamentally sensory and are extremely consistent and stable over time (Ramachandran &
Hubbard, 2001).
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specific hue for a given letter, and will choose that same hue with very little variation
even years later (Cytowic, 1995).
Although synaesthetes’ sensory experience is obviously qualitatively different from
that of non-synaesthetes, there is evidence that synaesthesia and cross-modal associa-
tions share a common source. The specifics of synaesthetic experience are considered
unique (i.e., idiopathic; Cytowic, 1995) to a synaesthete (e.g., a particular shade of
red for the letter A), but there are observable trends within synaesthesiae, most no-
tably in grapheme-colour synaesthetes. For example, synaesthetes are highly likely to
choose some variation of the colour red for the letter A (Simner et al., 2005), and let-
ters with similar shapes induce similar colour concurrents (Brang, Rouw, Ramachan-
dran, & Coulson, 2011). These trends between synaesthetes are echoed by trends
in cross-modal associations among the general population. For example, grapheme-
colour associations (Simner et al., 2005), pitch-lightness associations (Ward, Huck-
step, & Tsakanikos, 2006), and touch-vision associations (Ludwig & Simner, 2012) all
share significant common trends across both synaesthetes and more the more intuitive
cross-modal associations of non-synaesthetes. For example, like synaesthetes, non-
synaesthetes also prefer red for the letter A (Simner et al., 2005). These behavioural
patterns in both synaesthetes and non-synaesthetes point to a common source: cross-
modal connections in the brain underlie both synaesthesia and more general cross-
modal associations, but may be active at different levels for synaesthetes (Spector &
Maurer, 2009). This increased activation for syanesthetes results in a qualitatively
different sensory experience. From this perspective, synaesthetes can be viewed as ex-
traordinarily strong cross-modal associators, with unusually perceptually real, robust,
stable, and specific cross-modal biases.
There is also evidence that children may be stronger cross-modal associators than
adults, and some researchers have gone as far as suggesting that all infants experience
‘neonatal synaesthesia’ (Maurer & Mondloch, 2005). The neonatal synaesthesia hy-
pothesis is based on the idea that synaesthesia is a result of excess connections which
are normally culled by the process of synaptic pruning (e.g., Chechik, Meilijson, &
Ruppin, 1999). Under this hypothesis, all neonates present with the neural connec-
tions that result in synaesthesia among adults. While for most people these connec-
tions are pruned by adulthood, some individuals retrain the strong neural connections
between sensory systems that are present at birth; such people experience synaesthesia
as adults. Ludwig and Simner (2012) have found that while both children and adults
make associations between touch and colour that mirror the associations of synaes-
thetes, children’s associations are considerably stronger than those of adults. This
brings an interesting new dimension into the picture in terms of language. Particularly
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in language emergence (Senghas, Kita, & Özyürek, 2004), but also in language change
(Kerswill, 1996), there is evidence that child learners play a key role. If children, along
with synaesthetes, are particularly strong cross-modal associators, this means they may
have played a key role in the emergence of a cross-modally grounded lexicon.
Cross-modal associations are pervasive and may even hold between all modalities,
but linguistic cross-modality (the bias to associate linguistic sound with other sensory
experiences) is particularly important for the evolution of language. Shared cross-
modal associations, between speech-like sounds and other modalities, will be termed
linguistic cross-modality throughout this thesis. Linguistic cross-modal biases would
allow the expression of our perceptions and experiences in any sensory domain through
a single linguistic channel. This view encompasses antiquated bow-wow theories of
language evolution (in that it still allows for the use of linguistic sounds to express
auditory events like hiss or buzz), but extends more widely to allow linguistic sound
to express referents whose characteristic identity is not auditory (e.g., colour or taste).
Furthermore, not only could we express various sensory experiences through a linguis-
tic channel, but the shared nature of cross-modal biases allows for the understanding
of an utterance formed on the basis of shared cross-modal associations; this idea is
outlined graphically in Figure 1.3.
Though there is little debate as to the overwhelmingly arbitrary nature of mod-
ern languages, there is evidence for some non-arbitrariness in the form of intriguing
category of words known as ideophones. Also termed expressives (Diffloth, 1994;
Tufvesson, 2011) or mimetics (Imai, Kita, Nagumo, & Okada, 2008), ideophones are
distinct from other word categories in that native speakers consciously report ideo-
phonic words as being sensorily connected to their meanings. Dingemanse (2011)
defines ideophones as “marked words which depict sensory events” (p. 25). Ideo-
phones have fascinated many linguists, with Frankis (1991) going so far as to refer to
them as ‘the lunatic fringe of language’ (p. 17). In essence, ideophones are linguistic
cross-modality in action. Though ideophones encompass onomatopoeia, they also go
beyond it, depicting not only auditory events, but visual, emotional, and tactile events,
among others. For example, in Siwu, a language spoken in the Togo region of Ghana,
giligili evokes circular shape, and wurufuu fluffy texture (Dingemanse, 2011). In other
words, ideophones exemplify the uni-modal associations underlying early ‘bow-wow’
theories of language origins, but also extend to the more abstract cross-sensory asso-
ciations evident from the bouba/kiki experiment. TThe actual cross-modal goodness-
of-fit of ideophones may at first seem subjective. However, there is evidence that
ideophonic forms contain more information regarding meaning for a naı̈ve hearer that
non-ideophones (Perniss, Thompson, & Vigliocco, 2010), and that they play an im-
7
Figure 1.3: What cross-modality gives us. Linguistic symbols (right) as grounded in percep-
tual experiences (left). Shared cross-modal biases allow for common associations between
modalities, making the expression and understanding of varied aspects of experience possible
through linguistic form. Shared associations are leveraged in the formation of an utterance as
well as utterance understanding. Linguistic form is realised through a dual modality speech-
gesture system; a view particularly relevant to language evolution, which likely occurred pri-
marily in the context of face to face interactions. This dual system allows some ideas or events
to be expressed through uni-modal associations; most notably, gestures afford iconicity for vi-
sual and spatial aspects of events, and speech affords iconicity for auditory aspects of events
(for further discussion, see Section 1.3).
portant role in language acquisition (Yoshida, 2012). Ideophones will be discussed in
further detail in Chapters 5 and 6.
In addition to widespread evidence of ideophones in the world’s languages, there is
emerging agreement in the literature that language is a dual-channel system, comprised
of both a speech and gestural channel (see McNeill, 2005; Tomasello, 2008; J. Brown,
2010; also further discussion in Section 1.3). This dual-channel system allows some
ideas or events to be expressed through uni-modal associations; most notably, gestures
afford iconicity for visual and spatial aspects of events, and speech affords iconicity
for auditory aspects of events. Cross-modal biases, combined with dual speech and
gestural channels, provided ample opportunity for an iconic system grounded in per-
ception. In the emergence of language, these biases provided a perceptual grounding
for a small lexicon, or protolanguage (see Bickerton, 1990; Arbib, 2005; Wray, 1998;
Tallerman, 2007, also see Section 1.3), which matured and expanded into the complex
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arbitrary systems we see today.
This section has outlined how cross-modal associations form an important part of a
sensory theory of iconic protolanguage. These associations are necessary in order for
linguistic iconicity to go beyond simple onomatopoeia or sound imitation, and allow
reference to events and objects with salient characteristics in other sensory modalities.
However, to fully support this theory, it is also necessary to completely understand
what arbitrariness is, how it functions in modern language, and how it may have func-
tioned in protolanguage. The next section will turn to further defining the notion of
arbitrariness.
1.2 Conceptualising arbitrariness and non-arbitrariness
In order to present a coherent theory of an emergent iconic protolanguage, it is im-
portant to clarify the concepts of arbitrariness and non-arbitrariness, and be explicit
regarding how we can expect these properties to function within a language system.
Arbitrariness occurs where there is a random relationship between form and mean-
ing, holding only through convention among speakers. Where there is arbitrariness,
form does not provide any information about meaning. Likewise, a given meaning
can equally take on any form, as long as all speakers agree to use the same form. For
example, despite the fact that /pæt/ and /bæt/ are very similar in terms of how they
sound, they share almost no features of meaning.
In a completely arbitrary vocabulary, such as those which dominate modern lan-
guage, two fundamental things are true: a) words related in meaning are no more
likely to be related in form than words which are unrelated in meaning, and b) the rela-
tionships between word forms and their meanings are rooted only in convention among
speakers, rather than form and meaning being connected by some natural goodness-
of-fit. Where a language is non-arbitrary, one or both of a) and b) is no longer true.
Put differently, non-arbitrariness can occurr on two separate levels: the level of (a) sys-
tematicity and the level of (b) iconicity. Systematicity is the property of shared forms
also sharing features of meaning across the lexicon, whereas iconicity is the property of
meaning dictating the use of a particular form by virtue of cross-modal goodness-of-fit.
Systematicity and iconicity are theoretically independent, although iconicity may
often lead to systematicity. This leaves us with three possible types of non-arbitrary
systems: (i) a system which is iconic and systematic, (ii) a system which is only sys-
tematic but not iconic, and (iii) a system which is iconic without being systematic. In
order to conceptualise this, think back specifically to the vowels from the bouba/kiki
experiment. For the following examples, we will imagine languages which are based
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on the associations between the vowels in the words bouba and kiki and the visual
property of angularity. The first language we will consider is Language A, which
is a language type (i), wherein there is both systematicity and iconicity. Language
A is based upon the most common answers to Ramachandran and Hubbard’s (2001)
bouba/kiki task: the names for angular objects all contain front vowels (e.g, like the
/i/ in kiki), and the names for round objects all contain back vowels (e.g., like the
/u/ in bouba). Since this ‘rule’ is based upon the natural goodness-of-fit for front
vowels to angular things (as demonstrated in Ramachandran & Hubbard’s 2001 exper-
iment), the system is iconic. Because this rule is applied to the feature of angularity
across the lexicon, systematicity automatically arises: if two referents share the feature
[+ANGULAR], their labels will share the front vowel feature.
However, a system which is non-arbitrary only at the level of systematicity is not
necessarily iconic, as in language type (ii). In this language, which we’ll call Language
B, turn Ramachandran and Hubbard’s (2001) result on its head: the names for all
round objects contain front vowels, and the names for all angular objects contain back
vowels. According to Ramachandran and Hubbard’s result, this in fact goes against
cross-modal goodness-of-fit, and thus is not iconic - but the system is still non-arbitrary
in the sense that it is highly systematic. Where there is angularity in the meaning of
a word, there will be a back vowel. There may be no goodness-of-fit between forms
and meanings, but forms that share vowel features are more likely than chance to share
features of meaning. Likewise, related meanings will likely have related forms.
Lastly, we have language type (iii), or Language C. In Language C, forms are
iconic but not at all systematic. That is, there is some overall goodness-of-fit between
the entirety of the form /kiki/ and the angular shape in Figure 1.2 (p. 4), but there
are no individual features of sound which match to the visual features of the shape.
In other words, the word kiki as a whole refers to a particular angular shape, but the
vowel feature within the word does not refer to angularity system-wide. I will return
to the notion of this type of language in the discussion of the nature of protolanguage
(in Section 1.3.2), pointing out that this type of system was likely to have been rapidly
reanalysed into a type (i) language for efficiency and increased expressive power (e.g.,
see Wray, 1998; K. Smith, 2006).
These two levels of non-arbitrariness, iconicity and systematicity, can also be thought
of in terms of opacity and transparency to a naı̈ve observer of a language system. With
access to a language with high systematicity, our observer may see that both forms and
meanings tend to cluster together. In Language A, because systematicity is based on
cross-modal goodness-of-fit, our naı̈ve observer will immediately have some access to
meaning in the language. The fact that systematicity in this case is structured using
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a shared cross-modal association makes meaning immediately accessible. However,
Langauge B would present a challenge for the naı̈ve observer. Because the ‘rule’ un-
derlying Language B’s systematicity is a form-meaning relationship with no particular
source, the naı̈ve observer will have more difficultly ascertaining the correct form-
meaning relationship. Where systematicity and iconcity co-occur, goodness-of-fit be-
tween form and meaning dictates how systematicity is structured, making meaning
transparent to the naı̈ve observer4.
Given this nuanced understanding of the different ways in which non-arbitrariness
can manifest, I will now turn to how arbitrariness functions and interacts with non-
arbitrariness in modern language. It is important to clarify where exactly we can expect
to find complete arbitrariness, in the sense that there is an absence of a) systematicity,
and b) iconicity within the system. In other words, at what level of a language system
can we expect that forms have no obvious connection to their meanings, and that any
connections hold only through convention? The next section will aim to clarify where
we can expect arbitrariness, and where modern languages make use of wide-spread
systematicity.
1.2.1 Arbitrariness and non-arbitrariness in natural language
Language operates on several distinct levels, which also form interacting areas of
linguistic study (Figure 1.4). This section will discuss the phonological and mor-
phological levels in particular, detailing how language divides arbitrariness and non-
arbitrariness between these levels.
The phonological level involves sounds relevant to a particular language: phonemes.
Each language contains a finite number of phonemes, or sounds that change meaning.
For example, the sounds /p/ and /b/ are considered distinct phonemes in English,
in part because the contrast in sound in the words /pæt/ and /bæt/ also leads to a
change in meaning. Pat and bat are known as a minimal pair, where a minimal pho-
netic change (in this case, voicing - the delayed onset of vocal cord vibration in the
voiceless /p/ versus the voiced /b/) results in an entirely different meaning.
While /p/ and /b/ provide a contrast in meaning, the segments themselves do not
actually encode meaning; there is nothing about /b/ that denotes a flying rodent, and
nothing about /p/ that is tied to the action of patting. Note that this is distinctly dif-
ferent from the earlier example of non-arbitrary languages based off of the bouba/kiki
task. In the case of such a language, as long as the language is systematic in that a
4Theisen (2009) presents with a slightly different analysis of how to define non-arbitrariness in
language. Within a system, she makes a distinction between diagrammatic iconicity and imagistic
iconicity, which map roughly onto the concepts of systematicity and iconicity detailed here.
11
Figure 1.4: The levels of language, forming interacting areas of linguistic study. Areas become
more broad from left to right; with phonetics involving acoustic description well below the
word level and pragmatics encompassing entire interactions. Meaning in language traditionally
enters at the morphological level. Definitions adapted from O’Grady et al. (1996).
specific vowel denotes angularity (e.g., Languages A and B), there is a straightforward
relationship between meaning and a particular vowel phoneme. This pattern is not the
prevailing one found in natural languages at the phonological level.
However, systematicity - and thus, non-arbitrariness - is present and uncontrover-
sial in language above the phonological level, at the morphological level. Regular, non-
arbitrary relationships between form and meaning truly enter the picture at the morpho-
logical level. The study of morphology is primarily concerned with morphemes, the
smallest units of meaning in a language. While a change in phoneme results in a change
in meaning, there is no specific meaning connected to any one phoneme. Morphemes,
on the other hand, encode specific meaning. Not all morphemes are words (known as
bound morphemes), and many words contain multiple morphemes, while others are
monomorphemic (e.g., bat or pat). Consider the word reestablishment, which con-
tains three distinct morphemes: re- (to do again), establish (free root, a verb meaning
to erect or begin), and -ment (which changes the root verb into a noun). Meaningful
morphological units can be combined in different rule-governed ways, such that the
morphemes described above can occur in other words: e.g. re-entry, unestablished,
accomplishment.
Crucially, bound morphemes such as re- have a similar form and meaning regard-
less of the root to which they attach (e.g., reintegration, reordering, etc.)5. Thus, in a
measure of the system, the form re- is highly likely to occur with the meaning ‘to do
again’6. Because morphemes are reusable units of meaning, they will result in system-
5It is important to note that though it occurrs systematically, there is no reason to believe that the
form re- is iconic with respect to its meaning. The connection between this form and its associated
meaning is presumably nothing more than conventional.
6However, this form will not always have this meaning, e.g., in cases where meaning has shifted
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atic non-arbitrariness at the word level as long as multi-morphemic words are being
considered. For example, imagine we look to a corpus of English words for verbs
that share the feature of meaning ‘to do again’. Unless we were to make sure these
words were all monomorphemic, we would likely find that words sharing features in
meaning would also share features in form - that is, we would find systematicity. But
this systematicity would be due to the recurrence in multiple words of morphemes like
re-, rather than anything at the phonological level. This point - that the definition of
morphemes as units of meaning automatically results in at least some systematicity
above the monomorphemic level - becomes particularly important in measuring non-
arbitrariness in modern natural language.
Non-arbitrariness above the level of the single morpheme is uncontroversial. The
meaning of the word re-establishment is not arbitrary with respect to its form; it is
composed of the meaning of its morphemic subparts. However, morphemes are not
composed of the meanings of their phonemic subparts, as phonemes do not encode
meaning. This gives an otherwise finite system vast expressive power: a limited set
of phonemes carrying no meaning can be recombined in a variety of ways to create
meaningful morphemes, which are then in turn combined to create meaningful words.
This feature of language is part of what provides its capacity for virtually unlimited
expressivity.
One of the major questions in language evolution is how we came to combine
meaningful subparts (morphemes) to create larger meaningful words and sentences.
Though this is an important question, and remains largely open, we also don’t know
how we came to have meaningful subparts at all. Single morphemes, composed of sev-
eral phonemes, have no connection to their meanings. How do meaningless phonemes
combine to create meaningful strings of sounds? The STP seeks to explain how we
came to have meaningful morphemes at all, considering the building blocks of mor-
phemes (phonemes) are theoretically meaningless. The STP suggests that at some
basic psychological level, certain phonemes can in fact have a natural connection to
meaning, by virtue of cross-modal goodness-of-fit.
Why, then, are phonemes in modern language predominantly arbitrary? The next
section will attempt to explain how and why such an emerging lexicon, which was
systematic and iconic, would have morphed into the predominantly arbitrary systems
we see today. First, I will address the notion of a protolanguage in more detail.
in words like repel or reject, and also where the same phoneme cluster occurs word internally, as in
frequent. Shifts in meaning which obscure original similarites likely played an important role in the
shift from an non-arbitrary to an arbitrary system, discussed in further detail in Section 2.2 below.
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1.3 Protolanguage and the move to arbitrariness
The STP entails an iconic protolanguage system: a grounded lexicon built upon shared
cross-modal associations. The previous section detailed how language is predomi-
nantly arbitrary at the phonological level, but this leaves the major question of how a
lexicon based on ungrounded phonology came to be. The STP suggests that when lan-
guage emerged, our utterances were grounded in perception and sensory systems (refer
to Figure 1.3, p. 8). This section will further explain the concept of protolanguage,
what its broad characteristics likely were, and how and why an iconic protolanguage
may have matured into arbitrary language.
1.3.1 Conceptualising protolanguage
The term protolanguage has several uses in the literature: ancestral protolanguage,
monogenetic protolanguage, and evolutionary protolanguage. Evolutionary protolan-
guage is most relevant to the current discussion, and will thus be the point of reference
when the term protolanguage is used on its own. However, the ancestral and mono-
genetic senses of protolanguage will also arise periodically throughout the thesis, and
thus I will clarify the general definition of all three terms here.
The first and most common usage of the term is dominant in historical linguis-
tics, and refers to a particular ancestor language of a modern group, or an ancestral
protolanguage. For example, the protolanguage shared by both French and English
is Proto Indo-European, a language theoretically spoken in Europe approximately 5-
7000 years ago (O’Grady et al., 1996). The more proximate protolanguage of French
would be Proto Romance, and Proto-Germanic would be the more recent ‘parent’ of
English. Used in this sense, a protolanguage usually refers to something that can be
reconstructed with some degree of certainty based on modern languages or direct evi-
dence of languages that have fallen out of use (e.g., written records of Latin offer very
good clues to the nature of Proto Romance).
This brings us to the monogenetic sense of protolanguage, which is used to refer to
a monogenetic ancestor to all language - the hypothetical single first language spoken
by humans before migration led to disparate population centres, and thus language spe-
ciation (Trombetti, 1922; Ruhlen, 1994). This could be contrasted with a polygenetic
theory of language origin, wherein several languages were spoken by a widespread
population of humans at the time of language origin. Monogenetic protolanguage is
most likely to cause confusion with the more pertinent evolutionary sense of protolan-
guage, and so they will be contrasted in detail here. Monogenetic protolanguage was,
by all accounts, a fully functioning human language. This stands in stark contrast to the
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evolutionary sense of protolanguage, which is by definition a system qualitatively and
quantitatively unlike modern languages. Evolutionary protolanguage is a concept of a
stage in the evolution of language between the absence of a language-like communi-
cation system and full-blown language, and its existence as a concept is agnostic as to
the monogenetic or polygenetic nature of language origins. From this perspective, evo-
lutionary protolanguage is not a specific language that can be reconstructed, as Proto
Indo European is or some beileve the monogenetic ancestor to human language to be.
Protolanguage, in this evolutionary sense, is a system that may have persisted over a
long period of time, and its specifics, for example, particular vocabulary items, are
generally considered much less important than describing its overall characteristics,
quality, and function.
Importantly, evolutionary protolanguage is conceived of as being both qualitatively
and quantitatively different from modern languages, making the specific reconstruction
efforts inherent to the other senses of protolanguage largely irrelevant. Protolanguage
represents a transitional stage between no language and a full blown language, and
thus would have been by definition smaller and less complex than the systems we see
today. Bickerton (1990) suggests that evolutionary protolanguage shared features with
the early language of children, the limited systems of language trained apes, and pid-
gin languages. It is the transitional nature of evolutionary protolanguage that makes
it vital to conceptualising language evolution more widely. It stands in stark contrast
to other theories of language evolution which favour saltationist accounts, in which
full language emerges rather abruptly from an alingual state without gradual adapta-
tion (e.g., Fitch, Hauser, & Chomsky, 2005). Evolutionary protolanguage simply seeks
to bridge the often overwhelming gap between alingual and lingual states (K. Smith,
2006). From this point on, the term protolanguage will be used to refer to evolutionary
protolanguage - where relevant, the ancestral and monogenetic senses will be specifi-
cally marked.
While the concept of protolanguage allows for a gradual emergence of language
consistent with what we know of other evolutionary systems, it raises a whole host
of questions: What is the nature of protolanguage and how did we get it? How does
it bridge the alingual/lingual gap? How did it mature into modern language? I will
attempt to discuss each of these questions in turn, with specific reference to how a
sensory theory of iconic protolanguage might address them.
1.3.2 The nature of protolanguage
What is the nature of protolanguage and how did it arise? I will begin by reviewing pre-
vious ideas regarding the nature of protolanguage, and then attempt to integrate these
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with the STP. There seems to be broad agreement in the literature that protolanguage
was small, not as strictly rule-governed as modern language (e.g., in terms of word
order), and contained some rough equivalent of object and action categories (Wray,
1998). The major points of debate regarding the nature of protolanguage involve the
degree to which it did or did not include atomic word-like units (Bickerton, 1990;
Tallerman, 2007; Wray, 1998), the dominant modality (e.g., gestural or vocal; Arbib,
2005; Corballis, 2003), and its possible continuity with other primate vocal commu-
nication systems. The STP is largely agnostic with respect to these debates; protolan-
guage must be somehow grounded, regardless of how atomic it is, its dominant modal-
ity, or its relationship to extant primate communication systems. However, any theory
of protolanguage must be informed by the lively debate surrounding its nature. I will
detail the debates surrounding atomicity, modality, and continuity, and demonstrate
that the STP is compatible with all sides.
Atomicity of protolanguage
Debate on whether protolanguage contained atomic word-like units is most commonly
articulated as a distinction between a holistic (e.g., Wray, 1998) or synthetic system
(e.g., Bickerton, 1990; Tallerman, 2007). In a holistic protolanguage, the meaning of
a form would have corresponded to an entire proposition or idea, which was then re-
analysed into distinct components; these components came to form smaller atomic not
unlike words. Wray (1998) uses an illustrative example. If the form /mEbita/ meant
GIVE HER THE FOOD and the form /kamEti/ meant GIVE HER THE STONE, a protolan-
guage user could analyse and dissect these utterances to conclude that /mE/ meant HER
or GIVE HER (Wray, 1998, p. 55). This reanalysed form could then be used to create
new utterances. In contrast, the synthetic account (Bickerton, 1990; Tallerman, 2007)
holds that atomic units preceded propositional utterances, and a rule-governed system
involving fixed word order gradually emerged: atomic word-like units emerged and
were strung together to form propositions. To use Wray’s example, under Bickerton
and Tallerman’s accounts, /mE/ came before /mEbita/ or /kamEti/. Though the syn-
thetic/analytic debate has dominated discourse regarding protolanguage, two cogent
critiques, Dowman (2008) and K. Smith (2006), have demonstrated that this debate
may be moot.
Dowman (2008) proposes that the synthetic/analytic distinction is not, in fact, a
distinction at all. Rather, synthetic and analytic are points on a continuum. Dowman
points out that in modern languages, concepts are expressed with varying atomicity
within language. He uses the example of the words, brother, sister, and sibling. While
all are atomic units, they convey varying specificity regarding the relationship between
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individuals who share parents (Dowman, 2008). The word sibling contrasts with the
more specific brother and sister, meaning that words convey varying degrees of speci-
ficity when it comes to concepts, even in full-blown language. “Holophrastic words
and words that appear to denote atomic concepts are simply arbitrary points on a con-
tinuum regarding the generality or specificity of denotation” (Dowman, 2008, p. 2).
Accepting Doman’s critique eliminates the need to place any theory of protolan-
guage firmly on either the side of a synthetic or analytic system. If any given utterance
in the system is only synthetic or analytic relative to another, describing the system as
a whole as either synthetic or analytic is not only unnecessary but misleading. Even in
describing the nature of particular utterances, the synthetic or analytic nature does not
effect the possible presence of iconicity. For example, return to the iconic bouba/kiki
language, wherein a high front vowel such as /i/ denotes angularity or spikiness. As
long as this phonological feature is present where we refer to the feature of spikiness
somewhere in the relevant utterance (be it propositional or more atomic), the relative
holism of an utterance is irrelevant. Whether /kiki/ effectively means STAY AWAY
FROM THE SPIKY OBJECT or just SPIKY OBJECT, the fact remains that the object’s
property of spikiness has motivated the use of the vowel /i/.
K. Smith (2006) has pointed out that the synthetic/analytic distinction may be less
of an argument about the nature of protolanguage writ large, and more of a distinction
to be made between different stages of protolanguage. Smith contrasts Tallerman’s
(2007) synthetic account with Wray’s (1998) holistic account, arguing,
Tallerman [is] unconcerned with the origins of words and ordering con-
straints. Wray offers an explanation for the origins of such features, via
the analysis of a holistic protolanguage. The two theories therefore seek
to explain different aspects of linguistic structure and seem to be compati-
ble...a holistic protolanguage undergoes analysis to deliver up nouns, verbs
and some conventionalised ordering principles; the resulting synthetic pro-
tolanguage then feeds into known processes...to deliver fully modern lan-
guage. (Smith, 2006, p. 7)
Fitting Smith’s (2006) critique into a sensory theory of protolanguage requires
more nuance, but in fact squares well with the types of non-arbitrariness discussed
in Section 1.2. Protolanguage may have begun at as a type (iii) language - one which
was iconic, but not systematic. In this sort of language, a form like /kiki/ may have
meant STAY AWAY FROM THE SPIKY THORNS, while something like /ôimi/ meant GO
GET THOSE SPIKY THORNS. Reanalysis of such holistic propositions would likely
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result in a vowel like /i/ referring specifically to angularity much like /mE/ comes to
mean HER in Wray’s original example. The mapping of vowel quality to angularity
can be applied across the system. As this process repeats, the system will become a
type (i) language, that is both iconic and systematic. Though the debate surrounding
the synthetic or analytic nature of protolanguage remains lively, accepting either or
both of Dowman and Smith’s critiques as valid eliminates the need to take a side in the
issue. Particularly with respect to the STP, relative synthesis or analysis at different
stages does not preclude iconicity, nor does it eliminate the remaining need to ground
protolanguage.
Modality of protolanguage
Another debate about the nature of protolanguage has focused on the dominant modal-
ity of the system, specifically, whether it was predominantly spoken or gestural. Corballis
(2003) argues that the pervasive right hand dominance combined with the left hemi-
sphere lateralisation of language in humans points to a predominantly gestural origin.
Vocalisations are not laterlised in other primates, nor do these animals display handed-
ness preferences (Arbib, 2005). Both Corballis (2003) and Arbib (2005) argue that the
area in monkeys homologous to Broca’s area, Brodman’s F5, is the primary location
of mirror neurons, and thus the control of gestural imitation. Corballis (2003) suggests
that language at its outset was completely gestural, and only later transferred to the
vocal modality. Arbib (2005) takes a slightly less extreme approach in suggesting that
protolanguage began with protosign, followed by protospeech, with speech dominat-
ing at the advent of modern Homo sapiens approximately 150,000 years ago. There
are some problems with gestural theories of language origin, most of which are dealt
with in detail in the commentaries of Corballis and Arbib’s proposals (for further de-
tail, see in particular the commentaries of Razdonchin, Pendersen, and Macneilage in
Corballis, 2003; and the commentaries of Kaplan, Macneilage, McNeill, and Seyfarth
in Arbib, 2005).
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Gesture first theories such as those proposed by Corballis (2003) and Arbib (2005)
are rather extreme, but there is increasing evidence in the literature that gesture cer-
tainly played some role in the emergence of language (e.g., Tomasello, 2008; McNeill,
2005; J. Brown, 2010, 2012). These more nuanced interpretations are based on the
idea that modern language, though speech dominant, is a dual channel system, with
both speech and gestural channels. This idea is supported by the automaticity of ges-
tures - gestures are extremely difficult to inhibit. For example, people talking on the
phone gesture despite having no visual audience, and evidence suggests that gestures
help not only to clarify new concepts for hearers, but also lighten the cognitive load of
speakers (Goldin-Meadow, 2006).
Fay, Garrod, Roberts, and Soboda (2010) have demonstrated the utility of a dual
channel system in a recent experiment. They examined the role of gesture alone, ges-
ture paired with vocalisation, and vocalisation alone in a novel communication task.
Participants were paired (one communicator and one guesser), and each had the same
list of words in different random orders. The communicator was tasked with making
their partner guess a word, and each pair was put in one of three conditions where the
communicator could only gesture, only vocalise (but not use words), or a combination
of both. For example, the concept falling could be the dropping of the hand in the
gesture condition, a whistle with falling pitch in the non-word vocalisation condition,
or a combination of the two in the final condition. Fay et al. (2010) found that the vo-
calisation only condition was the least communicatively successful, with gesture only
and gesture/vocalisation conditions being significantly more successful. These results
indicate that gesture plays an important role in successful communication, and thus it
likely played a role in the emergence of language.
Within the framework of an iconic protolanguage theory, a role for gesture fits in
well. It has been suggested that the gestural modality has more affordance for iconicity
(Hockett, 1978; Pietrandrea, 2002). Gestures can imitate or indicate contours, move-
ments, and size in a uni-sensory manner, where the vocal modality can only convey
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these concepts in a cross-sensory manner. Moreover, in a dual channel system, ges-
tures can reinforce the iconicity of vocalisations. For example, Ramachandran and
Hubbard’s (2001) experiment demonstrated the apparent iconicity of the word kiki to
match with an angular object. But for the small percentage of people who do not find
this immediately iconic, a reinforcing gesture outlining the contours of the relevant
object can make the reference so explicit as to ground the utterance even without an
immediately shared cross-modal association.
Evolutionary continuity of protolanguage
The last major debate surrounding protolanguage involves the issue of evolutionary
continuity: did language evolve out of the types of communication systems we see in
our closest living relatives, or is it something completely different? Several authors
(e.g., Fitch, 2007; Cheney & Seyfarth, 2007) have suggested that the best place to
look for clues to language evolution is in the extant communication systems of non-
human primates. Many primate species, including vervets, orangutans, and our closest
relatives, chimpanzees, use vocal communication copiously. However, their systems
of vocal communication are highly confined - involving little variation between or
within “speakers” and no creativity. Indeed, they tend to be holistic, small, finite, and
sterotypical. Moreover, vocalisations are usually a response to stimuli (e.g., the pres-
ence of predators or dominant conspecifics) rather than voluntary expressions. Though
these represent drastic differences between language and other primate communica-
tion systems, a continuous perspective is certainly possible, especially given a sensory
theory of protolanguage emergence. If language is an extension of extant primate com-
munication systems, then protolanguage could have grown out of holistic involuntary
vocalisations which were reanalysed into component parts, and in turn re-synthesised
to create a more expressive system.
However, whether language emerged directly from other primate calls, or repre-
sents a new kind of vocal communication system, it still needs to be grounded. Even
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in a holistic, small, finite system, something has to connect form to meaning, at least at
the outset. If language is derived directly from the sorts of communication systems we
see in other primates, we should expect some sort of type iii (iconic but not necessarily
systematic) non-arbitrariness to be present in extant primate communication systems.
This possibility will be further explored in Chapter 4. If language is a new sort of vocal
communication, disconnected from other animal communication systems, we need to
look elsewhere in the primate cognitive suite for its precursors. Taking a cross-modal
point of view gives a logical starting point: do other primates make the same sorts of
cross-modal associations as humans - the same sort that would have provided the basis
for a grounded protolanguage?
There is recent evidence that chimpanzees share some cross-modal associations
with humans. Ludwig, Adachi, and Matsuzawa (2011) found that chimpanzees map
high pitch to bright light, a cross-modal mapping well documented in humans (Marks,
1974). There is also evidence of other cross-modal abilities in primates more broadly.
Although complex tasks such as Kohler’s takete/maluma task have not been tested in
non-human primates, there is ample evidence that they engage in another cross-modal
ability: cross-modal transfer. As mentioned in Section 1.1, cross-modal associations
would have been advantageous even in an environment where a linguistic communica-
tion system was non-existent. In particular, cross-modal associations based on cross-
modal transfer would have been valuable. Cross-modal transfer occurs when we have
input regarding an object only in a single modality; for example, we can only see some-
thing but not touch or hear it. Cross-modal transfer occurs when we use information
from a single modality to make accurate inferences about an object in other modali-
ties. For example, an accurate expectation of what an object may feel like (e.g., sharp)
based on how it looks (e.g., angular) has obvious survival value; one can make effec-
tive decisions regarding multi-sensory interaction with input from a single modality.
This also has obvious implications for the auditory modality dominant in most linguis-
tic communication - an expectation of what it might sound like to step on different
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substances would be important for moving around undetected, for example, during
hunting. Cross-modal transfer cannot account directly for more abstract cross-modal
associations, for example between linguistic sound and shape. In other words, we do
not expect an angular shape to somehow make a front vowel sound. However, the
cognitive mechanisms underlying cross-modal transfer may be related to those which
underlie cross-modal association. These mechanisims may have been co-opted for lan-
guage, and further enhanced by use for a communicative symbol system, resulting in
the ability to make increasingly abstract cross-modal associations.
Cross-modal transfer has been found in infants as young as six months old (Rose et
al., 1981), who will recognise by sight an object they have only previously touched, but
not seen. Likewise chimpanzees (Davenport, Rogers, & Russel, 1973), rhesus mon-
keys (Cowey & Weiskrantz, 1975), and even bush babies (Ward, Yehle, & Dorflein,
1970) can recognise by sight objects they have been able to feel but not see. Savage-
Rumbaugh and colleagues have found more robust cross-modal transfer in language
trained chimpanzees, including tasks that involve ”not only cross-modal associations,
but also the transformation of information from symbolic to representational modes”
(Savage-Rumbaugh, Sevcik, & Hopkins, 1988, p. 617). This finding would suggest
not only a continuity of cross-modal abilities between humans and chimpanzees, but
also that the availability of a small lexicon may enhance abilities in cross-modal as-
sociation. In the course of protolanguage emergence, cross-modal abilities such as
cross-modal transfer may have been the evolutionary basis for the cognitive abilities
underlying an iconic protolanguage. Learning and use of such a system may have ex-
panded cross-modal transfer to more cross-modal association, allowing for the sort of
associations underlying the bouba/kiki task and commonly found among humans.
The continuity provided by cross-modal transfer gives an increasingly clear picture
of how we may have moved from a completely alingual state to a small iconic system
of communicative reference. Of course, there are many questions regarding the evolu-
tion of language that remain. Many authors have considered in detail how and why we
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may have acquired an impetus to communicate information about objects and experi-
ences to others (Tomasello, Carpenter, Call, Behne, & Moll, 2005; Tomasello, 2008;
Dunbar, 2003). Tomasello and colleagues point out that it would have required some
degree of a theory of mind: the ability to represent others’ states of belief and desires.
Interestingly, a lack of theory of mind appears to correlate with the inability to perform
common cross-modal association tasks in individuals with autism (Ramachandran &
Oberman, 2006), perhaps inidicating that the perspective taking involved in theory of
mind is also crucial for sharing cross-modal associations. Whatever the origins of this
drive to share, it is reasonable to expect that it predates the emergence of protolan-
guage. Nonetheless, given that the sort of information relevant for sharing would have
to be mediated by our perceptual system, grounding our hopeful utterances in shared
sensory experience would have been a reasonable starting point.
The previous accounts of the nature of protolanguage regarding analysis or syn-
thesis, the possible role of gesture, and continuity with other communication systems
combine well with the groundedness brought to the table by the STP. Taking all of
these perspectives of protolanguage together, we can begin to see a complete picture
of protolanguage emergence. Utterances, which were likely dual channel (containing
both speech and gestural elements), were iconically grounded, forming a small lexical
system which was transparent even to a naı̈ve observer. As earlier theories of protolan-
guage have suggested, this system probably consisted, at a minimum, of noun-like and
verb-like categories (roughly denoting objects and actions). At a maximum, the system
may have also included something akin to adjectives and/or adverbs - rough descrip-
tors of the properties of objects and actions. Additionally, this system was not nearly as
strictly rule governed as modern language, perhaps allowing several ordering options
among the ‘word types’ present. The system may have been initially synthetic, consist-
ing of atomic word-like units that were strung together under loose ordering principles
(as in Tallerman and Bickerton’s view), but could have also started with more holis-
tic iconicity (as in Wray’s view) and undergone reanalysis to shift to an increasingly
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synthetic system (as per Smith, 2006).
Lastly, cross-species continuity can be conceived in two possible ways. In the first,
language evolved out of a system much like other primate calls, and there was a bias to
reanalyse these holistic calls into component parts reusable in other utterances, which
resulted in a synthetic system. The second possibility is that language is unrelated to
the predominantly holistic systems we observe in other primates - although vocally
based, it derives from a more innovative use of vocalisations. Cognitive mechanisms
underlying cross-modal transfer were co-opted for use in creating grounded, cross-
modally iconic vocalisations. Whereas other extant communication systems are purely
innate and emotive, much like the systems of vocalisation which persist paralell to lan-
guage (e.g., laughing and crying), this new system involved reference to a broad array
of sensory experiences. In either scenario, utterances must be perceptually grounded to
allow mutual understanding prior to an established convention, and the STP provides
this groundedness.
Although considerably more detailed, a theory of iconic protolanguage still suf-
fers from the largest problem endemic to the original ’bow-wow’ theories of language
origins: modern language is arbitrary. The next section will describe how and why
iconicity would have given way to the arbitrariness so characteristic of modern lan-
guage.
1.3.3 Protolingual to lingual
A comprehensive theory of gradual language emergence should seek to explain how
we got from an alingual state to a protolingual state, and how we further progressed
from a protolingual state to the modern languages we see today. So far, I have proposed
that cross-modal transfer provided the basis for a small, dual-channel, iconic system of
communicative reference, bringing us from an alingual to a protolingual state. Use of
this system allowed increasingly sophisticated and abstract cross-modal associations
of the bouba/kiki sort, which fed further into the iconic system, giving us a growing
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iconic proto lexicon.
But why and how might an iconic protolanguage have become arbitrary? There
is evidence that pressures on an expanding language system - for example, a small
protolanguage shifting to a full-fledged modern language - would have resulted in a
shift from iconicity to arbitrariness. As discussed previously, the STP has the dis-
tinct advantage of being able to ground the communication system in our perceptual
experience, and thus provide mutual intelligibility in a system with no established con-
vention. However, there are additional advantages to non-arbitrariness within a system.
The contrast between advantages inherent in non-arbitrariness with the advantages in-
herent in an arbitrary system shed light on why and how we made the transition from
protolanguage to language. I will start by detailing two advantages of a non-arbitrary
language: increased learnability and decreased processing demands.
Theoretically, learnability of a system greatly increases when it is non-arbitrary.
If the connection between form and meaning is intuitive from the outset, storage and
fidelity of a form-meaning pair will be quicker and more robust against loss over time
(Gasser, 2004). Learnability is not trivial; in fact, it is considered a core property of
human language (Hockett, 1960) - a language must be learnable by its users in order
to be useful. For example, imagine a ‘language’ of road signs, each with a different
meaning. A learner driver who must memorise pictorial road signs will have an easier
time of doing so if the signs are non-arbitrary, and even more so if they are specifically
iconic. If the sign for ‘no parking’ is a car with a line through it, the connection
between the sign and its meaning is obvious, making it easier to remember. Moreover,
such obvious connections throughout a system decrease the need for rote memorisation
altogether - interpretation of meaning is so clear and automatic that permanent storage
of the relation might not be necessary at all. Even in a system of road signs that was
not iconic but remained systematic - for example, where any sign indicating a need to
decrease speed had a grey border - learnability is greatly increased.
Rather than remembering disparate signs for a set of related actions, (e.g., STOP,
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MERGE, YIELD and SLOW), the learner can associate similar actions (those requiring
a decrease in speed) with a single sign feature (a grey border). Of course, this doesn’t
elminate the need to have other features distinguishing the separate but related actions,
but the learning burden is decreased by the relatedness of signs. In the case of the road
sign example, the question is almost turned on its head: why would signs for related
actions not share related visual features? Returning to the advantages of an iconic pro-
tolanguage, iconic forms are more easy to learn because they are grounded in existing
perceptual and cognitive systems. In addition to the theoretical evidence discussed
above, there is extensive experimental evidence that both iconic and systematic sys-
tems are more learnable than completely arbitrary systems (e.g., Monaghan, Mattock,
& Walker, 2012; Nielsen & Rendall, 2012; also discussed in further detail below, as
well as in Chapter 3). The basic advantage stands: where forms and meanings are
connected, learnability is increased. Unrelated symbols connected to their meanings
only by convention, on the other hand, require rote memorisation of every item, with
no system-wide properties to leverage in learning.
This leads onto the second advantage: a non-arbitrary system requires less effort
during retrieval by providing a constrained search. Iconicity is, by definition, a natural
strength in the bond between form and meaning, making the retrieval of a meaning
given only the form - or the retrieval of a form given only the desired meaning - more
automatic. Returning to our bouba/kiki language, we can conceptualise the task of
retrieval as one of search: where we see a form, our task is to search in our memory
for its meaning; where we see a meaning and want to express it, we are searching in
memory for the correct form. If all forms denoting angular objects contain the front
vowel /i/, the task of searching for the meaning of a form such as kiki is immediately
constrained to meanings with the feature [+ANGULAR]. In an arbitrary system, how-
ever - where the form kiki might denote any type of object - the task of searching for
the relevant meaning remains largely unrestrained, and the search must be exhaustive.
Given these advantages, why would language ever become an arbitrary system?
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Arbitrariness presents a different set of advantages. Most notably, it allows for the
expansion of a system while minimising possible ambiguity. Recall that a defining
feature of protolanguage is its size: it is smaller than modern natural language, mean-
ing there were fewer meanings expressed by the system. Therefore, in order for pro-
tolanguage to mature into modern language, the system must have expanded. Gasser
(2004) set out to examine the advantages of arbitrariness and non-arbitrariness relative
to vocabulary size in a series of simulations using a simple feed forward network7. The
network learns non-arbitrary languages with much lower error, in accordance with the
notion that non-arbitrary languages have superior learnability. However, this advantage
only persists while a non-arbitrary language is small. When the size of the language
was expanded, the trend reversed: arbitrary languages were learned with lower error
than non-arbitrary languages.
Why are large languages more learnable if they are arbitrary? Gasser suggests
that the manner in which the form-meaning space is occupied in non-arbitrary versus
arbitrary systems is essential to understanding the large arbitrary advantage. If there is
a non-arbitrary relationship between form and meaning, a given meaning cannot have
just any form, and so the space is occupied in a regular and organised fashion, as in
Figure 1.5a. To occupy the space in such an organised fashion is sensible if we only
have five meanings. However, if we wish to expand the size of the language such that
there are ten items and maintain such organisation, similar forms and similar meanings
are now effectively on top of one another (Figure 1.5b) - so close that confusion is
likely. This increases the potential for ambiguity: a given form may be taken for the
wrong meaning. In contrast, if we allow these ten meanings to occupy the space in
a more distributed - and necessarily arbitrary - manner, then forms have the distance
necessary to maintain accurate discriminability (Figure 1.5c).
7A feed forward network is a simple neural network wherein information moves forward only, with
no cycles or loops between input and output nodes.
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(a) (b) (c)
Figure 1.5: Occupation of the form meaning space in a small iconic language (a), a large iconic
language (b), and a large arbitrary language (c). Adapted from Gasser (2004).
To make this idea more concrete, consider the road sign example used earlier, and
assume that our signs can vary in shape and colour - this is our form space. If we
need our road signs to convey four meanings (STOP, SLOW, MERGE, YIELD), our non-
arbitrary use of a grey border works (Figure 1.6a).
(a) (b) (c)
Figure 1.6: A small set of hypothetical iconic road signs (a) maintains easy discrimination
between the forms. However, if we try to expand the meaning space as in (b), while retaining
our non-arbitrary ”rule” of a grey border for decreased speed, the signs are not nearly as dis-
tinguishable. But if we then discard the non-arbitrary rule as in (c), and allow any colour to
denote a decrease in speed, discriminability is recovered.
A driver can see the grey border to decrease speed, and use the shape to indicate the
specific manner of slowing. But if we require our road signs to convey eight meanings
(e.g., STOP, SLOW, MERGE, YIELD, ROAD CLOSED, PEDESTRIAN CROSSING, BLIND
CURVE, HIDDEN ENTRANCE) it now becomes difficult to distinguish between different
forms accurately (Figure 1.6b). I may take a STOP sign for a SLOW sign, making the
system rather ineffective - errors in correct meaning identification will increase. In
contrast, if we discard the non-arbitrary rule of having a grey border to indicate a
decrease in speed, we can now make distinct meanings effectively distinct in form -
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but we’ve created an arbitrary system (Figure 1.6c).
Monaghan, Christiansen, and Fitneva (2011) have demonstrated experimentally
that non-arbitrariness can create an ambiguity problem in a vocabulary system. In their
experiment, participants were tasked with learning either an arbitrary or a non-arbitrary
language8, mapping non-words to a series of 8 actions and 8 objects. In the arbitrary
language, there was no systematic relationship between form and meaning; in the non-
arbitrary language a particular type of sound (e.g., fricatives), was always present with
a particular meaning type, for example, actions. Following training, participants’ per-
formance was measured in terms of two metrics: individuation (whether or not they
selected the correct specific meaning for a given form) and categorisation (whether
they selected correct category - object or action - for a given form). Monaghan (2011)
found that participants learning the systematic language were significantly more ac-
curate at categorisation, whereas at final test there was no difference in individuation
between the systematic and arbitrary languages.
Monaghan (2011) interpret these results specifically as evidence that non-arbitrariness
is useful for indicating broad category membership, but not necessarily for individuat-
ing particular referents. However, in the light of Gasser’s (2004) language size inter-
pretation, ambiguity problems found in the individuation task could be related to size
of the meaning and form spaces rather than task type (categorisation vs. individuation).
Indeed, performance in both indviduation and categorisation was measured based on
performance in the same form-meaning pairing task. In the case of individuation, par-
ticipants were measured on descrimination between 16 separate meanings. However,
measuring the same performance only in terms of object/action categorisation essen-
tially shrinks the meaning space from 16 to 2, while leaving the form space intact. The
form space in these experiments was small relative to natural language form spaces,
consisting of only four consonants (/f,Z,g/ and /k/) and four vowels (/i, I, a/ and /u/),
whose combination was constrained to CVC words where /i/ and /I/ only occurred
8Note that neither language in Monaghan et al.’s (2011) experiment was iconic; non-arbitrariness
here refers only to systematicity.
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with /f/ or /Z/, and /a/ or /u/ only occurred only with /k/ and /g/, meaning there
were 16 possible forms9. Since the meaning space contained 16 meanings, measures
of individuation would be measuring performance where the size of the meaning space
is equal to the size of the form space. This would result in ambiguity equivalent to
many meanings trying to occupy a small form space systematically, as in Figure 1.5b.
However, measuring categorisation rather than individuation leads to only two relevant
meanings (object and action), such that the form space dwarfs the meaning space.
This highlights another solution to the problem of maintaining non-arbitrariness
while expanding the meaning space of a system: expand the possible form space. Re-
turning again to the road sign example, if we altered our form space such that there
could also be an additional colour inside the sign, we may be able to retain non-
arbitrariness (i.e., we can divide our meanings into ones which require a complete
stop and ones which only require a temporary decrease in speed and use inner colour
to distinguish these). As long as the form space can expand with the meaning space,
non-arbitrariness can, in theory, persist. But if the meaning space expands without a
corresponding expansion in the form space, as in Gasser’s (2004) simulation, arbitrari-
ness becomes an appealing solution to the problem of maintaining effective expressiv-
ity. The form space in spoken languages is the possible number of different phonemes
permitted by the vocal tract. Though large, and occupied to very different extents (and
in different ways) by different languages, this space is finite10. The possible meaning
space for a language to occupy, on the other hand, is effectively infinite: we could
conceivably never run out of things we wish to refer to. Due to its smaller size, an
iconic protolanguage could be effective as a non-arbitrary system because the form
9For the computational model which motivated their experiment, Monghan et al.’s (2011) form space
had 33 dimensions, since the model filled three phoneme slots for each word (CVC) based on an 11-
feature phonological vector. However, this did not carry over to the experiment since forms were prede-
fined and free production was not part of the task (for example, /fug/ was a string that never occurred),
the form space was actually limited to the 16 words on which the participants were trained.
10Advocates of dual gestural/spoken channel theories of language may suggest the form space is
increased by the use of gesture. While gesture may expand the possible space, the form space remains
finite, outstripped by the potential size of the meaning space. In addition to this, available evidence
suggests that gesture is used in a fashion supplementary to speech, such that it provides a system parallell
to language (J. Brown, 2010), rather than acting as an element of a combinatory spoken-gestural system.
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space could keep pace with the meaning space - at least in the beginning. As pressure
on the system to express additional meanings intensified, arbitrariness began to edge
out over non-arbitrariness as the more effective strategy.
In summary, the properties of arbitrariness and non-arbitrariness appear to be the
result of two distinct pressures, and serve two distinct functions. Non-arbitrariness
arises due to a pressure for the system to be learnable, and thus serves the function of
increasing learnability and easing processing burdens. Arbitrariness, on the other hand,
is a response to the pressure for expressivity - in other words, the pressure to express an
increasing number of meanings. Arbitrariness functions to make language more flexi-
ble and expressive. The constant and simultaneous force of these two pressures results
in language systems with both arbitrary and non-arbitrary properties, playing compli-
mentary roles in modern languages. We can see this at the interacting morphological
and phonological levels - while morphemes (e.g., re-) hold consistent meaning across
their various possible environments (e.g., rework, remake) and are thus non-arbitrary,
phonemes, for the most part, are completely arbitrary. At the very emergence of a
referential lexicon, the pressure for form meaning pairings to be quickly learned, pro-
cessed, and understood would have been far stronger than the pressure for the system
to be highly expressive. As the small lexicon began to grow and stabilise, however,
there was a pressure for it to do more and more for its users expressively.
1.3.4 The mechanisms of transition
Having settled that arbitrariness holds the advantage over non-arbitrariness in large,
expressive systems like modern languages, I will now turn to how an initially iconic
lexical system might have shifted to a predominantly arbitrary one. First, the nature of
iconic goodness-of-fit is important. Iconicity is, in some sense, relative to the knowl-
edge of a given observer. A form which is obviously iconic for one person may lack
iconicity for another. For example, the iconicity of common picture icons used in com-
puter interfaces is not immediately obvious to everyone (Figure 1.7). To the youngest
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(a) (b) (c)
Figure 1.7: Familiar computer symbols. The iconicity of the floppy disk (a) is obscure to many
younger computer users, and the iconicity of symbols for email (b) and search (c) may soon be
likewise obscure to new computer users.
of computer users, the ubiquitous ‘save’ icon (Figure 1.7a) is completely arbtirary.
Having never been a computer user in a time when floppy disks were a common way
to save data, they likely do not identify this as a highly iconic sign in the way that
older users would. It is likely that other computer symbols will eventually follow this
trend in becoming less iconic. Email uses an envelope as an icon because the con-
cept of sending written messages is largely derived from postal mail, and search uses a
magnifying glass because this was once a common tool for actual physical searching.
However, imagine a time in the not-so-distant future when people who use computers
regularly to send messages and search for information may have no experience with
postal mail or magnifying glasses. Such a person will have no trouble associating these
symbols with sending typed messages or searching, but to them, the symbols will have
no obvious iconic connection to their meanings.
To illustrate this in practice, Garrod and colleagues (Garrod, Fay, Lee, Oberlander,
& MacLeod, 2007) performed several experiments on the nature of change over time
in a picture based communication system, using a guessing game to facilitate commu-
nication between pairs of participants. Each participant had a finite list of meanings
(e.g., cartoon, Clint Eastwood, museum), and one participant (the drawer) was tasked
with communicating a particular meaning via an online white board, while the other
participant (the guesser) was tasked with guessing the correct meaning based on the
drawer’s depiction. The result most relevant to this discussion is that the pictograms
became more arbitrary over time. Put differently, the pictograms become more opaque
to a naı̈ve onlooker over time - but remained grounded for the participant pair in the rel-
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Figure 1.8: Drawings for Clint Eastwood over six successive interactions in a communicative
pair. From Garrod et al. (2007), p. 973.
evant communicative interaction. For example, in Figure 1.8, the pictogram for Clint
Eastwood changes over the course of several interactions. In the first interaction, we
see a fairly detailed drawing of a man’s face. However, in successive interactions, the
pair seizes on a reanalysis of east and wood, using a tree and an arrow. By the final
interaction, the pictogram is simply an arrow and a circle. To any naı̈ve onlooker, this
final form in isolation would appear completely arbitrary. But to the communicating
pair, it is grounded in their previous interactions, which were in turn grounded in a
detailed, iconic depiction of Clint Eastwood (see also Clark & Brennan, 1991; Clark,
Schreuder, & Buttrick, 1983).
Even given a finite search space of a list of names, it is unlikely a naı̈ve onlooker
could guess the meaning of the final picture in Figure 1.8. However, given access to
the series of all six signs, our naı̈ve onlooker can see how the final form, apparently
arbitrary in isolation, actually has a grounded origin. A similar process can be ob-
served in the well-documented and frequently occurring transition from pictographic
to logographic writing systems. Pictographic writing systems are iconic, such that a
given pictogram is essentially a drawn depiction of the desired referrent. Logographic
systems, on the other hand, are largely arbitrary. The transition from pictographic to
logographic has been repeatedly documented (Tyversky, 1995). Where forms were
once iconic depictions of directly resembling their meanings, they have changed over
time to become unrelated, on the face of it, to their meanings.
Garrod et al. (2007) use the example of the Chinese characters for WOMAN and
GATE (Figure 1.9); in their modern forms, the logographic characters appear to have
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Figure 1.9: Evolution of writing systems from pictographic to logographic, for the characters
for WOMAN and GATE. From Garrod et al. (2007). p. 962.
no connection to their meanings. But given access to the processs of change over time
(Figure 1.9), the iconicity of the signs becomes apparent. This demonstrates that the
iconic to arbitrary shift is one that occurs naturally at least in graphical communication
systems, and it stands to reason that this shift applied to the emergence of spoken sys-
tems as well. Over time, the level of detail in signs is reduced. This reduces the amount
of information contained within a given form, making it by definition more arbitrary:
less information in the form means that that form cannot provide as much information
about meaning. Reducing the level of detail results in a loss of iconic resemblance, but
the burden of production is significantly eased. Interestingly, the pictogram experiment
reported by Garrod and colleagues echoes this result. A measurement of the amount
of ink used in successive runs of the communication task shows that signs are being
simplified as they become more arbitrary (Garrod et al., 2007, see also Healy, Garrod,
Fay, & Oberlander, 2002).
Garrod et al’s (2007) experiments showed that repeated interactions within a pair -
in other words, horizontal transmission of signs - led to the emergence of arbitrariness.
However, the resulting signs still lacked systematicity; that is, they began as holisti-
cally11 iconic and moved towards being holistically arbitrary. This is not the pattern we
observe in language, since, at least above the monomorphemic level, compositionality
is considered a core property. More recent work in graphical communication exper-
11One could argue that the symbol for Clint Eastwood, in containing an arrow and a tree separately,
was more compositional than holistic. However in light of the communicative system as a whole, the
use is, in fact, holistic, since neither the arrow nor the tree are reused in any other signs.
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iments has shown that the combination of both horizontal and vertical transmission
leads to the emergence of both arbitrariness and systematicity at different levels.
Theisen, Oberlander, and Kirby (2010) used a more specifically structured meaning
space than Garrod et al. (2007). Meanings were, for example, institutions, vehicles,
and people with properties in common (e.g., fire station, fire engine, fire fighter; school,
school bus, teacher). Much like Garrod et al’s (2007) experiments, pairs interacted
using a virtual whiteboard to draw signs for each. Theisen et al’s innovation was to
use the interactions of the initial pair to then ‘train’ a subsequent pair. This second
generation was exposed to the first pair’s drawings and their associated meanings, and
thus given the option of using the first pair’s signs in their own interactions for the
same meanings. Theisen et al. (2010) replicated Garrod et al’s (2007) original finding:
elements of signs became more arbitrary over time, particularly when measured by the
“less ink” metric. However, they also found that whole signs became systematic. In
other words, signs for fire fighter and fire house reused the same elements; specifically,
they separated out the notion of fire (using a ladder; Figure 1.10), much like the words
fire engine and fire station do.
Figure 1.10: Graphical symbols for fire engine (left) and fire station (right), from Theisen et
al. (2011, p. 959)
This demonstrates a trend for a communication system to change over time from
non-arbitrary to arbitrary. Systematicity dominates across the system with the re-use
of certain signs across pictures, analogical to the re-use of morphemes throughout
a language system. But at the level of particular signs, arbitrariness dominates, as
in the conventional use of a ladder in one particular pair to denote, roughly, ‘fire’.
Though graphical communication systems cannot necessarily capture the complexities
of spoken language operating on phonological, morphological, and syntactic levels, it
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shows at the very least that horizontal and vertical transmission in tandem can result in
the emergence of iconicity and arbitrariness at different levels of the system.
I have now established in detail several lines of evidence which illuminate a possi-
ble path of protolanguage emergence and evolution into full blown language. Protolan-
guage began as cross-modally based iconic vocalisations, likely bolstered by a gestural
channel. This formed a small system of proto-nouns and verbs. Pressure to express
an increasing number of concepts led to saturation of the form space - occupying this
space in a new way was necessary to avoid ambiguity. We now have a good picture of
why protolanguage was iconic (because it is otherwise ungrounded, and therefore not
mutually intelligible), how it began (an exaptation of cross-modal transfer), and why
it would have become increasingly arbitrary (the system needed increased expressivity
without the problem of ambiguity). We have evidence from Gasser’s (2004) simula-
tion of the expansion phenomenon, and further evidence from that there is a trend for
graphical communication systems to move from non-arbitrary to arbitrary (e.g., Garrod
et al., 2007; Healy et al., 2002; Theisen et al., 2010). What we are left with is how
this transition might have taken place. How might the transition from non-arbitrary to
arbitrary have worked with spoken language?
The ‘how’ may be answered, at least in part, by a phenomenon commonly thought
of as quite a sophisticated aspect of modern language: metaphor. Metaphor plays a
well-documented role in language change, particularly with respect to shifts in mean-
ing. In this process, a particular form has a meaning A at a given point in time. Dif-
ferent usage of the form leads to a new but related meaning B, which usually briefly
co-exists with meaning A, resulting in polysemy (Vanhove, 2008). Crucially, meaning
B may come to replace meaning A altogether, resulting in a full semantic change.
For example, consider the noun press - it has two related meanings: (A) a large
piece of machinery for printing graphical material, and (B) the collection of entities
which distributes news in all its various formats (e.g., newspapers, broadcast, radio,
etc.). Meaning B is much more common in current usage, and in fact derives from
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meaning A - not long ago, most news was primarily distributed by paper, which was
created on the sort of press denoted by meaning A. With its earlier meaning of A, the
term was, in some sense, rooted to its related meaning: it was derived from the verb to
press, as this is the process by which a press acheives the feat of putting ink to paper
on a mass scale. However, like the symbols commonly used in computer graphical
interfaces, it is easy to imagine someone who has learned meaning B of press without
ever having reference to meaning A - making the connection of meaning B to the verb
to press obscure. Since meaning B is rapidly overshadowing meaning A, reference to a
press worker is much more likely to conjure an employee of the BBC than an operator
of a printing press. These shifts in meaning are analogous to the shifts in form evident
in Garrod et al.’s (2007) experiment. Told that a common term for the newsmedia
writ large derives from the action of applying pressure to a surface, a new learner of
English may be mystified as to the connection - much like participants in a graphical
communication game will find the final picture in Figure 1.8 (p. 33) obscure. But given
full access to the symbol’s history, the connection suddenly seems quite obvious.
In this example, the word which formed the original basis for both meanings A and
B, the verb to press, is, of course, itself arbitrary. However, consider that the process of
change outlined above happened over a relatively brief period of time (within 100 years
or so), and then consider the timescale of language evolution is several orders of mag-
nitude larger - estimates range from 50,000 to 200,000 years (Hurford, 2007). Even if
there were only one language, beginning as an iconic system fifty thousand years ago
and maturing into the present, pressures of expressivity and the whims of metaphori-
cal change would make any iconicity apparent at the outset almost completely obscure
with access only to the modern end product. Considering that there are in fact thou-
sands of different languages, that (though shared across a speaker population) cross-
modal associations are not necessarily uniform (i.e., may be somewhat subjective), and
that forms can change at least as fast as meanings, it becomes unsurprising that anal-
ysis of modern language finds arbitrariness to be the dominant relationship between
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forms and meanings.
1.4 Seeking Empirical Evidence
I have presented several lines of theoretical evidence for the sensory theory of pro-
tolanguage, or STP. The STP solves the major problem of an apparently disembodied
symbol system, grounding it firmly in our perceptual system through shared cross-
modal associations. Figure 1.11 roughly summarises the ‘story’ this theory puts forth,
and will be explained in further detail below.
Figure 1.11: A sensory theory of iconic protolanguage emergence. The cognitive mechanisms
underlying basic cross-modal transfer (A) were used for more complex cross-modal associa-
tions, which (combined with a general impetus to socially share information; B) allowed for
iconic (and thus, grounded and mutually intelligible) utterances, forming the basis of a shared
lexicon. Acquisition of this small lexicon than fed back into systems of cross-modal asso-
ciation, allowing for increasingly abstract association which led to a broader base of iconic
lexical items (C). As pressure on the system to expand its expressivity increased, increasingly
arbitrary forms emerged through well-documented processes of language change, including
metaphorical change (D), resulting in a large, characteristically arbitrary, expressive lexicon
(E).
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Under an account where human language grew directly out of vocal communica-
tion systems similar to those of other primates, these systems had a holistic iconicity
that was reanalysed into its component parts to begin the formation of word-like units.
In this case, we should expect some sort of iconicity in the vocal communication sys-
tems of other primates - a possibility which will be considered empirically in Chapter
4. Another possible account holds that language represents a distinct break from other
primate vocal communication systems. Basic cross-modal transfer is present even in
some of our more distant relatives, making it likely this ability was present in early ho-
minids. In this case, cross-modal transfer provided the basis for increasingly complex
cross-modal associations, which in turn provided the basis for iconic vocalisations.
Regardless of the precise starting point, I have argued that a distinct urge to share
information (likely related to the emergence of theory of mind) would have provided
the spark for us to move to a communication system which went beyond the finite and
stereotypical systems we see in other primates. Once a small lexicon was established,
the system would have contributed to its own expansion. A small system of utterances
based on cross-modal transfer directly, or reanalysis of existing holistic cross-modal
calls, would have helped to ratchet cross-modal transfer up to increasingly abstract
cross-modal associations, giving us a protolanguage lexicon. Lastly, a general pres-
sure to express more meanings eventually caused the size of the meaning space to
oustrip the possible form space, and arbitrariness became a more viable strategy for
a stable and useful system. Meanings were added and shifted away from their origi-
nal groundedness using metaphorical processes, creating the predominantly arbitrary
lexicons we observe today.
The goal of this chapter was to provide theoretical evidence showing that the STP a)
solves the symbol grounding problem (Harnad, 1990) in a way that no existing theory
does, b) is highly plausible in terms of the respective advantages of non-arbitrariness
and arbitrariness, and c) is reasonable given known patterns of change from non-
arbitrary to arbitrary found in language, writing systems, and experimental commu-
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nication systems. This theory forms a starting point for generating a set of testable
hypotheses regarding the presence of linguistic cross-modal associations, as well as
the nature of modern language itself. The remainder of the thesis will focus primarily
on what this theory leads us to expect regarding the nature of cross-modal associations
in the nature of the general populations (Chapters 2, 3, 4, 5), with a brief treatment of
how non-arbitrariness persists in some corners of natural language systems (Chapter
6).
Chapter 2 will address one of the most well-known linguistic cross-modal associa-
tions, between physical size and vowel quality, showing that associations between high
vowels (e.g., /i/) and small size and low vowels (e.g., /a/) and large size may only ap-
pear under certain conditions. Chapter 3 will take a critical perspective on bouba/kiki
style tasks, presenting new data that requires a re-interpretation of these seemingly
robust results. Data from several new experiments shows that literacy plays a strong
role in bouba/kiki style experiments, calling into question whether such experiments
actually show genuine cross-modal associations. Chapter 4 will present a new way of
looking at linguistic cross-modality, moving away from the visual modality and focus-
ing on an oft-neglected sensory system: taste. This chapter will show that people make
systematic associations between taste and vowel quality in particular. Chapter 5 will
include new data on associations between motion and nonsense words, using an inno-
vative online methodology which shows that people map aspects of vowel quality and
reduplication onto speed. Chapter 6 will look to modern natural language for evidence
of non-arbitrariness, particularly examining if mappings found in Chapters 4 and 5 are
used across unrelated languages. Finally, the thesis will conclude with a consideration
of how well empirical data supports the STP (Chapter 7), and suggest directions for
future research in the area.
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Chapter 2
Mappings between linguistic sound
and physical size
The aim of this chapter is to present evidence for shared associations between linguistic
sound and physical size. The previous chapter laid the theoretical groundwork for the
STP, which holds that shared associations between linguistic sound and other sensory
modalities allowed for the expression of a variety of experiences through a single lin-
guistic channel. Since protolanguage, in this view, was built upon shared cross-modal
associations between linguistic sound and other modalities, we should find that such
cross-modal associations are robust. This chapter will examine associations between
linguistic sound and physical size specifically.
The previous chapter touched briefly upon early experiments in Gestalt psychol-
ogy focusing on ‘motivated naming’, the simplest of which is commonly known as
the bouba/kiki experiment, originally performed by Kohler with the stimuli takete and
maluma. This chapter, as well as Chapter 3, will aim to delve deeper into these early
experiments and the modern literature which they inspired, and offer new data to il-
luminate the phenomenon of shape-based linguistic cross-modality. This chapter will
approach linguistic cross-modality with respect to size, presenting a new methodolog-
ical approach in which participants respond to shapes using synthesised sound, rather
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than choosing from a predefined set of words. Chapter 3 will then turn to the larger lit-
erature on linguistic cross-modality and shape angularity, directly inspired by Kohler’s
classic experiment.
The primary focus of this chapter is size-sound symbolism: the phenomenon of
matching certain linguistic sounds with notions of physical size. Of most interest is
early experimental evidence that larger objects map to low vowels, (e.g., /a/), while
smaller objects map to high vowels (e.g., /i/; Sapir, 1929; Newman, 1933). Vowel
height is determined roughly by the height of the tongue in the mouth; where the
highest point of the tongue is close to the roof of the mouth, the vowel is considered
high; where the tongue lies lower in the mouth, the vowel is considered low1. Size-
vowel symbolism was of particular interest in early studies of linguistic cross-modality,
the most notable of which is Sapir (1929). Sapir used sets of simple non-words, such
as /mil/ and /mal/, which contrasted only in terms of their vowels, with consonant
sounds remaining constant. Participants were asked to match these words with, for
example, a photograph of either a large table or a small table. Sapir found that 80% of
over 400 participants matched /mal/ (the low vowel) with large objects and /mil/ (the
high vowel) with small objects. Newman (1933) extended Sapirs findings, showing
that not only the absolute height of the vowels /i/ and /a/ mapped onto size, but
relative vowel height had a similar effect, such that the lower of two vowels in a pair
would be judged as larger. For example, if the vowels were /i/ and /e/, /e/ would be
judged as larger as it is lower relative to /i/, but if the vowels were /e/ and /a/, /e/
would be judged as smaller as it is higher relative to /a/ (see also Bentley & Varon,
1933).
Since Sapir (1929) and Newman’s (1933) seminal investigations of size-sound
symbolism, the study of how we relate size to sound has expanded considerably. First,
I will review investigations of how language makes use of potential size-sound sym-
1High and low vowels are also sometimes referred to as close and open, respectively (as in, the
tongue is ‘close’ to the roof of the mouth, or low in the mouth such that it is ‘open’). This thesis will
use the terms high and low.
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bolism (Section 2.1.1). I will then review the modern literature on mappings between
sound and size (Section 2.1.2), and consider two possible mechanisms which may me-
diate these mappings (Section 2.2). Lastly, I present a new experimental investigation
of size-vowel associations (Section 2.3).
2.1 Connecting sound and size
There are two approaches to examining the relationship between linguistic sound and
physical object size. First, we can examine how languages express relative size, and ex-
pect to find trends in vowel quality reminiscent of Sapir (1929) and Newman’s (1933)
findings. In other words, we can look to see if languages actually make use of doc-
umented psychological associations between linguistic sound and size. Second, we
can test for a psychological bias to match certain linguistic sounds to referents of con-
trasting sizes in naming tasks similar to Kohler’s (1929) classic approach. These two
approaches will be reviewed below.
2.1.1 Magnitude sound symbolism in natural language
One way we can explore associations between size and linguistic sound is to look to
natural languages, and analyse how they use sound to denote size. Most often, this
approach looks to a given set of words related to physicalsize in a language and exam-
ines whether they contain contrasts in vowel quality correlate with attendant contrasts
in size2. Several researchers have also extended the notion of size to the wider notion
of magnitude, hypothesising that the general amount of not just mass, but also distance,
may be non-arbitrarily encoded in language.
The presence of a pattern, particularly across languages, which mirrors the sorts of
2Finding how features of meaning correlate to sound in natural language actually presents a consider-
able methodological challenge, which will not be addressed in detail here. Rather, Chapter 6 will present
a more detailed view of how to approach natural language with a specific search for sound symbolism
regarding taste terms and motion terms, as well as an overview of attempts to show non-arbitrariness in
areas of language other than size.
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associations found by Sapir (1929) would provide additional evidence for strong cross-
modal associations between linguistic sound and physical size. However, it is impor-
tant to note that the absence of such a pattern would not be unexpected even given
strong cross-modal associations. Recall from Chapter 1 that language changes rapidly
from the perspective of both form and meaning; therefore, the absence of words in
natural language which conform directly to linguistic cross-modal biases would not be
surprising. Second, the absence of these specific biases in language actually confirms
the genuine bottom-up nature of cross-modal associations. If they are psychologically
present, but not borne out in language, this means that they have a genuine psycho-
logical source, rather than being a side effect of vocabulary acquisition, as some have
suggested (e.g., Maurer et al., 2006; Walker et al., 2010).
Newman (1933) was the first to look to natural language to complement the psy-
chological evidence for associations between linguistic sound and physical size. New-
man looked to the vowels in words meaning ‘large’ versus words meaning ‘small’
in English (collected from Roget’s Thesaurus). Newman’s method found no system-
atic occurrence of particular vowels in size terms (see also, R. Brown, 1958), despite
having demonstrated in experiments that vowel height was associated with size where
participants were asked to make a direct match3. Regardless of Newman’s failure to
find vowel height patterns related to size in the vocabulary of English, other researchers
continued to search for evidence across natural languages for mappings between high
vowels and small size, and low vowels and large size. Ultan (1978) examined over 130
different languages for systematic differences in vowel quality which co-occurred with
differences in denotations of magnitude, attempting to cover not only physical size but
also distance and general quantity. Only 27% of the languages surveyed exhibited co-
occurence of magnitude and vowel quality differences, but of these, 90% conformed
to the bias found by Newman and Sapir to map high vowels to small magnitude4.
3As Chapter 6 will demonstrate, there is likely a pressure within a language against these sorts
of specific patterns, however, such pressures do not act across languages, which explains why cross-
linguistic studies are generally more fruitful.
4Diffloth (1994) points out that Ultan’s (1978) result means that the ‘classic’ mapping of high vowels
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Woodworth (1991) took a more focused and systematic approach, examining only
26 languages, but carefully selecting them to be maximally genetically distant. This
is an important precaution, as it avoids the possible problem of genetic relatedness:
for example, it is possible that most of the languages in which Ultan found magnitude
sound symbolism were in fact genetically related, meaning the trend may have origi-
nated in a single ancestral protolanguage and spread over time, rather than being rooted
in a psychological bias. Seizing on Ultan’s distance finding rather than specifically on
physical size, Woodworth (1991) looked to deictics (e.g., this or that in English) cross-
linguistically. Over half of the languages displayed systematic differences in vowel
quality between proximate (e.g., this) and distal (e.g., that) forms. Of these, 70%
used the expected higher vowel to indicate physical proximity (i.e., smaller distance).
Berlin (2006) found a similar pattern in animal names among several South Ameri-
can languages: the names of smaller animals were significantly more likely to contain
high front vowels than the names of large animals5. Taken together, these systematic
examinations of natural language show that at least in some corners of vocabulary, the
psychological association to pair high vowels with small objects and low vowels with
large objects is borne out.
Huang, Pratoomraj, and R.C. (1969) examined size sound symbolism in natural
language from a production perspective. English, Chinese, and Thai participants were
given a limited window of time to produce as many words as they could think of
with the meanings ‘small’ or ‘large’. Huang and Johnson examined the words they
produced and found that in all three languages, /i/ was significantly more common
in words produced as synonyms for ‘small’, and /u/ was more common in words
produced as synonyms for ‘large’ (see also R. Johnson, 1967). This approach shows
the phenomenon in natural language from a productive perspective; not only do such
patterns occur in language, but they are evident in language use.
onto small size is not universal; this will be covered in greater detail in Section 2.2.
5However, it is important to note that unlike Woodworth’s (1991) maximally genetically distant
languages, the languages in Berlin’s (2006) study were relatively closely related.
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This section has shown that the associations documented by Sapir (1929) and
Newman (1933) are used within natural language, at least to some extent. The next
section will review more modern data documenting size-vowel associations among
adults using a slightly different task (Thompson & Estes, 2011), and even among in-
fants as young as four months old (Pena, Mehler, & Nespor, 2011).
2.1.2 Mappings between sound and size
In the wider literature on cross-modality, associations between various aspects of size
and sound have been of particular interest. Research has shown common cross-modal
correspondences between size and loudness (e.g., larger objects are louder), as well
as size and pitch (e.g., smaller objects have higher pitch). Associations between size
and loudness are well-documented (e.g., L. Smith & Sera, 1992; Mondloch & Maurer,
2004), but are straightforwardly prothetic in nature. Prothetic dimensions are quan-
tifiable in terms of ‘less than’ or ‘more than’; therefore, two prothetic dimensions can
easily be matched (Walker et al., 2010). For example, an elephant has ‘more’ size than
a mouse, much like a loud noise has ‘more’ volume than a soft noise.
However, associations between size and pitch are not as straightforward, as pitch
is considered a metathetic dimension: one which is not commonly described in ‘more-
end’ terms (Mondloch & Maurer, 2004). Yet, pitch still maps robustly onto size.
Marks, Hammeal, and Bornstein (1987) found a tendency to map small size with high
pitch, although it did not emerge significantly until approximately 11 years old, lead-
ing them to conclude that it is, at least partially, a culturally acquired mapping. In
contrast, Mondloch and Maurer (2004) found that children as young as 2.5 years map
high pitched sounds onto small objects. More recently, Gallace and Spence (2006; see
also Evans & Treisman, 2010) have demonstrated this cross-modal correspendence
using more implicit measures. Gallace and Spence (2006) tasked participants with
classifying the size of a disc in the presence of a task irrelevant tone. Correct reaction
times were significantly faster where a small disk was presented with a high pitched
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tone, or a large disk with a low pitched tone.
Associations between size and pitch show robust mappings between the visual and
auditory domains, but are of limited relevance to language, since pitch plays a variable
role in language (addressed in further detail in Section 2.2). More relevant to language
are experimental investigations of cross-modal associations between size and vowel
quality, mostly inspired by Sapir’s (1929) original study. Updating the methodology
of these experiments has been of particular importance, as dual forced choice method-
ologies are potentially unreliable and uninformative for several reasons. First, dual
forced choice tasks allow for simple decision strategies which might lead to spurious
conclusions. For example, a participant may only be matching high vowels to small
objects, but dual forced choice data would look as if they are also matching low vowels
to large objects. Irwin and Newland (1940) point this out eloquently: “Such a proce-
dure has the disadvantage that one is unable to determine whether both figures and
both names actually influenced the decision in a given instance, or whether the sub-
ject would have made the same decision even in the absence of one of the figures or
names” (p. 11). Second, forced choice tasks present with another inherent problem:
the contrasts among sound and size are plainly obvious to participants in the experi-
ment. When participants are given only two words which differ only in their vowel, and
only two objects identical aside from their size, it becomes obvious that experimenters
are investigating vowel quality and object size.
To address these problems, an alternative approach is to increase the available
choices, and investigate if the effect remains robust despite a readily obvious matching
strategy. Thompson and Estes (2011) set out to examine associations between lin-
guistic sound and physical size, improving on Sapir’s original study by expanding the
non-word items, and therefore making the ‘solution’ to the task less trivial. Thompson
and Estes (2011) also aimed to incorporate possible consonant effects, and improve
upon the dual forced choice task used in Sapirs original study. With multiple word
and object items, matching becomes a less trivial task, and specific size and sound
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manipulations also become less obvious to the participant.
To this end, Thompson and Estes (2011) presented participants with Greebles (ab-
stract figures commonly used in studies of facial recognition; Gauthier & Tarr, 1997)
in five different sizes. Each Greeble was presented in the context of a known object
(e.g., a cow) to indicate size (see Figure 2.1).
Figure 2.1: Greeble stimuli used in Thompson and Estes (2011).
Each Greeble was presented alongside a choice of five non-words, and participants
had to chose a single non-word for each Greeble. The non words were three sylla-
ble CVCVCV words, containing both high and low vowels, as per Sapir (1929) and
Newman’s (1933) earlier findings. They also examined consonant quality, contrasting
voiced (e.g., /m/ and /w/) and voiceless (e.g., /t/ and /k/) consonants, predicting
voiced consonants would be larger than voiceless ones. Thompson and Estes (2011)
contrasted the number of ‘large’ (e.g., /m, w, a/) and small (e.g., /t, k, i/) phonemes in
the words chosen by participants, and found that they chose words with significantly
more large phonemes for the large objects than the small ones. Thompson and Estes
(2011) were the first to show vowel-size mappings as a robust phenomenon even in the
absence of the simple strategies inherent in a forced dual matching task. Moreover,
size-sound symbolism extends beyond vowel height to consonant voicing, with voiced
consonants being ‘larger’ than voiceless ones.
The demonstration of cross-linguistic trends to use vowel height to indicate size
provides evidence that associations between linguistic sound and size are universal,
rather than falling out of a particular language’s way of using vowels. Another way
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to demonstrate that cross-modal associations between linguistic sound and size form
the basis for the size-vowel trends found in languages - rather than patterns in lan-
guage influencing cross-modal mappings through language acquistion - would be to
demonstrate such associations in pre-linguistic children. Especially since cross-modal
connections are thought to be more robust among infants in particular (Spector & Mau-
rer, 2009; Ludwig & Simner, 2012), we should expect to find that developmentally,
cross-modal associations between size and vowel quality are at least as robust among
pre-lingual children as among the adult population.
Indeed, Pena et al. (2011) have shown that infants as young as 4 months old asso-
ciate high vowels with small size and low vowels with large size. To demonstrate this,
Pena et al. (2011) played a high (/i/ or /e/) or low (/a/ or /o/) vowel while infants
watched a screen displaying a small and large object. Using eye tracking, Pena et al
measured the direction of initial gaze as well as mean looking time for each object. In-
fants were more likely to look first to the small object when high vowels were played,
and to the large object when low vowels were played. Moreover, they spent signifi-
cantly more time overall looking at the small object when a high vowel was played and
the large object when the low vowel was played. This demonstrates a cross-sensory
connection between vowel quality and size well before language development, mean-
ing the association is likely extra-linguistic. Most importantly, the pre-linguistic nature
of these associations makes it highly possible that they were leveraged to scaffold the
emergence of a grounded vocabulary in language evolution.
Like pitch, vowel quality presents as a metathetic dimension. Contrasted with the
prothetic nature of the dimension of physical size, it is unclear what mediates the di-
rection of associations between vowel quality and size. Unlike loudness, there is no
immediately obvious ‘more than’ end to the high-low vowel continuum, meaning there
is no obvious prothetic matching strategy. The next section will consider what might
mediate associations between linguistic sound and physical size.
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2.2 Mechanisms underlying sound-size associations
The previous section has established that people make robust associations between
sound and physical size, both for properties of sound generally as well as linguistic
sound specifically. This section will briefly discuss two possible mechanisms which
underlie these associations: proprioceptive mediation and the frequency code hypoth-
esis, before turning to an experimental test of associations between size and vowel
quality.
2.2.1 Proprioceptive Mediation
A proprioceptive explanation for shape and sound associations holds that internal mo-
tor maps involved in articulation provide a link between sounds and visual features.
In other words, the proprioceptive feel of one’s own mouth articulating a given speech
sound provides a direct link to visual or tactile features6. For associations between lin-
guistic sound and size, this would mean that there is something about the propriocep-
tive feel of making a lower vowel that is inherently larger, while high vowel articulation
feels inherently smaller.
This can be easily interpreted in terms of the space inside the mouth: when ar-
ticulating a lower vowel, the tongue drops in the mouth increasing the overall space
inside the oral cavity (Hinton, Nichols, & Ohala, 1994). Thus, under an account of
proprioceptive mediation, this larger oral cavity is mapped onto a larger object. A
proprioceptive account turns vowel quality into a prothetic dimension by considering
it specifically in terms of oral cavity size during articulation, allowing for straightfor-
ward matching between the two relevant dimensions: more size inside the mouth is
mapped onto more physical mass.
A proprioceptive mediation account gains support from mirror neurons (Rizzolati,
6Many authors (e.g., Ramachandran & Hubbard, 2001; Maurer et al., 2006) have suggested that
the bouba/kiki effect may be proprioceptively mediated, with the roundedness of the lips involved in
articulating e.g., maluma driving a match with the rounder shape. This will be addressed in further
detail in Chapter 3.
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Fogassi, & Gallese, 2001). Mirror neurons fire both when an action (such as vowel
articulation) is performed, but also when the same action is merely observed. This
means that, at least potentially, simply hearing a vowel sound activates some aspect of
actually articulating the vowel, and then the size inside the mouth can be mapped onto
physical size. This sort of visuo-articulatory mapping is also thought to be important
in language acquisition, as infants observing speech articulation can integrate visual
information into motor-planning maps (Arbib, 2005).
Interestingly, proprioceptive mediation has also been invoked in order to explain
cases in natural language where vowel height is related to size in a the opposite direc-
tion. Diffloth (1994) details Bahnar, a language in which low vowels systematically
correlate with small size, and high vowels with larger size. Diffloth suggests that rather
than the size of the oral cavity, Bahnar may be proprioceptively mapping the size of
the tongue with object size. In a low vowel, the tongue is minimised to the bottom
of the mouth, while in high vowel articulation it is expanded to occupy more of the
central oral cavity. This highlights at least one way in which natural goodness-of-fit
could be particular to a specific population or language, highlighting the role that ex-
perience and embodiment may play in determining what is iconic (J. Brown, 2012).
Diffloth (1994) also suggests that associations between vowel quality and size are not
as straightforward as Sapir’s (1929) traditional paradigm would indicate, and argues
against the universality of the “high vowel small” associations. Proprioceptive expla-
nations for size-vowel symbolisma are compelling as a straightforward, prothetic way
of mapping vowel quality onto physical size.
2.2.2 The frequency code hypothesis
Ohala (1994) has suggested a plausible mediation for associations of prothetic mag-
nitude and metathetic sound called the frequency code hypothesis. Initially applying
this to overall pitch, acoustically measured as fundamental frequency (F0) in humans,
Ohala points out that in the natural world, smaller animals produce high pitched sounds
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while larger animals emit low pitched sounds. This means associations between pitch
and size generally are likely to be mediated by the fact that size and pitch are funda-
mentally physically related. Pitch can be considered an honest and reliable signal of
size: for example, a mouse’s overall small size limits the size of its vocal tract, which in
turn prohibits it from ‘faking’ a low pitched noise in order to emulate a larger animal.
It is likely that these sorts of patterns found in the natural world (that smaller enti-
ties tend to create higher pitched sounds) underlie many of the associations between
non-linguistic sound and size outlined earlier.
However, pitch alone is not as informative for associations specifically involving
linguistic sound, and linguistic sound is of most interest regarding the evolution of
language. First, pitch does not always play an influential role within language. Fun-
damental frequency (F0) plays a phonemic role in some languages in the form of tone,
but it is not pervasive, limiting the explanatory power of a mediating mechanism based
purely on fundamental frequency. Second, voice pitch is not actually an informative
source of information regarding speaker size among humans. Variations in voice pitch
among humans are not drastic enough to be an honest signal of overall size (Fitch,
1997). Though pitch remains reliable as a signal of size among organisms more gen-
erally, this type of signal is not referential in the manner that language is (i.e., most
animal vocalisations indicate broad fear or aggression, rather than specific referents).
Furthermore, pitch does not play an equal role in all languages, but all languages
do make use of contrasts in vowel quality. A large body of research has shown that
there are systematic and intrinsic differences in the F0 of high and low vowels (Whalen
& Levitt, 1995), thought to be a natural consequence of articulation. Specifically, high
vowels have a higher F0 than low vowels - and are correspondingly matched with
smaller size. However, such differences are miniscule (on the order of 10-20 Hz;
Whalen & Levitt, 1995). Although it may be tempting to explain vowel-size symbol-
ism in terms of these very small F0 differences (as this allows a more direct connec-
tion to the frequency code), it is still sensible to speak of these associations in terms
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of vowel quality rather than pitch. Pitch can vary considerably independent of vowel
quality, and pitch variations are used systematically in other areas of language (e.g.,
prosody in most languages and tone in some). Thus, it is variation in vowel quality
(which in some cases may inherently involve minute variations in pitch) which maps
onto variation in size. Vowel quality is determined by the relationship between three
resonant frequencies of F0, known as F1, F2, and F3. Although speaker F0 in and of
itself may not be informative, the relationship between these resonant frequencies is a
reliable signal of size (Fitch, 1997). Using these relationships, we can more specifi-
cally extend the frequency code to vowel quality. The coming paragraphs will explain,
in some detail, how changes in these formants alter the perception of vowel quality,
and thus detail a mechanism for how vowel quality may relate to size.
The relationship between the first and second formants (F1 and F2) is largely re-
sponsible for creating the perception of a particular vowel quality. For example, an
F1 of ∼300 Hz and an F2 of ∼2300 Hz makes for a high front vowel like /i/ (as in
beet); while a lower vowel like /e/ (as in bait) has an F1 of ∼450 Hz and an F2 of
∼2100 Hz. As long as the relationship between these formants remains stable (i.e., the
distance between them is constant), perceived vowel quality is maintained. This means
that there is variation among speakers related to the size of the vocal tract (and thus,
overall size), such that the frequencies of the formants are lower the larger the speaker.
For example, a small speaker’s /i/ may have an F1 of 350 Hz and an F2 of 2350 Hz,
while a larger speaker would have an F1 of 250 Hz and an F2 of 2250 Hz - but the
difference between the formants, of approximately 2000 Hz, is maintained.
When formants shift together, perceived vowel quality does not change - if it did,
the natural variations in vocal tract size between individuals would prevent the produc-
tion of similar sounding vowels across speakers. So, when vowel height changes, it is
primarily the F1 which changes, fundamentally changing the relationship between the
two formants, such that the difference becomes smaller. For /i/, the difference between
F1 and F2 is roughly 2000 Hz, whereas for /e/, it is roughly 1650 Hz. Fisher-Jørgensen
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(1978) related this to specific vowel quality, and found that difference between F1 and
F2 gives a frequency representing the relevant vowel contrasts in size sound symbol-
ism: the larger the difference between F2 and F1, the smaller the size (Ohala, 1994).
High front vowels have the largest F1/F2 difference and are matched with smaller ob-
jects, and low and back vowels have smaller F1/F2 differences, and are matched with
larger objects. In this way, the frequency code hypothesis can be extended beyond
fundamental frequency and account for wider effects of vowel quality such as vowel
height.
Ohala (1994) also extended the frequency code to consonants, with higher frequen-
cies matching smaller objects: voiceless consonants have higher frequency acoustic en-
gergy than voiced consonants, and dental, alveolar, palatal and front velars have higher
frequency than labials and back velars (Ohala, 1994). This means the frequency code
hypothesis can extend to account not only for the findings regarding vowel height, but
also for Thompson and Estes’ (2011) finding regarding voicing in consonants. This
makes the frequency code hypothesis slightly more compelling than a purely propri-
oceptive account, as it can explain relationships between size and linguistic sound in
terms of acoustic features. Although fundamental frequency in humans may be unin-
formative, there is potentially information in vowel quality regarding size, which may
mediate linguistic size sound symbolism.
This section has outlined two likely mediators for mappings between size and lin-
guistic sound: proprioception and the frequency code. It is yet possible that both
proprioceptive mediation and the frequency code play a role in mediating mappings
between size and linguistic sound. The next section will outline experiments which
attempt to empirically examine mappings between linguistic sound and size, with a
particular eye to proprioceptive mediation and the frequency code hypothesis.
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2.3 Experiment 1: Mappings between size and vowel
quality
Size sound symbolism has most often been investigated using a forced choice paradigm,
for example, by having participants pair one of two words with one of two objects.
Though Thompson and Estes (2011) improved drastically upon this paradigm by in-
creasing the number of choices available to participants (from the usual 2 to 5), and
thus improving the validity of the paradigm, direct matching is still the prevailing strat-
egy. The current study will take a different approach, using vowel quality as a contin-
uous response variable rather than categorical matching. Participants were presented
with a shape and asked to choose a sound which matches the shape from a sound con-
tinuum with a high vowel at one end and a low vowel at the other7. In line with the
frequency code hypothesis, these vowels will be created specifically by manipulating
the value of the first formant (F1), while keeping the second formant (F2) constant, and
thus continuously changing the relationship between the formants. This is the first di-
rect empirical test of the formant relationship variant of the frequency code hypothesis
described above.
This study also aims to consider these mappings from the perspective of possible
proprioceptive mediation. To this end, the shape stimuli in this experiment vary in
terms of size in two separate conditions: one where shapes increase in size vertically
and one where they increase horizontally. If associations between size and vowel qual-
ity are proprioceptively mediated, particularly in terms of oral cavity size, vertically
oriented shapes will show stronger mappings with vowel quality, as they more directly
mimic the vertical expansion of the oral cavity during vowel articulation. In other
words, since the size of the oral cavity expands primarily in a vertical direction from
high to low vowel articulation (as the tongue drops in the mouth), size-vowel mappings
7This study was run in tandem with a study on vowel roundedness and angularity, reported in detail
in Chapter 3. Some individuals participated in both studies, but since each study investigated different
phenomena they are considered separately here. There is no clear reason the studies would have had an
effect on one another, but order of participation was counterbalanced as a precaution.
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will be stronger with vertically oriented shapes than with horizontal ones. However, if
the frequency code is a stronger mechanism in the mapping between linguistic sound
and size, there will be no difference between vertical and horizontal orientation.
2.3.1 Methods
Participants
183 attendees of the 2009 Edinburgh Interational Science Festival at the National Mu-
seum of Scotland volunteered to participate in the experiment as part of the Edinburgh
Neuroscience booth. Age ranged from 4yrs-71yrs (mean = 15.8 years), with 90 fe-
males and 93 males. All participants approached the booth voluntarily and were in-
vited to take place in the study. Before testing began, participants were familiarised
with the condition of synaesthesia and asked if they considered themselves synaes-
thetes; our sample included 4 self-reported synaesthetes. No participants were turned
away, though some were excluded from analysis (further explained in Section 2.3.2,
below).
Materials and Apparatus
The task was conducted on a MacBook using a Tcl/Tk interface and the Snack sound
synthesis package. Participants completed the task using a 17-inch Dell flat screen
monitor, standard Mac mouse and Bose Sennheiser PXC250 headphones. The main
goal of this experiment was to treat sound as continuous, and vary the size of shapes
along ten discrete steps, with the overall goal of contrasting vowel height (e.g., /I/ vs
/a/) and shape size. To this end, we created a slider which synthesised a vowel sound
in real time, varying only the value of the first formant (F1). This slider was used to
synthesise a sound which, on each trial, was presented with a shape (varying in size
across trials). The synthesised sound was changed in real-time until the participants
felt it best matched a given shape. The materials for the sound synthesis slider and the
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shapes are described in detail below.
The slider was programmed in TCL/Tk using the Snack sound synthesis package,
modelled after Beskow’s (2001) Formant Synthesiser. Moving a virtual grip on the
onscreen slider produced a vowel sound which changed gradually from /I/ to /a/, as
manipulation of F1 in isolation corresponds perceptually to differences in vowel height
(Ladefoged, 1993). Vowels of differing height do have acoustic differences adside
from F1 (e.g., slight differences in F2 and F3), but F1 is the most salient acoustic
correlate of vowel height, and varying F1 alone results in a perceived change in vowel
height (Pfitzinger, 2003)8.
All other formants were held constant at the default; F2, F3 and F4 were held at
1400Hz, 2500 Hz and 3500 Hz respectively. The F2 value(1400Hz), was selected
specifically as it is roughly the middle of the vowel space. F1 varied from 350Hz (a
high vowel) to 750Hz (a low vowel). Amplitude for the slider was set at 70db and
computer volume was held constant for all participants. Due to the well-documented
tendency for people to spatially order size (e.g., small shapes in the left of space, Walsh,
2003), the left/right orientation of the slider could have been problematic. To address
this, the slider direction was counterbalanced, such that for half the participants the
left of the slider was 350 Hz (a high vowel) and for the other half it was 750 Hz (a
low vowel). This also allowed us to examine if our participants were indeed spatially
ordering size. Participants used the F1 slider to respond to different shapes, described
in detail below.
10 irregular polygons were created using Microsoft Paint, with equal lengths and
widths at their widest points. Consistent area was ensured among the original shapes
8Low vowels are generally perceived as louder than high vowels (Villacorta, 2006), even when
actual amplitude is kept constant. There is no a priori reason for this perception; that is, we hear
low vowels as louder even when they are exactly the same volume as a high vowel. In other words,
there is an apparent general association between vowel quality and loudness, with lower vowels being
louder. Loudness also correlates with size (L. Smith & Sera, 1992): larger objects are generally mapped
to louder sounds. However, like the small F0 differences between vowels, this increase in perceived
loudness is a perceptual property of low vowels themselves. Thus, this experiment does not attempt to
disentangle possible effects of perceived loudness from effects of vowel quality, as perceived loudness
is inherent to vowel quality itself.
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to prevent any inadvertent effect of size between shapes, and was between 19,500 and
19,400 pixels. These shapes were then enlarged by being stretched. Specifically, each
of the initial polygons was stretched by a factor of 120%, 140%, 180%, 200%, 220%,
240%, 260%, and 280% to create 10 discrete steps of size. Thus, for each shape, there
were 10 versions of that shape varying from small to large. This created a total of 100
shapes: 10 different shapes, each stretched 9 times to create a total ten different size
steps (the original shape and 9 stretched shapes; shown in Figure 2.2).
Figure 2.2: Shape stimuli from Experiment 1. Ten original shapes (highlighted in green) were
created with equal height and width (i.e., fitting into a uniform square, drawn around the shape
on the top left). Each shape was then stretched by a factor of 120%, 140%, 180%, 200%, 220%,
240%, 260%, and 280% to create ten discrete steps of size. Each participant saw 10 different
shapes in ten different sizes (for example, the ten circled shapes). Horizontally stretched shapes
are shown; these shapes were rotated 90 degrees for the vertical condition.
Procedure
The experiment began with each participant watching a short (30 second) instructional
video. This video demonstrated use of the controls, allowed the participants to hear
the sounds, and explained the goals of the task. Specifically, participants were told
that they would see a shape on screen and should change the sound using the slider
until they felt it best matched the shape. The video also showed two shapes, one of the
smallest shape size and one of the largest, so that participants would be aware of the
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limits of the shape continuum. After the video, participants gave consent by clicking a
button confirming the statement “If you’re happy to take part, please click ‘yes’”9.
Affirming consent began the experiment. Participants saw a shape in the centre of
the screen. The participant initialised the real time synthesis slider by pressing a “Play”
button, which initialised synthesis at the default mid-point of the slider (550 Hz). The
sound could then be altered by manipulating the horizontal slider using a virtual grip,
and the participant was instructed to listen to the sound and move the slider until they
felt the sound best matched the shape. When the participant was satisfied, they moved
to the following trial which presented a new shape, stopped sound synthesis, and reset
the F1 value to the midpoint (550 Hz). This procedure was repeated for a total of
10 trials, one for a shape along each step of the small-large continuum. Shapes were
presented in random order and were all different in character as well as size; in other
words, each participant saw one shape from each of the initial 10, each in a different
size (circled in Figure 2.2, p. 58). Approximately half of the participants saw shapes
from the horizontal condition (n = 90) and half from the vertical condition (n =93).
2.3.2 Results
Some participants’ responses were removed from the data set prior to analysis. Due to
possible interference of attention span and understanding of the task, all participants
under the age of 5 were eliminated (n = 1) . Self-reported synaesthetes were also re-
moved from analysis (n = 4). Across all demographics, quick-fire identical responses
to four or more consecutive shape stimuli were treated as an indication that a partici-
pant was not attending to the task10. Participants who gave such consecutive identical
9Since this study was conducted in conjunction with a similar study on angularity, detailed in Chapter
3, if a given participant had just participated in the angularity study, they were explicitly asked if they
wanted to continue to part two and were shown another instructional video with the relevant shapes. Not
all participants completed both studies, which accounts for the different participant numbers between
this study and Experiment 3 (Section 3.3.2).
10In all instances of consecutive identical responses, the response value was either the minimum value
of the slider (350 Hz), the maximum value of the slider (750 Hz), or the default reset at each trial (the
midpoint of the slider, 550 Hz). The continuous nature of the slider means that consecutive identical
responses between these values would be difficult to achieve. Indeed, even two consecutive identical
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responses were removed from the data set (n=11). Between children under 5, synaes-
thetes, and participants judged inattentive by consecutive identical responses, a total of
16 participants were removed from analysis altogether.
Final data analysis was performed on 167 participants (83 female). Participants
were further divided into children (age 5-10 years old) and adults (11-63 years old).
There were 78 participants in the horizontal condition (33 children and 45 adults) and
89 participants in the vertical condition (45 children and 44 adults). Mean F1 ratings
for each shape are shown in Figure 2.3, below.
Figure 2.3: Mean F1 ratings for each of the ten different shape sizes for all conditions and age
groups (overall), as well as separately for the horizontal and vertical conditions, and child and
adult age groups.
Several planned Pearson’s Correlation Coefficients were calculated between the F1
ratings for each shape and shape size, scaled between 1 and 10, where 1= small and 10
= large. Since it was expected that the strength of associations would differ depending
on factors such as condition (horizontal or vertical) and age, correlation sizes between
groups were compared using Fisher’s r to z transformation. Due to the calculation of
multiple correlations within a single dataset, the standard alpha level was corrected by
dividing it by k, where k is the total the number of correlations calculated, in this case,
9 (after Curtin & Schulz, 1998). This lowered our α from the standard of α = 0.05 to
α = 0.006. Thus, findings will only be considered significant if p <0.006.
responses of any other value did not occur within the data.
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First, the horizontal and vertical conditions were taken together, to see if there was
a correlation between size (small to large, regardless of vertical or horizontal orienta-
tion) and F1 (interpreted in terms of vowel height). The correlation between F1 value
and shape size regardless of orientation was insignificant (r = -0.03, p >0.006). This
indicates no tendency to vowel height and map shape size in a systematic way. Exam-
ining the horizontal and vertical conditions separately revealed no correlation in either
the vertical condition (r = -0.034, p >0.006) or the horizontal condition (r = -0.023, p
>0.006), and the difference between the two r-values was not statistically significant
(z = 0.07, p = 0.43).
The data was also examined developmentally, since several researchers have sug-
gested that cross-modal associations may decline with age (e.g., Spector & Maurer,
2009, Ludwig & Simner, 2012). For this analysis, the participants were divided into
children (5-10 years old, n = 79) and adults (11-65 years old, n = 89). Neither chil-
dren (r = -0.029, p >0.006) nor adults (r = -0.029, p >0.006) displayed a significant
correlation between F1 responses and shape size, nor did children and adults behave
significantly differently (z <| 1.96 |, p >0.05). Further examining the results in terms
of both age and condition also revealed no significant effects (all p’s >0.006).
To examine if the extremes in shape size might have been mapped onto certain
vowel qualities, only responses to the smallest and largest shapes were considered
separately, using an ANOVA. In addition to shape size (small/large), condition (hor-
izontal/vertical), age group (child/adult), and slider direction (high vowel on the left
and low vowel on the right, or low vowel on the left and high vowel on the right) were
included as factors. This made for a four-way ANOVA (2x2x2x2): small/large shape x
horizontal/vertical orientation x child/adult age group x high vowel left/low vowel left
slider direction. This analysis revealed no significant main effects or interactions (all
F’s <3.44, all p’s <0.05, uncorrected).
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2.3.3 Discussion and Conclusions
The data revealed no significant correlation between shape size and F1 (as an indicator
of vowel height). Put differently, this study was unable to confirm earlier reports of
robust associations between high vowels and small size, and low vowels and large size.
Moreover, most r-values were curiously negative, rather than positive. These trends go
in the opposite direction to the hypothesis regarding vowel height and size. Rather
than high vowels being small and low vowels being large, lower vowels were matched
with smaller shapes and higher vowels with larger shapes, contrary to Sapir’s classic
finding. However, as none of the findings were significant, this presents no major
challenge to the literature indicating that high vowels map systematically to small size,
but simply fails to support it.
This study also considered whether participants preferred the left of space for the
smaller shapes, as it is associated with smaller amount generally (Walsh, 2003). Ac-
cording to this, participants were expected to prefer the left side of the slider for smaller
shapes, as a result of a preference to order the shapes from small to large from left to
right in space. In anticipation of this, the order of the sliders was counterbalanced, and
an ANOVA analysis performed to see if participants were spatially ordering shapes. If
this were the case, the four-way ANOVA would have revealed an interaction between
shape size and slider direction, but this interaction was insignificant (F=0.449, p = 0.5).
Why did our study find no relationship between vowel height and size, despite pre-
vious studies finding robust associations (e.g., Sapir, 1929; Newman, 1933; Thompson
& Estes, 2011; Pena et al., 2011)? There are several possible methodological reasons
why our study failed to confirm earlier findings: i) the sound stimuli were perceptu-
ally problematic, ii) the shape stimuli were perceptually problematic, iii) the task was
too abstract and/or the testing environment too uncontrolled. Each of these possible
problems will be addressed in turn below.
First, the sound stimuli may have been perceptually problematic. Mean responses
for all shapes were close to the centre of the slider (550 Hz; see Figure 2.3, p. 60).
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This means that something was likely going on with slider, and it is possible that
participants were simply thrown by being able to manipulate speech sounds contin-
uously. It is well documented that phoneme perception is discrete(e.g., Liebenthal,
Binder, Spitzer, & Possing, 2005); that is, though many phonological phenomena are
acoustically continuous (e.g., voice onset time), they are perceptually categorical. So,
although participants were presented with a vowel continuum, the vowel sounds were
categorically percieved. This means that rather than vowel quality changing continu-
ously, it changed a fixed number of times across the slider, depending on the perciver.
On the face of it, this possible problem should not have drastically adversely affected
results. In fact, we could have expected responses to be more extreme if perception
were categorical, such that the larger objects would be mapped as the highest possible
F1 value and the smaller objects as the lowest possible F1. Thus, it is unlikely that a
problem with the sound sliders was entirely responsible for the null result (assuming
there is in fact a bias to associate size and vowel height), as such sliders have been used
successfully in another study (reviewed in detail in Chapter 4).
A larger problem was likely the nature of our shape stimuli, exacerbated by the
manner in which they were presented. First of all, our attempt to make size more
continuous than in previous studies may have occluded the effect. In previous studies,
size has usually been dichotomous, with only small and large visual stimuli presented
in tandem to emphasize their difference (e.g, Sapir, 1929; Newman, 1933; Pena et al.,
2011). Though Thompson and Estes (2011) used incrementally graded stimuli, they
occurred along only 5 steps rather than 10, and were presented in the context of a
known object on each trial to provide reference. Furthermore, our shapes differed in
more than just size - they also had different contours, unlike the stimuli used by Sapir
and Newman, or the Greebles used by Thompson and Estes (2011)11. This may have
meant that the relevant dimension, that of size, was not perceptually salient enough to
11Pena et al. (2011) did use shapes which differed along several dimensions other than size (e.g.,
shape and colour) - but they also used simultaneous presentation, which highlights differences in size
(see below).
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participants. Put differently, they could not tell that size was the primary difference
between the various shapes, and thus, there was no chance of them responding to size
in terms of vowel quality. Experimental studies of cross-modal associations have to
walk the line between being perhaps too obvious about stimuli differences, as Sapir
was in highlighting size and vowel quality, and being too obscure about the relevant
differences, as in this study. While the former may exaggerate the effect, a complete
lack of cues to the relevant perceptual differences in stimuli unsurprisingly removes
the effect altogether.
Another problem lies with the differences between the shapes. We did not test an
important perceptual property of our shapes: difference threshold. Difference threshold
is generally defined as the minimum difference between two stimuli which results in
a perceived difference. In other words, there are distances we can measure, but that
we cannot necessarily see. For our shape size, the difference threshold would be the
minimum stretch factor which would result in two shapes being identifiably different
in terms of height or width (depending on vertical or horizontal orientation). This
is further complicated by the fact that difference threshold is not constant, even for
a particular measure. One is the well-documented difference threshold for a dot of
light. The difference threshold changes depending on the starting point; in other words,
the minimum threshold for percieving a dim light as becoming brighter is lower than
the minimum threshold for percieving an already bright light as becoming brighter.
Indeed, at a certain point, the difference threshold curve levels out: a bright light and
an extremely bright light are perceptually equivalent (Goldstein, 2010).
Difference threshold is further affected by presentation method: difference thresh-
olds are smaller where stimuli are presented concurrently, and larger if they are pre-
sented in isolation (Goldstein, 2010). Returning to the example of light, a difference
will be reliably detected with a fairly small change if two lights are presented adja-
cent to one another and a participant is asked to say when one changes. However, if
a single light is presented in isolation, followed by another light in isolation, the dis-
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tance between the two will have to be larger than in the simultaneous presentation to
be reliably detected as a difference at all. The problem of difference threshold was not
addressed with the shape stimuli in the current experiment, and was likely exacerbated
by our isolated presentation. Though Thompson and Estes (2011) do not report testing
the size difference threshold of their Greeble stimuli, the distances between their Gree-
ble sizes were larger than between our stretched shapes, and were presented within an
environment to provide size context.
To recap, while the shape stimuli appeared noticeably smaller or larger when pre-
sented next to one another, this noticeable difference may have disappeared when they
were presented in isolation. The experimental instructions showed the smallest and
largest possible shape sizes, but this may not have been enough to give participants
a good sense of relative size when individual shapes were presented in isolation on a
white background. For example, if a participant saw a shape of size 2 followed by a
shape of size 3, they may have been perceptually identical in size, and if so, the size
could not have influenced F1 responses. If participants were unable to reliably de-
tect size differences in the shape stimuli, they would not have been able to respond to
them in terms of vowel quality. This could have been helped by using a method sim-
ilar to Thompson and Estes, wherein stimuli were always presented relative to some
reference object, the size of which remained constant throughout trials. To see if non-
salient differences in shape may have had an effect on responses, we examined the
data in terms of what would have been more obvious size differences. Participants
may have had trouble telling the difference between proximate sizes, but perhaps the
difference between every other size step, or at least the difference between the smallest
and largest shapes, was notable. However, even an analysis of the largest and smallest
shape sizes alone revealed no significant main effects or interactions. It would appear
that since difference threshold between shapes was one several potential methodolgical
problems, the data is simply too noisy to demonstrate any effects.
A separate problem may not have been with the specific stimuli, but with the con-
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text of the task itself. The nature of the task was entirely abstract: participants were
told to listen to the sound and choose where it ‘best-matched’ the shape. This is in
stark contrast to earlier explicit investigations, where participants were at least told
they were labelling an object. It may be that the explicit effects of linguistic cross-
modality are strongest in a deliberate naming context, as Berlin (2006) has suggested.
Moreover, the shape stimuli themselves were abstract, certainly more so than the every-
day objects used by Sapir and Newman, and arguably more so than the 3-dimensional
Greebles used by Thompson and Estes (2011). Participants may have made stronger
associations if they were asked to use the sound slider referentially, to communicate
the shapes as meanings (the potential of such a communicative task will be further dis-
cussed in Chapter 7). On top of this, the experimental context was highly uncontrolled.
The task was completed in an often crowded, and sometimes noisy museum hall, and
other festival attendees were often observing participants as they completed the task.
This may have affected attention to the task, which in turn prevented participants from
identifying the relevant shape dimension (size) or properly attending to sound stimuli.
Although sound stimuli were played through noise-cancelling headphones, distrac-
tions from other modalities (e.g., visual, tactile) could have affected attention to sound
stimuli.
In sum, our study failed to find any mappings between shape size and vowel height
among children or adults. Because these mappings are well-established in previous
literature, it is possible that the methodology lies at the core of why we did not find
robust mappings between vowel quality and size. A large part of this may have been
that the methodology used in this study moved away from forced choice tasks, leav-
ing no obvious matching strategy for participants. However, it is also likely that our
study suffered from a variety of methodological problems which prevented us from
finding the vowel-size associations documented by Sapir (1929), Newman (1933), and
Thompson and Estes (2011), and even found robust among young infants (Pena et al.,
2011). The next chapter will turn to a more extensively examined aspect of shape-
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sound associations: associations between shape angularity and sound.
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Chapter 3
Mappings between linguistic sound
and shape angularity
Parallel to the work on associations between size and sound, there has also been a large
body of work examining visual angularity and linguistic sound. These investigations
are largely modeled after Kohler’s (1929) original takete/maluma experiment, wherein
participants are asked which of the two drawings in Figure 3.1 is a takete and which
is a maluma. Ramachandran and Hubbard’s (2001) more recent version, better known
as the bouba/kiki experiment (as participants paired the words bouba and kiki with the
shapes in Figure 3.2), revived interest in Kohler’s methods.
Figure 3.1: Kohler’s (1929, 1947) original maluma and takete shapes.
Rather than examining aspects of physical size as outlined in the previous chapter,
these experiments examine shape angularity. Much like biases to pair certain linguistic
sounds with large or small physical size, a bias to associate certain linguistic sounds
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Figure 3.2: Ramachandran and Hubbard’s (2001) bouba/kiki stimuli.
with angularity could have scaffolded vocabulary emergence. A shared association to
pair linguistic sound and angularity would have allowed protolanguage users mutual
intelligibility during communication regarding the properties of visual objects, even
prior to the emergence of a convention.
At the core of both Kohler’s (1929) experiment and Ramachandran and Hubbard’s
(2001, 2005) more recent replication is a simple forced choice task: participants are
shown two shapes, one spiky and one rounded, given two nonsense words, and then
asked to label each shape using one of the nonsense words. Participants show robust
agreement in their labelling, for example, most people name the spiky shape takete or
kiki, and the rounded shape maluma or bouba. The idea put forth by Kohler’s original
study - of a linguistic cross-modal bias for visual angularity - has inspired a variety
of other approaches, focusing on assessing these associations using both direct and
indirect methods. The paradigm has been extended to include a variety of non-words,
sometimes systematically varying (e.g., Nielsen & Rendall, 2011, 2012; Ahlner &
Zlatev, 2010; Monaghan et al., 2012), as well as systematically varying visual stimuli
(e.g., Nielsen & Rendall, 2011; Monaghan et al., 2012).
This chapter will begin by reviewing evidence for underlying associations between
linguistic sound and angularity, detailing studies examining the effect using explicit
matching (Section 3.1.1) as well as less direct measures which assess the cross-modal
association underlying the effect through reaction times or learnability (Section 3.1.2).
The following section, 3.2, will present a critical perspective on the bouba/kiki effect,
in particular highlighting the possible role of literacy in tasks which involve linguistic
sound and shape angularity. Lastly, the second half of the chapter (Section 3.3) will
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present several empirical investigations of the phenomenon from the perspective of
development (Sections 3.3.1 and 3.3.2) and literacy (Section 3.3.3).
3.1 Early and modern bouba/kiki studies
Kohler’s (1929, 1947) original report of the takete/maluma experiment was directly
inspired by slightly earlier accounts of similar investigations, namely Fischer (1922)
and Usnadze (1924). Rather than using a forced choice paradigm, Fischer (1922) had
English speaking participants rate the goodness-of-fit of non-words to shapes, find-
ing that certain names were rated as fitting certain shapes exceptionally well across
subjects. Usnadze used a more qualitative method, focusing on what caused reported
goodness-of-fit between a name and a figure among a group of Georgian-speaking
university students, and this was measured in part by testing associations on two oc-
casions. The data showed that subjects either matched a name with a figure using an
associative strategy, wherein existing vocabulary guided matching (e.g., choosing the
word jage for the jagged shape), or an intrinsic strategy, wherein qualities of sound
were matched to visual qualities of the shape (e.g., the sound of the word kiki is sharp
like the jagged shape). What Usnadze describes as an intrinsic strategy indicates the
use of an underlying psychological cross-modal bias: making an association based on
intuitive goodness-of-fit between properties of sound and properties of shape. Inter-
estingly, Usnadze reported that after a short time interval, subjects were more likely
to make the same or similar sound-shape associations on the second trail if they had
used an intrinsic rather than associative strategy initially. In other words, people were
more consistent over time in their associations if they initially matched non-words and
shapes in terms of their cross-modal goodness-of-fit. In a more extensive follow-up,
however, Fox (1935) concluded that associative choices resulted in better recall. In
the Fischer (1922), Usnadze (1924) and Fox (1935) studies, findings were qualitative
in nature, and they concluded only that a bias in naming existed in some form, with
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little consideration given to the source or strength of the bias. While qualitative exam-
inations continued (see e.g., Holland & Wertheimer, 1964; Lindauer, 1990a, 1990b),
these early studies in angularity piqued interest in motivated naming, and their limited
qualitative scope made for a natural transition to more quantitative investigations.
Subsequent examinations of motivated naming have focused on quantifying the
phenomenon, and extending the developmental and cultural spread to examine both
the innateness of naming biases as well as their cultural universality. The following
sections will review more modern examinations of the phenomenon, dividing them
into two distinct types: direct and indirect approaches. Direct approaches involve ask-
ing participants to engage in explicit spontaneous naming; in other words, they have to
consciously choose a label for a shape, usually in the form of a forced choice task much
like the bouba/kiki experiment (Ramachandran & Hubbard, 2001, 2005). In contrast,
indirect approaches assess the strength of associations between linguistic sound and
visual angularity in a more roundabout way. Rather than having participants choose
names to go with objects, these experiments task participants with learning or reacting
to pre-determined shape and non-word pairs. The strength of the natural association
between a shape and a given type of non-word is then assessed by measuring how
robustly a particular pair is learned, or how quickly participants react to a particular
pair. In other words, if a participant finds a particular shape/non-word pairing easier to
learn, retains it better over time, and/or otherwise processes that pairing more quickly,
the advantage is taken to be evidence of a natural cross-modal association1. The fol-
lowing Sections, 3.1.1 and 3.1.2, will review direct an indirect approaches to linguistic
sound and visual angularity. In addition to describing each of the tasks, I will detail the
nature of the visual and linguistic stimuli in each study, and examine the justification
behind use of particular items.
1It is important to note that some indirect methods, particularly those assessing associations through
learnability, actually involve explicit learning, though not explicit spontaneous naming; e.g., participants
are explicitly trained on shape/non-word pairings. Other indirect methods involve implicit learning
(e.g., cross-situational learning; Monaghan et al., 2012) or no learning at all (Westbury, 2005; Parise &
Spence, 2012). These will be reviewed in further detail in Section 3.1.2.
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3.1.1 Direct matching approaches
Irwin and Newland (1940) were the first to examine shape-name biases with both
children and adults. Using a paradigm modelled after Kohlers (1929) original forced
choice task, English speaking subjects from age four to adults were given pairs shapes
with pairs of auditorily presented non-words (see Figure 3.3). Both the visual and the
linguistic stimuli were designed by the experimenters intuitively: the drawings were
designed only to be “non-representational,” and the words were designed to “fit” the
test shapes (Irwin & Newland, 1940, p. 4). Participants were asked to pair each of
the two words with one of the two available shapes. Irwin and Newland (1940) found
that adults performed as expected, in that they matched the non-words designed by
experimenters to be ‘rounded’ with the more rounded shapes. But the effect became
less robust with younger participants, and responses did not differ from chance for 4-8
year olds. They concluded that the effect was mediated by general intelligence and
the acquisition of general relationships of similarity, and that such relations were not
developed sufficiently among young children for them to perform the task.
Figure 3.3: Figures and words used by Irwin and Newland (1940, p. 5).
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Davis (1961) undertook the first systematic cross-linguistic examination of the ef-
fect, with the goal of discerning whether the effect may be confined to speakers of
Indo-European languages. Davis tested both English schoolchildren as well as chil-
dren in Tanganyika (found in modern Tanzania) who spoke Swahili and Kitongwe.
Using an adaptation of Kohler’s original visual stimuli (see Figure 3.4) and replacing
the word maluma with uloomu (due to an existing word in Kitongwe which was simlar
to maluma), Davis concluded the effect was robust in both the English and Tanganyika
populations: the word uloomo was significantly matched to the rounded shape, and
takete to the angular shape. However, a closer examination of the results reveals the
effect was not as strong as Davis (1961) suggests; this will be further addressed in
Section 3.2.
Figure 3.4: Figures used by Davis (1961, p. 262), adapted from Kohler (1929, 1947).
More recently, Ramachandran and Hubbard (2001, 2005) revived interest in Kohler’s
classic experiment, particularly with respect to language evolution. They reported the
effect using the words bouba and kiki, and found that bouba mapped onto the rounded
shape and kiki onto the spiky shape (see Figure 3.2, p. 69). As a follow up, Maurer and
colleagues (2006) examined the effect more closely among three year-old children and
adults, using an extended set of stimuli with four pairs of shapes and four pairs of non-
words (see Figure 3.5), and thus allowing a measure of the effect across items. Unlike
previous manipulations, the relationship between vowel rounding and shape angularity
was specifically targeted, motivating the design and choice of non-words phonetically
rather than intuitively. In other words, Maurer et al. (2006) designed pairs of words in
which one word contained rounded vowels and the other unrounded vowels, predicting
that the rounded vowels would be matched to the more rounded figures.
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Figure 3.5: Shape and non-word items used by Maurer et al. (2006, p. 318).
Maurer and colleagues found that both young children and adults matched the
‘rounded’ words to the rounded shapes, contrary to Irwin and Newland’s earlier find-
ing. This indicates that the intuitive design of both visual and linguistic stimuli in Irwin
and Newland’s (1940) study may have adversely affected results, particularly among
children. Maurer et al suggest a proprioceptive mediation for their findings, wherein
the curvature of the lips in vowel articulation provides cross-modal resemblance to the
rounding of the shape2. For example, the curvature of the lips inherent in articulating
2As this chapter includes a discussion of the curvature of graphemes as well as the roundedness of
shapes, I will reserve the terms rounded and spiky for reference to shapes, and use the terms curved and
angular when referring to graphemes (or articulation).
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the word bouba was matched to the more rounded shape.
Another recent study has also shown that vowel rounding may be important in an-
gularlity sound symbolism. Parise and Pavani (2011) used a production task to examine
if different shapes may be associated with different formant values. Participants saw a
shape (either a triangle or a circle) and had to produce the vowel /a/ in response to the
shape. Parise and Pavani (2011) recorded and analysed participants’ vowel articula-
tions, and found that the F3 of vocalisations was significantly higher for triangles than
for circles. Changes in F3 correlate roughly with vowel roundedness (though rounding
also results in a change in F2), meaning that round shapes such as circles resulted in
slightly more rounded vowel production. Recall from Chapter 1 that non-arbitrariness
should be bi-directional: not only can one see a form and have clues to its meaning, but
one can choose the appropriate form for a given meaning. Parise and Pavani (2011)
demonstrated that sound symbolism manifests in production as well as comprehen-
sion, demonstrating a cognitive bias that could have helped in both understanding and
expression during protolanguage emergence.
Approaches to linguistic cross-modality involving angularity have increasingly moved
away from intuitive linguistic stimuli such as bouba and kiki towards more controlled
stimuli from both linguistic and visual perspectives. Ahlner and Zlatev (2010) set out
to use a larger set of non-words, using systematic combinations of front (e.g., /i/) and
back vowels (e.g., /u/) with sonorants (e.g., /m, n, l, N/) and obstruents (e.g., /p, t, k,
tS/). They found that adult Swedish speakers paired non-words with front vowels and
obstruents with spiker shapes, and thus, back vowels and sonorants with more rounded
shapes (see Figure 3.6), and this effect was particularly strong in non-words containing
both front vowels and voiceless obstruents together.
Figure 3.6: Example of shape items used by Ahlner and Zlatev (2010, p. 325).
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Nielsen and Rendall (2011) looked more specifically at whether consonants or
vowels are more influential in Kohler-style tasks. After replicating the findings of
Kohler (1929) and Maurer et al. (2006), they aimed to more closely examine the in-
fluence of consonant and vowel sounds in associations between linguistic sound and
shape angularity. Using the visual stimuli from Kohler (1929; Figure 3.1, p. 68) and
Maurer et al. (2006; Figure 3.5, p. 74), Nielsen and Rendall (2011) took the non-
word pairs from these studies and inverted the vowels. This turned a pair such as
takete/maluma into takuta/maleme. Nielsen and Rendall (2011) then used these in-
verted word pairs in a classic forced choice task, wherein participants were shown
two shapes and asked to pair each word with a shape. If consonants were motivating
observed symbolism, words like takuta should be matched with spiky shapes despite
their more rounded vowels, and words like maleme should be matched with rounded
shapes despite their unrounded vowels. However, if vowel roundedness were motivat-
ing choices, maleme would be angular and takuta rounded. Participants were presented
with a spiky shape and a rounded shape, and a pair of non-words of the takuta/maleme
type. They were then tasked with labelling the shapes as in Kohler’s classic task.
Nielsen and Rendall (2011) found that participants had significantly higher rates of
agreement when labels were considered in terms of their component consonants (79%)
than vowels (21%), indicating that consonant sounds seem to be driving the classic
takete/maluma effect.
In another condition, Nielsen and Rendall (2011) moved away from the classic
stimuli, in both the linguistic and visual modalities. For the non-word stimuli, they
contrasted obstruent3 (e.g., /p, k, t/) and sonorant (e.g., /m, n, l/) consonants and var-
ied the vowels randomly, since their previous study had found consonants to be driving
the effect. For their visual stimuli, they randomly generated a series of angular shapes
(Figure 3.7, right), which were then rounded using a Bezier function (Figure 3.7, left).
3Nielsen and Rendall (2011) actually use the term strident to refer to obstruents, and stridency refers
to a specific acoustic property (i.e., obstruents are more strident than sonorants). However, the term
more commonly used in linguistics to contrast with sonorant is obstruent (as used by Ahlner & Zlatev,
2010), and this term will be used here.
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Like Ahlner and Zlatev (2010), Nielsen and Rendall (2011) found that participants
paired items containing obstruent consonants with spiky shapes (and thus, items con-
taining sonorant consonants with rounded shapes) at rates significantly above chance
(50%).
Figure 3.7: Example of rounded (left) and spiky (right) items used by Nielsen and Rendall
(2011, p. 118).
Various direct matching studies, including Kohler’s original, have definitively shown
associations between non-words and angularity where participants are asked to engage
in explicit spontaneous naming. Irwin and Newland (1940) made the first attempt at
further quantifying the original effect, but intuitively designed stimuli made effects
difficult to interpret. Davis (1961) was the first to show the effect with a non-English
speaking population. Ramachandran and Hubbard (2001, 2005) revived modern inter-
est in the phenomenon, prompting Maurer et al. (2006) to take a more rigorous devel-
opmental approach. Maurer et al. (2006) designed their linguistic items to vary specif-
ically in terms of vowel roundedness, and found that rounded vowels were mapped
onto more rounded shapes (and unrounded vowels onto spiky shapes) by both pre-
literate children and adults. Experiments in the last few years have demonstrated that
consonants also play an influential role. Both Ahlner and Zlatev (2010) and Nielsen
and Rendall (2011) found that obstruent consonants are robustly mapped onto spiky
objects, and sonorant consonants onto rounded objects. Using forced choice methods
which call on participants to engage in explicit labelling, these methods have the ad-
vantage of establishing whether common cross-modal associations between shape and
linguistic sound exist, but also whether such associations are actually leveraged in the
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process of naming. However, these associations can also be measured in more implicit
ways. Specifically, Westbury (2005) examined associations betwen angularity and lin-
guistic sound using a lexical decision task, while other recent approaches (Monaghan,
2011; Nielsen & Rendall, 2012) have used learnability to demonstrate both the exis-
tence and possible function of associations between linguistic sound and angularity.
3.1.2 Indirect approaches
Westbury (2005) was the first to approach associations between linguistic sound and
shape angularity in an indirect way. That is, rather than asking participants to explic-
itly label shapes, he used labels and shapes within a larger task and assessed whether
certain shape-label pairings facilitated processing. Westbury (2005) hypothesised that
consonant articulation was driving the bouba/kiki effect. In other words, he suggested
that stop consonants, such as /k/ and /t/, are mapped to spiky shapes, while con-
tinuant consonants, such as /m/ and /l/ were mapped to rounded shapes. West-
bury hypothesised that stops were ‘spiker’ in nature, while continuants were more
‘rounded’. The distinction between continuants and stops is slightly different from the
sonorant-obstruent distinction used by Ahlner and Zlatev (2010) and Nielsen and Ren-
dall (2011). Continuants can be either obstruent or sonorant; for example, /v/ is an
obstruent continuant while /m/ is a sonorant continuant. Stops, however, are always
considered obstruent on the sonority scale.
Westbury (2005) used the division between stops and continuants in the context
of a highly implicit lexical decision task. During the task, both words and non-words
were presented inside curved or angular frames, and participants had to identify them
as real or nonsense lexical items using a timed key press. Unlike conventional lexical
decision tasks, wherein reaction times to real lexical items are measured, Westbury fo-
cused on the reaction times for correctly rejecting nonsense words. These words were
specifically designed to contain predominantly stops or continuants, and presented in-
side a hypothesised congruent frame (spiky shape with stops or rounded shape with
78
continuants), or a hypothesised incongruent frame (spiky shape with continuants or
rounded shape with stops). Westbury found that non-words were correctly rejected
more quickly if they were presented inside a frame with a congruent shape. West-
bury’s result shows that cross-modal associations between linguistic sound and shape
angularity are not only robust, but are, in fact, bottom-up in nature. That is, these as-
sociations are so low level that they are evident in reaction times in a highly implicit
task, and they do not require higher order conceptual mediation.
A more recent experiment has shown a similar processing advantage for the clas-
sic takete/maluma non-words and shapes. Parise and Spence (2012) tasked participants
with classifying non-words or pictures in isolation using a right or left key-press. How-
ever, for one group of participants, the non-word takete and the spiky shape were both
classified with a left key-press (and maluma and the rounded shape with the right; a
congruent pairing), while for the other group the non-word takete and the rounded
shape were classified using the same key press (an incongruent pairing). Parise and
Spence (2012) found that reaction times to both words and shapes were faster where
the pairings were congruent.
Another way to assess associations between linguistic sound and angularity with-
out asking participants to engage in labelling is to consider the learnability of pre-
conceived non-word/object pairs. Recall from Chapter 1 that there is theoretical evi-
dence that non-arbitrary forms are better learned and retained (Gasser, 2004). More-
over, learnability is a core property of language (Hockett, 1960), and thus, would have
been a core property of an emerging protolinguistic lexicon. So, if there is truly a natu-
ral, cross-modal goodness-of-fit at work in linguistic cross-modality involving angular-
ity, then we should find that form-meaning pairings which are cross-modally congru-
ent are more easily and reliably learned, as well as better retained. To get at linguistic
cross-modality in this way, one could first train participants on different form-meaning
pairings which either derive or deviate from known cross-modal associations, and then
predict that pairings which derive from known linguistic cross-modal biases will be
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more easily stored, retrieved, and better retained over time.
Kovic, Plunkett, and Westerman (2010) were the first to take this approach with an-
gularity sound symbolism. Participants were trained to categorise different animal-like
figures with non-word labels that were either ’sharp sounding’ (e.g., /rIf/) or ’round
sounding’ (e.g., /m0t/; p. 21). Kovic et al (2010) assert that “‘roundedness’ and
‘sharpness’...refer to articulatory, motor aspects of the sounds” (p.21), but do not de-
tail what articulatory and motor aspects of the sounds are round or sharp. Reference
to Maurer et al.’s (2006) study indicates the design likely refers to vowel rounded-
ness; however, this leaves the question of what ‘sharp’ articulatory or motor aspects
are present within their stimuli. The figures were designed to differ in terms of the
angularity of the most salient feature of the ‘animal’: the head (see Figure 3.8). This
resulted in ‘animals’ with either round (3.8, left) or spiky (3.8, right) heads, in addition
to other features which varied randomly (e.g., number of legs) in order to create a large
set of different figures.
Figure 3.8: Example of round (left) and spiky (right) headed ‘animals’ used by Kovic et al.
(2010, p. 22).
The participants fell into one of two conditions, based on the categorisation strat-
egy underlying their training: either category name and shape were cross-modally
congruent (angular figures were rifs) or category name and shape were cross-modally
incongruent (angular figures were mots). During the experiment, participants were pre-
sented with a figure and instructed to press one of two keys, labelled either rif or mot.
In a training phase, participants were presented with a figure and given feedback after
their response in the form of a buzz for incorrect categorisation or a chime for correct
categorisation. Regardless of their response, they were also given auditory feedback
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at the end of the trial (e.g., “It’s a rif!”). Following training, participants underwent a
test phase, where they heard a label followed by the presentation of a rounded or spiky
figure, and responded by pressing a ‘match’ button if the label correctly referred to the
figure, and a ‘mismatch’ button if it did not. Kovic et al. (2010) found that participants
who were trained in cross-modally congruent categorisation (i.e., rifs were spiky and
mots were round) had significantly faster reaction times for both match and mismatch
items.
Kovic and colleagues (2010) also replicated the experiment with the addition of
ERP recordings. They found early negative ERP components, generally indicative of
activity in multi-modal areas of the brain (Molholm et al., 2002). Furthermore, the
timing of this activation was pre-lexical; in other words, multimodal activation seemed
to occurr before lexical access4 of the category names. This means that multimodal
activation was not simply a result of associating non-word label with a visual shape,
but was a result of associations between sound and shape before this stage. Further to
Westbury’s (2005) behavioural evidence that cross-modal associations are low-level,
rather than mediated by higher conceptual processes, Kovic et al.’s (2010) ERP data
shows physical evidence of this fact.
Since Kovic et al’s (2010) study, learnability has become a popular metric for mea-
suring cross-modal associations. Nielsen and Rendall (2012) used a paradigm similar
to Kovic et al. (2010), however, they approached the design of non-words more care-
fully, using the sonorant/obstruent distinction established by their earlier study. In
addition to this important improvement, they also chose to measure identification er-
rors rather than reaction times. Participants were trained on form-meaning pairs which
were either cross-modally congruent (e.g., obstruent non-words were paired with spiky
shapes) or cross-modally incongruent (e.g., obstruent non-words were paired with
rounded shapes). Unlike Kovic et al. (2010), Nielsen and Rendall (2012) had a vari-
4‘Lexical access’ may seem a strange term here, as participants were not accessing lexical items
per se, but non-words. However, it is appropriate in this context to consider lexical access since ERP
recordings were taken after participants had undergone significant training regarding the meanings of
the non-words, meaning they had, to some extent, been lexicalised.
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ety of non-words which were purposefully designed in addition to a variety of shapes,
since demonstrating the effect across a large number of similar items makes for a more
robust effect. Training consisted of the presentation of a non-word with a figure (bor-
rowed from their earlier study; see Figure 3.7, page 77), followed by either a red X
for an incorrect pairing or a green check mark for a correct pairing. Following train-
ing, participants underwent a test phase wherein they were presented with non-word
object pairings and had to categorise them as either correct or incorrect, based on their
training. Though the task was similar to Kovic et al. (2010), only error was mea-
sured rather than reaction time5. Participants who were trained on the incongruent
vocabulary performed no different from chance, identifying correct pairings based on
their training only 50.4% of the time. Participants trained on the congruent condition,
however, performed very slightly, but significantly better, than chance, identifying cor-
rect pairings on 53.5% of trails, indicating more robust learning where mappings were
cross-modally congruent.
Aveyard (2012) has provided further evidence that sound symbolic word-object
pairings are more learnable than non-sound symbolic pairings. Using the stop-continuant
distinction introduced by Westbury(2005), Aveyard (2012) tested two separate con-
ditions, one with congruent (continuant with rounded or stop with spiky) non-word
object pairs, and one with incongruent (continuant with spiky or stop with rounded)
non-word object pairs. Participants were presented with a single (stop or continuant)
non-word and two 3-D shapes (see Figure 3.9), and given feedback over the course of
the experiment on the correct pairing for their condition in order to encourage learn-
ing. On each trial, the participant had to choose the shape which matched the presented
word according to their congruent or incongruent condition. Participants in the congru-
ent condition learned non-word object pairings significantly better, and this advantage
5The advantage of measuring error is that the bias is measurable even when learning is not robust;
in other words, participants do not have to learn the vocabulary perfectly in order to demonstrate some
bias. Error is less informative in a study such as Kovic et al (2010). Because there were only two
category names and participants underwent extensive training (sometimes until learning was perfect),
performance was so high in the task there was essentially a ceiling effect. Ideally, a study could measure
error rates during the training phase as well as reaction times in a test phase.
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persisted in a similar experiment with distractor shapes, indicating a learning advan-
tage even without an obvious dual-choice task.
Figure 3.9: Shape stimuli from Experiment 2.
Monaghan et al. (2012) approached the learnability issue from a slightly different
angle, using the cross-situational learning paradigm (Monaghan & Mattock, 2009; Yu
& Smith, 2007). In cross-situational learning, rather than training participants on form
meaning pairs explicitly, participants see a single word with multiple meanings (e.g.,
multiple shapes) on each training trial - in this case, a single non-word appeared with
multiple shapes in a single trial. Participants learned form-meaning pairs over succes-
sive trials by inference: for example, if the word takete appears with an angular shape
repeatedly across trials (even though another shape is always co-present), the form-
meaning pair of takete + angular shape will be internalised. Although the non-word
takete never appears with the spiky shape in isolation (as with more explicit training
such as in Kovic et al, 2010 and Nielsen and Rendall, 2012), the spiky shape co-occurs
with the word takete reliably enough across trials that learning of the form-meaning
pair takes place implicitly. Like Nielsen and Rendall (2012), Monaghan and colleages
designed their non-word items carefully, utilising Westbury’s (2005) stop/continuant
distinction as well as contrasting vowel quality (e.g., front /i/ is spiky, back /u/ is
rounded) in a separate condition. They found that form-meaning pairs were easier
to learn where stops or front vowels were paired with angular items, and continu-
ants or back vowels were paired with rounded items. These findings extend those of
Nielsen and Rendall (2012), showing that sound symbolism facilitates learning even
when form-meaning pairings are not explicitly learned.
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3.1.3 Summary
This evidence, showing linguistic cross-modal associations implicitly, and particularly
in a learnability context, demonstrates two important points. First, it provides be-
havioural evidence of a different kind for associations between linguistic sound and an-
gularity. Similar associations have been demonstrated using a diverse array of methods,
including explicit labelling, implicit lexical decision tasks, and by measuring learnabil-
ity, indicates that these associations are very robust. These very different approaches all
converge on similar evidence, showing that people make associations between stops,
obstruents and/or unrounded/front vowels and spiky shapes, and between continuants,
sonorants, and/or rounded/back vowels and round shapes. Second, learnability specif-
ically sheds light on the possible functionality of a cross-modally based vocabulary.
A lexicon grounded in cross-modal associations not only has the advantage of rooting
the symbolic system and increasing the likelihood of initial mutual intelligibility, but
it also has the major advantage of making the lexicon better learned and retained by
its users. Table 3.1 summarises studies demonstrating associations between linguis-
tic items and shape angularity across implicit and explicit methods in terms of their
stimuli, participants, and findings.
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Table 3.1: Table summarising studies examining associations between linguistic sound and
shape angularity, detailing stimuli, participants, and results. Linguistic stimuli are given as





The evidence for associations between linguistic items and angularity is strong.
Both explicit and implicit methodologies have shown that people make robust associ-
ations between features of linguistic sound and angularity, and several studies have
shown specific properties of consonants (Westbury, 2005; Ahlner & Zlatev, 2010;
Nielsen & Rendall, 2011) and vowels (Maurer et al., 2006; Ahlner & Zlatev, 2010;
Monaghan et al., 2012) to map to roundness or spikiness. However, some studies have
failed to find the effect, calling into question whether shared cross-modal associations
are fundamentally universal, or if they are the result of culturally learned associations
between shape and sound in the form of literacy. The next section will consider in
detail the role that literacy may have played in the studies reviewed above. I will then
present three new experiments which examine these problems specifically.
3.2 The role of literacy in the bouba-kiki effect: A crit-
ical perspective
Associations between linguistic sound and shape angularity are robust by both explicit
and implicit measures, but there are potential problems with this evidence from the per-
spective of the STP. First, evidence that these associations are truly cross-linguistic, and
thus universal, is mixed. Second, culturally acquired associations between letter shape
and phoneme sound form the cornerstone of literacy in alphabetic writing systems such
as those used in English and most other Indo European languages. This introduces a
literacy problem: effortfully acquired associations between linguistic sound and visual
word form may underlie supposedly inherent associations between linguistic sound
and shape. This possible strategy may be even more likely where the conscious pairing
of shape/non-word pairs forms part of the measure, either in the form of direct nam-
ing or where participants are explicitly given form-meaning pairs as part of an indirect
measure. In this section, I will review the issues of cross-linguistic universality of
associations between linguistic sound and shape and the possible problem of literacy
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in detail. The literacy problem in particular warrants closer empirical examination,
which forms the primary motivation behind several new experiments in associations
between linguistic sounds and shape angularity. First, however, I will overview pre-
vious cross-linguistic approaches, which can speak to the universality of associations,
but also to the problem of literacy, as speakers of non-Indo European languages are
more likely to use writing systems which would not have the same effect on the task
(e.g., the graphemic representation of the word kiki would not necessarily be angular).
I will also look more closely at developmental approaches, which test the presence of
associations between linguistic sound and shape in children who are pre-literate.
First, I will further detail what a cross-linguistic approach could tell us, and why
it is important. A broad cross-linguistic approach, using participants who speak a
non-Indo European language, can show that associations between linguistic sound and
shape angularity are universal. A ‘broad’ approach is necessary because although the
effects found thus far have not been strictly confined to English speaking participants,
they are limited in scope. Usnadze (1924) used Georgian speakers, and Ahlner and
Zlatev (2010) used Swedish speakers. However, Swedish is closely related to English
by virtue of being not only Indo-European, but also (like English) Germanic. While
Georgian is more genetically distant (being Kartvelian) and uses a different writing
system which is more curved in nature than the Roman alphabet, Usnadze does not
provide sufficient detail about his materials to asses how successful the task was, let
alone specific effects of linguistic sound features. The only evidence for the effect in
speakers of a non Indo European language comes from Davis (1961). However, the re-
mainder of this section will show that despite not speaking an Indo European language,
Davis’ participants shared another crucial feature with English: Roman Alphabet.
Broad cross-linguistic applicability is particularly important for the STP. In order
for cross-modal biases to scaffold a lexicon, they must be shared between speakers.
If, for instance, we find the effect is only robust among speakers of Indo-European
languages, the source of the bias may not be a basic, shared cross-modal association.
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Instead, a more plausible explanation for finding such associations, for example, only
among English speakers, would be to suggest that they are a result of the acquisition
of the language itself. In other words, in English, words for spiky things are more
likely to contain certain types of consonants (e.g., stops), and this pattern has been
internalised, manifesting as a cross-modal association. It is important to note that this
pattern may also exist in languages if there were a more basic cross-modal bias under-
lying language origin. In other words, the presence of a basic cross-modal association
might be reflected in the structure of a language. For example, finding a general psy-
chological bias to associate obstruent consonants with angularity and a propensity for
English words denoting angularity to contain obstruent consonants would not elimi-
nate the possibility of a single, basic, underlying bias. Only if the psychological effect
were also absent in speakers of other languages would this interpretation be impossi-
ble. Thus, it is important for a sensory theory of protolanguage to demonstrate that
such effects are cross-lingustic6.
Despite being widely reported as a universal association between linguistic sound
and shape angularity, cross-linguistic evidence for the bouba/kiki effect is mixed. While
there does seem to be evidence of non-English speakers sharing the expected bias (e.g.,
Swedish; Ahlner & Zlatev, 2010), it is difficult to say definitively that this extends to
speakers of non-Indo-European languages. In other words, where the effect has been
demonstrated among non-English speakers, the participant population speaks a lan-
guage that is, all languages considered, closely historically related to English. I will
now review various reports in the literature of the bouba/kiki effect in non-English
speakers.
Curiously, the earliest reporting of the effect has been repeatedly interpreted as be-
ing performed on non-English speakers presumed to be illiterate. Several authors have
reported Kohler (1947) performing his original experiment cross-linguistically (e.g.,
6There is also the possibility that even basic cross-modal associations which would be available for
the scaffolding of the lexicon (rather than being instantiated by the lexicon itself) can be experientially
mediated - they may be universal to a speaker population without necessarily being innate. This issue
is one which requires considerable research, and will be dealt with in some detail in Chapter 7.
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Ramachandran & Hubbard, 2005; Perniss et al., 2010; Gallese & Spence, 2011; Parise
& Spence, 2012). A detailed look at Kohler’s work, however, shows a conspicuous lack
of such detail, reporting the phenomenon in a very anecdotal manner. Early editions
(Kohler, 1929; 1930) say only that “if...the reader is asked to choose which [figure] he
would rather call ‘takete’ or ‘maluma’, he will probably be able to decide with ease.”
(p.186)7. The later edition (Kohler, 1947) phrases the task slightly differently, but like-
wise provides no details about specific participants, saying only that “when asked to
match the nonsense words ‘takete’ and ‘maluma’ with the [figures], most people an-
swer without hesitation.” (p.224). Kohler does, however, reference Usnadze’s (1924)
study, which was performed with Georgian speaking university students. This at the
very least demonstrates that some qualitative aspects of associations between linguistic
sound and shape are present in a non-Indo-European speaking population.
Despite his anecdotal reporting, later descriptions of Kohler (1929) state that he re-
ported the effect among “pre-linguistic [sic] peoples in Tenerife” (Ramachandran and
Hubbard, 2005, p. 170) and thus with Spanish speakers (Perniss et al, 2010; Galese
Spence, 2011). It is possible this is a reporting myth: a result or phenomenon widely
reported in the psychological literature which is an exaggeration or misunderstanding
of an early study (for further examples, see Pullum, 1991). Indeed, it would appear that
Kohler’s original study has been misattributed on at least one other occasion: Rosen-
berg et al (1967) attribute the takete/maluma experiment to a paper by Kohler (1937)
in which it is not mentioned. Regardless of whether Kohler actually performed the ex-
periment in Tenerife, and thus with Spanish speakers, there remain conflicting reports
as to whether the effect is found in speakers of non-Indo-European languages. Us-
nadze’s (1924) original study did use Georgian university students, but the study is not
detailed enough to provide strong evidence for the universality of the effect. Ahlner
and Zlatev’s (2010) participants were Swedish, and while this more recent studies ex-
7Numerous reports (e.g., Fox, 1935; Ramachandran & Hubbard, 2001, 2005; Parise & Spence, 2012)
have said that Kohler uses baluma in place of maluma in his earliest edition. However, at least by the
fourth printing (October, 1929), this had already been changed to maluma.
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pands the cross-linguistic reach of the phenomenon, it is still confined to speakers of
languages with a Germanic origin which uses Latin script.
There are two detailed reports of a Kohler style task being performed on speakers
of non-Indo-European langauges: Davis (1961) and Rogers and Ross (1975). Davis
(1961) reported success with Kohler’s classic task among populations of English and
Swahili speaking schoolchildren with the word takete being mapped to the spiky shape
and uloomo being mapped to the rounded shape. In a new twist on previous method-
ology, Davis (1961) contrasted a purely spoken presentation of the words with a spo-
ken/written presentation. While on the whole both the English and Swahili speaking
children responded as expected, the effect was less robust in the Swahili speaking chil-
dren, and there was a more marked effect of presentation order (see below), as well
as whether or not the words were written or merely spoken. Below, I provide a closer
examination of Davis’s results, calling the robustness of his reported effects into ques-
tion.
Davis (1961) reports observing the bouba-kiki effect in Taganyika, but upon close
examination, the results are not as strikingly positive as other reports (e.g., 95-98%
agreement elsewhere; Ramachandran & Hubbard, 2005), and under certain conditions
the effect disappears altogether. Davis conducted the experiment in Taganyika in two
different conditions: a written condition (where the non-word stimuli were spoken
aloud, as well as written next to the drawn shapes) and a spoken condition (where the
non-word stimuli were only spoken). However, in both conditions, children responded
in written form, and were instructed to guess spelling in order to do so, making writing
a fundamental component of the task in both conditions. Within each of these condi-
tions, Davis (1961) presented half of the children with the stimuli in a congruent order
(spiky shape, rounded shape; takete nonword, uloomo nonword), and half with the
stimuli in an incongruent order (spiky shape, rounded shape; uloomo nonword, takete
nonword). Davis also reported the results of males and females separately. Davis’
(1961) results are reproduced in Table 3.2, below.
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Table 3.2: Summary of Davis’ (1961) results from Taganyika. Adapted from Davis (1961,
p. 263). Results are summarised in terms of presentation order, where combined is a count
of congruent/incongruent together. Responses labelled with the spiky shape and the takete
were ‘correct’, i.e., participants labelled the spiky shape as a takete. Responses labelled with
the spiky shape and uloomu were ‘incorrect, i.e., participants labelled the spiky shape as an
uloomu. Overall results are then further divided in terms of written or spoken condition, and
male and female responses. Significance values are as reported in Davis (1961) and are from
chi square tests comparing responses to chance (50% of respondents choosing each label).
As Table 3.2 shows, the effect was entirely absent among Taganyikan children
where the presentation was incongruent, regardless of spoken or written condition.
In the spoken condition, the effect was only significantly present among the males;
females failed to show the effect altogether in the spoken condition. Thus, a closer ex-
amination of Davis (1961) results shows that the effect only appears under certain con-
ditions: specifically, where presentation order emphasises the correct matching strat-
egy, and where writing is explicitly used to present stimuli. Writing may have been
influential due to a definitive connection to Indo-European languages, despite the chil-
dren being speakers of Swahili and Kitongwe (neither of which are Indo-European).
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Though the children had no exposure to English, the task was performed in Swahili,
which has borrowed the Roman alphabet for its written form. This means that despite
no familiarity with English, the Swahili speaking children did have knowledge of the
Roman alphabet and its associated sounds. Furthermore, even when presentation was
not written, the task still involved a written component: “The children were told that
we had two names and these were pronounced by the author...They were then told to
allot one name to each drawing, and not to worry about how the words were spelt, but
to guess the spelling as well as they could.” (Davis, 1961, p.263). The effect is also
conspicuously absent among females in the spoken condition, even where presentation
was congruent. This too, may be explained by literacy. Although Davis (1961) does
not report specifically on the literacy levels of his subjects, it is reasonable to assume
that females were less fluent in their literacy than males. Based on literacy statistics
from the area in 19758, literacy rates were 10% higher among males (66% and 56%
total among males and females, respectively9). This lends further support to the notion
that visual word form likely played a strong role in success at Davis’ task.
There is only one other detailed report of Kohler’s experiment in a non-Indo Euro-
pean speaking population. Rogers and Ross (1975) used Kohler’s original takete/maluma
words and also adapted his shape stimuli. Rogers and Ross tested 20 people among the
Songe in Papua New Guinea, asking them which shape was the takete and which the
maluma. They recieved responses at chance rates, with 11 participants responding as
expected (identifying the spiky shape as the takete) and the remaining nine responding
in the reverse. They did not report information regarding the details of the procedure
or the literacy of their participants, but it is a reasonable assumption based on liter-
acy rates among the Songe at the time that they were not literate (Ahai & Faraclas,
1992). Rogers and Ross were thus the only authors to have concluded of the Kohler
style experiment that “there is nothing special about the words, the objects, or their
8By this time, the area where Davis (1961) conducted his experiment was no longer the Republic of
Taganyika, but was part of Tanzania. There are no readily available statistics for literacy in Taganyika
specifically during the 1960s.
9Source: Unicef.
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relationships to one another” (p.2). Maurer et al (2006) hypothesise that the negative
finding could be explained by a lack of literacy among the Songe particpants, or by
procedural difficulties given the language barrier in performing the experiment.
These results make it unclear whether the bouba/kiki effect goes beyond speakers
of Indo-European languages, or those who are literate in the Roman Alphabet. Davis’
(1961) report, although positive, may have been largely determined by procedure, and
writing was fundamentally involved in the task. Furthermore, Rogers and Ross (1975)
reported a categorical absence of the effect in Papua New Guinea. A thread between
these two studies is possible strategies relating to literacy. Relying on literacy would
involve using a strategy of matching words to shapes based not on the sounds of the
words, but on the visual forms of the words as they are, or would most likely be, writ-
ten. This interpretation hypothesises that a learned cross-modal association underlies
the effect. Alphabetic writing systems are useful precisely because they are visual
representations of sounds; thus, learning an alphabetic system involves internalising
associations between these visual forms and the linguistic sounds they represent. In
other words, a culturally and effortfully acquired cross-modal association between lin-
guistic sound and visual word form, usually in the form of the Roman alphabet, drives
the effect, rather than a more basic, universal cross-modal bias. Thus, non-words such
as maluma and bouba are matched with rounded shapes because the graphemes within
the non-words are rounded, rather than the sounds in the words being somehow natu-
rally associated with roundedness.
There is mixed evidence that the effect persists absent the influence of literacy. The
first exploration of the bouba/kiki phenomenon with children inadvertantly addressed
literacy. Irwin and Newland (1940) actually set out to investigate if there was any effect
on the takete/maluma phenomenon of age or general intelligence. Irwin and Newland
(1940) anticipated the possible effect of writing on takete/maluma type associations,
and thus, like Davis (1961) in his spoken condition, they performed their experiment
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auditorily10. They found that over the age of 6, 70% of children chose takete type
words for the angular shape and maluma type words for the rounded shape, showing
that the effect is indeed present in children as young as 6 years old. Younger children,
however, between 4 and 5 years old, performed at chance levels. This led Irwin and
Newland to the slightly muddled conclusion that the effect was somehow mediated
by the acquisition of more general object relationships; in other words, they do not
detail what sorts of relationships might have mediated the associations, or why they
are absent before the age of six. Another explanation for the absence of the effect in
children under six in Irwin and Newland’s (1940) study is the acquisition of literacy,
which would have begun around the first grade, the equivalent of age six or seven.
The only other work to date on the bouba/kiki phenomenon in pre-literate children
is Maurer et al. (2006). Like Irwin and Newland (1940), Maurer et al. (2006) designed
several sets of visual stimuli and non-word stimuli (see Figure 3.3, p. 72). Each set of
items was tested with pre-literate children aged 2-3 and with a control group of adults.
Unlike Irwin and Newland (1940), Maurer et al. had specific motivations in designing
their non-words, driven by specific hypotheses about how sounds matched to shapes.
They hypothesised that non-words with rounded vowels would be matched with the
rounded shape, and unrounded vowels with the angular shape, making this study the
first to propose specific vowel articulation as the connecting factor between the shapes
and the sounds. Maurer et al found that both children and adults performed as expected
at above chance levels, and crucially, the performance of pre-literate children did not
differ significantly from that of adults.
On the surface, this may suggest that literacy is unimportant in the task, but their
careful procedure may have unduly affected the results. Specifically, during testing
with the children, attention was drawn to the mouth particularly during vowel articula-
tion in order to make sure children were engaged in the task. Due to the specific visual
aide of a rounded mouth, the association may have been purely visual - between the ob-
10Note that unlike Davis (1961), however, Irwin and Newland’s (1940) task was entirely auditory;
that is, participants did not respond in written form.
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served roundedness of the lips and a visually rounded shape. Put differently, although
these preliterate children might not be matching shapes to letters (a uni-modal visual
word to shape strategy), they may simple be matching the shape to the visual precept
of the experimenter’s rounded lips (a uni-modal visual articulation to shape strategy).
Indeed, Maurer et al acknowledge this difficulty of interpretation in their discussion,
pointing out that, “the experimenter called attention to her mouth as she spoke the non-
sense words. Therefore, we cannot disentangle whether the child matched the sound to
a shape based on its sound, the shape of the experimenter’s lips as she spoke the word,
and/or the feeling in the child’s mouth of mimicking the sound.” (Maurer et al., 2006,
p. 321). In other words, it is impossible to tell exactly what about the linguistic stim-
uli was matched to the shape stimuil: the sound, the proprioceptive feel, or the visual
aide of the roundedness of the mouth. Nonetheless, Maurer at al. (2006) still present
the result as a cross-modal association, for the most part ignoring this confound, and
this result has therefore been widely reported as cross-modal. Furthermore, this is also
widely cited as evidence that associations persist in the absence of literacy.
Several studies have suggested that by removing writing from the task altogether,
the potential influence of literacy is removed (e.g., Davis, 1961; Nielsen & Rendall,
2011). However, alphabet systems acquired and internalised by the participants may
still effect responses even if they are not explicitly used in the task. It is uncontroversial
that visual word form activates phonological representations, as this lies at the centre
of grapheme acquisition in alphabetic writing systems (Luo, Johnson, & Gallo, 1998).
Less obvious, but nonetheless true, is the notion that phonological word form activates
orthographic representations. Recurrent feedback models of lexical processing suggest
that the sounds in words activate their associated orthographic representations (Stone,
Vanhoy, & Van Orden, 1997). In an auditory lexical decision task with French speak-
ers, Ziegler and Ferrand (1998) found that phonological forms with multiple possible
spellings (e.g., the word ending /om/ in French can be variously written as -om, -omb,
or -omme) resulted in significantly slower reaction times.
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Slowiaczek, Soltano, Wieting, and Bishop (2003) have shown similar effects using
a shadow task in English. In a shadow task, participants hear a prime word followed
by a target word, and have to repeat the target word as soon as possible. The response
latency for repeating the target word is analysed much like a reaction time in a lexical
decision task. Prime target pairs in the experiment were either unrelated (e.g., noo-
dle/sermon), phonologically related (e.g., nuisance/noodle), orthographically related
(e.g., ratio/ratify), or both (e.g., funny/funnel). Though the task was purely auditory,
primes and targets which were related only orthographically resulted in significant fa-
cilitation of reaction times, demonstrating that phonological word form results in some
activation of orthographic word form.
Westbury (2005) has provided the best demonstration thus far that associations be-
tween linguistic sound and shape are perhaps not mediated by literacy, at least with
his highly implicit task. In addition to the lexical decision task (where stop non-
words were identified more quickly within spiky frames and continuant non-words
within rounded frames), Westbury performed an additional experiment to examine the
possible effects of graphemic angularity. Rather than a classic lexical decision task,
Westbury (2005) devised a letter/number decision task, where either a numeric or al-
phabetic grapheme was presented inside a rounded or spiky frame. The advantage of
using numbers and letters was that they were evenly distributed across curved and an-
gular types (e.g., 3, 4, p, k), allowing analysis of whether the angularity of a given
grapheme inside either the rounded or spiky frame had any effect on reaction times.
Westbury found that the curvature of graphemes did not interact with the roundedness
or spikiness of frames to effect reaction times, indicating that orthographic angularity
played no significant role in the task.
The apparent absence of the effect in Rogers and Ross’s (1975) illiterate subjects,
the absence of the effect among younger children in Irwin and Newland (1940), and the
overlooked but evident effect of written versus spoken modality in Davis (1961) may
all have one simple explanation. The major difference between these contradictory
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results regarding orthographic influence is the type of task used: Westbury (2005) used
a task which accessed cross-modal associations in a highly implicit manner, where
participants likely had no notion that he was even attempting to examine associations
between shape and linguistic sound. This is fundamentally unlike the explicit naming
tasks used by Kohler (1929, 1947), Irwin and Newland (1940), Davis (1961), Rogers
and Ross (1975) and Maurer and colleagues (2006).
Westbury (2005) may have definitively demonstrated that in his highly implicit
task orthographic interference was not an issue. However, every other examination of
shape angularity and linguistic sound has involved either making, using, or learning
explicit associations between linguistic sound and visual form. Even studies which ac-
cess these associations from a learnability rather than perceptual matching perspective
(e.g., Monaghan et al., 2012; Nielsen & Rendall, 2012) involve learning and testing of
associations between word form and shape, rather than simply reacting to word form in
the presence of shape as in Westbury’s (2005) study. Although Westbury (2005) may
have found a methodological way around the literacy problem, more explicit tasks
closer to the original takete/maluma paradigm have distinct advantages. Westbury’s
study can demonstrate a cross-modal bias to map certain linguistic sounds to certain
shapes, but cannot speak to whether this association is actually leveraged in linguistic
labelling. However, for the STP, it is precisely explicit naming behaviour that is of
the most interest. In order for cross-modal biases to have scaffolded a protolinguistic
lexicon, they must be more than implicit, and must be leveraged in the sort of explicit
labelling behaviour found in a more traditional takete/maluma task. Berlin (2006) ar-
gues that it is precisely more explicit forms of labelling in which we are likely to find
sound-symbolic language. For example, he looks to ethnozoological nomenclature -
how different languages label novel plants and animals in particular, arguing that these
new items are most likely to demonstrate cross-modal goodness-of-fit due to the fact
that they have been explicitly named.
In summary, it remains unclear what role the knowledge of visual word forms plays
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in explicit bouba/kiki style tasks. Literacy provides the best explanation for Davis’
(1961) weak results, and Rogers and Ross’ (1975) failure to find the effect all together.
But uncertainty remains as to how influential orthography may be for two reasons.
One, developmental data is mixed: it is unclear why Irwin and Newland failed to find
the effect in young children, while Maurer et al. (2006) did find it in even younger
children. Finally, it also remains unclear what effect the use of writing within a bouba-
kiki style task has on performance. The following section will introduce several new
experiments in an effort to clarify issues related to age, orthography and task modality.
3.3 Investigating associations between lingusitic sound
and shape angularity
The remainder of this chapter investigates the role of literacy and orthography in
bouba/kiki style tasks. Put simply, this chapter aims to investigate if associations be-
tween non-words and shapes are merely an artefact of people matching curved let-
ters with rounded shapes, and angular letters with spiky shapes. I will present three
studies investigating angularity and linguistic sound, with a particular interest in three
key issues: i) orthography: the role of literacy and visual word form awareness in
takete/maluma style tasks, in terms of both written vs spoken task modality and lit-
eracy of participants, ii) age: the way in which associations between angularity and
linguistic sound interact with age, recognizing the fact that age and literacy are fun-
damentally tied, and iii) sound: identifying the specific phonetic features of linguistic
sound, if any, which drive mappings between non-words and shapes when orthography
is already taken into account.
To this end, the first study (Experiment 2) will address the issues of orthography
and age, using Ramachandran and Hubbard’s (2001) bouba/kiki task with pre-school
aged children. Looking more closely at the methods of Maurer et al. (2006), this
experiment will investigate the effect of attention drawn to visual articulation (round-
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edness of the mouth), as well as literacy. The second study (Experiment 3) will attempt
to address the issues of vowel quality among developmentally diverse participants, in-
vestigating how vowel roundedness maps onto shape angularity, using a methodology
similar to the one described for size and vowel sounds in Chapter 2. This study asks
whether participants will match angularity or curvature with vowel roundedness when
it is presented on a continuous scale, and further examines if children make different
associations than adults. Lastly, the final study (Experiment 4) will attempt to investi-
gate in detail the way in which phonetic features of consonants and visual word form
interact in a bouba/kiki style task among literate adults. The aims of this final study
are three-fold: 1) to thoroughly investigate, rather than circumvent, the possible influ-
ence of orthography in an explicit bouba/kiki style task, 2) to investigate the relative
influence of different consonant features on associations between linguistic sound and
shape angularity, and 3) to investigate the influence of written versus auditory presen-
tation in a bouba/kiki style task.
3.3.1 Experiment 2: The role of graphemic awareness in associa-
tions between non-words and shapes among pre-literate chil-
dren
Maurer at al. (2006) present the only current report of the takete/maluma phenomenon
which attempts to use illiterate subjects in the form of pre-literate children. Other con-
siderations of the effect have reported that Kohler demonstrated it successfully among
illiterates in Tenerife, but this report cannot be specifically found in any edition of
Kohler’s Gestalt Psychology (1929, 1947). In Maurer et al.’s (2006) study, it remains
unclear if children were matching acoustic qualities of the sounds, proprioception, or
visual articulation to shapes. In other words, while children did match words like
/goga/ to rounded shapes, it is unclear if the acoustic roundedness of the vowel was
matched to the shape, hearing the rounded vowel activated the feeling of rounding
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one’s lips (and this feeling was matched to the shape), or if the actual sight of the ex-
perimenters lips was matched to the shape. Experiment 2a will aim to examine the role
of visual articulation by contrasting two different presentations in a bouba/kiki task:
one where attention is drawn to the experimenters mouth (visual-auditory condition)
and one where it is not (auditory only condition). Experiment 2b will examine what
degree of literacy may be required to solve the bouba/kiki task, if bouba/kiki tasks are
in fact mediated by matching letter curvature to shape roundedness. Even children who
know only the letter B or the letter K have sufficient knowledge of visual word form to
use a uni-modal matching strategy in a dual forced choice task. Simple awareness of
letter forms and their associated sounds is enough to allow a strategy of matching vi-
sual word form to shape angularity. Experiment 2b will further aim to examine whether




Fifty-two children11 (24 female; mean age=3.1 years, SD=0.6, range = 2.14.9) who
were pupils at two Edinburgh nurseries (Unitots and Strawberry Hill) were tested. For
all studies in this experiment, prior consent to test children was obtained from par-
ents/guardians, and ethical approval was granted by the local ethics board. Children
were offered stickers as a reward for participating.
Materials and Procedure
The shape materials were the same as the bouba/kiki shapes used by Maurer et al.
(2006). One shape was angular, and one was curved, and they were cut from white
card (see Figure 3.10).
11Thirty-six of the participants were tested by Shields (2010) and Kemp (2010) for an undergraduate
honours project.
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Figure 3.10: Shape stimuli from Experiment 2.
Participants were presented with the two cut-out shapes and told that one was called
kiki and the other one bouba. Half of the participants were asked to point to the shape
they thought was called ‘bouba’ and the other half asked to point to ‘kiki’ (i.e., the
target nonword was counterbalanced across participants). Within these two counter-
balanced conditions, half the time the attention was drawn to the experimenter’s face to
emphasise mouth shape (n = 26, mean age = 3.0, SD = 0.8), and half the time attention
was drawn away from the experimenter’s mouth, toward the shapes (n = 26, mean age
= 3.3, SD = 0.3). The condition where the experimenter drew attention to the mouth
will be referred to as the articulatory condition, while the condition where attention
was not drawn to the mouth will be referred to as the auditory condition.
Results
Data was coded according to whether each child labelled the rounded shape as the
bouba and the spiky shape as the kiki, labelling these as ‘bouba/kiki correct. Children
who labelled the rounded shape as the kiki and the spiky shape as the bouba were
classified as ‘bouba-kiki incorrect’. The number of times the correct bouba/kiki effect
was shown was compared in the articulatory condition (where attention was drawn to
the experimenters mouth during pronunciation) and the auditory condition. Results are
shown in Table 3.3 below.
A χ2 test confirmed that the difference between articulatory and auditory condi-
tions was significant (χ2 = 3.9, p = 0.048), in that there were more correct bouba-kiki
responses in the articulatory condition (when the experimenter drew attention to the
mouth). To assess whether there was a true bouba-kiki effect within each condition,
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Table 3.3: Results from Experiment 2a. The number of participants and percentage in each
condition (articulatory vs auditory) showing the correct and incorrect bouba-kiki response.
we compared each condition to chace (i.e., different from 50%). There was indeed a
bouba/kiki effect in the articulatory condition, when attention was drawn to the exper-
imenters rounding mouth (χ2 = 5.5, p = 0.019), but no effect in the auditory condition
(χ2 = 0.15, p = 0.69).
Experiment 2b
Participants
Fifty-four children were tested in total (19 female; mean age = 3.9 years, SD = 0.7,
range = 2.64.8) by adding a further 28 children to the 26 children who had already been
tested in the auditory condition of Experiment 2a. All children were from the same
Edinburgh nurseries, and were offered the same stickers as a reward for participating.
Materials and Procedure
The materials used for this experiment were identical to those from Experiment 2a,
and the procedure was identical to that of the auditory condition in Experiment 2a (i.e.,
the experimenter did not draw attention to the mouth during articulation). There was,
however, one addition: at the end of the study, the children were presented with the
written letters B and K, in both capital and lowercase lettering, and were asked for
each letter “Do you know how this letter sounds?”. Children were classed as having
correctly identified the letters if they said /bi/, /b@/, /keI/, or /k@/. The original 26
children tested in the auditory condition of Experiment 2a were tested only once, and
so had been asked this additional question as part of their original testing (i.e., their
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data is carried forward from the earlier study).
Results
First, children were divided into two groups according to whether they could or could
not name the letters B and/or K. Children able to identify one or both of the letters
correctly were classed as graphemically aware, and those unable to identify either
were classed asas graphemically unaware. These terms are used in lieu of reference to
literacy, as graphemically aware children are ‘literate’ only to the extent that they could
name one or both of the relevant letters. The graphemically aware children included
those who could name both letters, but also those who only correctly identified one.
This is because knowing even one letter is sufficient to correctly ‘solve’ a dual forced
choice task such as the bouba/kiki task. For examble, in only knowing the letter B, a
child could solve the task by reasoning that B sounds like bouba and also resembles
the curved geometric shape; the pairing of kiki to the spiky shape would then fall out
of this original match.
Graphemic awareness is naturally confounded with age: graphemically aware chil-
dren tend to be older. Therefore, we removed any possible age-confound by selecting
40 children from the original cohort of 54, who were matched on age across conditions.
This was done systematically by simply selecting the 20 youngest graphemically aware
children and the 20 oldest graphemically unaware children from the naturally-occuring
sample. This gave us a graphemic awareness manipulation that was independent of
age, with 20 graphemically aware and 20 graphemically unaware children, each with
a mean age of 4.0 years (SDs = 0.7 and 0.4, respectively). The responses of the chil-
dren from the age-matched sample were then coded as in Experiment 2a, as either
bouba-kiki correct or bouba-kiki incorrect. Finally, the number of correct bouba-kiki
responses for children in the graphemically aware condition were compared to the
graphemically unaware condition. The results are shown in Table 3.4, below.
A chi-square test confirmed the difference across graphemically aware and graphem-
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Table 3.4: Results from Experiment 2b. The number of participants and percentage in each
condition (graphemically aware vs graphemically unaware) showing the correct and incorrect
bouba-kiki response.
ically unaware conditions was significant (χ2 = 4.0, p = 0.047), in that there were more
correct bouba-kiki responses in the graphemically aware condition. Next, each con-
dition individually assessed to see whether there was a true bouba-kiki effect (i.e.,
different from 50% chance) within each condition. There was indeed a bouba-kiki ef-
fect when children knew the letters B and/or K (χ2 = 7.2, p = 0.007), but no effect when
they did not (χ2 = 0.0, p = 1.0).
Discussion
This study has shown that the bouba/kiki effect is only present among pre-literate chil-
dren under specific conditions: where either their attention is drawn specifically to
the rounding of the experimenters mouth (articlatory condition, Experiment 2a), or
where, though not yet literate, they are graphemically aware to the extent that they can
identify the letter B or K (Experimnent 2b). Experiment 2a strongly suggests that the
findings of Maurer et al. (2006) arose from their specific methodology, which involved
drawing attention to the visual rounding of the experimenter’s mouth. Experiment
2b indicates that without attention specifically drawn to the mouth, children leverage
early graphemic knowledge in order to solve the task, by matching the curvature or
angularity of the letters B or K to the roundedness or spikiness of the shapes. The find-
ings of these experiments experiment would strongly indicate that uni-modal visual
matching strategies are used by children in bouba/kiki style tasks wherever they are
available. Without explicit attention drawn to mouth shape or knowledge of either of
the relevant letters (B and K), children do not show the bouba/kiki effect. Contrary to
107
most accounts, which identify a cross-modal goodness-of-fit between linguistic sound
and shape as driving the effect, our data indicate that other, visual properties of the
non-words are likely responsible for the effect in many previous studies.
The children in Experiment 2a were slightly older than those in Mauer et al. (2006);
with a mean age of 4.0, while the Maurer et al.’s subjects 2:6 - 2:10. However, results
from this study shed light on a likely mechanism for their results for a few key rea-
sons. First, children in this study who were within Maurer et al.’s (2006) age range
were graphemically aware 60% of the time, indicating that a similar proportion of
Maurer et al.’s sample were likely also graphemically aware enough to solve the task,
despite being ‘illiterate’. Furthermore, sampling the 5 youngest children in each of the
graphemic awareness conditions, gives an age range closer to Maurer et al.’s (2006)
study (between 2.9-3.0 years, within 3-4 months of Maurer at al.’s sample). Of this
younger cohort, 80% of the graphemically aware children showed the effect, while the
inverse was true of the graphemically unaware children: 80% of them did not show
the effect (this difference is near significant; χ2 = 3.6, p = 0.058). In other words, even
within very young children such as those tested by Maurer et al., the presence of the
effect is well explained by graphemic awareness, and emerges even in a very small
sample. Lastly, even though our comparisons regarding graphemic awareness were
made with a slightly older sample of children, this is in fact conservative: even older
children who are graphemically unaware do not show the effect.
Do these results mean, then, that people do not make cross-modal associations be-
tween linguistic sound and shape angularity? On the whole, this seems unlikely, given
the strong associations demonstrated between for example, pitch and luminance (e.g.,
Marks, 1974), which do not have uni-modal explanations. In other words, to con-
clude that there is no goodness-of-fit at all between properties of linguistic sound and
properties of shape is perhaps too strong. Rather, our results indicate that uni-modal
strategies, where available, override cross-modal ones, and that the developmental pic-
ture is perhaps more complicated than previously assumed. From a developmental
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perspective, it may be that language development itself has a significant effect on mak-
ing associations between linguistic sound and shape, as Maurer et al. (2006) suggest.
Perhaps the ongoing acquisition of a largely arbitrary vocabulary blocks cross-modal
associations at a certain stage in development, resulting in a loss of such associations
at certain developmental stages (i.e., much like the U-shaped learning curve common
for other areas of language; O’Grady et al., 1996). Indeed, the study by Pena and
colleagues (2011) reviewed in the previous chapter suggests that associations between
linguistic sound and properties of shape are present as early as four months old, and
Walker et al. (2010) have also shown associations between pitch and shape angularity
in infants. Taken together, these results suggest not that associations between linguistic
sound and shape are absent all together, but that studies where uni-modal strategies are
introduced are not, in fact, a convincing demonstration of such associations.
It is also worth considering that the materials used in this study were not optimal,
but were instead borrowed for the purposes of replication. The non-words do not vary
systematically in terms of their sounds: they differ in terms of voicing, place of artic-
ulation, and vowel quality, as well as the reduplication present in kiki and absent in
bouba. More systematically varying sounds may result in more obvious differences
among the words, more reminiscent of the obvious angularity difference between the
relevant shapes. Furthermore, the use of multiple shape and non-word items may have
allowed a finer grained measurement of possible effects. Experiments 3 and 4 will
attempt to explore the bouba/kiki effect with more controlled stimuli. Specifically, Ex-
periment 3 uses continuous response stimuli rather than a forced choice task to explore
effects of vowel quality in isolation on associations with shape angularity. Experiment
4 will aim to further explore exactly how consonant sounds affect associations, and
how visual word form influences responses.
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3.3.2 Experiment 3: Associations between vowel quality and shape
among children and adults
Maurer et al. (2006) suggest that vowel roundedness was the driving force behind their
results with young illiterate children. However, as Experiment 2a showed, the proce-
dure in this study may have introduced a visual articulatory confound: the children
appear to have matched the emphasised rounding of the experimenter’s mouth while
forming a rounded vowel with the appearance of the rounded shape. Furthermore,
since a forced choice methodology was used, it is not possible to tell if shape round-
edness was only matched with vowel (or mouth) roundedness, shape angularity was
only matched with vowel (or mouth) unroundedness, or both. Within a pairwise forced
choice methodology, each of these strategies gives the same result. Lastly, though
the non-word items in Maurer et al.’s study were carefully chosen for the rounded-
ness or unroundedness of their vowels, the consonants were not considered, and this
resulted in a presumably unintended voicing confound. Non-words with rounded vow-
els (/bamu/, /mabuma/, /buba/, /goga/, /maluma/) contained entirely voiced conso-
nants (/b/, /m/, /g/, /l/), while non-words with unrounded vowels (/katEI/, /takiti/,
/kEIki/, /titEI/, /taki/) containted entirely voiceless consonants (/t/, /k/). this means
that Maurer’s results, if driven by linguistic sound at all, may have been due to the
consonants in the non-words rather than the vowels, as the experimenters intended.
While the literature is clear that vowels - specifically, their relative height- drive
magnitude sound symbolism, it is unclear what role vowel quality plays in associations
between linguistic sound and visual angularity. Nielsen and Rendall (2011) found that
vowels were not driving the takete/maluma phenomenon, rather, consonants were pri-
marily responsible for the effect. However, Ahlner and Zlatev (2010) and (Monaghan
et al., 2012) both found that front unrounded vowels were significantly mapped to
spiky shapes, and back rounded vowels to rounded shapes.
The following study will attempt to discern if people make associations between
vowel roundedness and shape angularity in isolation, without a co-present change in
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vowel backness, or the influence of co-ocurring consonants. Using a method similar
to Experiment 1, we ask participants to choose vowel sounds to match simple shapes,
which vary along the spiky-rounded dimension. We aimed to examine roundedness in
isolation, creating a slider which changed continuously from a high front unrounded
vowel, /i/, to a high front rounded vowel, /y/. Given that Maurer et al.’s findings
were likely mediated by the visual precept of articulation, and Nielsen and Rendall’s
(2011) finding that consonants are more influential in associations between linguistic
sound and shape, associations between isolated vowel roundedness and shape may not
be present. However, if such associations are observed, they will be in the commonly
predicted direction, with rounded vowels being matched to more rounded shapes and
unrounded vowels being matched to more spiky shapes.
Participants
164 attendees of the 2009 Edinburgh Interational Science Festival at the National Mu-
seum of Scotland volunteered to participate in the experiment as part of the Edinburgh
Neuroscience booth. Age ranged from 5yrs-71yrs (mean = 15.4 years), with 80 fe-
males. 112 of the participants also took part in Experiment 1.
Materials
For the shape materials, 10 irregular polygons were generated with between 5-7 points.
Using Photoshop, the polygons were controlled for size, such that all shapes were
between 19,400 and 19,500 pixels. Each size-equalised polygon was then altered using
the stamp tool in Photoshop, which curves edges. The stamp tool was applied at equal
intervals along nine steps, such that there were ten steps of curvature for each of 10
shapes, making for 100 shapes total. The shapes are shown in Figure 3.11.
The sound slider was similar to the one used in Experiment 1, only it varied vowel
roundedness rather than height. This was accomplished by keeping F1, F3 and F4
constant and systematically varying only F2. To keep vowel height constant, F1 was
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Figure 3.11: Shape stimuli from Experiment 3. Ten random shapes (highlighted in green) were
created with equal surface areas. These shapes were then curved along ten equal steps using
the Photoshop stamp tool. The ten circled shapes provide an example of a subset of shapes one
participant might have seen; each of the ten shapes seen by a participant was different in terms
of curvature, but also character.
set at 2000Hz, the value for a high vowel. F3 and F4 were held at 2500 Hz and 3500
Hz respectively, these being the default values of Beskow’s (2001) synthesiser. A
manipulation in F2 resulted in a change in the roundedness of the vowel; F2 varied
from 2100Hz to 2300Hz. A slider value of 2100 resulted in the high front rounded
vowel /y/, while a value of 2300 Hz resulted in the high front unrounded vowel /i/.
As in Experiment 2, these values were counterbalance across participants such that for
half othe participants the unrounded vowel was on the left side of the slider, while for
the other half it was on the right side of the slider. While a large decrease in F2 changes
a front vowel to a back vowel, this small decrease changes an unrounded vowel to a
rounded one. All other sound parameters were held constant, as in Experiment 1.
Bandwidth for all formants was held constant (F1 = 50 Hz, F2 = 75 Hz, F3 = 100
Hz, F4 = 150 Hz), and amplitude was set at 70dB, and computer volume remained
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constant. The task was completed on a MacBook using TCL/tk and the Snack sound
synthesis package, with an external Dell flat screen display and Stennheiser PXC noise
cancelling headphones.
Procedure
The experiment began with each participant watching a short (30 second) instructional
video which demonstrated use of the controls, allowed the participants to hear range of
the F2 slider, and explained the goal of the task: “to choose the sound which best fits
the shape”. The video also showed two shapes, one shape at maximum curvature and
one shape which was entirely angular, so that participants would be aware of the limits
of the shape continuum. After the video, participants gave consent as in the size/vowel
height study. If a given participant had just participated in Experiment 1, they were
explicitly asked if they wanted to continue to part two and shown another instructional
video with the relevant shapes.
Affirming consent began the experiment, which showed a shape in the centre of
the screen, as with Experiment 1. The participant initiated real time vowel synthesis
by pressing a “Play” button, which played a vowel sound at the centre of the slider
(an F2 value of 2200 Hz). The sound could then be altered using a horizontal slider,
and the participant was instructed to listen to the slider and move it until they felt the
sound best matched the shape. When the participant was satisfied, they moved to the
following trial which presented a new shape, stopped sound synthesis, and reset the
F2 value to the midpoint (2200 Hz). This procedure was repeated for a total of 10
trials, one for a shape along each step of the angular-curved continuum. Shapes were
presented in random order and were all different in character as well as curvature; in
other words, each participant saw one shape from each of the initial 10, each along a
different step of angularity/curvature (see Figure 3.11).
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Results
Prior to analysis, self-reported synaesthetes were removed from the data (n = 2)12.
Across all demographics, quick-fire identical responses to four or more consecutive
shape stimuli were treated as an indication that a participant was not attending to the
task13. Participants who gave such consecutive identical responses were removed from
the data set (n=4). Between synaesthetes and participants judged inattentive by con-
secutive identical responses, a total of 6 participants were removed from analysis alto-
gether. Final data analysis was performed on 158 participants (78 female). Participants
were further divided into children (age 5-10 years old; 73 participants) and adults (11-
63 years old; 85 participants).
Five planned Pearson’s Correlation Coefficients were calculated between all the
F2 ratings and shape curvature, scaled between 1 and 10, where 1= angular and 10 =
maximally curved. Since it was expected that the strength of associations may differ
depending on age, correlation size between adults and children were compared using
Fisher’s r to z transformation. Due to the calculation of multiple correlations within
a single dataset, the standard alpha level was corrected by dividing it by k, where k is
the total the number of correlations calculated, in this case, 5 (after Curtin & Schulz,
1998). This lowered our α from the standard of α = 0.05 to α = 0.01. Thus, findings
will only be considered significant if p <0.01. The results are presented below in
Figure 3.12.
There were no significant correlations between shape angularity and vowel quality
(all r’s yielded p’s >0.01). When the responses for both slider directions and children
and adults were taken together, there was no significant correlation between shape size
and vowel quality (r = .0094, p >0.01). Nor was there significance when the left side
12No participants were removed from this study due to age constraints, as all participants were aged
five and over.
13In all instances of consecutive identical responses, the response value was either the minimum value
of the slider (2100 Hz), the maximum value of the slider (2300 Hz), or the default reset at each trial (the
midpoint of the slider, 2200 Hz). The continuous nature of the slider means that consecutive identical
responses between these values would be difficult to achieve. Indeed, consecutive identical responses
of any other value did not occur within the data.
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Figure 3.12: Results from Experiment 3 across all participants, as well as for different slider
directions (round vowel on the left vs round vowel on the right), and for children vs adults.
of the slider was the unrounded vowel (r = -0.017, p >0.01) or a rounded vowel (r =
0.041, p >0.01). There were also no significant correlations among children (r = 0.05,
p >0.01) and adults (r = -0.028, p >0.01).
To examine the extremes of shape angularity, only responses to the most spiky
and most rounded shapes were considered separately, using an ANOVA. Shape curva-
ture, age group, and slider direction (rounded vowel on the left or unrounded vowel
on the left) were included as factors. This made for a three-way ANOVA (2x2x2):
spiky/rounded shape x child/adult age group x rounded vowel left/unrounded vowel
left slider direction. This analysis revealed no significant main effects, but yielded sig-
nificant two-way interactions between age and slider direction (df = 1, F = 7.338, p
<0.01, uncorrected; see Figure 3.13), slider direction and shape (df =1, F = 8.56, p
<0.01, uncorrected; see Figure 3.14), and a significant three-way interaction between
age, slider direction and shape (df=1, F = 4.715, p <0.05, uncorrected).
Since all relevant interactions involve slider direction, this indicates that partici-
pants were making associations regarding space rather than sound. That is, they indi-
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Figure 3.13: Children’s and adult’s ratings by slider direction. Children preferred the un-
rounded vowel when the rounded vowel was on the right of the slider (in red), and the rounded
vowel when it was on the left (in blue), indicating a general preference for the left side of
the slider regardless of the vowel sound playing. Adults show the opposite, preferring a more
rounded vowel when round vowels were on the right (in red), and a more unrounded vowel
when rounded vowels were on the left (in blue), indicating a general preference for the right
side of the slider.
Figure 3.14: Ratings for the most round and most spiky shapes, by slider direction. Participants
matched the round shape with the more rounded vowel only where the more rounded vowel
sound was on the right side of the slider. This indicates that regardless of the vowel playing,
participants preferred to choose the right of the slider for rounded shapes and the left of the
slider for spiky shapes.
cate left/right preferences on the horizontal slider regardless of what sort of vowel was
playing. As such, the interactions will be described in terms of left/right preferences
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rather than vowel quality. The first interaction, between slider direction and age, indi-
cates that children preferred the left side of the slider, while adults preferred the right
side of the slider, regardless of sound. The second interaction, between slider direction
and shape, indicates that participants preferred the left side of the slider for the most
angular shape and the right side of the slider for the most curved shape, showing a sig-
nificant spatial ordering of curvature, with spiky shapes in the left of space and rounded
shapes on the right. Finally, the three-way interaction between age, shape and slider
direction indicates that adults preferred to orient the curved shapes in the right of space
significantly more than children, meaning adults were driving the spatial orientation of
of shapes from angular to curved from left to right.
Discussion
Our results indicate that people do not make any significant associations between shape
curvature and vowel roundedness. This squares with Nielsen and Rendall’s (2011)
finding that consonant quality, rather than vowel quality, drives what is commonly
known as the bouba/kiki effect, and further supports the notion that Maurer et al’s
(2006) results were likely due to factors other than the auditory quality of rounded
vowels. However, it is likely there were also several problems with our methodology,
as with the size/vowel experiment outlined in Experiment 1.
The most notable problem was that many participants reported not being able to
hear the difference between opposite sides of the sound slider. In hindsight, this is
unsurprising, as the manipulation of the slider - rounding alone, absent co-ocurring
changes in backness - does not represent a phonemic change in English. While the
vowel /i/ occurs regularly in English and contrasts phonemically with other vowels
(e.g., meat: /mit/ vs moot: /mut/), the vowel /y/ does not occur phonemically in En-
glish. For example, there is no difference in meaning between /mit/ and /myt/. Vowel
rounding is phonemic in other languages, for example, French. It is well documented
that phoneme contrasts not present in a given language are difficult to hear for speakers
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of that language (O’Grady et al., 1996). This fact, combined with participant reports,
makes it likely that at least some participants could not, in fact, hear any difference in
the sound despite the changing F2.
Interestingly, the ability to discriminate between the rounded and unrounded high
front vowels synthesised by the slider was mitigated by visual context effects in a
manner reminiscent of the McGurk effect (Macdonald & McGurk, 1978). After test-
ing, participants who reported not being able to hear the difference between the two
sounds were allowed to listen to it again, while the experimenter drew attention to the
relevant distinction by rounding and unrounding their lips as the synthesised vowel
changed. Given the additional visual information lip roundedness co-ocurring with
the rounded vowel, participants reported being able to hear the difference between the
opposite sides of the slider. This qualitative post-test highlights the importance that
visual articulatory information likely played in Maurer et al.’s (2006) study.
The significant ANOVA results are what most strongly indicate methodological
problems. The first significant interaction, between age and slider direction, indicates
that adults preferred the right side of the slider overall while children preferred the left.
This result is unrelated to either our shape or our sound manipulation. It is unclear
why exactly it occurred, but may have to do with handedness being more entrenched
in the adults (Dellatolas, Moreau, Jallon, & Lellouch, 1993), assuming that the ma-
jority of adults are right handed. Demographic information regarding handedness of
participants would have been useful.
The second significant interaction, between shape and slider direction, is less mys-
terious and somewhat interesting: participants preferred to orient the angular shape in
the left of space and the curved shape to the right. This presents an interesting instance
of spatial ordering by curvature that is previously undocumented. We can rationalise
spatially orienting the “amount of curvature” - this would put the angular shape in the
left and the curved shape in the right. This makes more logical sense than orienting
by “amount of angularity”: the most angular shape could become no more angular,
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forming a sort of zero point. However, the curved shape could become more curved,
making angularity a natural starting point. In other words, people likely thought in
terms of rounding spiky shapes, rather than making a rounded shape more spiky. An-
other interpretation is perhaps hedonic, having to do with how pleasant participants
found the shapes. There is evidence that we associate positive, pleasant things with
‘right’ and have more negative associations with ‘left’ (Barsalou, 1999). Participants
may have found the visual undulations of the rounded shapes more pleasing, and thus
situated them in the right of space. Again, this interpretation hinges on the assump-
tion that most of our participants were right handed, as research shows that left handed
individuals actually associate the right of space with unpleasantness (Casasanto, 2010).
Lastly, the three-way interaction between slider direction, age, and shape indicated
that adults significantly preferred to put the curved shapes in the right of space more
than children, suggesting they may have been predominantly responsible for driving
the spatial ordering effect. This may be because hedonic spatial relationships are ac-
quired; in other words, the notion that ‘right’ is preferable is experientially mediated.
All of our significant results all share the common factor of slider direction. It may be
important for future studies using sliders to consider that different age groups respond
to this type of interface differently. Finally, these results highlight the importance of
counterbalancing slider direction, as we did in our study. For example, if the unrounded
vowel had been at the left side of the slider and the rounded at the right for all partic-
ipants, we may have obtained a spurious positive result suggesting that participants
map unrounded vowels onto angular shapes.
This result, along with Nielsen and Rendall (2011), and our reinterpretation of
Maurer et al. (2006), indicates that vowel roundedness alone does not appear to be
driving associations between shape angularity and linguistic sound. Thus, the next
study will more specifically examine the role of consonant voicing in the bouba/kiki
phenomenon, with additional consideration given to a) how stimuli are presented, and
b) the role of orthographic angularity.
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3.3.3 Experiment 4: Voicing, orthography and presentation modal-
ity in the bouba/kiki effect
14In Experiment 2, we found that children show the bouba/kiki effect (without ex-
plicit articulatory cues) only if they know the letters B and/or K. This experiment will
examine more systematically what role the curvature or angularity of letters has in
bouba/kiki style tasks. Specifically, we will aim to examine how three different factors
effect a takete/maluma style task: orthographic angularity, task modality, and phonetic
features. First, we aim to discern if goodness-of-fit between a name and a shape is
driven by whether the letters in the words are more angular rather than curved. Second,
we aim to discern if the modality of the task has any effect on matching non-words to
shapes. Put differently, do people make different judgements regarding goodness-of-fit
between non-words and shape depending on whether the task is written or auditory?
Previous studies have acknowledged the possible role of literacy and orthography, but
in trying to address them have either attempted to prove methodologically that they are
unproblematic (e.g., Davis, 1961; Westbury, 2005), or have tried to use a likely illit-
erate population in order to attempt remove its influence all together (e.g., Rogers &
Ross, 1975; Maurer et al., 2006). In contrast, our study will aim to investigate exactly
how orthographic angularity may be affecting responses in both written and auditory
tasks.
Lastly, we aim to see if phonetic features of consonants alone can drive the bouba/kiki
effect, and if so, assess what particular consonant contrasts are most important. Pre-
vious studies have concluded that the stop/continuant distinction captures the rele-
vant phonetic contrast in the takete/maluma phenomenon (Westbury, 2005), or that
the sonorant/obstruent distinction is more useful (Nielsen & Rendall, 2011). How-
ever, these studies (and others, e.g., Davis, 1961; Maurer et al., 2006; Ramachandran
& Hubbard, 2001, 2005) have had confounding contrasts (i.e., vary along multiple
14Data for the written condition of this experiment was collected and presented as part of the candi-
date’s 2008 MSc dissertation in the Evolution of Language and Cognition, provided in full Appendix
C.5.1.
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phonetic features) inherent in their sound stimuli. This study aims to systematically
examine whether the contrast between voiced and voiceless consonants or stop and
continuant contrasts are more influential.
Several previous studies have specifically examined the relevance of particular
types of consonant sounds in mappings between linguistic sound and shape angular-
ity. First, Westbury (2005) contrasted stops and continuants, finding that stops were
associated with angular shapes and continuants with curved shapes. More recently,
Ahnler and Zlatev (2010) and Nielsen and Rendall (2011) contrasted obstruents and
sonorants, finding that obstruents were matched with angular shapes and sonorants
with curved shapes. While all of these studies found robust results, Westbury’s (2005)
stop/continuant distinction in particular was conflated with voicing. In Westbury’s
(2005) study, all of the continuant phonemes were also voiced phonemes (/m/, /r/,
/n/, and /l/), while only two of the five stop phonemes were voiced (/d/ and /b/
voiced; /t/, /k/, and /p/ voiceless). It is possible to have voiceless continuants in
the form of fricatives such as /s/, /f/ and /S/, but none of these were considered.
This means that all of the 20 continuant non-word stimuil were also all completely
voiced, whereas only 3 of the stop non-word stimuli were entirely voiced (deeb, dibe
and dobe), with all other stop non-words containing at least one voiceless segment.
This means that the effect found by Westbury (2005) might have been significantly
influenced by consonant voicing rather than manner of articulation.
Similarly, Nielsen and Rendall (2011, 2012; also Ahlner & Zlatev, 2010) aimed
to contrast sonorants with obstruents, but their stimuli also resulted in a voicing con-
trast. The sonorant items were all voiced (/m/, /n/ and /l/) while the obstruent items
were all voiceless (/p/, /t/, and /k/). In other words, the findings of Westbury (2005),
Nielsen and Rendall (2011) and Ahlner and Zlatev (2010) can all be accounted for
with a single effect, wherein voiced items are mapped onto rounded shapes, and voice-
less items onto spiky shapes. In the case of the obstruent/sonorant distinction, ex-
amining the effect of voicing is less straightforward, since voicing and sonority are
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fundamentally related. Sonorants are by their very nature voiced; but not all voiced
segments are equally sonorous, as sonority occurs on a scale (unlike, for example, the
stop/continuant distinction). A design wherein all the items were voiced (i.e., using
/b/, /d/, and /g/ in lieu of /p/, /t/, and /k/) would have addressed the possibility
that voicing, rather than sonority, was driving the effect. Westbury (2005) and Nielsen
and Rendall (2011) have made strides in examining what about the quality of conso-
nants phonemes may drive the takete/maluma effect, but it remains unclear what role
consonant voicing plays in their findings.
The following experiments will contrast the issue of voicing with the stop/continuant
distinction, while also considering orthography and task modality. To this end we de-
signed 8 non-word items which contrasted systematically in terms of voicing, stop/continuant
status, and orthographic angularity. These non-word items were then rated by partici-
pants for goodness-of-fit with a rounded and spiky shape, in both a written condition
and an auditory condition.
Participants
For the written condition, 41 participants (19 female) were opportunistically recruited.
For the auditory condition, 37 participants (20 female) were recruited through the Uni-
versity of Edinburgh community and compensated £1.50. Participants in the auditory
condition were compensated as they had to travel into the lab to complete the task. In
order to ensure chosen items were genuine non-words, all subjects were monolingual
native English speakers.
Materials
Eight non-words were created with a CVCV structure, in which the vowel was always
/e/: keke, gege, fefe, veve, tete, dede, sese, and zeze. The central vowel /e/ was chosen
partially for its orthographic features: while it has a curved outer edge, it also has a
clear straight/angular component in the form of the crossbar. The consonants in the
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words were selected both for their phonetic properties and for their balance in terms of
graphemic angularity. Phonetically, these eight consonants can be divided in terms of
two distinctions: voiced and voiceless (Table 3.5) and stop and continuant (Table 3.6).
Table 3.5: Non-words used in Experiment 4 divided by voicing contrasts and orthographic
angularity.
Table 3.6: Words used in Experiment 4 divided by the stop/continuant contrast and ortho-
graphic angularity.
Using the voiced voiceless distinction, /t, k, f/, and /s/ are voiceless, while /d,
g, v/, and /z/ are voiced. Using the stop continuant distinction, /t, k, d/, and /g/
are stops and /f, s, v/, and /z/ are continuants. Within each of the voiced, voiceless,
stop and continuant sub-groups, two of the items are curved (f and s for the voiceless
and continuant groups, d and g for the voiced and stop groups) and two of the items
are angular (t and k for the voiceless and stop groups, and v and z for the voiced and
continuant groups). For clarity, these divisions are shown visually in tables 3.5 and
3.6. In terms of orthographic angularity, the letter t presents a special case, in that it
can be printed with a curved tail. For the written task, the font Futura was used for the
entire task to ensure that non-words containing t were in fact angular (shown in Tables
3.5 and 3.6). For the auditory condition, non-word stimuli were recorded by a trained
phonetician with even stress.The very nature of the auditory condition prevents forcing
the interpretation of t as visually angular. However, t can be entirely angular, unlike,
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for example, f, which cannot. For the shapes, modern style takete/maluma figures were
used, as shown in Figure 3.15.
Figure 3.15: Round and spiky shapes used in Experiment 4.
Procedure
Written Condition Each trial consisted of a non-word paired with a shape alongside a
Likert Scale which ranged from 1-7, with 1 marked as a “Bad Match” and 7 marked
as a “Good Match”. The task consisted of 16 trials: each of the 8 words was paired
with each of the two shapes. Items were presented in a four page booklet, and each
page consisted of four items in a randomised order: a voiced non-word and its voice-
less counterpart, each rated against the rounded and spiky shape. Participants were
instructed to rate how well each word matched each shape, and were permitted to use
all points along the scale. In other words, they were not restricted to circling whole
numbers between 1 and 7, but could mark any point along a continuous line, ratings
were easily measured as each scale was exactly 7cm. The full task is provided in
Appendix A.1.
At the outset of the task, the experimenter read all non-words aloud, specifically
instructing the participant to attend to pronunciation. Then, participants opened the
booklet and were directed to rate how well they thought each word matched with the
shape next to it, using the scale provided. They were instructed that the matches need
not be complimentary; that is, a non-word could go equally well with each shape.
Participants were then left to complete the booklet. Including instructions, the written
condition took 2-4 minutes for each participant.
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Auditory Condition
The task consisted of the same 16 (8 non-words with each of the two shapes) items
as the written condition. This made for a total of 8 trails, one where each word was
rated with both shapes. The task was conducted on a MacBook using TCL/Tk, with
an external mouse and Sennheiser PXC headphones. Each trial presented both of the
shapes with a Likert Scale slider underneath each (labelled as in the written condition,
from 1-7) and a ‘Play Word’ and ‘Next Word’ button. On each trial, a word played;
participants were instructed to manipulate the scales with the mouse to rate how well
the word matched each shape. The ‘Play’ button allowed participants to re-play the
word as many times as they wanted in order to determine goodness-of-fit with the
relevant shape, before hitting ‘Next Word’ to advance to the next trial. The Likert
scales were automatically re-set to the centre (4.0) at the beginning of each trial. Like in
the written condition, the Likert rating was continuous, recording values to two decimal
places. Unlike in the written condition, words were presented with shapes rating scales
in isolation, such that only one item appeared at a time 15. All 8 trials appeared in
random order for each participant, with a random presentation order of the rounded
and spiky shape within each trial. Instructions for the task including a screenshot are
provided in Appendix A.2, and recordings of the non-words in Appendix C.1.
Results
Likert scale ratings were collapsed across similar items, creating a mean rating for
each (curved and angular) geometric shape for each of the phonological distinctions
outlined in Tables 3.5 and 3.6. The mean ratings for each shape by each word type (in
terms of sound and angularity) are presented in tables 3.7, 3.8, 3.9, and 3.10 provided
with the analysis of each condition.
Two three-way (2 x 2 x 2) ANOVAs were performed to investigate the influence
15The goal of presenting items in this way was to avoid drawing attention to sound or angularity
contrasts between words. This was not done with the earlier study in order to keep the paper and pencil
task short and manageable.
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of phonetic distinctions and orthographic angularity on shape ratings in each condi-
tion: one for voicing and one for stop/continuant distinctions. Separate ANOVAs were
required for each distinction as category membership overlaps. For the voicing dis-
tinction, the factors were voicing (voiced/voiceless) by shape (rounded/spiky) by or-
thographic angularity (curved/angular). For the stop/continuant distinction, the factors
were stop/continuant by shape (rounded/spiky) by orthographic angularity (curved/angluar).
Due to the calculation of multiple comparisons within a single dataset, the standard al-
pha level was corrected by dividing it by k, where k is the total the number of analyses
calculated, in this case, 2 in each condition (after Curtin & Schulz, 1998). This low-
ered our α from the standard of α = 0.05 to α = 0.025. Thus, findings will only be
considered significant if p <0.025
Written Condition16 Tables 3.7 and 3.8 summarise the mean Likert Scale ratings
for each word type and shape in the written condition.
Table 3.7: Shape ratings for items by orthographic angularity and voicing in the written con-
dition.
Table 3.8: Shape ratings for items by orthographic angularity and stop/continuant in the written
condition.
As expected, there were no main effects in either the voicing or stop/continuant
16This condition was originally reported as part of the candidate’s 2008 Masters dissertation. The
current thesis extends the earlier finding by providing new analysis encompassing the stop/continuant
distinction and extending the study to include an auditory condition.
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ANOVAs (df =1, all F’s <161.4, all p’s >0.025), as a main effect in this case would
have indicated higher Likert scale ratings irrespective of what participants were asked
to match (i.e., a main effect of shape would mean the rounded shape was rated as a
‘Better Match’ than the spiky shape regardless of what it was paired with). We pri-
marily expected interactions between shape and the qualities of the non-words (ortho-
graphic angularity and voicing or stop/continuant), as the goal of the task was to rate
the shapes with the non-words based on how well they matched. There was no inter-
action between shape rating and voicing (df =1, F = .081, p =.776), suggesting that
non-word voicing did not affect participant’s goodness-of-fit ratings. There was also
no interaction between shape rating and stop/continuant status (df =1, F = .395, p =
.531), suggesting that the stop or continuant status of non-words was not influential on
goodness-of-fit ratings either. This indicates that, at least in the written task, the sound
qualities of the non-words had no influence on ratings of goodness-of-fit with a par-
ticular shape. However, the analysis revealed highly significant interactions between
orthographic angularity and shape in both the voicing (df =1 , F = 244.503, p <0.001)
and stop/continuant (df = 1, F = 271.178, p <0.001) ANOVAs. This indicates that or-
thographically angular items were rated significantly higher with the spiky shape, and
orthographically curved items were rated significantly higher with the curved shape
(see Tables 3.7 and 3.8), regardless of their voicing or stop/continuant status.
Auditory Condition Tables 3.9 and 3.10 summarise the mean Likert Scale ratings
for each word type and shape in the auditory condition.
Table 3.9: Shape ratings for items by orthographic angularity and voicing in the auditory
condition.
As with the written condition, no main effects were observed (df =1, all F’s<161.4,
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Table 3.10: Shape ratings for items by orthographic angularity and stop/continuant in the
auditory condition.
all p’s >0.05). However, in contrast to the written condition, there were some notable
effects of phonetic word features. For the voicing ANOVA, there was a significant
interaction between shape and letter angularity (df = 1, F =166.784, p <0.001), as
well as shape and voicing (F=65.006, p <0.001). This indicates that both letter an-
gularity and voicing of non-words had a significant effect on goodness-of-fit between
non-words and shapes. Specifically, spiky shapes were rated as a better match with
voiceless words and angular words, and rounded shapes were rated as a better match
with voiced words and curved words. Although both orthographic angularity and voic-
ing had highly significant effects on shape ratings, orthographic angularity accounted
for over twice as much variance (partial η2 = 0.563) in shape ratings as voicing (partial
η2 = 0.261). Though both factors were influential in shape ratings, letter angularity
was considerably more influential. This presents a marked contrast with the written
task, where voicing had no influence on shape ratings.
For the stop/continuant ANOVA, there was again a significant interaction between
shape and letter angularity (df =1, F = 91.758, p <0.001, n2 = 0.563), indicating
that participants rated more angular words as a better match with the spiky shape and
curved words as a better match with the rounded shape. This finding echoed the voic-
ing ANOVA. However, the interaction between shape ratings and the stop/continuant
distinction was insignificant (df = 1, F = 2.881, p = 0.094), and accounted for less
than 4% of the overall variance in ratings (partial η2 =0.039). This indicates that the
stop/continuant distinction was not a highly influential factor in determining non-word
to shape goodness-of-fit, even in an entirely auditory task.
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Discussion
This study aimed to examine the effects of i) orthographic angularity, ii) task modality,
and iii) phonetic consonant features in a bouba/kiki style task. First, this study showed
orthographic angularity is highly influential in ratings of goodness-of-fit between non-
words and shapes, specifically, non-words with letters which were more angular (e.g.,
keke) were rated as a better match for the spiky shape, and non-words with letters
which were more curved (e.g., sese) were rated as a better match for the rounded shape.
Second, the effect of orthographic angularity was overwhelmingly influential in a writ-
ten task, completely obscuring any influence of the consonant manner or voicing. This
overwhelming influence persisted even though participants were specifically instructed
to attend to the sounds of the non-words in the written task. Using a purely auditory
task allowed for some influence of the voicing of of non-words, with the curved shape
being rated as a better match with voiced non-words, and angular the angular shape
being rated as a better match with voiceless non-words. However, this influence was
not as strong as that of orthographic angularity, even though written word forms were
never shown to participants in the task. Lastly, when sound does influence goodness-
of-fit between shapes and non-words, the voicing of consonants drives the effect, but
the stop/continuant distinction failed to motivate significant differences in shape rat-
ings.
These results suggest that in a written version of a bouba/kiki style task, visual
word forms are not only influential, but are the sole driving force behind matching
non-words to shapes. The sounds of words, on the other hand, had no significant
influence in judgements of how well non-words fit to shapes. Where the task was
written, neither voicing nor the stop/continuant distinction had a remotely significant
effect on whether a given non-word was a good fit for a given shape. Previous studies
where writing has been a main component of a bouba/kiki style task likely obtained
positive results because participants were matching visual qualities of orthography to
qualities of shape, rather than qualities of word sound to qualities of shape.
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There was some effect of phonetic features in the purely auditory task, but the
effect was dwarfed by the influence of orthographic angularity. Given the stronger in-
fluence of orthographic angularity, the classic dual forced choice methodology which
dominates previous studies is highly problematic. In a forced choice situation such as
Kohler’s original experiment, people are likely choosing based on orthographic angu-
larity rather than sound. For example, our ratings allowed us to capture the fact that
voiceless angular letters were rated more highly with spiky shapes than voiced angu-
lar letters, resulting in the voicing effect found in the auditory condition. However,
in a forced choice situation, it is likely that words dominated by angular letters would
simply be attached to spiky shapes, obscuring the influence of the sounds of the words
altogether. For example, fefe would likely be attached to a rounded shape despite its
voicelessness - although voicing is influential, orthographic angularity is more influen-
tial. Thus, a continuous rating scale is necessary to capture the influence of phonetic
features which underlies the more dominant orthographic angularity.
The fact that orthographic angularity was highly influential even in an auditory
task highlights the influence of visual word forms, even when these are not used as
part of a task. The recurrent feedback model (Stone et al., 1997) confirms that orthog-
raphy activates phonological representations, but also holds that phonology activates
orthographic representations. However, it has previously been unclear whether or not
the phonological form of non-words would activate visual word form representation
(Ziegler & Ferrand, 1998). This study suggests definitively that phonological form
does activate visual word form, even for non-words. Most importantly, this activation
introduces a visual matching strategy to the previously assumed to be a cross-modal
bouba/kiki task. Visual word forms are not only activated in the absence of written
stimuli, but are used to solve a task that was previously interpreted as being entirely
based on phonological word form.
Where effects of sound were found, these findings support an account where voic-
ing, rather than the stop/continuant distinction, is mapped onto curvature and angular-
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ity. Voiced items were rated as a better match with the rounded shape, while voiceless
items were rated as a better match with the spiky shape. Whether a consonant was
a stop or continuant, on the other hand, made no significant difference. This finding
makes it likely that Westbury’s (2005) results were due as much to voicing distinc-
tions as to the planned, and co-occurring, stop/continuant difference. Although studies
based on the sonorant/obstruent distinction (e.g., /l/ is sonorant where /t/ is obstru-
ent) also had inherent voicing confounds, these results are more compatible with those
from the current experiment. The sonorant/obstruent distinction employed by Nielsen
and Rendall (2011; also Ahlner & Zlatev, 2010) is based on the sonority scale, wherein
consonant sounds can be judged to have some degree of sonority. This scale represents
a higher level distinction than that between stops and continuants. Because sonority is
fundamentally related to voicing, it is possible that our results could be equally well-
explained in terms of sonority: voiced segments are fundamentally more sonorous
than voiceless segments. Whether sonority writ large or voicing specifically is more
influential in mappings between linguistic sound and shape angularity remains unclear.
Future work should aim to examine a set of sounds which are all voiced, yet vary in
terms of their sonority; for example, liquids are more sonorous than voiced fricatives,
which in turn are more sonorous than voiced stops. Such a study may in fact find that
sonority distinctions capture the feature in linguistic sound most relevant for visual an-
gularity, and the distinction between voiced and voiceless segments simply exemplifies
a strong sonority distinction.
The fact that voiced segments were matched with rounded shapes and voiceless
segments with spiky shapes may be yet another alternative explanation for the effect
found by Maurer et al. (2006). In our second experiment, we showed that vowel round-
edness (the intended manipulation in Maurer et al., 2006) did not map onto shape for
either children or adults. Additionally, Nielsen and Rendall (2011) found that vow-
els were not nearly as influential in a bouba/kiki style task as consonants. Maurer et
al.’s (2006) interpretation of their results, that children and adults map rounded vowels
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to round shapes and unrounded vowels to spiky shapes, seems increasingly unlikely.
Our results show that there are three alternative explanations for their results. First, as
Experiment 2 showed, the visual articulatory matching strategy made possible by their
particular procedure could have mediated responses. Second, as both Experiment 2 and
the current experiment have demonstrated, orthographic angularity is highly influential
in pairing non-words to shapes. Lastly, Maurer et al.’s (2006) planned differences in
vowel roundedness reliably co-occurred with differences in consonant voicing, such
that rounded vowels occurred with voiced consonants while unrounded vowels oc-
curred with voiceless consonants. Thus, their participants were possibly matching
shapes to the voicing of consonants, rather than the intended vowels.
3.4 General Discussion & Conclusions
Our experiments have shown that the bouba/kiki effect may not be as straightforward
a demonstration of associations between linguistic sound and shape angularity as pre-
viously thought. General consensus held that the effect was robust, and crucially, that
it was cross-modal, demonstrating an association between speech sound and visual
shape. Previously, only passing consideration was given to the possibility that the
sounds of non-words were not necessarily the primary factor determining responses.
The only study which had apparently shown the effect in an illiterate population
was Maurer et al. (2006), and it would appear their results were likely the result of at
least one of several other factors. Our first study showed that without an experimenter
specifically drawing attention to the rounding of the lips during speech production, the
effect disappeared altogether, unless children were aware of the graphemes B and/or K.
This means that while Maurer et al.’s results were perhaps due to vowel roundedness, it
was not to the sounds of rounded or unrounded vowels; rather, the effect was the result
of the appearance of the experimenter’s mouth when forming the associated vowels.
Our study of vowel roundedness and shape angularity supports this. Even with a large
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sample of participants including predominantly adults, we failed to observe significant
associations between vowel quality and shape angularity. In line with Nielsen and
Rendall (2011), Experiment 4 found that the angularity of letters and the sound quality
of consonants, rather than vowels, were influential factors in associations between non-
words and shape. Specifically, we first found that the voicing of consonants influential,
rather than their status as stops or continuants. This means that the voicing quality
of the consonants in Westbury’s (2005) study was likely responsible for his results;
despite an effort to design stimuli which differed in terms of their status as stops and
continuants, they also differed significantly in terms of their voicing. Second, we found
that the quality of non-words which was most influential on shape ratings was the
angularity of the graphemes: curved graphemes were rated highly with the rounded
shape, while angular graphemes were rated highly with the spiky shape.
The major finding across two of our studies, Experiments 1 and 4, is that liter-
acy, or at the very least graphemic awareness, is highly influential in the bouba/kiki
effect. Literacy, or lack thereof, remains the most likely explanation for Rogers and
Ross’s (1975) failure to find the bouba/kiki phenomenon in Papua New Guinea. As the
participants in this study were likely illiterate, and the task was performed auditorily,
and no visual word form matching strategy was available to particpants. However, our
auditory condition in a literate population (Experiment 4) demonstrated that though
influences of visual word form are strong, phonetic distinctions also had significant
effects on shape ratings. This means that without the available strategy of matching an
angular k with a spiky shape and a curvy g with a rounded shape, participants should
match the voiceless k with the spiky shape and the voiced g with the rounded shape
anyway. Likewise, this makes the results from Experiment 2 curious. Experiment 2
showed that visual word form drives the effect in graphemically aware children, but it
is absent in graphemically unaware children. LIke the Rogers and Ross (1975) finding,
this is curious given that we found that adults do make associations between voicing
and shape angularity in an auditory task. Why did the children in our experiment not
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map voicing onto shape angularity like adults? Why did Rogers and Ross’s (1975)
participants not use a similar strategy? This discrepancy may be explained, in part, by
a key methodological difference between the Rogers and Ross (1975) and Experiment
2 on the one hand, and Experiment 4 on the other: non-word design.
The non-words in both Rogers and Ross (1975) and Experiment 2 were taken from
Kohler (1929) and Ramachandran and Hubbard (2001) respectively. Though these
stimuli were important in establishing the effect and providing a basis for further in-
vestigating the bouba/kiki effect, they are not particularly linguistically well-designed.
To put this in stark contrast, consider the types of shapes usually used in these types of
experiments (see Visual Stimuli, Table 3.1, p. 85). They differ exclusively in their an-
gularity, making the relevant contrast of angularity explicitly clear. It is easy to imagine
that if we also printed the shapes in different colours or textures, with different sizes
and and a different number of protrustions, that the effect - if it even persisted - would
become muddled. What exactly would people be making associations between? In
other words, since the two shapes differ on multiple dimensions, what is driving the
effect?
This is a problem inherent to the original takete/maluma non-words and the newer
non-words bouba and kiki, as well as some more modern versions (e.g., rif and mot,
Kovic et al, 2010). The words bouba and kiki, for example, differ along several dif-
ferent phonetic dimensions: not only is bouba voiced and kiki voiceless, but they also
differ in vowel height (/i/ is high while /V/ is low), vowel roundedness (/i/ is un-
rounded while /u/ is rounded), place of articulation (/b/ is bilabial while /k/ is velar),
and reduplication (kiki is reduplicated while bouba is not). With these sorts of intu-
itively designed stimuli, it is not only difficult to discern what is driving the effect, but
it may make mappings less robust altogether. Given that the influence of consonant
voicing is not as strong as that of orthographic angularity, it may be that people of
all ages and levels of graphemic awareness do make associations between linguistic
sound and shape angularity, but that the effect is simply not as strong without an avail-
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able visual matching strategy. These problems could be effectively addressed with a
comprehensive study which simultaneously addressed task type and non-word stimuli
design. The next logical step would be to do a goodness-of-fit based bouba/kiki task
using a large set of minimal pair style non-words, with a large sample of the graphem-
ically unaware population. Under these conditions, we may be able to detect a clearer
preference for voiced or sonorant segments to be matched with rounded shapes, and
voiceless/obstruent segments with spiky shapes.
Lastly, the exact influence of literacy and graphemic awareness in cross-modal as-
sociations between linguistic sound and shape remains to be seen, and may reach even
beyond visual word form. Beyond visual word form, literacy has significant effects on
meta-linguistic awareness, particularly phonological awareness. Phonological aware-
ness is the conscious access to individual segments in a language, and is drastically
enhanced by learning an alphabetic letter system. Lukatela, Carello, Shankweiler, and
Liberman (1995) have used a phoneme monitoring task to demonstrate this. Within the
task, participants listen to words and must identify the total number of sounds within
the word. Lukatela et al. (1995) found that illiterates are significantly less accurate in
this task, showing that their phoneme awareness is not as fine-tuned as the phoneme
awareness of literates (see also Cheung, Chen, Yip Lai, Wong, and Hills (2001); Che-
ung and Chin (2004)). This may mean that illiterate participants respond to whole
word form more than consonant or vowel features in isolation. Indeed, Ward and
Simner (2003) have shown that phonemic awareness plays a role in lexical gustatory
synaesthesia, with specific phonological feature similarities inducing similar tastes.
Our results indicate that not only visual word form, but phonetic features of the sounds
of words, affect responses in an auditory takete/maluma style task. Though phonetic
features were considered independently of visual word form, the level of phonemic
awareness necessary to access the relevant phonetic features may be a consequence of
literacy.
It may also be possible to separate the effect of visual word form from effects of
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phonemic awareness. Dominant models of developmental dyslexia propose a problem
specifically with phonemic awareness, which leads to problems in properly mapping
phonological segments onto letters (Thambiraja, 2010). A replication of the auditory
condition with a dyslexic population would be revealing. We could predict that diffi-
culty in mapping between phonological segments to letters might remove or dampen
visual word form effects in an auditory task. Given that dyslexics present with a deficit
in phonemic awareness, if the underlying sound-shape associations were still present,
we could more definitively conclude that some universal property of voicing maps well
onto roundedness. If underlying sound-shape associations were absent, we could con-
clude that increased phonological awareness (a consequence of normal literacy) plays
an important role in effect.
Though still tied to literacy, an account in which phonemic awareness is influential
in addition to visual word form still presents with a genuine association between the
auditory and linguistic modalities. Sound contrasts such as voicing may be brought
to the fore by the phonemic awareness inherent in literacy, but participants are still
matching an auditory quality of the non-words with visual qualities of the shapes, in-
dicating a genuine cross-modal association. This leaves several issues open as to what
role experience, with literacy and language more generally, may play in these sorts of
associations. Further work is needed to examine when the effect arises developmen-
tally, and if it is due primarily to graphemic awareness, or perhaps to more general
lingusitic or meta-linguistic knowledge.
These results have mixed implications for a sensory theory of protolanguage emer-
gence. On the one hand, literacy and orthographic angularity is a possible explanation
for all of the previous findings regarding mappings between non-words and shape an-
gularity. This would make these findings an interesting side-effect of literacy, but of
limited relevance for language evolution, since spoken language presumably emerged
long before (and entirely separately from) written language. The overwhelming influ-
ence of orthography means that bouba/kiki style studies cannot provide the founda-
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tional evidence for a sensory theory of protolanguage emergence. In fact, the difficulty
in choosing a large set of items which contrast in terms of their sound but not in terms
of their orthography is interesting in and of itself. Perhaps writing systems themselves
reflect some underlying cross-modal goodness-of-fit between linguistic sound and vi-
sual form (e.g., see Koriat, 197 for evidence of such a pattern in Hebrew). Regardless,
Experiment 4 showed that even literate participants do make some underlying associ-
ations between linguistic sound and shape angularity. This means the demonstration
of associations between linguistic sound and other modalities - and thus, empirical
evidence for a sensory theory of protolanguage emergence - is worth pursuing.
With the influence of literacy in visual linguistic cross-modality needing consider-
able research in order to clarify its effects, the next chapter will present a new approach
to linguistic cross-modality. The influence of Kohler’s orignal investigation regarding
shape angularity cannot be overstated; however, examining shape angularity specif-
ically invites possible visual word form interference. But since a sensory theory of
protolanguage emergence would require us to talk about more than just visual size or
angularity, we can expect to find associations between linguistic sound and other facets
of sensory experience. To investigate this further, the next two chapters will examine
associations between linguistic sound and taste (Chapter 4) and linguistic sound and
visual motion (Chapter 5).
137
Chapter 4
Mappings between linguistic sound
and taste
1Most studies in linguistic cross-modality have focused on the visual modality, for ex-
ample, considering visual size or angularity. Given the dominance of our visual system,
and the excellent vision which defines primates (Jacobs, 2009), the visual modality is
a natural starting point. However, language encodes much more than the visual, and
if cross modality were important in the evolution of language, we should expect it to
connect not only linguistic sound to vision, but to all our sensory systems (see Figure
1.3, p. 8). This expectation is reinforced by the range of experiences documented
among synaesthetes (e.g., Day, 2005), and emerging evidence that cross-modal associ-
ations in the general population mirror those found in synaesthetes (e.g., Simner et al.,
2005). The wide variety of cross-sensory experiences among synaesthetes should lead
us to expect similar variety among common cross-sensory associations in the general
population.
Beyond this expectation, there are also methodological reasons to turn to modali-
ties beyond vision. As Chapter 3 outlined, traditional approaches to linguistic cross-
modality examining vision suffer from a variety of problems, including intuitively de-
1This chapter, particularly Experiment 6, is adapted in part from my publication, Simner et al. (2010),
provided in full in Appendix C.5.3.
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signed linguistic stimuli (such as the classic takete and maluma). While this problem
can be addressed methodologically with carefully designed stimuli, the influence of
visual word form (e.g., the angular k and the curved m) among literate participants
presents with no obvious solution. Based on the expectation that we should find as-
sociations between a variety of modalities, and the problems inherent in shape-based
linguistic cross-modality, this chapter will look to taste.
Aside from the limits of examing visual linguistic cross-modality outlined above,
there is reason to want to examine taste specifically. Taste is of particular interest
evolutionarily, arguably more so than size or angularity. Our sense of taste is crucial
to our overall survival, providing information regarding the validity of food sources.
Successful communication regarding viable food sources would have been important
within a fledging social group, and indeed, the cultural transmission of food prefer-
ences extends beyond even humans, for example, to rats (Nettle, 2009).
This chapter will seek to demonstrate shared cross-sensory associations between
linguistic sound and taste, using two experiments. The first experiment presents a sim-
ple online survey where participants chose preferred non-words for tastes represented
by the names of food items. In the second experiment, participants chose linguistic
sounds to intuitively match actual taste experiences. Under the STP, we can predict
that similar sounds will be preferred for a given taste across participants in both ex-
periments. Before turning to this new empirical data, I will present an overview of
the general multi-modality of taste, followed by a more specific review of abstract
associations between taste and sound.
4.1 The multi-modal nature of taste
Taste, along with olfaction, is a form of chemoreception, meaning that the sensory
apparatus respond to chemical stimulation rather than energy (e.g., in the form of light
for vision or pressure for touch). Taste has traditionally been viewed in terms of the
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“basic four” tastes: sweet, sour, salty, and bitter. More recently, a fifth basic taste,
umami, has been widely accepted, though it was first discovered in the early 20th
century (see Kawamura & Kare, 1987, for a review). Umami is the savoury taste
associated with meat or seaweed, and is best chemically approximated using MSG
(monosodium glutamate).
While taste itself may be distilled down to these five basic qualities, gustatory ex-
perience is multi-layered, and individual tastes rarely occur in isolation. For example,
most commonly encountered foods are subtle combinations of the basic tastes: most
fruit is sweet, but often includes elements of other tastes like sour and bitter (e.g.,
orange). Perhaps more important is that the experience of eating rarely involves taste
alone, but is a multi-faceted, mutli-modal experience. This fact distinguishes taste from
flavour: taste is the experience resulting from chemical stimulation of receptors on the
tongue, while flavour incorporates the larger experience of consuming food. Thus,
flavour includes the taste resulting from chemoreception but also integrates texture,
colour, sound, and smell (Goldstein, 2010). The experience of eating is considered
to be truly and naturally multi-modal, integrating information from a variety of other
modalities, so much so that some have suggested a broad gustatory-olfactory ‘synaes-
thesia’ (e.g., Stevenson & Boakes, 2004), while others have argued for considering
flavour perception as a unified sensory modality, wherein taste forms only one compo-
nent (Auvray & Spence, 2008). Below, I will briefly review evidence for the general
multi-modality of taste, particularly as it relates to olfaction, vision, touch and texture,
and sound.
Olfaction is arguably the most influential sensory modality in flavour alongside
taste itself. When eating, we automatically experience the smell of what we consume.
In part, this happens via the nose as food is en route to the mouth, and is known as
orthonasal olfaction. But we also experience the odours of foods through retronasal
olfaction: the passing of chemicals which stimulate smell receptors from the back of
the mouth into the nasal cavity (Heilmann & Hummel, 2004). This means that ol-
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faction continues long after food enters the mouth. The two senses are so tied that
sufferers of anosmia, or pathological loss of smell function, report also experiencing
a loss in taste and food enjoyment (Toller, 1999; Deems et al., 1991). Smell even
lacks its own ‘language’, instead borrowing most of its vocabulary from taste: we refer
to sweet and sour smells, borrowing the terms from taste, but have no ‘smell terms’
unique to the olfactory modality (Stevenson & Tomiczek, 2007). The strong relation-
ship between smell and taste is borne out empirically. Stevenson, Prescott, and Boakes
(1999) demonstrated that odours can cause sweetness enhancement; a sweet liquid in-
fused with a strawberry odour is rated as tastomg sweeter than the same liquid in an
odourless form. Conversely, Verhagen and Engelen (2006) have shown that sweeter
solutions are reliably rated as smelling fruitier. Stephens (1997) has shown that the
detection threshold of a taste is significantly lowered if in the presence of a congruent
odourant (see also Dalton, Doolittle, Nagata, & Breslin, 2000).
Vision also plays a crucial role in taste and flavour perception; seeing food has
drastic effects on our expectations of its taste. For example, discrimination between
flavours is negatively affected when the colour of a liquid does not match its taste;
people are less accurate at correctly identifying a lime flavour if it occurs in a red-
coloured solution (Zampini, Sanabria, Phillips, & Spence, 2007). Likewise, sweetness
enhancement has been demonstrated in the visual modality: a red solution is rated as
being sweeter than an identical colourless solution (J. Johnson & Clydesdale, 1982).
This may be part of a more general mechanism, as recent research has shown that
perceived taste intensity increases with the level of colour in a solution (Zampini et al.,
2007).
Like taste and smell, touch and taste are intimately related through the process
of eating. A high concentration of tactile receptors on the lips and inside the mouth
mean that feeling food is a compulsory part of food consumption. Manipulations in the
texture of food have shown that viscosity in particular can have drastic effects on taste;
likewise, changes in taste concentration can affect percieved viscosity. Christensen
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(1980) found that increasing sweetness, saltiness, or sourness of a liquid resulted in
decreased ratings of viscosity. Likewise, it has been shown that thickening a liquid
will result in a decrease in intensity ratings of various taste stimuli (Bult, de Wijk, &
Hummel, 2007).
Lastly, sound permeates the eating experience from every angle: from packaging,
to preparation, to actual consumption (see Zampini & Spence, 2010; Spence, in press,
for a review). Like olfaction, vision, and touch, changing the sounds which occur
naturally during eating can change our experience of taste and flavour. Manipulating
the sound produced when eating crisps can enhance perceived crunchiness (Zampini
& Spence, 2004), and label information (e.g., colour, advertised novelty) can affect
overall flavour perception (Shankar, Levitan, Prescott, & Spence, 2009). However, the
connection between taste and more abstract sensory experiences like linguistic sound
is less well studied. The next section will review abstract associations between taste
and sound, focusing primarily on linguistic sound.
4.2 Abstract correspondences between sound and taste
The studies reviewed in Section 4.1 illustrate the fact that flavour and taste are very
much impacted by input from other sensory modalities, and are thus fundamentally
cross-modal in a natural way. For example, associations between hues such as red
and sweetness likely a form of cross-modal transfer, resulting from a mapping borne
out in the world: the redder a berry, the more ripe it is, and the more ripe it is, the
sweeter it tends to be. The same is true for smell: things which have a sweet smell are
likely to in fact taste sweet. As these associations are the result of not only natural, but
actual, experienced connections between sensory modalities, they may be considered
a form of cross-modal transfer: we have expectations about taste based on smell or
vision which are built in our previous experience. In the domain of sound, such natural
mappings are confined to the noises we might naturally make in eating or preparing
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food, and thus do not extend obviously to more abstract sound properties made by the
human vocal apparatus. This leaves the question: do people make regular associations
between more abstract or arbitrary sounds, such as instruments or vocalisations, and
taste?
A small but expanding body of work has emerged examining more abstract asso-
ciations between taste and abstract sounds such as words and pitch. This section will
focus on recent work in such associations, which span examinations between taste and
pitch and taste and non-words. Early literature in this area is limited, most notably to
Holt-Hansen’s (1968) early investigation regarding pitch. Holt-Hansen reported that
different brands of beer were reliably associated with different pitches, but this re-
sult was only partially replicated by Rudmin and Capelli (1983). Crisinel and Spence
(2009) were the first to examine associations between taste and abstract sound more
systematically, using two tastes (bitter and sour) and pitch. Crisinel and Spence (2009)
aimed to demonstrate associations implicitly, by training participants to categorise dif-
ferent bitter or sour tastes according to high (represented by e.g., a piano) or low (rep-
resented by e.g., a bassoon) pitched sounds. Tastes were represented by names of foods
or flavours found by independent raters to be associated with a particular taste quality,
for example, coffee or tonic water represented bitter, and lime or vinegar represented
sour.
To quantify associations, Crisinel and Spence (2009) used the implicit association
test (IAT; Greenwald, McGhee, & Schwartz, 1998), in which participants categorise
stimuli according to specific instructions. In this case, participants were trained to pair
the names of bitter and sour food items with either low or high pitch. In one part of
the experiment, participants paired sour flavours with high pitch and bitter flavours
with low pitch, while in a separate block they paired sour flavours with low pitch and
bitter flavours with high pitch. Trained associations which resulted in highly accurate
retention and low response latencies were taken to indicate a naturally strong cross-
modal association. Crisinel and Spence (2009) found that categorisation accuracy was
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higher and response latency lower when high pitch was paired with sour items and low
pitch with bitter items, demonstrating an apparent association between high pitch and
sour and low pitch and bitter. Crisinel and Spence (2010b) extended these findings
with a similar examination of sweet and salty using the IAT, demonstrating that the
names of sweet foods are better matched to a high pitch and salty foods to a low pitch.
Crisinel and Spence (2010b) further examined associations between all four tastes
and pitch using an implicit measure called the go/no-go association task (GNAT; Nosek
& Banaji, 2001), and actually had participants taste food items to represent taste cat-
egories. Participants tasted caffeine to represent bitter, citric acid for sour, sucrose for
sweet, salt for salty, and MSG for umami. In the GNAT task, participants respond with
a key press to a trained pairing (go), and wait for an automatic trial advance on an
incorrect pairing (no-go). Control trials provide a baseline ‘go’ reaction time, allow-
ing for a measurement of significant facilitation. For example, if instructed that sweet
taste (e.g., sucrose solution) should be paired with high pitch, participants would press
a key when presented with this pairing, but would press nothing if presented with a
sweet/low pitch pairing, whereupon the trial would timeout and automatically advance
to a new pairing. If the association between sweet flavours and high pitch is a robust
one, this pairing should result in facilitated ‘go’ reaction times relative to other pair-
ings. The GNAT allows for measurement of several pairings, in this case across five
tastes (bitter, sour, sweet, salty, umami), rather than comparing only two tastes. By
using this method with five tastes, Crisinel and Spence (2010b) found that reactions to
sweet and sour flavours were significantly faster with high pitch than with low pitch.
Salty, bitter, and umami, on the other hand, showed no facilitation for either pitch.
Other studies have examined associations between sound and taste using a different
approach more focused on linguistic sounds. Klink (2000) presented participants with
the fictional brand names of different types of food products (e.g., ketchup, lemonade),
and found that participants chose a lemonade name containing a front vowel (e.g.,
bilad) to be more bitter than the same name containing a back vowel (e.g., bolad).
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Gallace, Boschin, and Spence (2011) took an approach more rooted in visual sound
symbolism studies, using non-words derived from Kohler’s classic takete/maluma task.
These words were rated for goodness-of-fit with common foods, which were actually
tasted rather than represented by lexical items. Four different non-word pairs were
placed as anchoring ends to Likert scales (takete/maluma, kiki/bouba, decter/bolobo,
and ruki/lula), such that each food item was rated on a continuous scale from, for ex-
ample, takete to maluma. Gallace and colleagues (2011) found that brie, chocolate
mousse, and blueberry jam were rated positively with the words bouba and lula, while
cheddar cheese, mint chocolate, and crisps were rated positively with the words takete
and ruki (see also, Spence & Gallace, 2011). However, the results were at times con-
tradictory; for example, while brie was rated more positively with bouba and lula than
with kiki or ruki, it was also rated more positively with takete than with maluma2. In
a follow up study using the same non-word stimuli and a slightly different set of taste
stimuli, Crisinel, Jones, and Spence (2012) found more robust and consistent results,
showing that milk, for example, is reliably rated as matching well with lula, maluma,
bobolo, and bouba.
Gallace et al. (2011) showed robust associations between linguistic sound and
flavour, but the effects are difficult to interpret without more carefully designed stimuli
(a problem discussed in detail in Chapter 3). Firstly, the bouba/kiki style non-word
stimuli (e.g., decter, bolobo, ruki, lula) differ along multiple dimensions (voicing,
vowel quality, place of articulation), making it difficult to determine what about the
non-words evokes the association. Interpretation of their results is further complicated
by the fact that the taste items were also quite varied. For example, what about brie
cheese matches to the word bouba - and to what feature of the word bouba is it best
matched? Even when using continuous rating scales, words and taste stimuli which
vary on multiple dimensions make the effects difficult to interpret in a systematic man-
ner.
2The authors do not address this contradiction specifically, but do acknowledge that lula was chosen
for its likeness to bouba and maluma rather than kiki and takete.
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In summary, there is robust evidence from the recent literature for shared asso-
ciations between taste and sound. Early work focused on pitch, which is of limited
relevance to lexical emergence (e.g., because only some languages are tonal, discussed
in detail in Chapter 2), but does show that people share systematic mappings between
taste and abstract sound. More recent examinations have moved towards using lin-
guistic stimuli: Gallace et al. (2011) and Crisinel et al. (2012) were able to definitively
show significantly shared cross-modal associations between linguistic sound (i.e., non-
words) and taste. However, the varied nature of their stimuli make interpretations dif-
ficult; in particular, their non-word stimuli vary unsystematically in terms of a variety
of features, from voicing to reduplication and vowel quality. The next section will
present two experiments which attempt to improve upon previous methods. The first
(Experiment 5) presents a simple survey based experiment which aims to use systemat-
ically designed non-words and items representative of the basic four tastes to examine
the specific features behind mappings between taste and linguistic sound. The sec-
ond (Experiment 6) takes a new approach by using actual pure tastants, and asking
participants to match these tastants to sound continua designed to replicate features of
speech.
4.3 Mappings between linguistic sound and taste
4.3.1 Experiment 5: Mappings between non-words and food item
labels
This section describes a survey-based experiment which attempts to target the prob-
lems described in the previous section by having participants choose a non-word name
for a food item. Unlike the intuitively designed non-words used by Gallace et al. (2011)
and Crisinel et al. (2012) (which did not vary systematically in terms of their linguistic
features), these words were designed to vary specifically in terms of their vowel quality
and voicing. The current experiment draws on previous work by combining Crisinel
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and Spence’s (2009, 2010b) convention of using the names of food items to represent
tastes, and Gallace et al.’s (2011; also Crisinel & Spence, 2012) use of explicit judge-
ments between taste and non-words. This represents an expansion upon Gallace et al.’s
(2011) methodology in two specific ways. One, this study uses words from Crisinel
and Spence’s earlier studies which are representative of the specific basic four tastes
(e.g., vinegar to represent sour and pretzel to represent salty), rather than food items
with complex flavour characteristics. Two, the non-words in this study were system-
atically (rather than intuitively) designed with the goal of ascertaining what aspects of
taste might be mapped to the specific phonetic features of voicing and vowel backness.
These food items and words were used in a short, simple survey. In the survey, par-
ticipants were given the names of four different foods taken from Crisinel and Spence
(2009, 2010a) and asked to choose one non-word from a finite list of four which best
matched the given food. The details and results of the study are described below.
Participants
A total of 120 participants were recruited online using Amazon’s Mechanical Turk
(MTurk), reviewed in detail in Buhrmester, Kwang, and Gosling (2011).
MTurk...[provides] people and tools that enable task creation, labor re-
cruitment, compensation, and data collection. The site boasts a large,
diverse workforce consisting of over 100,000 users from over 100 coun-
tries who complete tens of thousands of tasks daily. Individuals register
as “requesters” (task creators) or “workers” (paid task completers). Re-
questers can create and post virtually any task that can be done at a com-
puter...Workers can browse available tasks and are paid upon successful
completion of each task. Requesters can refuse payment for subpar work.
- Buhrmester et al., 2011, p. 3
Burhmester et al. (2011) also detail that MTurk’s workforce is more diverse than
traditional samples for psychological experiments (i.e., undergraduate psychology stu-
dents; see Sears, 1986; Henrich, Heine, & Norenzayan, 2010), and the quality of the
data obtained is comparable to in-lab data collection (see also Gosling, Vazire, Sri-
vastava, & John, 2004). In the current study, participants were paid 25 cents US to
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complete the four-question survey, which on average took between 1-2 minutes to
complete.
Materials
The survey was a simple HTML-based webpage embedded within MTurk. It consisted
of four trials, each trial being the name of a familiar food item with a choice of four
possible non-words below it. In total, there were 16 different non-words (see Table
4.1), differing in terms of their voicing (containing voiced or voiceless consonants)
and their vowel quality (containing front or back vowels). Each word could be placed
in one of four categories based on these characteristics: Voiced/Back, Voiceless/Back,
Voiced/Front, and Voiceless/Front (see Table 4.1). This allowed each survey item to
have a choice of four unique words, each falling into one of the categories described.
Table 4.1: Non-words used for taste survey, designed to vary systematically in terms of voicing
and vowel backness. For each taste item within a survey, a non-word from each cell of the table
above was given as a choice (i.e., there was one food item with a choice of four non-words).
The food names were taken from Crisinel and Spence (2009, 2010b), selected for
their representativeness of the basic four tastes and presented in Table 4.2, below.
There were four versions of the survey, hereafter referred to as batches A, B, C, and
D (provided in Appendix A.3)3. Each batch contained only one food item from each
basic taste category; thus, 30 participants completed each batch of the survey. Within
each batch, items were presented in one of two randomised orders. This ensured that
the food items were seen in different orders across participants, and also ensured that
each food item was paired with a different set of non-words across participants.
3There were two versions of each batch, such that the order of food items and the non-word choices
were in different orders for half of the participants in each batch; only one version is provided in the
supplementary materials.
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Table 4.2: Representative foods for each of the basic four tastes (sweet, sour, salty, and bitter)
used in the survey, taken from Crisinel and Spence (2009, 2010a). Each participant saw items
from one batch, and chose one of four non-words for each item. Note that where Crisinel and
Spence (2010a) used crisps, this study used chips. This is because the demographic of MTurk
participants is largely drawn from the US rather than the UK.
Procedure
Participants were instructed that the survey was about guessing the names of different
foods in a foreign language4. Specifically, they were told to try and guess the correct
word by choosing “the name for each food that best matches its dominant flavour”. The
survey was posted on MTurk in 8 different versions: two different randomised orders
for each of the four batches of food names. Thus, participants were also instructed
that if they had already completed a similar task, they should not complete the survey
again, and would be refused compensation if they did5.
Results
Results from this study were analysed using χ2 contingency tables. Because all contin-
gency tables contained more than four cells, where χ2 reached significance, the source
of the significant variation was identified using standardised residual z-scores.
First, a table was calculated which collapsed all four of the items within each taste
(e.g., sugar, honey, maple syrup and vanilla were all considered sweet; see Table 4.3).
There was an overall significant effect (χ2 = 21.07, df=9, p=0.0123), indicating that
4A pilot study contrasted two surveys similar to the present one: one with “foreign language” themed
instructions, and one with instructions which instead directed participants to provide brand names for
food products. There were no significant differences in results between the two types of prompts; as
such, the foreign language prompt was used in this study across all participants
5MTurk provides anonymous identification codes for workers, allowing an objective check for
unique participants.
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people did in fact display some preferences for mapping certain types of words with
certain tastes. Standardised residuals (see Table 4.3) revealed that voiced back words
were significantly dispreferred for bitter foods (z = -2.0, p <0.05), while there was a
trend towards a significant preference to pair voiceless back words with bitter foods
(z =1.71, p = 0.0873). This indicates a potential relationship between voicelessness
and bitterness. There was also a trend towards pairing voiceless front items with salty
foods (z = 1.79, p = 0.0735), and a trend to pair voiceless front items with sweet foods
(z = - 1.7, p = 0.0891).
Table 4.3: Contingency table for choices divided by word type and taste, with relevant stan-
dardised residuals.
Discussion
Crisinel and Spence (2009, 2010a) and (Gallace et al., 2011) provided the starting point
for a new vein of research in taste and abstract sound. The current study expanded
on their methods to examine if food item labels representative of basic tastes were
systematically mapped to phonetic properties of non-words. The results showed that
there were indeed preferences for certain sounds to map to certain tastes. Specifically,
there was a marginally significant preference to pair voiceless back words with bitter
tastes, and a corresponding dispreference to pair voiced back words with bitter tastes.
This perhaps indicates that the voicing held a stronger connection to bitterness than
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vowel quality, with voiceless sounds mapping onto bitter tastes. There was also some
preference to pair salty foods with voiceless front items, and a dispreference to pair
sweet foods with voiceless front items. No preferences were found involving sour
tastes.
These results show robust mappings between food item labels and linguistic sound.
However, the methodology is perhaps problematic in two particular ways. First, our
methods, as well as those of Gallace et al. (2011), rely on the visual presentation of
non-words to participants. This may introduce confounds related to visual word form.
For example, Gallace et al. (2011) also show that participants prefer to match certain
tastes to pointy shapes, and thus it is possible that participants might match more an-
gular visual word forms with certain tastes regardless of sound. Furthermore, using
written stimuli also introduces multiple possible interpretations in terms of sound. For
example, to a completely naı̈ve eye, the written form takete may reasonably be pro-
nounced as either /takEt/ or /takEteI/. These two interpretations present fundamental
differences in the properties of the words, most notably the number of syllables (/takEt/
has two where /takEteI/ has three). Our words could have also introduced such vari-
ation, for example, kifisee may be pronounced /kIfIsi/ or /kifisi/. However, this was
arguably not as problematic for our measures, since both /I/ and /i/ are considered
front vowels.
Second, the reliance on lexical items to represent tastes may have been problematic.
For one, the use of lexical items introduces two sources of unplanned linguistic varia-
tion: lexical frequency and graphemic roundedness. Indeed, in Simner et al. (2010) we
demonstrated that the words used in Crisinel and Spence’s (2009) study varied signifi-
cantly and systematically in terms of both their graphemic roundedness and linguistic
frequency (e.g., sour words were less frequent than bitter words, and bitter words were
more rounded than sour words; Simner et al., 2010). These properties are known to
effect cross-modal associations (Smilek, Carriere, Dixon, & Merikle, 2007; Karwoski,
Odbert, & Osgood, 1942; see also, Chapter 3), and may have unduly influenced results.
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Moreover, in this study in particular, it may be that properties of the words for tastes,
rather than the tastes themselves, were matched to non-words.
The results from this study also call into question the representativeness of Crisinel
and Spence’s (2009, 2010a) taste items. For example, a post-hoc χ2 for batch B showed
that vinegar acted significantly differently from other ‘sour’ stimuli in our study, in that
it was preferentially paired with voiced back words in a way that lemon, for example,
was not (χ2 = 27.58 p <0.01 corrected; z for voiced back words = 2.51, p <0.05).
Crisinel and Spence (2009, 2010a) acknowledge in particular the potential problems
of using lexical items in place of actual tastes, and thus conducted another study which
used explicit matching between actual taste stimuli and pitch. Echoing their earlier
study, Crisinel and Spence (2010b) found that sweet and sour were matched with high
pitch, and also new evidence that bitter tastes were matched with low pitch.
The next experiment will aim to address the two major problems of the current
experiment in two ways. One, to remedy the problem of presenting visual word forms
inherent in earlier studies, linguistic sounds are presented which are synthesised in
real-time and designed to represent specific properties of speech. Two, to address the
problematic use of lexical items to represent tastes, participants were given real tastants
directly representative of the basic four tastes. In addition to simply moving away
from lexical items, this method differs from other studies6 which use actual tastants
(e.g., Gallace et al., 2011; Crisinel et al., 2012) by using pure tastants known to be
identified as sweet, sour, salty, or bitter, rather than complex tastes (e.g., brie) which
make interpretations less straightforward.
6This study (Experiment 6) was completed before Crisinel and Spence (2010a), Gallace et al. (2011)
and Crisinel et al. (2012) and published in Simner et al. (2010).
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4.3.2 Experiment 6: Mappings between real tastants and linguistic
sound
7The body of work reviewed above demonstrates that people make non-random associ-
ations between sounds and taste. The goal of the current experiment is to expand upon
and improve their methodologies in order to determine what qualities of taste map to
specific qualities of linguistic sound. In order to do this, two major improvements
upon previous approaches have been made. One, this experiment uses pure, odourless
tastants, rather than lexical representations of tastes or complex food items, in order to
determine how pure and basic taste qualities are matched to linguistic sound. Two, we
aim to examine how participants match these taste qualities to four different linguistic
sound qualities: vowel height, vowel backness, voicing, and overall spectral energy.
Participants
Sixty-five participants were recruited from the University of Edinburgh community,
and were compensated £3.50 for the 25 minutes required to complete the task. All par-
ticipants were monolingual English speakers between the ages of 18 and 42 years. All
were non-smokers and all reported normal taste and hearing function. Smokers were
excluded to avoid possible taste function impairment (Venneman, Hummel, & Berger,
2008). Informed consent was obtained from all participants, and ethical approval was
obtained from the University of Edinburgh prior to testing.
Materials and Apparatus
Taste Materials: Participants were presented with four tastants to represent the basic
four tastes, taken from the Accusens Taste Kit (Henkin, 2005). These tastes were sweet
7Approximately half of the data for this experiment was collected and presented as part of Cuskley
(2008), the candidate’s MSc dissertation (provided in full in Appendix C.5.1). Data presented in Cuskley
(2008) were from sound sliders which were not counterbalanced for direction, and thus significant
results in this earlier reporting could have been due to spatial effects of the left-right oriented sliders
rather than the sounds themselves.
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(glucose), salty (NaCl), bitter (Urea) and sour (HCl), each in three different concentra-
tions: low, medium and high. The low concentration of each taste was slightly above
the average recognition threshold for those with normal taste function (Brosovic &
McLaughlin, 1989). Each concentration level demonstrated at least a 30% increase in
intensity (Ganong, 2005), making the difference in concentration discernable at equal
intervals for each taste (Henkin, 2005). From these concentration levels, only the
medium and high concentrations were used. The lowest concentration was excluded
as our participants were not able to consistently detect the taste at this level. Hereafter,
the medium and high concentrations will be referred to as ‘low’ and ‘high’ respectively.
Sound Materials: Four sound sliders were created to present sound continua of F1,
F2, Voice Discontinuity and Spectral Balance. The interface in this experiment was
similar to the sound sliders used in Chapters 2 and 3. It was programmed using Tcl/Tk
and the Snack c© realtime sound synthesis package, and modelled after Beskows (2001)
formant synthesiser. Footage of the interface with audio of the sliders is provided in
Appendix C.2. With the exception of the Voice Discontinuity slider (see below), the
amplitude of all sounds was held constant at 70db within the programme. In all sliders,
the bandwidths8 for F1, F2, F3 and F4 were held constant at 50 Hz, 75 Hz, 100 Hz and
150 Hz respectively, the default values of Beskow’s (2001) formant synthesiser. The
individual settings for each slider are described below.
F1 slider To examine vowel height (e.g., the difference between the /i/ in beet
and the /a/ in bot), a slider was created which varied F1 on a continuum from low
to high frequency while holding all other formants constant (similar to the slider from
Experiment 1, Chapter 2). Low and high setting of F1 were 300 Hz and 700 Hz re-
spectively, which is roughly analogous to spanning the centre of the vowel space in
British English, from high to low vowels. F3 and F4 were held at 2500 Hz and 3500
Hz respectively, which are the default values of (Beskow, 2001). F2 frequency was
8Note that the bandwidth for each formant is distinct from the formant frequency (although both are
expressed in Hz), which was not held constant but manipulated within the sliders to change e.g., vowel
quality.
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held at 1400 Hz, which represents the mid-point of our F2 slider (see below), as well
as the rough midpoint of the English vowel space. Figure 4.1 shows the range of the
slider, indicated by the solid line.
Figure 4.1: The range of the F1 (solid line) and F2 (dashed line) sliders. The approximate outer
vowels of English are also plotted for reference. Slider values were chosen to stay well within
the English vowel space and traverse the approximate centre for both height and backness
(formant values for English vowels from Hayes, 2001).
F2 slider To examine vowel front/backness (e.g., the difference between the /i/ in
beet and the /u/ in boot), a slider was created which varied F2 on a continuum from
low to high frequency while holding all other formants constant. The slider varied
the F2 value between 1000 Hz and 1800 Hz approximately spanning the centre of the
English vowel space from back to front vowels. Figure 4.1 shows the range of the
slider, indicated by the dashed line. F3 and F4 frequencies were held at 2500 Hz and
3500 Hz respectively (following defaults in Beskow, 2001). F1 was held at 500 Hz
(the mid-point of the F1 slider).
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Voicing Continuity The goal of this slider was to examine how the continuity or
discontinuity of voicing maps onto taste. For example, in a word like maluma, voicing
(i.e., vibration of the vocal chords) is continuous, since the consonants /m/ and /l/ are
voiced, and all vowels are voiced. In a word like takete, however, the consonants /t/
and /k/ are voiceless, and create a word which has interrupted voicing throughout. To
examine this contrast, a slider was created which interrupted an otherwise continuous
vowel at increasing intervals on a continuum. At one end of the slider, participants
heard a continuous vowel sound, while at the other they heard a vowel interrupted by
periods of silence. The vowel quality roughly equivalent to /@/ (schwa), acheived by
setting F1 at 500 Hz, F2 at 1500 Hz (with F3 and F4 at 2500Hz and 3500Hz, their
respective defaults from Beskow, 2001). To manipulate perceived discontinuity, the
volume of the sound varied every 360 ms, between two amplitude levels. These am-
plitude levels became further apart as the slider moved from low to high. When the
slider was set at zero, there was no variation in volume, and the result was a smooth,
fully continuous vowel. As the slider increased, the perceived effect was a vowel sound
with pulses of volume change, resulting eventually in a vowel interrupted by intermit-
tent silences, making for a high level of voicing discontinuity. Appendix C.2 provides
footage of the experiment including audio of the voicing continuity slider. The sliders
scale runs from 0-3000, and its units are measured as a Discontinuity Quotient (DQ9).
Spectral balance: To examine overall acoustic energy, a slider was created which
varied Spectral Balance on a continuum. This was accomplished by using a white
9We effected our manipulation by connecting the slider to a counter which varied the volume of the
vowel around a baseline setting of 75 db. Snack c© denotes this level as an arbitrary value of 2000. Every
unit on the slider represents a fluctuation of 1 either side of the baseline 2000. For example, at a setting
of 0 DQ, the slider plays a vowel with no fluctuation, which therefore stays at the constant amplitude of
2000, and sounds fully continuous. At a setting of 1 DQ, the slider plays a vowel which fluctuates in
amplitude from 2001 to 1999 (i.e., 2000 ± 1). At a setting of 1000 DQ, the slider plays a vowel which
fluctuate in amplitude from 3000 to 1000 (i.e., 2000 ± 1000) and this sounds somewhat discontinuous,
with throbbing pulses of volume change. At 2000 DQ, the slider plays a vowel that fluctuates even more
so, from 4000 to 0 (i.e., 2000 ± 2000) and this is now a fully discontinuous vowel interspersed with
silence. The maximum setting of 3000 DQ emphasises that discontinuity by alternating between silence
the highest volume of 5000 (i.e., 2000 + 3000). Note that because the volume cannot fall below zero,
every setting between 2000 and 3000 DQ resulted in actual silences interrupting the vowel (i.e., 2000 -
2001 or more results in a negative evaluation, realised as zero)
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noise source and manipulating the value of all four formants simultaneously from 0Hz
to 5000Hz, resulting in a shift in the spectral balance of the sound from low to high.
Perceptually, this resulted in a sound of white noise which increased in pitch as the
slider value increased.
Procedure
The experiment was run on a desktop PC attached to Bose Sennheiser PXC 250 head-
phones. The PC volume was set to 50% for each participant to ensure consistent stim-
uli delivery. Participants were given brief written instructions about overall aims, and
were then shown the PC interface. This interface showed four horizontal sliders placed
one above the other, in the centre of the screen (see Appendix C.2). Each slider could
be manipulated with a mouse by clicking on a virtual grip, and dragging it back and
forth across the length of the slider, changing the quality of the related sound (F1, F2,
voicing continuity, spectral balance, respectively).
Instructions were given verbally with the sliders on screen to facilitate understand-
ing. Participants were told they would receive drops of 12 tastes, and that after each
taste, they would be required to choose a sound from each of the four on-screen slid-
ers. They were told to select one setting from each slider (four sounds in total, played
separately) that “best matched the taste, and that there was no right or wrong answer.
Participants then put on headphones, and the experimenter prepared to administer one
drop of each tastant directly onto the tongue. To ensure participants understood the
procedure they first received a drop of water, and were encouraged to interact with
the sound sliders before beginning the test items. Participants received the 12 test
items (four tastes in three concentrations), with distilled water between each tastant
to cleanse the palate. The procedure was carried out using three concentations, but
during testing it became clear from multiple post-hoc participant reports that the low
concentration was often not detected. Responses to the lowest concentration were thus
discarded, and the medium and high concentrations will hereafter be considered as low
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and high concentrations respectively. All tastes were administered to each subject in
one of ten pseudo-randomised orders, based on a restriction that no two concentrations
of one taste quality could be administered directly in succession. Sound sliders were
also presented in one of four different random orders on screen, such that each slider
occupied each possible position. Slider values were also counterbalanced, such that
approximately half the participants had low values on the left and high and the right,
while the remaining participants had the reverse.
Results
Data from each slider10 were analysed separately using a 4x2 within-subject ANOVA
crossing taste quality (sweet, salty, sour, bitter) and taste concentration (low, high). All
family-wise comparisons are Bonferroni corrected11. The results from each slider are
given below.
F1 Slider (Vowel Height): Sixty-six participants contributed data to this analysis.
The mean F1 values selected for each taste at each concentration (where low F1 values
correspond to a high vowel) are shown in Figure 4.2. There was a significant main ef-
fect of taste concentration (df = 1, F = 6.7, p = 0.01) showing that higher concentrations
of all tastes corresponded to sounds with higher F1 (i.e., a lower vowel). There was
also a main effect of taste quality (df = 3, F = 7.6, p <0.001). Planned corrected tests
revealed that the sweet taste had a significantly lower F1 (463 Hz) than the bitter taste
(508 Hz; t = -2.8, p = 0.007), the salty taste (511 Hz; t = - 2.9, p = 0.005), and the sour
taste (538 Hz; t = -5.2, p <0.001). All other planned statistics were non-significant (all
t’s <|1.8|, all p’s >0.05) and there was no interaction of factors (all F’s <1).
10Due to equipment failure, data was lost from one participant on the spectral balance slider, and from
another participant on both spectral balance and voice-discontinuity.
11Cross-slider analyses were not performed as each slider presented qualitatively different sounds as
well as different scale-lengths that would make any interactions difficult to interpret.
158
Figure 4.2: Mean F1 values for four tastes (sweet, salty, sour, and bitter) at two concentrations
(low and high). High F1 corresponds to a lower vowel (e.g., /a/), low F1 values correspond to
a higher vowel (e.g., /i/)
.
F2 Slider (Vowel Backness): Sixty-six participants contributed data to this analysis.
The mean F2 values selected for each taste at each concentration (where low F2 values
correspond to a back vowel) are shown in Figure 4.3. As before, participants were
again systematic in their choice of taste-sound association. There was a significant
main effect of taste concentration on the F2 quality of sound (df = 1, F = 7.7, p =
0.007), since higher concentrations of tastes were assigned to significantly higher F2.
There was no interaction of effects (F <1), but there was a main effect of taste quality
(df = 3, F = 2.6, p = 0.05). In numerical terms, the sweet taste and the bitter taste each
produced a lower F2 (1422 and 1408 Hz, respectively) than the sour taste (1496 Hz),
but these effects failed to survive Bonferroni correction (respective t’s were -2.4 and
-2.2 for sweet-sour, bitter-sour; all p’s >0.05; all df’s = 64).
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Figure 4.3: Mean F2 values for four tastes (sweet, salty, sour, and bitter) at two concentrations
(low and high). High F2 corresponds to a more front vowel (e.g., /i/), low F2 corresponds to a
more back vowel (e.g., /u/).
Voicing Continuity: Sixty-five participants contributed data to this analysis. The
mean voice discontinuity values selected for each taste at each concentration (where
low values correspond to an uninterrupted vowel) are shown in Figure 4.4. In voice
discontinuity there was again a main effect of concentration (df = 1, F = 10.5, p = 0.01),
with higher concentrations rated as more discontinuous. There was no interaction of
factors (F <1), but there was again a main effect of taste quality (df = 3, F = 3.9, p =
0.01). The sweet taste produced more continuous vowels (i.e., had lower discontinuity:
1098 DQ) than the bitter taste (1461 DQ; t = -2.8, p = 0.04) and the sour taste (1421
DQ; t = -2.7, p = 0.05). All other planned statistics were non-significant (all t’s <|2.4|,
all p’s >0.05).
160
Figure 4.4: Mean values of voice discontinuity for four tastes (sweet, salty, bitter, sour) at
two concentrations (low, high). High DQ corresponds to discontinuous voicing, low DQ to
continuous voicing.
Spectral Balance Sixty-four participants contributed to this analysis. The mean
spectral balance, or overall acoustic energy, selected for each taste at each concentra-
tion (where low values correspond perceptually to low-pitch white noise) is shown in
Figure 4.5. In spectral balance there was again a main effect of concentration (df = 1,
F = 19.2, p <0.001) since more highly concentrated tastes were assigned sounds with
higher-frequency spectral balance. There was also a main effect of taste quality (df
= 3, F = 3.2, p <0.03), since the sweet taste had a lower-frequency spectral balance
overall (2050 Hz) than the sour taste (2652 Hz; t = -3.1, p = 0.02, corrected). All other
comparisons were non-significant (all t’s <|2.2|, all df’s = 63, all corrected p’s >0.05)
and there was no interaction of effects (F = 1.0, p >0.05).
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Figure 4.5: Mean spectral balance values for four tastes (sweet, salty, bitter and sour) at two
concentrations (low, high). High spectral balance corresponds to high frequencies across the
first, second, third, and fourth formants (F1, F2, F3, and F4).
Discussion
This study examined the cross-modal mapping of taste and sound, specifically as re-
lated to qualities of speech sounds. Participants were given a variety of tastants and
presented with sound continua, and asked to make intuitive matches across these two
sensory domains. Specifically, they tasted drops of sweet, salty, bitter and sour, with
each tastant presented at low and high concentrations. Then, participants selected their
preferred sound for each taste, from each of four auditory sliders, representing con-
tinua of F1, F2, Voice Discontinuity and Spectral Balance, respectively. The first
two continua present changes in formant values which result in a perceived change
in vowel quality, and the last, an overall balance of the acoustic energy which corre-
sponded roughly with pitch. The third represented a change in voicing continuity, from
a smooth uninterrupted voiced sound in the form of a continuous vowel, to a staccato
discontinuous one.
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Participants mapped sounds onto the different tastes systematically. In terms of
concentration, increasing concentrations of taste corresponded to lower vowel qual-
ity (higher F1), more back vowels (higher F2), increased Spectral Balance, and more
discontinuously voiced sounds. Some effects of concentration were felt for certain
tastes only: sour tastes were mapped to a lower vowel for low concentrations, and a
significantly higher vowel for high concentration. Tastes such as sweet, on the other
hand, were mapped to high vowels across all concentrations. There were also signif-
icant differences in sound mappings across the different taste qualities. Sweet tastes
were judged to be higher vowels and lower spectral energy than other tastes. In terms
of vowel height, sweet was judged significantly higher than bitter, and in terms of
spectral energy, significantly lower than bitter, salt and sour. Salt also stood apart in
terms of spectral energy, and was rated significantly lower than bitter. In other words,
the spectral balance slider in particular revealed a sequence effect from sweet, to salt,
to bitter. Finally, the sweet taste was judged to match smoother, more continuously
voiced sounds, compared to salt, which was judged to match more staccato sounds.
In line with literature on magnitude sound symbolism, participants rated higher
concentrations as being significantly lower vowels (e.g., /a/). Higher concentrations
were also rated as being more front vowels and higher spectral balance, more tradi-
tionally associated with smallness or low magnitude in previous literature (e.g., Berlin,
2006). However, this simply underscores the need to examine associations between
linguistic sound and other modalities: there may not be a single rule governing all
linguistic cross-modal associations. While the frequency code hypothesis (e.g., that
larger magnitude is mapped to back and low vowels as well as low pitch; Ohala, 1994)
might explain many of the magnitude associations underlying visual linguistic cross-
modality, it is possible the same mechanisms do not apply to taste.
Systematic associations were found not only for concentration, but also for taste
quality. Sweet was a lower, more continuous vowel than salt, bitter and sour, and was
significantly lower than sour in particular on the spectral balance scale. Interestingly,
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the sweet taste was involved in all of the significant differences regarding taste quality.
This may reflect the fact that sweet tastes are rarely involved in taste discrimination
errors, while tastes like sour and bitter are often confused (O’Mahony, Goldenberg,
Stedmon, & Alford, 1979). Furthermore, from an evolutionary perspective, sweet was
the only taste examined which always indicates a viable or attractive food source (along
with umami; see Zhao et al., 2003).
4.4 General Discussion
The findings presented in this chapter provide support for other studies (e.g., Crisinel
and Spence, 2009, 2010a, 2010b, 2012; Gallace et al., 2011) in showing systematic
cross-modal associations between taste and sound. Even when taste-sound mapping is
directly tested using pure tastants and linguistic sounds presented without an obvious
visual form, robust cross-sensory correspondences emerge. These findings have pro-
vided positive evidence of taste-sound mapping, but cannot rule out the possibility that
word-sound mappings may also have contributed to the results in Experiment 5, and
the mappings found by Crisinel and Spence (2009, 2010a; also Gallace et al., 2011;
Crisinel et al., 2012). In other words, it is yet possible that rounded graphemes do pair
to certain sounds, for example, and this is highly plausible given similar sound-shape
mappings reported elsewhere (e.g., Karwoski et al 1942; see also Chapter 3).
Crisinel and Spence’s (2010b) broader body of work in sound and taste, which
considers all four tastes in concert, also supports the findings of this study. Experiment
6 found that sour maps robustly onto high energy sounds as represented in our spectral
balance slider, and Crisinel and Spence (2010b) also found sour to map to high energy
in the form of pitch. Contrary to Crisinel and Spence (2010b), Epxeriment 6 found
that sweet was actually mapped onto low energy sound, at least as represented in our
spectral balance slider. However, the results did show that sweet mapped onto vowels
significantly higher than other tastes, and vowel height is often perceptually conflated
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with pitch (Whalen & Levitt, 1995), though the two are acoustically independent.
Experiments 5 and 6 have shown that people make systematic associations across
sound and taste in both a simple survey and a more complex task involving actual tas-
tants and sounds. In terms of the specifics of the two studies, they converged on several
points. The first study (Experiment 5) showed a preference to pair bitter tastes with
voiceless words. Experiment 6 echoed this, showing that bitter tastes were significantly
matched with discontinuous voicing. Likewise, Experiment 5 found a dispreferrence
for voiceless front words to be paired with sweet tastes, and Experiment 6 showed
that sweet tastes were preferentially mapped to a continuously voiced sound. In other
words, both studies showed a preference to map sweet to continuous sounds. Exper-
iment 5 also showed a preference to pair voiceless front words with salty foods, and
salty food was also dispreferred for voiceless back words. This indicates an overall
preference to pair salty foods with front vowels, and Experiment 6 echoed this, with
the salty tastant receiving some of the highest F2 (corresponding to a front vowel)
ratings.
Of particular interest is what may lie at the root of these unusual preferences. For
the spectral balance slider in Experiment 6, the most likely mechanism of mediation
is prothetic intensity matching: higher concentrations of taste were matched to higher
spectral balance values, a phenomenon also found in other cross-modality studies (e.g.,
L. Smith & Sera, 1992; see also Chapter 2). Overall spectral energy changed in mag-
nitude from low to high, and participants mapped this change to increasing taste con-
centration (another prothetic dimension). On other sliders, however, there was no such
prothetic dimension, but instead, a type of metathetic (qualitative) dimension.
For example, our slider of Vowel Discontinuity had no clear end of high magni-
tude. However, this scale does offer the opportunity for hedonic matching, a process
in which two ends of a dimension subjectively correspond because both are pleas-
ant or unpleasant (e.g., Dematté, Sanabria, & Spence, 2006). The sound produced
at the highest end of this scale was a staccato pulsing which our participants sponta-
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neously described as unpleasant. In contrast, the lowest end of this scale represents a
more pleasant, smooth, continuous vowel, and it is therefore no surprise that the most
pleasant taste, sweet (Moskowitz, Kluter, Westerling, & Jacobs, 1974), was placed
numerically lowest on this scale (with a main effect of taste, although planned compar-
isons failed to survive family-wise correcting of p values). Indeed, Crisinel and Spence
(2012) found similar results, showing that sweet was rated more positively than other
tastes within their sample. Moreover, they found that sweet was also rated most highly
with continuously voiced non-words such as maluma and lula.
Evidence of systematic pairings across the senses in the general population can
provide useful information, in and of itself, to theories of sensory integration and sen-
sory processing, but some variants of synaesthesia also involve the pairing of sound
and taste. Synaesthete E.S., for example, experiences taste and flavour in the mouth in
response to music (Beeli, Esslen, & Janke, 2005). E.S. experiences a bitter taste when
hearing a major second interval, and experiences the flavour of cream when hearing a
minor sixth interval. Of interest to the current study is that the experiences of synaes-
thetes are elsewhere known to reflect the implicit associations made by all people (e.g.,
see Simner, 2009, for review). In this way, our evidence of cross-sensory mapping be-
tween taste and sound (and the similar findings of Crisinel and Spence, 2009, 2010a,
2010b; Crisinel et al., 2012) provides yet another area in which synaesthete and non-
synaesthetes may correspond. Put differently, the phenomenon of taste-sound synaes-
thesia makes it no surprise to find inherent sound-taste correspondences in all people.
Our findings might also have implications for traditional models of taste percep-
tion. Such models often rest on the idea that all tastes are reducible to a few basic cat-
egories, and that these are distinctly different sensations (Erickson, 2008). Given that
basic tastes are theoretically separate and assumed to be distinctly different, we might
expect to find no similarities at all between them in the way they manifest themselves
in sound sliders. Our significant main effects of taste show that our slider-method
can indeed capture differences between tastes, although the four basic tastes did not
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pattern entirely distinctly, each from the other, as the traditional model might predict.
Instead, salt and sour generally patterned with each other (no significant differences
in planned comparisons) and also patterned together with sour, while sweet patterned
away from all three other tastes – and was especially far from bitter in terms of signif-
icant differences in planned comparisons. This finding may echo recent discoveries in
taste receptor organisation, where specific separate receptors for sweet and bitter have
been found, but no similar receptors for salt and sour (Zhao et al., 2003). Similarly, re-
search has shown that sweet and bitter tastes distinguish themselves in neural pathways
(Sugita & Shiba, 2005), while sour and bitter may not. Additionally, behavioral tasks
have shown that participants often confuse sour and salt, bitter and sour, and occasion-
ally salt and bitter, but sweet is rarely involved in discrimination errors (O’Mahony et
al., 1979). Hence, the patterns of response in our own data might suggest a similar hi-
erarchical organization in the four basic tastes, and is more compatible with Ericksons
(2008) across-fiber patterning theory. In this theory, different patterns of activation
across taste cells are responsible for taste discrimination rather than separate cells for
each taste, after Young’s (1802) similar theory of vision (see also Alba, 2007; Jones,
Fontanini, & Katz, 2006). In any event, our methods might provide an innovative way
to critically approach measurements of taste distinctiveness.
Most importantly, we can more closely consider the speech-related properties of
our sliders in light of a sensory theory of protolanguage emergence. This experiment
has shown that people make cross-sensory associations between taste and sound, par-
ticularly to sounds associated with the qualities of speech. Our study shows that these
mappings are explicit, in the sense that they manifest themselves in tasks that rely
on explicit judgements, much like the sort of explicit labelling particularly relevant
in vocabulary emergence (Berlin, 2006). Our participants found that increased bitter-
ness was significantly tied to higher F2 values, and this corresponds to the association
between bitterness and front vowels found by Klink (2000).
We can also view our results in another evolutionary light, by considering the
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acoustics of various food calls in our closest primate relatives, chimpanzees. Slocombe
and Zuberbuhler (2006) examined the acoustic properties of food calls in wild and
captive chimpanzees. Calls were analysed in terms of their preference rating, opera-
tionalised as high, medium, or low. Slocombe and Zuberbuhler (2006) found that high
preference foods were significantly associated with several relevant aspects of acoustic
structure. Peak overall frequency for the calls was significantly associated with higher
preference, and higher frequencies in the first formant were also associated with high
preference foods. The overall duration of calls also increased with food preference.
Though participants did not rate our tastants for preference, literature on taste prefer-
ences indicates that sweet is uniformly pleasant, salty is pleasant unless it reaches a
certain concentration, and sour and bitter are generally indicators of toxicity, and thus
considered “acquired tastes” (such as coffee; Rozin & Vollmecke, 1986). Thus, in light
of the results with chimpanzee food calls, we may expect sweet and salty tastants to be
higher on the spectral balance scale, more continuous, and have a higher F1 value.
Our results do not meet these expectations in some ways, for example, sweet was
found to be a high vowel (thus a low F1)12 and a low spectral balance, but other ele-
ments are compatible with Slocombe and Zuberbuler’s findings. For example, one of
their more robust findings was regarding call duration; longer calls mapped onto higher
preference foods. Although length per se was not a measure in our study, the sweet
taste was mapped onto more continuous sounds. Slocombe and Zuberbuler do not
provide information regarding the second formant of the food calls, and indeed there
are larger problems with superficial comparisons of the speech sounds of chimpanzees
and humans (due to differences in vocal tract structure, Ohala, 1984). However, the
acoustic approach taken in our study provides a good starting point for the possibility of
12This may be due, in part, to some lexical influence; e.g., the word sweet itself contains a high
vowel. However, it is important to note that lexical mediation does not explain other aspects of our
results, for example, the /i/ vowel in sweet is also front, and the sweet tasting was judged as being a
more back vowel relative to sour, bitter and salty tastes. Even in the case of vowel height, the direction
of this relationship may go the other way (e.g., perhaps the word sweet has a high vowel because this
linguistic feature has high cross-modal goodness-of-fit with sweetness). Chapter 6 will further explore
the possibility that words in modern language are, at least partially, influenced by such cross-modal
goodness-of-fit.
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comparing sound-taste mappings to food calls in chimpanzees in particular. This might
shed light on issues of evolutionary continuity of cross-modal associations, which has
thus far only been shown for pitch-luminance associations (Ludwig et al., 2011). Food
calls are also a good starting point because of their relevance for protolanguage: per-
haps holistic food calls in chimpanzees exhibit some iconicity likely also present in the
vocalisations of our last common ancestor.
Importantly, these associations can be seen in sound qualities related to speech,
and this suggests that vocabulary construction in the evolution of language may have
relied on these same cross-modal preferences, to pair names to foods in non-arbitrary
ways. These results provide compelling evidence that linguistic cross-modality goes
beyond the visual domain, increasing its explanatory power in terms of the evolution of
language. Given the success of this approach, further associations between linguistic
sound and other modalities are certainly worth exploring. However, the next chapter
will return to the visual modality, examining motion.
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Chapter 5
Mappings between linguistic sound
and motion
The previous chapter aimed to move away from the dominance of visual shapes used
in previous linguistic cross-modality studies and examine a different sensory dimen-
sion. This chapter continues in this vein by returning to the visual modality but con-
sidering a new dimension of visual experience: motion. I will present experiments
showing that people make regular mappings between features of linguistic sound and
motion. Specifically, when participants hear non-words which vary systematically in
terms of their linguistic features (voicing, vowel quality, and reduplication) and change
the motion of an animated ball to ‘match’ the word they hear, they match features of
linguistic sound and motion systematically. First, I will begin by briefly reviewing
cross-modality between sound and motion more generally. I will then address the mo-
tivation for the experiment from a natural language perspective, presenting features of
motion ideophones which specifically motivated the choice of nonsense words.
5.1 Sound and motion
Like our other senses, sound and motion are fundamentally connected via cross-modal
transfer: things that move tend to make sounds when they do so, and so we learn to
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have expectations about how sound and motion should go together. Thus, we expect
the gentle steps of a mouse not to make a loud thud, and the heavy steps of an elephant
to make more than just a light pitter-patter. Indeed, some have argued that motion
perception is fundamentally multi-modal, and research in motion perception has shown
that auditory information in particular is vital to the perception of motion. Poirier et
al. (2005) examined brain activity in blindfolded subjects presented with an auditory
motion event (e.g., a sound with a spatially variable source, such as a tone coming from
a moving speaker), finding that auditory motion alone resulted in some activation of
brain areas primarily responsible for visual perception (e.g., V5). Poirier et al. (2006)
extended these findings using early blind subjects, finding that the task of identifying
the direction of an auditory motion event results in activation of the same visual areas
active in blindfolded sighted subjects.
Further expeirments have shown that the binding of auditory and visual informa-
tion are vital in motion perception. Shams, Kamitani, and Shimojo (2002) have shown
that a single flash of light presented simultaneously with multiple beeps will actually
be perceived as several flashes (see also, Teramoto et al., 2010). Relatedly, the beta
movement illusion, wherein the alternation of two static lights results in the illusion
of visual motion, is enhanced by presentation of a tone between the two static lights
(Bruns & Getzmann, 2008). Soto-Faraco, Lyons, Gazzaniga, Spence, and Kingstone
(2002) tasked participants with identifying the direction of the motion of a dot on a
screen, in the presence of either an auditorily congruent event (a sound whose source
moved in the same direction) or an auditorily incongruent event (a sound whose source
moved in the opposite direction). They showed that accurate identification of the di-
rection of visual motion is significantly hindered in the presence of incongruent audi-
tory information. Congruent auditory information not only has an effect on accurate
identification of the nature of visual motion, but also has a significant effect on vi-
sual reaction times. By measuring saccades during eye tracking, Colonius and Arndt
(2001) have shown that saccades following visual motion are significantly faster in the
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presence of a congruent auditory signal.
Auditory information can even change the quality of perceived visual motion en-
tirely. Dufour, Touzalin, Moessinger, Brochard, and Despres (2008) presented partic-
ipants with an animation of two objects moving towards and then past one another.
This animation can be perceived as the two objects bouncing off of one another, but is
more commonly and automatically seen as the objects moving through or past one an-
other (known as the bouncing-streaming illusion, Sekuler & Sekuler, 1997). However,
the addition of a sound at or slightly after the point of collision causes the bouncing
perception to override the streaming perception entirely (Dufour et al., 2008). Lastly,
the illusion of visual motion can be induced with only the presentation of auditory in-
formation. For example, Maeda, Kanai, and Shimojo (2004) have demonstrated that
changes the perception of visual motion can be induced by changes in pitch.
Why is the binding between auditory and visual information so strong for motion in
particular? Integration of visual and auditory information in the perception of motion
likely has high ecological value in this regard. The accurate perception of motion has
obvious value in an evolutionary context, particularly for such survival-relevant tasks
as hunting and tracking. In other words, the ability to use information from a variety
of modalities in order to make correct judgments about motion facilitates solutions to
many real-world problems. Even the navigation of the modern world makes ample
use of high fidelity motion perception. For example, facilitating an activity such as
navigating a busy footpath (Brooks et al., 2007).
The integration of visual and auditory information is of particular importance in
speech perception. Accurate processing of speech integrates information from both the
acoustic signal and from articulatory movements during speech. This is exemplified
by the well known McGurk effect (Macdonald & McGurk, 1978), wherein we resolve
conflicting auditory and visual speech information through automatic auditory-visual
sensory integration. In the classic demonstration of the effect, audio of the sound
/b/ is overlain on video showing the articulation of /g/. We resolve this conflicting
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information by perceiving the intermediate sound, /d/. Furthermore, there is evidence
that visual articulatory information improves speech perception where the auditory
signal is degraded or noisy (Massaro, 2004). Such visual information is also integral
for second language learners, who rely on articulatory cues to improve perception of
foreign phonemes (Navarra & Soto-Faraco, 2007).
Automatic audiovisual integration, in both the perception of motion generally as
well as during speech perception, demonstrates that there is a strong natural connec-
tion between motion and sound, and that it plays a role in language. However, the
sound-motion associations described above arise from natural co-occurrence. This
means such correspondences are a result of cross-modal transfer, and are unlike the
more abstract cross-modal associations at work in lexical emergence (such as those
demonstrated for taste in the previous chapter). For example, we associate particular
oral gestures with certain linguistic sounds because they reliably co-occur. In other
words, without video editing, it is not physically possible for someone to articulate
/g/ but produce the sound /b/, and so the visual articulatory gesture and the sound are
inextricably tied. However, such an explanation cannot account for mappings between,
for example, bitter tastes and low vowels presented in the previous chapter (in fact, the
vowel in the word bitter is high). These associations are therefore more abstract. The
next section will explore evidence for more abstract associations between linguistic
sound and motion.
5.2 Motion Sound Symbolism
There is little evidence for direct abstract associations between motion and linguistic
sound. Indeed, this thesis presents one of the first experiments which asks partici-
pants to make direct associations between motion and linguistic sound. However, there
is evidence of possible associations between motion and linguistic sound from ideo-
phones. Recall from Chapter 1 that ideophones are words which depict sensory events
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(Dingemanse, 2011), going beyond just auditory-onomatopoeic imitation to evoke vi-
sual, emotional and tactile events, among others. Ideophones are of particular interest
for the current discussion as they have distinct cross-modal potential. That is, we
can posit that their ability to evoke non-auditory sensory events is derived from some
cross-modal goodness-of-fit. Ideophones often depict motion events (Hinton et al.,
1994), and motion ideophones in particular have been well-documented across a di-
verse group of languages, including Japanese, Thai, Indonesian, and Korean (Wienold,
1995), Basque (Antunano, 2006), Quechua (Nuckolls, 2001), and Balto-Finnic lan-
guages (Mikone, 2001).
Documentation of ideophones cross-linguistically is still in its infancy, and there-
fore, specific data is fairly sparse. Thus far, most efforts at documentation have consid-
ered ideophone systems in distant languages in paralell rather than in concert. There
is a broad literature documenting the existence of ideophones in languages as dis-
parate as Quecha and Japanese (e.g., see Voeltz & Killian-Hatz, 2001). Such exami-
nations focus primarily on arguing for the status of ideophones both in language writ
large as well as their particular class and function within specific languages. There is
also a body of literature focused on the sensory/perceptual nature of ideophones and
their overall aesthetics (see, e.g., Majid & Levinson, 2011; de Sousa, 2011; Tufves-
son, 2011). However, there exist few examinations of form and meaning correlation
among ideophones as they occur cross-linguistically. While there is a rather mature
literature examining how motion is expressed cross-linguistically (e.g., after Talmy,
2000), this body of work makes a typological distinction between langauges which
express manner of motion through verbs themselves (sattelite or S-framed languages)
and those which use sattelite modifiers to accomplish the same task (verb or V-framed
languages; see Talmy, 2000; D. I. Slobin, 2004). Although most motion ideophone
systems tend to fall into the latter category (Beavers, Levin, & Wei Tham, 2010), not
all V-framed languages use systems considered to be ideophonic. Since ideophones
are of specific interest for their potential cross-modal goodness-of-fit, isolating them is
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of great importance.
Essentially, knowledge of the cross-linguistic inventory of ideophones is not yet
mature enough to have produced a large cross-linguistic corpus such that we might,
for example, examine if certain phonemes or sound patterns are likely to occur across
motion ideophones. Such a study would be an ideal start to asking what linguistic
sounds we might expect to be relevant in abstract associations between linguistic sound
and motion; indeed, the next chapter (Chapter 6) will examine sound patterns among
cross-linguistic motion terms, though these are not specifically ideophonic. Until such
a well-rounded cross-linguistic corpus of motion ideophones exists, we are left in-
stead with a few anecdotal instances of similiarities among ideophones across lan-
guages. This section will discuss similarities among some salient features of Basque
and Japanese motion ideophones, as these are currently well-documented.
Ideophones form an integral part of the Basque vocabulary. Trask (1997) identifies
several ways in which Basque ideophones are used, including, but not limited to, “in-
terjections, onomatopoeic words, and adjectives or nouns denoting physical or moral
defect” (p. 257). Most relevant to the current discussion, Trask identifies “adverbs
[which] denote particular sorts of actions or ways of doing things, e.g., mara-mara:
smoothly, steadily, continously.” (as described in Antunano, 2006, p. 502). Crucially,
Antunano (2006) points out that Basque ideophones accomplish the depiction of mo-
tion in particular ways, one of which is the use of total or partial reduplication. In a
corpus of Basque motion ideophones, Antunano (2006) found that 44% made use of
total reduplication, for example: tapa-tapa (tip-toeing) and zapa-zapa (walk without
stopping; p. 5). Indeed, Hinton et al. (1994) suggest that reduplication is widely used
in ideophones cross-linguistically, particularly to depict visual motion events. Basque
also makes use of partial reduplication to depict motion, wherein the reduplicated el-
ement is confined to consonants, with the vowel alternating between a high front and
low or back vowel. For example, bilin-balan depicts a tumbling action, while kili-kolo
depicts wobbling (Antunano, 2006).
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The process of reduplication is, of course, not strictly confined to ideophones, and
is commonly used throughout the worlds languages to express plurals, superlatives, and
iteration. For example, in Pagnisan, an Austronesian language spoken in the Phillip-
ines, amigo means friend while amimigo means friends (Rubino, 2005) . In Ilocano
(also an Austronesian language spoken in the Philipines), reduplication forms both su-
perlatives (dakkel ‘big’→ dakdakkel ‘bigger’) and iteration (ag-tilmon ‘swallow’→
ag-tilmotilmon ‘swallow repeatedly’; Rubino, 2005). Thus, reduplication is often used
to express prothetic dimensions; in the examples above (more than one friend, more
size, and repetition of action).
Japanese ideophones also make use of reduplication. For example, gorogoro de-
picts a heavy object rolling (while korokoro depicts a light object rolling, Imai, Kita,
et al., 2008). However, reduplication appears to be widely used throughout Japanese
ideophones to indicate repeated action, and is not confined to depicting motion. For
example, pota depicts the sound of “thin liquid hitting a solid surface,” while potapota
means “thin liquid hitting a solid surface repeatedly.” (Imai, Kita, et al., 2008, p.
55). Another important feature of Japanese ideophones is the use of voicing to depict
weight, as in the contrast between gorogoro and korokoro.
Experiments with Japanese ideophones have shown that their function may be of
particular importance for verb acquisition in children. There is ample evidence that
verbs are generally more difficult to acquire, and thus are later acquired, than nouns
(Childers & Tomasello, 2006; Werker, Cohen, Lloyd, Casasola., & Stager, 1998). Imai,
Kita, et al. (2008) suggest this may be due to the more “ephemeral” nature of verbs (p.
56): specifically, they are more difficult to individuate in a complex scene. In other
words, the learner must separate the action from the actor and learn to identify the
action in disparate contexts. Imai, Li, et al. (2008) confirmed this difficulty children
often have in learning verbs; Japanese and Chinese children failed to generalise the
meaning of novel (non-sound symbolic) verbs when the object acted upon was altered.
In other words, they could learn to associate a video of a person moving a ball in a
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specific way with a novel word, but would not generalise the label to a video of a
person performing the same action with a cube.
A follow-up experiment has demonstrated that the difficulty in learning form-
meaning pairings for actions may be mitigated by iconicity. Recall from Chapter 1 that
non-arbitrariness may serve the function of increasing learnability in language. Con-
sidering the difficulties inherent in verb learnining, this may mean that connections
between linguistic sound and action (e.g., motion) are highly functional in this partic-
ular domain. Imai, Kita, et al. (2008) showed that generalistion (e.g., of an action to
various objects) was robust if the novel words were designed to be sound symbolic. In
other words, if the non-words used the features present in Japanese ideophone systems,
children were considerably more adept at learning the form-meaning pair accurately
and applying it across diverse contexts. Additionally, Nagumo, Imai, Kita, Haryu, and
Kajikawa (2006) have shown that Japanese speakers are almost twice as likely to use
ideophones when speaking to children than to adults, suggesting a special role for ideo-
phones in language acquisition. Together, the results of Imai, Kita, et al. (2008) and
Nagumo et al. (2006) suggest that the learnability conferred by iconicity (see Chapter
1, Section 1.3) is especially important for verb acquisition in child learners.
The evidence from Basque and Japanese provides a starting point for investigating
associations between linguistic sound and motion. First, this evidence highlights the
potential for linguistic sound to depict motion events, and thus provides a reasonable
expectation that there are, in fact, shared associations between features of linguistic
sound and motion. Second, the specific sound patterns found in these ideophones can
provide the basis for specific hypotheses regarding the nature of these associations.
While there is insufficient data from ideophones to be confident in predicting very spe-
cific correspondences, the data does provide a reasonable starting point for predicting
which phonological features may be relevant to motion. For example, it is likely that
people will associate features of motion with reduplication (as found in both Basque
and Japanese). The use of reduplication to express concepts such as plurality, su-
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perlatives, and iteration also lends it to possible prothetic matching, wherein increased
quantity is related to increased reduplication. On these grounds, we can predict that
reduplicated items may be matched with increased speed of motion. Additionally,
voicing and vowel quality may also map onto speed, as these contrasts have been found
to play a role in other linguistic cross-modal mappings. In particular, Berlin (2006) has
suggested that front vowels may be considered faster and back vowels slower. The next
section will describe an experiment which examines how these features are associated
with speed in a direct perceptual matching task.
5.3 Experiment 7: Mappings between linguistic sound
and speed
The following experiment examines explicit associations between the speed of a bounc-
ing ball and non-word items designed to vary in terms of reduplication, voicing, and
vowel quality. Reduplication was chosen as a relevant feature due to its prevalence in
ideophones generally, and more specifically among motion ideophones, as described
in the previous section. Voicing was chosen for its role in Japanese motion ideophones
(e.g., to indicate weight or magnitude), and also because it has been demonstrated to be
a factor in other cross-modal associations involving linguistic sound (e.g., see Chapters
3 and 4). As a tentative hypothesis regarding voicing, we can predict that the use of
voicing to indicate heaviness in Japanese might somehow translate to motion. In other
words, the use of voicing indicates a heavier object, which is likely to move more
slowly. Lastly, this experiment also examines front and back vowels. Although these
have not been shown to have a specific relation to motion among ideophones, several
authors have suggested that high and front vowels may be associated with increased
speed (e.g., Ohala, 1994; Berlin, 2006). Using these features, we created a corpus of
105 non-words (described in detail below, Section 5.3.2). Participants heard a subset
of these words and altered the speed of a simple animated bouncing ball to ‘match’ the
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words.
Informed primarily from the literature on motion ideophones, we can propose sev-
eral hypotheses as to how these features of sound might relate to speed. First, we can
predict that reduplication will be matched with greater speed; reduplication is known
to be related to repetition of motion, at least in Japanese, and the faster ball will re-
peat the bouncing motion more frequently. Secondly, we can predict that voiced items
will be matched with a slower ball than voiceless items, under the logic that voicing
is associated with weight, at least among Japanese ideophones, and heavier items are
less likely to move quickly. Lastly, as outlined above, we can predict that front vow-
els will be matched with a faster moving ball, as per Berlin’s (2006) predictions. The
experiment is described in detail below.
5.3.1 Participants
Participants for this experiment were recruited online using Amazon’s Mechanical
Turk (MTurk), reviewed in detail in Buhrmester et al. (2011) (see also, Chapter 4, Sec-
tion 4.3.1). Participants were compensated 50 US cents for a minimum of five minutes’
participation (this time minimum is further explained below, in Section 5.3.2). Data
was originally collected from 60 participants, but some participants were automati-
cally excluded for one of two reasons: inattention to the task or insufficient evidence
of task completion. Inattention to the task was defined as a continuous series of 5 or
more identical speed responses at the default value of the motion dial. Evidence of
task completion is fundamentally tied to how the task was designed and run, and will
be explained in further detail below (Section 5.3.2). In all, 11 participants were not
considered, leaving a subject pool of 49 participants1.
1Note that when compensation is denied on MTurk, the ‘task’ is re-uploaded for another worker to
complete. Though MTurk allows you to retain the data of participants even if they are denied compen-





A corpus of distinct two-syllable CVCV words were designed to vary systematically in
terms of voicing, vowel backness, and reduplication. The set of words was designed by
taking the seven voiced/voiceless consonant pairs in Figure 5.1 combined with either
the front vowel /i/ or the back vowel /u/.
Figure 5.1: Consonants used in creating CVCV non-words for motion experiments. In each
pair, the voiceless consonant is on the left and the voiced on the right.
.
Within a word, only the voicing of the consonant sounds could vary, but not the
place or manner of articulation. In other words, kigu was a valid word while kivu was
not, since /k/ and /v/ vary in terms of both their place (k: velar and v: labial) and
manner (k: plosive and v: fricative) of articulation. With 16 possible words for each of
the seven voiced/voiceless pairs, 112 CVCV words resulted. Figure 5.2 shows how a
set of sixteen words was made for each consonant pair using the example of the velar
plosives /k/ and /g/. The resulting words could be classified in several ways (see
Figure 5.2); in terms of voicing (voiced, voiceless, mixed), vowel backness (all high,
all back, mixed), and reduplication (reduplicated, only consonant reduplicated, only
vowel reduplicated, unredpulicated).
Seven of these words words (duti, kuki, pupi, pupu, pipi, tSutSu and tutu) were
removed from the set due to their pronunciation being identical or near identical to
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Figure 5.2: The process used to create 16 words for each of the seven voiced/voiceless conso-
nant pairs, using the exemplar pair of /k/ and /g/ and the two vowels /i/ and /u/. The word
/kuki/ was not used due to its proximity to the word kookyThe resulting words were classified
according to voicing, vowel quality, and reduplication.
.
familiar lexical items (duty, kooky, poopy, poopoo, peepee and tutu). The full list of
105 words is provided in Appendix A.5.2. Recordings of each word were synthesised
using the Festival Speech synthesis software (provided in Appendix C.3).
Interface
The experimental interface was programmed using Processing and then exported to a
Java applet embedded in a webpage (provided in Appendix C.4). The Traer Physics
library was used to code the animation. The animation consisted of a black ball on
a white background which bounced upon hitting the ‘ground’ (i.e., the bottom of the
frame for the applet). The user interface was located on the left side of the applet (see
Figure 5.3), and had controls which allowed the participant to change the speed of the
bouncing ball using a dial, and buttons to play the non-word, submit their speed choice
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and move onto the next non-word, and exit the game altogether (the exit button was
necessary for revelation of the ‘HIT code’, described in detail in Section 5.3.2, below).
Figure 5.3: A screenshot of the interface for the experiment, with controls on a panel to the
left. The dial at the top controlled the speed of the ball (as determinted by the Mass parameter).
The ‘Drop’ button served two functions: to re-release the ball into the space so changes in
speed could take effect, and to play audio of the non-word for that trial. Dial changes would
only take effect once the ‘Drop’ button was pressed to ensure participants actually observed
changes in the speed dial before submitting them. The word was played at the beginning of the
trial as well as each time the ball was dropped. The ‘Next’ button served to record a participants
choice of match and advance them to the next trial by simultaneously resetting the ball speed
to the default midpoint of the speed dial (250), re-releasing it into the space, and playing the
non-word for the next trial. The ‘Exit’ button on the lower left allowed participants to ‘end
play’ and display a HIT code to obtain compensation (see Section 5.3.2).
The percieved speed of the bouncing ball was changed by moving a dial. Within
the program, the value of this dial was tied to a mass parameter which varied between
0-500. The ball was a particle which was re-released into the space each time the
participant dropped the ball. The mass parameter changed the perceived speed of the
ball such that when it it had high mass it appeared to move slowly, and with a low
mass it appeared to move fast. Although mass normally does not affect speed, within
the Traer physics program, heavier particles have more inertia and accelerate slower
after their release into the space. This resulted in overall slower motion for the ball on
a heavier setting, and faster motion on a lighter setting 2.
2The updated release of Traer Physics library (3.0) now provides a velocity parameter for particles,
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Procedure
When a participant chose to view the task associated with the experiment (known as
a ‘human information task’, or HIT, within MTurk), they were given information and
brief directions regarding the experiment, as well as a link to click through to the
applet itself (see Appendix A.5.1). At this stage, participants were also asked to list
any languages they spoke aside from English. Rather than confining the participant
pool to English speaking monolinguals as in previous experiments, this experiment
aimed to examine multilingualism as a factor in analysis.
Once at the applet, participants began an instructional process to familiarise them-
selves with the interface. The instructions introduced the controls and allowed the
participant to become familiar with them, as well as try the task of ‘matching’ the
ball’s movement to a word with three test items. Also included in the instructions was
a test of the participant’s audio to ensure they were actually hearing the non-words.
After the instructional period, participants began with the test words.
Each trial began with audio of a non-word playing, and the ball dropping at the
default speed of 250 (the midpoint of the dial). The ball speed did not change automat-
ically with movement of the dial; rather, for the change in dial setting to take effect,
the participant had to press the ‘Drop’ button. Whenever a participant reset the ball
speed by pressing the Drop button, the non-word of the current trial also played. If
the participant changed the speed dial without pressing the Drop button, they could
not submit their setting and progress to the next trial (i.e., the Next button was inac-
tive). In other words, if they changed the dial without actually seeing the resulting
change in speed, they could not choose that speed to match the current word. The goal
of tying the change in speed to a button press was to make sure participants actually
saw the speed they chose. When the participant did submit their speed choice for the
current non-word, the ball speed was reset to the default value of 250, the ball was
but this was unavailable at the time of testing (Fall 2010). As such, the Mass setting was used as a proxy.
See Appendix C.4 for the experiment application.
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re-released into the space, and a new non-word played. The non-words were played in
a completely random order for each participant.
Several components of the procedure in this particular experiment were out of the
ordinary due to the online nature of the task, and they shall be described in detail
here. In order to receive compensation, participants had to do the task for at least
5 minutes. The rationale behind a time limit rather than a limit on the number of
items was to prevent quick responses which were not carefully considered, a particular
danger considering the unsupervised online nature of completing the task. In other
words, if participants were encouraged to complete, for example, 10 items regardless
of time, they may have rushed through these in a very short time without attending to
the main goal of making an intuitive match between the sounds of the non-words and
the speed of the ball. Thus, participants were instructed that they could take as long
as they wanted with each item, but had to ‘play’ for at least five minutes in total, and
could continue for longer if they wished. The time was measured through the applet
by taking a timestamp from the participant’s machine for each response. If the time
between the first response and the last response was less than four minutes (allowing
a possible minute for the first response), the participant was not compensated. The
participant who responded to the fewest items responded to only six in just under six
minutes, while the person who responded to the most items responded to 88 items in
twelve minutes. This meant that each participant responded to a varying number of
items, and took a varying amount of time to do so3.
Explicit details regarding the conditions under which participants would not be
3This leaves a problem regarding how we connected participants between MTurk and the applet
where the actual experiment was performed. This was done using a HIT code. The HIT code was a 5
digit number unique to each person to load the Java applet associated with the experiment. The code
displayed inside the applet when a participant clicked the Exit button. In order to connect the results of
a participant in the applet with their compensation in MTurk, participants were instructed to enter this
code into MTurk upon completion of the task. This ensured two things: one, MTurk workers could not
hope to be compensated for the HIT without ever having visited the applet, and two, workers who did
not play for at least five minutes or provided uniform responses (defined as a continuous series of five
or more responses at the default of the speed dial) could be identified through cross-referencing MTurk
with the applet. If a HIT code appeared in the data which was not confirmed through a worker on
MTurk, the data was discarded regardless. Likewise, if a worker did not provide any code, or provided
a HIT code that was not contained in the data, they were refused compensation.
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compensated (uniform responses which indicated inattention to the task, a failure to
‘play’ for five or more minutes, and a failure to enter a valid HIT code into MTurk)
were described in detail within the MTurk HIT, before participants proceeded to the
applet (see Appendix A.5.1).
5.3.3 Analysis & Results
Analysis
Analysis of this data presented a slightly unusual challenge since items were grouped
in different ways according to different phonetic features of interest (vowel quality,
voicing, reduplication), and some groupings contained more items than others (e.g.,
there were more mixed voicing items than voiced items). For this reason, several linear
mixed effects models were run using the the R statistical package. The overall goal of
the linear mixed effects models was to assess if the relevant phonetic features could
significantly explain variations in speed ratings. For each of the phonetic features
of interest, a model was run with the relevant phonetic feature as a fixed effect and
individual participants as a random effect. Using the participant as a random effect was
also an advantage because of our unusual sampling method, where not all participants
responded to the same number of items.
In total, three mixed effects models were run. As this is analagous to running mul-
tiple comparisons, the α for these analyses was set to α = 0.017 (the standard α of 0.05
divided by 3, after Curtin & Schulz, 1998). The first model aimed to examine if bilin-
gual participants were responding to stimuli differently than monolingual participants.
This left two mixed effects models designed to examine sound-motion associations
more specifically: one which considered voicing and vowel quality, and one which
considered reduplication. Voicing and vowel quality were eligible to be considered
together because they are independent; in other words, where there is a voiced conso-
nant, this fact gives no indication of what vowels may be in the word. On the other
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hand, reduplication is not independent of either voicing or vowel quality. For example,
where we have total reduplication, this tells us that the voicing and vowel in the word
are not mixed. Thus, effects of reduplication were considered in a separate model. In
terms of vowel effects, the model compared mixed vowel quality (e.g., a word which
contained both front and back vowels such as /kiku/ or /kugi/) with front and back
vowels, as well as front and back vowels with one another. In terms of voicing, the
model compared mixed voicing with voiced and voicelessness, as well as voiced and
voicelessness with one another. For the reduplication model, total reduplication and
no reduplication were compared with each other as well as consonant and vowel only
reduplicated words.
Examination of the data before analysis revealed that responses in our dependent
measure were not normally distributed; rather, they were skewed with responses heav-
ily favoured on the low end of the scale (see Figure 5.4). In other words, people pre-
ferred to make the ball faster generally (recall that a low response means a low mass
and thus faster speed). This may have been because differences in speed were not as
salient where the ball was moving slowly. In other words, differences in speed were
not noticeable where the ball was moving slowly, such that the difference between 500
and 400 was not as salient as the difference between 300 and 200.
In order to make the data suitable for the linear mixed effects model, it was trans-
formed using a Yeo-Johnson power transformation (Yeo & Johnson, 2000). The amended
distribution on which the final linear mixed effects models were run is shown in Figure
5.5. This transformation was only used to normalise the distribution for analysis; unad-
justed means will be reported when discussing the results. Significance was calculated
using the pvals.fnc() function in the languageR library. This function runs a Markov
Chain Monte Carlo (MCMC) for the model in question, and returns the likelihood of
the actual result as a p-value. The MCMC function performs ten thousand runs to cre-
ate a distrubution of possible means, returning a p-value reflecting where the actual
results fall within this real distribution. Thus, this p-value (reported as pMCMC) is
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Figure 5.4: Histogram of speed responses for all words, showing a skewed distribution
.
more conservative than one based on traditional t-tests, which would require extensive
correction.
Figure 5.5: Histogram of log speed responses calcuated using a Yeo-Johnson transform, pro-




First, the initial model which examined possible effects of bilingualism found that the
responses of monolinguals and bilinguals did not differ significantly in terms of any of
the sound features (all pMCMC’s >0.05), and henceforth all participants are collapsed
into a single group. In terms of voicing, we found that mixed voicing was rated as near
significantly slower than items which were entirely voiced (pMCMC = 0.06) and items
which were entirely voiceless (pMCMC = 0.03). As there was no significant difference
between voicing and voicelessness (pMCMC = 0.8480), this effect is likely related to
the significantly faster ratings for reduplicated consonants, explained in detail with the
Reduplication results. Mean voicing ratings are shown in Figure 5.6.
Figure 5.6: Speed ratings in terms of consonant voicing.
.
In terms of vowel quality, participants rated back vowels marginally significantly
slower than mixed vowels (pMCMC = 0.05) and significantly slower than front vowels
(pMCMC = 0.005; see Figure 5.7). There was no significant difference between high
vowels and mixed vowels (pMCMC = 0.2176), indicating high vowels were not rated
as fast per se, but back vowels were considered particularly slow.
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Figure 5.7: Speed ratings in terms of vowel quality
.
In terms of reduplication, total reduplication was not significantly different to no
reduplication (pMCMC = 0.1128), though reduplication in terms of vowels and con-
sonants independently showed significant differences in speed ratings. The difference
between vowel only reduplication and total reduplication trended towards significance
(pMCMC = 0.09), with total reduplication being slightly faster than vowel-only redu-
plication. There was a marginally significant difference between consonant-only redu-
plication and no reduplication (pMCMC = 0.05), with consonant reduplication being
faster than no reduplication at all (see Figure 5.8). This means that reduplicated conso-
nants were rated the fastest, followed by total reduplication and no reduplication, with
vowel-only reduplication resulting in the slowest ratings4.
4This means that vowel only reduplication was likely significantly slower than consonant only redu-
plication, but this was not examined as the primary aim of our models (based on our hypotheses) was
to compare total reduplication and no reduplication. The comparison between vowel-only reduplication
and consonant reduplication was omitted because there was no well-motivated hypothesis regarding
their difference, and we aimed to keep the total number of comparisons low after Curtin and Schulz
(1998).
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Figure 5.8: Speed ratings in terms of reduplication.
.
5.3.4 Discussion
This study presented the first experiment to examine explicit cross-modal associations
between linguistic sound and motion. Participants were presented with non-words
specifically designed to vary in terms of voicing, vowel quality, and reduplication and
asked to change the speed of a bouncing ball to intuitively match the words. The re-
sults showed that the sound properties of the non-words had significant influence on
participants’ speed ratings. Specifically, words with mixed voicing (e.g., containing
one voiced and one voiceless consonant) were rated as being significantly slower than
words with either all voiced or all voiceless consonants. These sorts of words could
also be classified as having consonant only reduplication, and indeed, the reduplication
model revealed that words which had reduplicated consonants were rated faster than
words with reduplicated vowels, total reduplication, and no reduplication at all. Lastly,
results showed that words containing back vowels were rated as slower than those con-
taining front vowels or mixed vowels (e.g., containing one front and one back vowel).
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Below, I will further discuss these results in light of the specific hypotheses presented
earlier.
In terms of voicing, the tentative, and speculative, hypotheses were not confirmed.
A tentative hypothesised was proposed wherein the use of voicing to express weight
in Japanese ideophones might translate to motion (e.g., heavier objects move more
slowly). In fact, this study found no specific effects of the presence or absence of voic-
ing. Rather, mixed voiced items were significantly slower than both voiced and voice-
less items. This is likely due to effects of reduplication, and was echoed by findings
from the reduplication model, which suggested that the reduplication of consonants in
particular was influential. This indicates that voicing and reduplication were inherently
confounded in the design of the items. These two factors were indivisible, as indicated
by the need to create separate models to examine the effects. In other words, where a
word was completely voiced or voiceless, it also exhibited consonant reduplication. In
part, these two factors were confounded because consonant place and manner did not
vary within a given word. Future studies might consider voicing and reduplication sep-
arately by varying place and manner within words, and examining how these features
of articulation might affect speed ratings.
Looking more specifically at reduplication, we expected to find that completely
reduplicated items would be rated as faster than items with no reduplication at all.
In fact, there was no significant difference between the presence of absolute redupli-
cation and its absence. However, the results from both the voicing model and the
reduplication model seemed to point to a specific role for the reduplication of con-
sonants in particular. This is not entirely surprising particularly in light of dominant
partial reduplication patterns found in Basque, wherein the consonant sound is en-
tirely preserved while the vowel sound changes or alternates (Antunano, 2006). While
total reduplication is common among Basque motion ideophones (constituting 37%
of tokens examined by Antunano, 2006), partial reduplication is even more common,
constituting 62% of tokens. Moreover, the majority of partial reduplication involves
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consonant reduplication and vowel alternation (Antunano, 2006). Partial reduplication
is also widely used across diverse languages (e.g., see Hurch, 2005), including English,
where it is used in terms such as pitter-patter and mish-mash.
The pitter-patter variety of partial reduplication makes simultaneous use of both
consonant reduplication and vowel alternation, and these properties in particular were
found to be significantly related to speed in our data. Our data indicate that it is not only
the use of reduplicated consonants, but the combination of reduplicating consonants
and alternating vowels, which was matched with speed. This is evident in the fact that
consonant only reduplication was rated faster than total reduplication (although this
was only marginally significant); if reduplication of consonants alone led to increased
speed ratings, totally reduplicated items would not have been rated any differently,
since the consonants in these items were also reduplicated. Although our specific hy-
pothesis with regards to reduplication (that total reduplication would be rated as faster
than other forms of reduplication) was not borne out, the data do show that partial redu-
plication had significant effects on speed ratings. Considerably more work is needed
to investigate how reduplication relates to different types of motion. Crucially, our
experiment examined the speed of a bouncing ball, and it’s possible that the action of
bouncing introduced an additional dimension. For example, perhaps vowel alternation
with reduplicated consonants was especially suited to increased speed to encode both
the change in direction which took place when the ball bounced as well as the overall
speed of the ball.
In terms of vowel quality, this experiment found that back vowels were rated slower
than front vowels or mixed vowels, in accordance with our hypothesis. This pattern is
not specifically documented in motion ideophones as of yet, but was predicted based on
other studies in sound symbolism which hypothesised a wide array of properties which
might be associated with vowel quality, speed among them (Berlin, 2006). While the
predicted slow quality of back vowels was borne out, participants did not rate front
vowels to be particularly fast. Rather than front vowels being fastest, mixed vowels
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being somewhere in the middle, and back vowels being slowest, this study showed that
front vowels were not rated significantly differently from mixed vowels.
5.4 Conclusions
This chapter has presented the first evidence of explicit cross-modal associations be-
tween linguistic sound and motion. We found that reduplication of consonants paired
with alternation of vowels in particular led to higher ratings in speed, and back vowels
were rated as being particularly slow. These associations are limited to one particu-
lar type of motion, specifically, the speed of a bouncing ball, a type of bi-directional
motion. Future work should focus on looking at other aspects of visual motion. Even
within the domain of visual speed, it may be valuable to assess associations between
the features of linguistic sound studied here and uni-directional motion. Such an as-
sessment would be able to test the hypothesis outlined above that the pattern of conso-
nant reduplication and vowel alternation may be especially suited to encoding bounc-
ing. If this is indeed the case, associations between uni-directional speed and linguistic
sound may indeed favour total reduplication for higher speed.
There also remain several completely unexplored avenues with regards to asso-
ciations between motion and linguistic sound. The current study focused on a very
particular feature of motion in the form of speed, which is not necessarily known to be
specifically encoded in language. However, other manners and paths of motion are ripe
for exploration, for example, rotation around an axis appears to be a recurring theme
among Japanese ideophones (Kita, 1997). Associations could also be tested more
implicitly, using learnability or reaction time measures. Future explorations should
examine a broader set of linguistic features perhaps including variation in place and
manner of articulation, as well as considering other aspects of motion using a wide
range of methodological approaches.
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Chapter 6
Non-arbitrariness in modern language
The previous chapters have discussed approaches to finding psychological evidence
for a sensory theory of protolanguage (STP). Psychological evidence forms an impor-
tant line of support for such a theory: if, in the emergence of protolanguage, shared
cross-modal associations were leveraged in order to scaffold the lexicon, we should
expect to find that people actually do make such shared cross-modal associations. The
experiments presented so far in this thesis have clearly shown that people make regular
associations between linguistic sound and the domains of vision, taste, and motion,
demonstrating associations that could have formed the basis for a shared vocabulary.
However, there is another potential source of evidence for the STP that this thesis
has so far not fully explored: modern natural language. One of the major objections
to proposing an iconic protolanguage is that language in its modern forms is primarily
arbitrary. As Chapter 1 discussed in detail, this is not necessarily problematic for the
theory. The various pressures on a language system, and rapid processes of language
change constantly at work, may have severely diluted any connection between form
and meaning. However, there may be some trace of a non-arbitrary connection be-
tween form and meaning remaining in modern natural language. Particularly given the
possible broad functional properties of non-arbitrariness (e.g., learnability; discussed
in detail in Chapter 1), we can look to modern systems for some small ‘fossil’ of its
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non-arbitrary beginnings to remain.
While there are many pressures which act on both form and meaning (addressed in
some detail in Chapter 1), one such pressure draws linguistic forms to meanings where
there is cross-modal goodness-of-fit between the two. In other words, cross-modal
goodness-of-fit forms a weak attractor in language between form and meaning (Kirby,
2012; personal communication). Although a variety of other pressures acting on the
lexicon may counteract such attractors, we may expect to find some evidence of them
in modern natural language. Non-arbitrariness may remain in modern natural language
as a sort of living fossil of its non-arbitrary beginnings (Botha, 2003).
The goal of this chapter will be to formally test this expectation by using data from
modern natural language. In order to test this, we must approach natural language in a
specific way. First, where we do find non-arbitrariness, we can evaluate its relative sys-
tematicity or iconicity. The next section will review the differences between iconicity
and systematicity, detail how we can distinguish the two when approaching natural lan-
guage empirically, and present an overview of previous work which has looked to nat-
ural language, using both experimental and formal corpus approaches. Second, we can
compare patterns in modern natural language with cross-modal associations between
linguistic sound and other sensory modalities. With this goal in mind, the latter half
of this chapter will present new data demonstrating form-meaning correspondences in
modern taste and motion terms, and evaluate whether thees correspondences echo the
behavioural data presented in Chapters 4 and 5.
6.1 Disentangling systematicity and iconcity
Chapter 1 introduced a distinction between two types of non-arbitrary form-meaning
relationships: systematicity and iconcity. A lexicon which exhibits non-arbitrariness
can take the form of one of the two types, or a combination of both. Recall the respec-
tive definitions of systematicity and iconicity, and the types of lexicons they create.
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Systematicity is a regular relationship between form and meaning that is not necessar-
ily naturally motivated. In other words, in a lexicon which is systematic in isolation,
without being iconic, a certain phoneme may be more likely than chance to indicate a
particular feature of meaning, but the phoneme is not necessarily matched to the fea-
ture o fmeaning by any particular natural goodness-of-fit. For example, a language in
which back vowels (e.g., /u/) are matched with fast objects and front vowels (e.g., /i/)
to slow objects actually violates the cross-modal goodness-of-fit demonstrated in the
previous chapter, but is nonetheless systematic (and therefore non-arbitrary).
In a language which is iconic, form is connected to meaning via some natural
goodness-of-fit, for example, between a front vowel and a fast moving object. Recall
from Chapter 1 that a purely iconic vocabulary (i.e., holistically iconic without co-
present systematicity), if relevant in some stage of protolanguage, was unlikely to have
persisted. Rather, it is likely that it would have been reanalysed into a lexicon which
was simultaneously iconic and systematic. Thus, of most interest for a sensory theory
of protolanguage is a vocabulary wherein cross-modal biases between linguistic sound
and other sensory domains form the basis for structuring a systematic lexicon. In
looking to such a lexicon, we would find not only that similar forms are likely to share
similar meanings (i.e., systematicity), but also that the relationship between form and
meaning is motivated by cross-modal goodness-of-fit (i.e., iconicity). If the STP is
valid, we can hypothesise that some parts of modern language still exist that are iconic
and systematic.
This division, between systematicity and iconicity, is echoed by formal divisions
among types of sound symbolism found in the literature. In a seminal conference on
sound symbolism in language, Hinton and colleagues (1994) identify three relevant
types1. Conventional sound symbolism includes cases where phonemes are associated
with features of meaning non-arbitrarily and well above chance levels. Conventional
1Hinton et al. (1994) actually identify four types, but corporeal sound symbolism (coughs, hiccups
and other natural noises which give information about the state of a speaker) is largely extra-linguistic,
and thus not relevant for the current discussion.
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sound symbolism indicates systematicity, but not necessarily iconicity: phonemic form
is related to meaning across the system, but the basis of the relationship is presumed to
be conventional. In other words, a tacit agreement among speakers connects form to
meaning, rather than cross-modal goodness-of-fit. Imitative sound symbolism includes
onomatopoeia (e.g., hiss, buzz) as well as more directly imitative sounds (e.g., ssss,
zzzz). Synaesthetic sound symbolism includes cross-sensory sound symbolism; as the
sounds in the word kiki might be taken to ‘imitate’ the jagged form of a spiky shape. Of
most interest to a sensory theory of protolanguage are imitative and synaesthetic sound
symbolism. These phenomena will be considered together in this thesis using a new
term: sensory sound-symbolism. While imitative sound symbolic forms are certainly
more straightforward than their synaesthetic counterparts, this is simply an artefact of
the possibility for a uni-modal association, rather than one which must cross sensory
boundaries in order to be expressed linguistically (e.g., a visual experience to linguistic
sound). However, in both imitative and synaesthetic cases, linguistic symbols can be
firmly sensorily grounded (e.g., see Figure 1.3, p. 8).
Sensory sound symbolic forms are arguably the most important evidence found in
natural language for an iconic protolanguage, but how can we measure iconicity in
language? For example, we may measure a system in which forms containing the high
front vowel /i/ are more likely than chance to occur in the labels for objects which
contain the feature [FAST]. This measure has demonstrated systematicity, but without
psychological evidence, we cannot know whether the form-meaning relationships are
iconic in nature or not. However, if we can show that using psychological measures (as
in the experiments presented in the previous chapters) that people also have preference
to map high vowels with fast speeds, it becomes increasingly likely that this pattern is
iconic.
However, there is still an alternative explanation: patterns within the language are
internalised as cross-modal associations as a result of language acquisition, and are
then realised during experiments which aim to show cross-modal associations. In other
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words, perhaps an internalised systematic quirk of a particular language leads to what
looks like a shared cross-modal association. To eliminate this final explanation, we
can show a specific pattern of systematicity cross-linguistically. If we can show that a
specific form-meaning relationship occurs across languages and is borne out as a cross-
modal association, it is highly likely that this relationship is iconic in nature2. Given
this understanding, many conventionally sound symbolic forms have the potential to
be sensory sound symbolic if properly explored.
In summary, conventional sound symbolism represents a regular relationship be-
tween form and meaning where the nature of the relationship is assumed to be the re-
sult of convention. However, conventional sound symbolic forms may represent con-
nections which are based on cross-modal goodness-of-fit, but where the association
underlying the goodness-of-fit has not been definitively independently demonstrated,
either through cross-linguistic and/or behavioural evidence.
Methodologically, there are several ways we can approach demonstrating a cross-
linguistic pattern which is likely to indicate systematicity. First, we can demonstrate
that natural language forms carry information regarding meaning for naı̈ve guessers;
in other words, we can show that there is information within linguistic forms which
is related to their meanings. Second, we can demonstrate non-arbitrariness by mea-
suring language itself, and assess the iconicity of such non-arbitrariness by showing
concurrent evidence of a psychological cross-modal bias and/or demonstrate that a
single pattern occurs across languages. The following sections will discuss these two
approaches in detail. Section 6.1.1 will review experiments using foreign language
stimuli. Section 6.1.2 will discuss approaches which have demonstrated systematicity
in language, but only rarely provide evidence that such systematicity is iconic.
2Assuming, of course, that care has been taken to ensure that the languages in question are not
related.
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6.1.1 Natural Language Experiments
An experimental approach to examining iconicity in natural language tests whether
the forms of foreign words contain any information regarding their meaning. In other
words, if there is an arbitrary relationship between form and meaning, monolingual En-
glish speakers who are given the Finnish forms kylma and kuuma, and asked to guess
which means COLD and which means HOT, will guess the meanings of these words at
levels no different to chance (e.g., they will choose kylma as COLD 50% of the time,
and as HOT 50% of the time). Because there is no information within the word forms
regarding their meaning, one cannot glean meaning from form without prior knowl-
edge of the vocabulary. However, if there is information within the form regarding
meaning, one could guess the meaning of a word with measurable accuracy given only
access to its form. The fact that people are able to guess the meanings of foreign words
with no knowledge of the foreign language in question provides evidence of iconicity
within the foreign words in question.
This sort of experiment, where participants who do not speak a language are asked
to guess the meanings of words, is particularly suited to ideophones. Ideophones form
a class of words with acknowledged iconicity, as they are reported by speakers as be-
ing evocative of sensory experience. Iwasaki, Vinson, and Vigliocco (2007b) asked
both Japanese and English speaker’s for their intuitions regarding the meanings of
Japanese ideophones for motion (e.g., bura-bura: strolling). Despite no knowledge of
Japanese, the English speakers rated the meanings of Japanese ideophones similarly
to the Japanese speakers. For example, both English and Japanese speakers rated the
ideophone toko-toko as referring to the gait of a small person walking quickly and en-
ergetically in an informal manner. Similar judgements between Japanese and English
speakers were also found for Japanese pain ideophones (Iwasaki, Vinson, & Vigliocco,
2007a).
As the biases underlying cross-modal matching experiments can also be demon-
strated using learnability, the iconicity of ideophones for naı̈ve participants can like-
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wise be demonstrated with a learnability approach. If ideophones are forms motivated
by their meanings, the natural connection between form and meaning should make
them more easy to learn than forms with no natural relationship to their meaning. Imai
et al. (2008) found that three year old children were able to more effectively learn the
meanings of novel verbs when they were designed to be ideophonic in nature (e.g.,
voicing was contrasted to indicate lightness or heaviness). To eliminate the possibility
that this result might simply demonstrate Japanese children’s familiarity with Japanese
ideophones, Kantartzis, Imai, and Kita (2011) showed that English speaking children
with no exposure to Japanese demonstrated the same ideophonic learning advantage.
Yoshida (2012) has also shown that sound-symbolic forms are used more in child di-
rected speech than normal speech. Even among English speaking adults, who have no
formal ideophone system to leverage in child-directed speech, there is significant use
of idiosyncratic sound symbolic forms. This suggests a possible function for sensory
sound-symbolism in language acquisition.
Even beyond words which are recognised as ideophonic, there is evidence that
participants can guess word meanings of foreign language forms. Tsuru and Fries
(1933) first investigated this with English speakers and Japanese words (as reported in
R. Brown, Black, & Horowitz, 1955). Participants were provided with pairs of English
words and their Japanese equivalents, for example bird and worm with tori and mushi
(the pairs were presented in random order). With no prior knowledge of Japanese, par-
ticipants chose the correct Japanese equivalent of the English words significantly above
chance levels. Similar results have been found for English speakers with a diverse array
of languages, including Hungarian (Klank, Huang, & Johnson, 1971), Polish, Chinese,
and Czech (R. Brown et al., 1955), Croatian (Maltzman, Morrisett, & Brooks, 1956),
Hebrew (Brackbill, 1957), Hindi (R. Brown & Nuttal, 1959), and Thai, Karnese and
Yoruba (D. Slobin, 1968).
Although early investigations showed (e.g., Tsuru & Fries, 1933) showed that par-
ticipants could guess meaning with high accuracy among basic vocabulary items (e.g.
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bird and worm), later work demonstrated that the effect is considerably stronger with
antonym pairs (e.g., slow/fast, pretty/ugly; Brackbill, 1957)While some of the lan-
guages examined have ideophone systems (e.g., Japanese and Yoruba), ideophonic
words were not selected for the experiments. Moreover, many of the examined lan-
guages lack ideophones altogether (e.g., Czech, Croatian, Polish). More recently,
Berlin (1994) has run a similar experiment with English speakers and Huambisa, a
Jivoroan language spoken in Peru. Using bird and fish names, Berlin had participants
classify which member of a pair was a bird and which a fish. Over a list of 50 animal
names, subjects have 58% accuracy at guessing the correct category, a level of accu-
racy significantly different from chance alone. Moreover, Berlin found that accuracy
with some pairs was extremely high, up to 98%. More recently, Mathur (2010) found
that participants could accurately judge the meanings of foreign antonym pairs in Al-
banian, Dutch, Gujarti, Indonesian, Korean, Mandarin, Romanian, Tamil, Turkish, and
Yoruba. Furthermore, Mathur analysed the phonological properties of the antonym
pairs, and showed that certain phonological properties of the words patterned with
meaning, and these patterns likely allowed participants to make accurate guesses.
These experiments demonstrate that there is information regarding meaning con-
tained within linguistic forms. Without such information, participants with no knowl-
edge of a foreign language would only have chance success at guessing the meanings
of foreign words. The next section will discuss approaches to natural language which
do not use human participants; rather, they look to the vocabulary system itself for
evidence of systematicity.
6.1.2 Systematicity and Iconicity in the Lexicon
Most measures which look to language alone, without the use of naı̈ve participants,
start by looking for systematicity. The task of finding systematicity within a lexicon is,
in theory, straightforward: since systematicity is defined as a relationship between form
and meaning across the lexicon, we simply need to compare a measure of form with a
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measure of meaning. Choosing the measures of form and meaning, and deciding how
these two measures are compared, presents a challenge with several different possible
solutions; these will be discussed in detail in Section 6.2.1. For now, assume accurate
measures of form and meaning across a lexicon are possible. Taking a collection of
items from the lexicon, we can test to see if there is any significant connection between
form and meaning. In other words, we can measure if similar forms are likely to also
have similar meanings, and conversely, if similar meanings are likely to have similar
forms.
Assuming this method finds some significant correlation, however, this data can
only demonstrate what we will call broad systematicity. Broad systematicity occurrs
where form-meaning correspondences are detectible across an entire lexicon, but spe-
cific correspondences may be too weak to detect. To go further, we need to know
what features of meaning correlate with specific forms, show that these form-meaning
correlations are borne out cross-linguistically, and also show that these form-meaning
correspondences are borne out as cross-modal associations. Moving from the first
step in this process (demonstrating broad systematicity) to the second (demonstrating
specific form-meaning correspondences) presents a challenge in that we may find non-
arbtrariness in one type of measure and not the other. First, it is possible that we may
detect broad systematicity, but not be able to find specific form-meaning correspon-
dences. Second, it is possible that specific form-meaning correspondences are present,
but they are not detectible unless they are separated from the larger lexicon (i.e., there
is no broad systematicity, but there is specific systematicity). These two possibilities
will be described in detail below.
In the first instance, a measurement of, for example, thousands of words with dif-
ferent types of meanings, may show that words with similar meanings are more likely
than chance to have similar forms. But upon closer examination, we cannot, for exam-
ple, pinpoint that certain vowels match to certain features of movement. This may be
because the significant correlation between form and meaning falls out of the combi-
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nation of many weak form-meaning correspondences, rather than being the result of a
single, specific, and strong correspondence. In other words, each phoneme sometimes
has a relationship to a particular feature meaning, and the sum of these ‘sometimes’
relationships creates measureable systematicity across an entire lexicon.
Broad systematicy in isolation may be related to iconicity, but it will be almost
impossible to tell unless specific relationships are strong enough to be detected. Broad
systematicy in isolation is less likely to be the result of a pressure for form-meaning
goodness-of-fit, and more likely to result from learnability pressures. Tamariz (2004)
discusses the various pressures on a language system, and suggests that correspon-
dences between phonological form and meaning (i.e., systematicity) contribute to the
overall structure in a language. This structure is functional, as completely random
systems pose too difficult a challenge for the language learner (Kirby, Cornish, &
Smith, 2008). Systematicity may emerge in a language system as a response to pres-
sures inherent in learning and transmission, rather than from pressures of cross-modal
goodness-of-fit. Other authors have also suggested an important utility for systematic
form meaning distinctions, which may play a role particularly in word learning. Reilly,
Westbury, Kean, and Peele (2012) suggest that form-meaning systematicity may help
learners to distinguish concrete from abstract nouns, showing, for example, that ab-
stract nouns in English are more likely to contain consonant clusters. Fitneva, Chris-
tiansen, and Monaghan (2009) have shown that children use systematic phonological
cues in order to initially assign lexical categories to new words.
While it is possible to find broad systematicity within a lexicon without any spe-
cific correspondence being strong enough to measure, it is also possible that specific
correspondences are present which would be lost in a measure of broad systematicity.
For example, there may be a relationship between front vowels and speed in a par-
ticular language, but this relationship may be undetectable if the entire vocabulary is
measured. In other words, the absence of form-meaning relationships in most other
areas of the vocabulary would present with such a strong lack of systematicity that a
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single, specific relationship would be obscured.
The next section will review approaches to finding non-arbitrariness in language,
showing that some approaches find broad systematicity which is unlikely to be the re-
sult of specific correspondences, and therefore unlikely to be iconic. However, some
studies have found correspondences strong and specific enough that they may be the re-
sult of cross-modal goodness-of-fit. The next section will examine several instances in
the literature where systematicity has, in fact, been demonstrated, and consider whether
there is sufficient evidence to conclude that this systematicity is iconic in nature.
Systematicity in natural language
Many studies have approached natural language with the goal of demonstratingbroad
systematicity. Searches for broad systematicity look to a whole lexicon for correspon-
dences between form and meaning, but do not go any further than demonstrating pres-
ence or absence of systematicity. In other words, these studies cannot begin to speak to
iconicity because the nature of specific form-meaning correspondences are unknown,
and may be too weak to detect.
In one of the earliest such examinations, Shillcock, Kirby, and Brew (2001) exam-
ined over 1700 of the most frequent monomorphemic words in the British National
Corpus (2001), a 100 million word corpus of both spoken and written British English.
Recall from Chapter 1 that the monomorphemic nature of the words in a study of sys-
tematicity is extremely important: if inflected words like running are included, they
will appear to share sound and meaning features with every other inflected verb form
(e.g, catching, falling, etc.). Since this would only serve to demonstrate that the mor-
pheme -ing can attach to a diverse array of verbs, the monomorphemic lemma (e.g.,
run) must be used in place of the inflected form. Each monomorphemic word was
compared to each other word in terms of phonological (form) distance and meaning
distance, making for over 1.5 million pairwise distances in both the phonological and
semantic domains. By shuffling the meaning and form distances into thousands of pos-
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sible combinations different from the actual relationships found in the BNC, Shillcock
et al. (2001) obtained a distribution of possible correlations between form and meaning
distances in the set, and compared the veridical correlation between form and meaning
(from the unshuffled set) to the distribution. With this, they could assess the likelihood
of a correlation equal to or greater than the veridical correlation occurring. Shill-
cock et al. (2001) found that a form-meaning correlation stronger than the veridical
occurred in less than one percent of the randomised pairings of form and meaning.
This indicates that although the correlation between form and meaning was small, it
demonstrated a significantly stronger connection between form and meaning than what
one would expect to find if relationships were completely random. Furthermore, they
found that higher frequency words were more likely to have a form-meaning relation-
ship. Tamariz (2008) carried out a similar study with a large set of monomorphemic
words in Spanish, likewise finding that phonologically close words were significantly
more likely than chance to also be semantically close.
While this demonstrates non-arbitrariness in natural language in the form of broad
systematicity, it is unlikely that form-meaning correspondences in such broad swaths
of the lexicon are specific enough to be iconic. Although the correlations found by
Shillcock et al. (2001) and Tamariz (2008) are highly significant, they account for
a miniscule amount of the variance observed in form-meaning relationships. This is
unsurprising: cross-lexical non-arbitrariness is far from obvious to speakers, as demon-
strated by the dominance of arbitrariness among most modern form-meaning relation-
ships in language. Such broad systematicity is more likley to be the result of pressures
from learning and transmission outlined earlier.
Monaghan, Christiansen, and Chater (2007) considered form-meaning correspon-
dences in natural language cross-linguistically, and specifically from the perspective
of the child language learner. Using the CHILDES corpus of child directed speech in
English, Dutch, French and Japanese, they sought to examine if form meaning relation-
ships might be particularly relevant in the context of language acquisition. Rather than
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using pair-wise meaning and form distances as in Shillcock et al. (2001) and Tamariz
(2008), Monaghan and colleagues used grammatical category information, contrasting
open and closed class words3 in terms of specific phonological features. They found
that a categorical meaning metric based first on class (open or closed) and further on
grammatical category within open class words (noun or verb) was predictive of dif-
ferent phonological features in all four languages (shown in Figure 6.1 for nouns and
verbs).
Figure 6.1: Phonological features found among nouns and verbs in the CHILDES corpora
from English, Dutch, French, and Japanese. From Monaghan et al. (2007, p. 19).
Few of these correlations were truly cross-linguistic; that is, while the presence of
plosives was a good cue for open classed words in English, the same did not hold for
the other languages. However, some cues were shared across languages: overall length
in phonemes was a good predictor of open class membership, the presence of bilabial
segments was a good predictor of nouns, and the presence of velar segments was a good
3Open class words, or content words, form a category of words which can be readily added to,
which includes all nouns and verbs. Closed class words, also known as function words, form a category
to which new items are rarely added, including words like prepositions, determiners and conjunctions
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predictor of verbs. Thus, the segments present in a word were predictive of broad cat-
egory membership in some cases (see also Monaghan, Chater, & Christiansen, 2005;
Kelly, 1992).
The correspondences observed by Monaghan et al. (2007) between form and mean-
ing appear to be driven by syntactic category rather than specific features of meaning
(e.g., speed or taste). Though these categories do have semantic features (nouns are
more likely to be objects whereas verbs are more likely to be actions), they are still
rather broad swaths demonstrating correspondences at the level of the system as a
whole, rather than specific features of meaning (e.g., speed of motion) which are re-
lated to specific features of form (e.g., vowel quality). The fact that these correspon-
dences were found in corpora of child directed speech, and that Monaghan et al.’s
categorisations are as much syntactic as semantic, points to the source of systematic-
ity being pressures from learning and transmission, and not necessarily cross-modal
goodness-of-fit.
Another perspective on systematicity is that it may not necessarily present in lan-
guages to serve a specific function (e.g. assist in the acquisition of open and closed
class items), but may simply be an artefact of historical processes. In other words, we
may find correspondences between form and meaning within a vocabulary because a
large group of words share a common ancestor. For example, certain words known as
phonaesthemes are often thought to be systematic and iconic. Phonaesthemes are spe-
cific sound meaning correspondences directly observable in monomorphemic words.
Phonaesthemes are compelling candidates for an iconic relationship between form and
meaning, and are often considered in the same category with ideophones (e.g., Perniss
et al., 2010). However, a close look at the evidence for phonaesthemes shows that their
systematicity may be due not to iconcity, but rather, an artefact of history.
Operationally defined, phonaesthemes are monomorphemic words sharing corre-
spondences in sound and meaning beyond chance (Bergen, 2004). For example, a
group of words in English beginning with gl- all have meanings denoting visual light-
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ness (e.g., glint, glimmer; also see 6.2). While the consonant cluster gl- is not con-
sidered a morpheme, it appears to have a non-arbitrary relationship to visual light-
ness. Phonaesthemes have been identified in a diverse array of languages, including
Austronesian languages (Blust, 1988), Ojibwa (Rhodes, 1981) and Swedish (Abelin,
1999). Phonaesthemes are often identified by researchers through introspection, and
have not traditionally been quantified (Hutchins, 1998; Drellishak, 2007)4. This means
that in some cases, phonesthemes may not even constitute a case of systematicity when
they are considered in the context of the lexicon. For example, it may seem there is
an unusual relationship between the cluster tw- and rotation (e.g., twist, twirl, tweak).
However, if all words with the tw- are considered, there are many counter examples to
this (e.g., twit, tweet, twang).
Where objective statistical methods are used, results are mixed, and the number of
phonaesthemes, at least in English, dwindles significantly. Hutchins (1998) surveyed
the literature on phonaesthemes, compiling an exhaustive list of words identified as
phonaesthetic in the literature through intuition, resulting in over 145 phonaestheme
types. But subsequent statistical approaches winnow this number down drastically.
Drellishak (2007) used three separate statistical approaches to the English lexicon, and
uncovered only three non-onomatopoeic phonaesthemes in English: sn- (nose; snob-
bish), st- (firm; upright; linear), and spr- (to radiate out; elongated). Bergen (2004)
looked to the Brown Corpus specifically for gl-, sn-, sm- and fl- phonaesthemes. He
found that all four clusters were more likely than chance to be used in the corpus
with their phonaesthetic meanings: for example, gl- was four times as likely to re-
4Phoneaesthemes are not considered ideophones not only because of the possible historical ori-
gin shown in Figure 6.2, but because they lack two key properties which define ideophones in other
languages. First, there is no evidence that phonaesthemes are reported by English speakers as being
sensorily evocative; i.e., an English speaker may notice a relationship between gl- and vision in the lan-
guage in a metalinguistic sense, but they do not describe gl- as being evocative of light independently
(whereas e.g., Japanese speakers, do describe voicing in ideophones as denoting weight; Imai, Kita,
et al., 2008). Second, phoneaesthemes are not ideophonic because they do not form a special class of
words within the language as ideophones often do. For example, they are not grammatically marked
(Voeltz & Killian-Hatz), and/or are not given their own category by speakers as ideophones are (e.g.,
Japanese ideophones are known as gitaigo by Japanese speakers; Kita, 1997), but crop up periodically
within the larger vocabulary.
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late to vision as sn-. Otis and Sagi (2008) used Hutchins’ (1998) list of previously
identified phoneaesthemes, objectively measuring meaning distance using the Project
Gutenberg corpus. They found that ten word-initial phonaestheme clusters shared sig-
nificant semantic properties, confirming those previously identified by Bergen (2004)
and expanding the list to include several others.
There is also some specific psychological evidence for the sound-meaning rela-
tionships observed in phoneasthemes. Using a subset of the intuition-based phoneas-
themes found in the literature, Hutchins (1998) tested if nonsense words contain-
ing phonesthetic clusters were more likley to be associated with their phonaesthetic
meanings, rather than other meanings. Participants chose the expected meaning well
above chance levels, demonstrating a strong psychological basis for the correspon-
dences underlying phonaesthemes. In a study designed to examine online process-
ing of phoneaesthemes, Bergen (2004) used a primed lexical decision task. Primes
were either unrelated to targets (e.g., frill, barn), related only phonologically to tar-
gets (e.g., drip, drab), related only semantically to targets (e.g., cord, rope), related
pseudo-phoneaesthetically (sharing reatures of sound and meaning which do not occur
significantly in the lexicon, e.g., crony, crook), or related fully phoneaesthetically (e.g.,
glitter, glimmer). Phonaesthetic prime-target pairs resulted in the most significant fa-
cilitation to reaction to reaction time. These data demonstrate a psychological bias of
phonaesthemes even below the conscious level demonstrated by Hutchins (1998).
While phonaesthemes demonstrate a definite form-meaning relationship, it remains
unclear whether they actually demonstrate an iconic relationship (i.e., whether or not
there is actually some cross-modal goodness of fit between clusters such as st- and the
property of being firm and upright). Firstly, objective attempts to find phonaesthemes
in the lexicon with corpus approaches turn out very limited results; on the order of ten
or less phonestheme types in English, rather than on the order of hundreds as previ-
ous intuitive methods have supposed. Secondly, though Hutchins (1998) and Bergen
(2004) have demonstrated a psychological reality of phonaesthemes, these experi-
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ments simply demonstrate that phonaesthemes act like pseudo-morphemes in language
processing where a person has acquired a large vocabulary of which phonaesthemes
form a part. This, combined with the fact that phonaesthemes have not been demon-
strated cross-linguistically (e.g., gl- does not indicate light in most other languages
with phonaesthemes), point to a historical source for the form meaning relationship.
Where phonaesthemes are cross-linguistic, the languages involved are demonstrably
related. For instance, the only other documented language in which gl- phonaesthemes
relate to vision is in Swedish. Both English and Swedish are Germanic, making them
genetically closer than, for example, English and French. Thus, phonaesthemes may
be the result of historical processes rather than natural motivation; for example, gl-
may act like a morpheme because at one point, it was. Many of the gl- phonaesthemes
identified by Bergen (2004) share etymologies, as shown in Figure 6.2.
Rather than the form being motivated by the meaning, at least in the case of gl-, the
observed relationship may be the result of a particularly productive branch of words go-
ing back as far as Proto Indo-European. Without examining the historical relationships
between phonaesthemes, what underlies this type of systematicity is unclear. Still, nat-
ural motivatedness cannot be entirely eliminated as the source of this phoneasthetic
form-meaning relationships. For example, the fact that certain sets of words deriving
from the same proto-form persist (and proliferate) within a language may be the re-
sult of robust goodness-of-fit between form and meaning. In other words, perhaps the
goodness-of-fit between the sound cluster gl- and a meaning related to vision forms
a weak attractor which is responsible for its persistence over time. Phonaesthemes
remain an interesting case of non-arbitrariness in language, but must be treated with
caution as evidence for iconicity.
So far, the literature reviewed has demonstrated that corpus approaches can show
systematicity, but none have shown definitive iconicity. In part, this is because with
the exception of mostly intuitively identified phonaesthemes, most demonstrations of
systematicity are far too broad to ascertain iconicity. Recall that to show iconicity
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Figure 6.2: Possible historical relationships among the gl- phonaesthemes listed in Bergen
(2004). Only monomorphemic roots are considered here; types identified by Bergen such
as glistening and glimmering were considered instances of glisten and glimmer, respectively.
Solid lines indicate an attested historical relationship documented in the Oxford English Dic-
tionary; dotted lines indicate a possible relationship between Proto Indo-European and later
Germanic forms. Although these reconstructions are not uncontroversial, they are at least as
likely or possible as the more commonly cited iconic goodness-of-fit between the form gl- and
the meaning ‘having to do with vision or light’.
from systematicity, we must a) have specific information about what connects form
and meaning, and b) be able to show an underlying cross-modal association and a
cross-linguistic effect. To find such evidence, an approach where a specific subset
of the lexicon is examined with a particular phonological feature or features in mind
is necessary. Chapter 2 reviewed several such studies, wherein researchers looked
to words denoting either size or distance specifically for contrasts in vowel height
(where a high vowel denotes small size, e.g., Newman, 1933; Ultan, 1978; Woodworth,
1991). These studies presented with mixed results. While some studies found no
correspondences at all (Newman, 1933), others found strong, if not absolute, cross-
linguistic trends (Ultan, 1978; Woodworth, 1991).
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One recent study has attempted to correlate specific features of sound and mean-
ing relating to angularity, rather than size. As a follow-up to their experimental study
which showed increased learnability for pairings that were sound symbolically con-
gruent (e.g., spiky shapes with stops), Monaghan et al. (2012) examined a corpus of
synonyms for round and pointy, obtained using a thesaurus. Monaghan et al. (2012)
considered phonological similarity in terms of a series of features relating to conso-
nant place, manner, and voicing, as well as vowel height and backness (similar to
Monaghan et al., 2007). Monaghan and colleagues found significant correlations be-
tween the presence of velar phonemes and pointed words, and the presence of voiced
phonemes and rounded words. However, their analysis required multiple comparisons,
and after correction these results were no longer significant.
Of particular interest is a recent study by Bankieris (2011), which examined the
inducing words of a lexical-gustatory synaesthete. For a lexical-gustatory synaesthete,
words induce specific tastes in the mouth, for example, the word jail may taste like
bacon (Simner & Haywood, 2009). Bankieris took 495 word-taste associations of a
particular synaesthete, JIW, and coded each concurrent taste into one of the five basic
taste categories (sweet, sour, salty, bitter, and umami). Next, all words were mea-
sured for phonological features in a manner similar to that of Monaghan et al. (2012).
Bankieris (2011) found that words which induced a sweet taste had significantly fewer
mid vowels than those which induced an umami taste, bitter taste inducers had sig-
nificantly fewer back vowels than sweet tasteinducers, and bitter taste inducers had
significantly more front vowels than sweet, umami, or salty taste inducers5
Given the limited data on specific form-meaning correspondences within language,
this is an area worth exploring. In particular, there is little data on whether such
correspondences may occur cross-linguistically. The next section will first examine
non-arbitrariness among taste synonyms in the English lexicon. We will then turn to
5While Bankieris’ (2011) results were corrected for post-hoc contrast comparisions (e.g., between
sweet and salty inducers), there was no correction for the multiple comparisons of several different
phonological features measured from the same words.
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corpora of cross-linguistic taste and motion terms, searching for form-meaning corre-
spondences which echo earlier studies of cross-modal associations (Experiments 5, 6,
and 7).
6.2 Systematicity and Iconicity in taste and motion terms
This section will present new data showing that taste terms, both in English as well
as cross-linguistically, exhibit non-arbitrariness. Before presenting an analysis of taste
terms, however, it is important to first examine the specific ways in which form and
meaning distance can be measured.
6.2.1 Measuring form and meaning
Form similarity, for the present discussion, is phonological; in other words, based on
the sounds of the words in question. Phonological form can be measured in several
ways, using straightforward edit distance, phonological feature-based edit distance, or
feature proportions. The studies presented below will use phonological feature-based
edit distance (Study 1), as well as phonological feature proportions (Studies 1-3). Each
of these methods will be explained in detail below.
In order to understand phonological feature-based edit distance, it is first neces-
sary to understand more straightforward forms of edit distance. Straightforward edit
distance (e.g., Levenshtein, 1966) takes the distance between two strings (e.g., A and
B) to be the minimum number of deletions, insertions, and/or substitutions necessary
to turn A into B. In some uses of edit distance, a cost of 1 is uniformly applied to
either a deletion, insertion, or substitution. However, a substitution can also be con-
ceptualised as twice the cost of an insertion or deletion, as it technically requires an
instance of each (Nerbonne & Heeringa, 1997). For example, using uniform cost, the
distance between the strings /pæt/ and /spæm/ is 2, as the transformation from pat
into spam requires 1 insertion (of the character s) and 1 substitution of the character t
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for the character m. However, using a method with a differential substitution cost, the
distance between pat and spam would be 3: insertion of the s (+1), deletion of the t
(+1), and insertion of the m (+1). In this case, substitution is twice the cost of either
deletion or insertion, since it first involves the removal of the t (a deletion) and then
the addition of the m (an insertion).
Although effective as a distance measure for strings generally, straightforward edit
distance actually loses a great deal of the effective similarity between phonological
word forms. For example, take the three words (A) pat, (B) bat, and (C) rat. Straight-
forward edit distance would say the distance between (A) pat and (B) bat is the same
as that between (A) pat and (C) rat. Using differential cost, where substitutions are the
sum of a deletion and an insertion, the distance is 2 between both A and B and A and
C. But a fundamental similarity has been lost: phonologically, A is actually closer to
B than it is to C. This is because the segment /p/ shares most of its features with /b/
(aside from voicing), where /ô/ shares almost no features with /p/. In straightforward
edit distance, this similarity is lost altogether.
To remedy this, phonological feature-based edit distance forgoes a constant sub-
stitution cost in favour of a specific cost unique to a given pair of segments, which is
based on their phonological similarity. This is generally accomplished by using phono-
logical feature vectors. Each segment is coded as a set (or vector) of features on which
it is measured and can be compared to any other segment. As a simple example, we
could have the features [VOICING], [CONSONANT], and [STOP]. The phone /p/ would
be encoded as [-VOICING, +CONSONANT, +STOP], /b/ as [+VOICING, +CONSONANT,
+STOP], and /ô/ as [+VOICING, +CONSONANT, -STOP]. Using these feature vectors,
we can calculate the distance between each phone as the distance between its features:
/p/ is 1 feature away from /b/ (as they differ only on the feature of VOICING), and 2
features away from /ô/ (as they differ in both the VOICING and STOP features). This
means the distances between words are now greater in absolute terms, but they are
more accurate relative to one another; the distance between pat and bat is 1, and the
214
distance between pat and rat is 2.
Though more effective in terms of encoding phonological similarity, this method
presents a challenge in calculating the cost of insertion and deletion (Nerbonne &
Heeringa, 1997). To leave this cost as a constant would lose the defining relationship
between substitution and insertion/deletion discussed earlier: performing a substitu-
tion technically requires a deletion and an insertion. To accommodate this, the cost
of substitution is double that of deletion and insertion. But since the adoption of a
distance measure based on phonological feature vectors means that it is precisely the
insertion and deletion costs which are unknown, we can derive them by approaching
this relationship from the other side: if substitution is twice the cost of insertion or
deletion, then insertion or deletion is half the cost of substitution. Of course, subsiti-
tution cost in a phonological feature vector distance is variable, depending on the two
phones in question. Thus, Nerbonne and Herringa (1997) suggest the best solution is
to take the average feature distances between all phones in the relevant word set (i.e.,
the average substitution cost) and halve it. For example, if our word set were simply
the three words pat, bat, and rat, our average substitution cost would be 1.5, and thus
the insertion and deletion cost would be 0.75. Phonological feature-based edit distance
is well-suited for measures of broad systematicity.
Word forms can also be measured phonologically in a completely different way,
in terms of proportions of phonological features, with little regard for the notion of
pairwise distance. In this method, proportions of selected phonological features (e.g.,
voicing, vowel height) within each word are measured (as in Monaghan et al., 2007;
Monaghan et al., 2012; Bankieris, 2011). For this method, consonant and vowel fea-
tures are considered separately as a proportion of the total number of vowels within
a word. For example, the proportion of plosive consonants in the word rat would be
0.5, since one of the consonants is plosive (/t/) and there are two consonants in total.
This sort of measure is well-suited to examining precisely what types of phonological
features might correlate to specific features of meaning, making it a good phonological
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measure to use when searching for more specific systematicity.
Measuring meaning presents a different challenge from form measures. Generally,
measures of meaning distance can take two fundamental forms: scalar or categori-
cal. Scalar meaning measures give a meaning distance between two words much like
phonological feature-based edit distance. Scalar distance can be measured in a variety
of ways, most commonly using large corpora (e.g., Shillcock et al., 2001; Otis & Sagi,
2008) and Latent Semantic Analysis (LSA; Landauer, Foltz, & Laham, 1998), a tech-
nique which uses the context in which words occur to gauge semantic similarity. Cat-
egorical measures involve categorising words such that paired distances between any
two given words are either 0 or 1. For example, if we categorise the vehicles bicycle,
skateboard, car, and boat into [+FAST] (car, boat) and [-FAST] (bicycle, skateboard),
the meaning distance between bicycle and skateboard would be zero, and the distance
between bike and car would be 1.
The present studies will use a specific tool for measuring meaning similarity called
WordNet c©. WordNet c© is a collection of over 100,000 nouns, verbs, adjectives, and
adverbs arranged by their relatedness in terms of meaning. WordNet c© is often com-
pared to a thesaurus, but is more systematically constructed, connecting a word to its
immediate synonyms using ‘synsets’ for each word6 WordNet c© approaches the dis-
tance between two words by their semantic relationships to one another, which are
based on actual human similarity ratings. (i.e., subjects rate the similarity of two
words; Miller, 1995; Fellbaum, 1998). WordNet c© similarity can be calculated in sev-
eral different ways (Pedersen, Patwardhan, & Michelizzi, 2004). Path similarity simply
calculates the number of steps within a net necessary to get from one word to another,
and can optionally take into account factors such as relative depth within an overall net
(e.g., thumb is deeper than finger; Wu & Palmer, 1994). Likewise, WordNet c© can be
used to obtain a categorical similarity measure. By selecting certain number of steps
6WordNet c© bases connections between words on different types of semantic relationships; e.g.,
hyponymy, hypernymy, meronymy and holonymy, among others. For example, take the word finger.
Finger is a hypernym of thumb, meaning a thumb is a type of finger; conversely, thumb is a hyponym of
finger. Finger is also a meronym of arm, and arm is a holonym of finger.
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from a desired concept (e.g., FAST), one can take all words within this selected net and
consider them to be synonymous with the target concept.
The next section will turn to using categorical meaning similarities and both phono-
logical feature-based edit distance, as well as phonological feature proporotions, to
search for non-arbitrariness in three different corpora: English taste synonyms ob-
tained from WordNet c©, a collection of cross-linguistic taste terms from 15 different
languages, and a collection of cross-linguistic motion terms from 25 different lan-
guages. For the corpus of English taste synonyms, two analyses will be performed.
First, phonological feature-based edit distance will be used alongside categorical mean-
ing distance to search for systematicity using a method modelled after Shilcock et al.
(2001). Second, phonological feature proportions will be compared across categories
of meaning to find specific relationships. This latter analysis will also be performed
with cross-linguistic taste and motion corpora, and results will then be compared to the
behavioural data from Chapters 4 and 5 to assess whether taste and motion terms in
natural language exhibit iconicity.
6.2.2 Corpus Study 1: English taste synonyms
The goal of this study is demonstrate non-arbitrariness in a very specific, highly sen-
sory subset of the English lexicon. Although several previous corpus approaches have
demonstrated broad systematicity within the lexicon as a whole (e.g., Shillcock et al.,
2001; Tamariz. 2008), and in some cases related this systematicity to specific phono-
logical and syntactic features (e.g., Monaghan et al., 2007), only one recent corpus
study has shown non-arbitrariness within the lexicon which is also mirrored by shared
cross-modal associations. Monaghan et al. (2012) showed that obstruent consonants
mapped with angular shapes in a learnability task, and found similar patterns within
the lexicon. They found that words which denoted roundedness had a high proportion
of voiced segments (voicing is a component of sonority), and also that velar conso-
nants also mapped onto angularity (e.g., like the velar /k/ in kiki). This study will look
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for similar trends among English taste synonyms, and also to extend this approach to
cross-linguistic corpora related to taste and motion.
First, we will look to taste synonyms in English for evidence of non-arbitrariness.
We demonstrate that a subset of the lexicon related to four of the basic tastes (sweet,
sour, salty, and bitter) has broad systematicity using methods similar to those of Shill-
cock et al. (2001) and Tamariz (2008). Next, we look to the same set of English words
for specific form-meaning correspondences, measuring proportions of basic properties
of consonants and vowels within the words (using methods similar to Monagahn et al.,
2007 and Bankieris, 2011).
Corpus Preparation
In order to select a large number of English words which relate specifically to one of
the ‘basic four’ tastes, WordNet c© was used. For each of the basic English taste terms
(sweet, sour, salty, and bitter), WordNet c© was queried to return three synset levels of
each7. In other words, we cast a net for each term that was three synsets wide. In the
first net, we collected all the synonyms for each basic taste term (e.g., all synonyms for
sweet). The second net collected the synonyms for each word in the first net (e.g., all
of the synonyms for sweet’s synonyms), and the third and final net collected synonyms
for all the words in the second net. Querying these three nets returned a total of 4,106
words8. The number of ‘synonyms’ within three WordNet c© steps for each taste term
differed considerably: there were 852 synonyms for sweet, 1,634 synonyms for sour,
399 synonyms for salty, and 1,221 synonyms for bitter.
This initially large corpus was narrowed down considerably for several reasons.
First, we aimed to have an equal number of terms in each category. Because the list
of salty terms was shortest, we first reduced the other lists to the first 399 items re-
turned. In order to reduce the lists in a sensible way, they were first ranked in terms
7Only adjective senses of the words were included in the query, i.e., no nouns or verbs, such that
sweet as in candy and its associated net was excluded.
8These were not, in fact, 4,106 unique words; this will be addressed in further detail below
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of how close they were to the original taste term; i.e., a list was created wherein all
the words from the first net came before the second, and the second before the third.
Because WordNet c© returns alphabetised results, and alphabetising may skew phono-
logical similarity (i.e., if we chose only words in the beginning of the alphabet from the
second net for sweet, /a/ might return as significantly likely to occur in sweet words),
the words within each net were scrambled before removing all but the first 399 words
for each taste9
From these shortened lists, we sought to address the possible problem of multi-
morphemic words, since these would over-inflate any measure of systematicity. First,
each list was examined for obvious root duplicates within that list (duplicates across
lists were eliminated later; see below). For example, the word soured appeared within
the sour net, and was thus removed entirely (because the word sour already occurred
within the sour set, as the basic term). Likewise, both the words flavoured and flavour-
some occurred in the sweet set, and thus flavoursome was removed. Following this,
compound words were removed altogether (e.g., red-hot, well-off ), as they are mul-
timorphemic. Then, all remaining multi-morphemic words were monomorphemised,
such that words like flavoured were reduced to flavour. For some multimorphemic
words, this was not practical, primarily words which had a negative bound morpheme
such as un- or in- (e.g., inhospitable for bitter). As these morphemes are meaning re-
lated, removing them would fundamentally change (i.e., reverse) the meaning of the
word, and thus alter its relationship to its taste category (e.g., hospitible does not occur
in the bitter net). Since they could not be reasonable monomorphemised, such words
were removed altogether.
Duplicate roots were also a problem across lists. Because the words sweet, sour,
salty and bitter are relatively closely semantically related when considered in light of
the entire lexicon, the nets for each word ran into one another. For example, the word
9The lists were shortened before other removals were made to make the process of removing root
duplicates and compounds and monomorphemising the remaining items more manageable. Because
each synonym list only had 50 items in the end, shortening them to 399 at the outset left ample room for
further removals within each list.
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tasty occurred on all four lists. Duplicates were eliminated from the lists by returning
to the ranked lists and eliminating duplicates of a given word from all the lists where
they occurred except for the list in which they were ranked highest. This means that
this choice was, in some cases, random. For example, the word tasty occurred in the
first net of sweet, salty, and sour. After the first net of each word was scrambled from
its original alphabetical form, tasty appeared highest on the salty list, and thus was
retained for that meaning, despite the fact that it was within the first net for all four
words.
After removing duplicates within lists, each list was further shortened to 50 items.
The goal here was to keep each set of words as close to the related taste term as pos-
sible. In other words, after the shortening of lists, removal of compounds and du-
plicates, and monomorphemisation, words from the lower reaches of the lists bore a
almost no recognisable semantic relationship to the original taste terms (e.g., words
such as judicious and wooden appeared low on the sweet list). As will be explained in
further detail below, our analysis used a binary meaning metric wherein all the words
in the wide sweet net were treated as semantically equivalent to sweet, and thus, we
aimed to minimise distance within a given list10. After removing multimorphemic
words, monomorphising the remaining words, removing duplicates within and across
lists, and shortening each list, 204 items remained: the original four taste terms (sweet,
sour, salty, bitter) and each of their fifty word nets. Each written word was converted to
its phonological form using the British Received Pronunciation indicated in the Oxford
English Dictionary. This pronunciation was then transcribed into the International Pho-
netic Alpabet (IPA). Orthographic forms of unaltered adjective roots and IPA forms of
the monomorphised forms used in the final 204 word corpus are provided in Appendix
B.1.
10One reason some of the words lower down in our lists appeared very semantically distant is because
I did not attempt to eliminate metaphorical senses of the words (e.g., sweet as in amiable was permitted).
Using literal senses which only related to actual tasting (e.g., tasty, delicious, zesty, etc) meant that the
nets for each taste overlapped much more significantly, and would have made it more difficult to select
unique word lists for each taste.
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Meaning Distance
Meaning distance for the broad systematicity analysis was binary, and realised as ei-
ther 0 or 1. Words which were contained in list of sweet words were all considered a
distance of 0 away from one another (i.e., were all considered to have a ‘sweet’ mean-
ing), while words in the sweet list were a distance of 1 away from sour, bitter, or salty
words. When considering specific phonological feature proportions, words from each
taste net were grouped together and contrasted with the other tastes.
Form Distance
For form distance, two different measures were used: for the broad systematicity mea-
sure, phonological feature-based edit distance was used. To examine what specific
phonological features were connected to taste meanings, phonological feature propor-
tions were calculated11. These procedures are described below.
For the phonological feature-based edit distance, the phonological features con-
sidered were adapted from Nerbonne and Herringa (1997). Each segment was coded
for the presence of eleven features: consonant, voiced, approximant, sonorant, con-
tinuant, labial, coronal, dorsal, front, high and round. Where two segments did not
share a feature (e.g., as /k/ and /g/ do not share voicing), this would be treated as a
feature substitution, and their overall distance would be increased by +1. If two seg-
ments could not possibly share a feature (e.g., /k/ cannot have the vowel features of
front, high, and round), this was handled numerically as a feature deletion, and in-
curred a cost half the value of substitution (i.e., 0.5; see Section 6.2.1 for a discussion
of why deletion is half the cost of substitution). In other words, to change the sound
/k/ into the sound /i/, you must delete the front/high/round vowel features altogether.
The feature difference between the segments /k/ and /i/ are displayed in Table 6.1,
11For all phonological measures, dipthongs and affricates were coded as two separate phonemes.
For example, /aI/ (as in my) was coded as /a/ (low front) and /I/ (high front) separately. Although
dipthongs are psychologically single phonemes, this method of coding better captures the articulatory
reality that, for example, /aI/ is actually low and high. Likewise, affricates such as /tS/ were coded
separately as /t/ and /S/.
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and between /k/ and /g/ in Table 6.2. The phonologically based feature distances
between all possible segments were averaged and then halved in order to obtain the
insertion/deletion cost (average distance was 6; thus, the insertion/deletion cost was
3). Table 6.3 demonstrates the calculation of the distance between the words sweet and
salty.
Table 6.1: Phonological feature-based distance between the segments /k/ and /i/.
Table 6.2: Phonological feature-based distance between the segments /k/ and /g/.
Table 6.3: Distance between the words sweet and salty based on feature distances between
segments.
To calculate feature proportions to search for specific form-meaning correspon-
dences, first the total number of vowel and consonant segments in each word in the
204-word corpus was tallied. For each word, proportions representing the following
phonological features were calculated: number of voiced segments, number of continu-
ants, vowel height, vowel backness, and place of articulation. The first two proportions
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(voicing and continuants) were straightforward: the number of voiced segments was
divided by the total word length12, and the number of continuant segments was divided
by the total number of consonants. Proportions for vowel height, vowel backness, and
place of articulation, however, were slightly more complex, and will be explained in
detail below.
For the final three features, vowel height, vowel backness, and place of articulation,
we aimed to calculate a single proportion which took into account different height,
backness, and consonantal places of articulation. This was done to maintain indepen-
dence of the measures. While we could take a proportion of, for example, front and
back vowels separately for each word, these proportions would be highly correlated
(i.e., a high proportion of front vowels likely means a low proportion of back vowels).
In order to keep measures independent as much as possible, we calculated proportions
which represented how low the vowels in a given word were, how far back they were,
and how far back in the vocal tract consonants were articulated. These measures are
described in detail below.
For vowel height, each vowel was given a score between 0-3; 0 for high vowels,
1 for mid-high vowels, 2 for mid-low vowels, and 3 for low vowels. Because the
overall ‘lowness’ score for a given word could be greater than the number of vowels
within the word, calculating the vowel height proportion was less straightforward than
in the case of binary features such as voicing. To obtain a proportion, the maximum
‘lowness’ of a given word was calculated by multiplying the maximum score (3) by
the number of vowels in the word. Then, the overall lowness score for a word was
divided by this maximum lowness score. Using this method, a word which contained
all low vowels would have a lowness proportion of 1, and all high vowels would have
a proportion of 0. The proportion of vowel backness was calculated in a similar way,
with front vowels scoring 0, central vowels scoring 1, and back vowels scoring 2. The
12Here, as well as in the phonological feature-based edit distance, vowels were treated as voiced
segments; in other words, voicing was a property measured for all segments, rather than just consonants
(as in Nerbonne & Heeringa, 1997).
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maximum backness score was calculated by multiplying the total number of vowels
by the maximum score of 2. The actual backness score was divided by the maximum
backness score in order to obtain a proportion. Figure 6.3 shows how vowels were
scored using the vowel trapezoid from the International Phonetic Alphabet, and Figure
6.4 shows example proportions for the words sweet and salty.
Figure 6.3: Criteria for scoring vowels in terms of height and backness.
Place of consonant articulation was considered much like vowel backness, and
measured in terms of where the tongue is most active during articulation (e.g., towards
the front or back of the vocal tract). For this, labial and labiodental segments were
given a score of 0, coronal segments (dental, alveolar, postalveolar, and retroflex), a
score of 1, and dorsal and radical segments (palatal, velar, uvular, phyaryngeal and
glottal) a score of 2. As with the vowel proportions, a maximum place backness score
for each word was calculated by multiplying the maximum score (2) by the total num-
ber of consonants in the word. To obtain the proportion of consonants with a place
of articulation towards the rear of the vocal tract, the actual place backness score was
divided by the maximum place backness score. The place of articulation proportion
for the word sweet is shown in Figure 6.4.
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Figure 6.4: Phonological feature proportions for the words sweet and salty.
Analysis & Results
To analyse whether our corpus contained a form-meaning relationship beyond what
one might expect by chance (i.e., whether this subset of the lexicon was broadly sys-
tematic), we first performed a Pearson’s correlation between all pairwise meaning dis-
tances and all pairwise phonological feature-based edit distances. The resulting veridi-
cal correlation between form and meaning was very small (r = 0.012). However, to de-
termine if this small correlation was significant for this particular collection of words,
a Monte Carlo randomisation was performed in which the meanings for each word
were shuffled 10,000 times (after Shillcock et al., 2001). For each of these randomly
shuffled pairings of form and meaning, a new Pearson’s correlation was calculated,
resulting in an actual distribution of possible correlations between form and meaning.
From this, we were able to derive a p-value by dividing the total number of shuffled
correlations which were greater than the veridical correlation by the total number of
randomly shuffled pairwise distances. This calculation reveals whether the veridical
r lies at the high end of the actual distribution of possible correlations. This analysis
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revealed the veridical correlation was significantly higher than it would have been by
chance within this small taste lexicon (p <0.01). Although the veridical correlation
was very small, it demonstrated a significantly higher correlation between form and
meaning than what one would expect by chance alone.
Though striking, this result only demonstrates the presence of broad systematicity
within the small lexicon. In order to assess if any specific form-meaning relationships
underlie this systematicity, we sought to measure what features of form related to the
different taste categories. If such specific correspondences are present, we can assess
their iconicity by comparing them to the behavioural data from Chapter 4. To do this,
proportions of specific phonological features were examined, using methods adapted
from Monaghan et al. (2007, 2012) and Bankieris (2011), and described in Section
6.2.2. For each of the calculated proportions (voicing, continuants, height, backness,
and place of articulation), we carried out a four-level Kruskal-Wallis test, with each
of the four basic tastes representing a level. The Kruskal-Wallis tests for phonological
features among taste synonyms in English revealed no significant difference between
specific taste meanings in terms of any of the five phonological feature proportions (all
df = 3, all H’s <6.25, all p’s >0.05). Feature proportions for each of the tastes are
displayed in Table 6.4.
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Table 6.4: Mean proportions (with SD in parentheses) of voiced segments, continuant conso-
nants, back vowels, high vowels, and place of articulation for synonyms of sweet, sour, salty,
and bitter in English.
Discussion
This study has shown that synonyms for English taste terms exhibit non-arbitrariness.
There was a larger correlation between form and meaning than would be predicted by
chance alone. This result is striking given that previous measures of systematicity have
used much larger corpora than the present study (e.g., Shillcock et al., 2001; Tamariz,
2008). This demonstrates that taste terms in the English lexicon are broadly systematic:
there is a significant relationship between form and meaning.
Our second analysis sought to find the specific patterns underlying the system-
aticity in order to assess if these patterns were also iconic. However, there were no
significant specific differences between tastes in terms of the any phonological fea-
ture proportions. This indicates that though significant, the amount of systematicity
within this corpus is too small to be measured in terms of specific phonological fea-
tures. Without being able to detect what phonological features are related to specific
taste meanings, it is not possible to assess definitively whether or not this part of the
English lexicon is iconic in addition to being systematic.
The presence of such a small amount of systematicity - but an absence of any
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specifically measurable correspondences which could be iconic - may be a result of
learnability pressures within a single language. Monaghan et al. (2012; see also Mon-
aghan et al., 2011) point out that the pressure for non-arbitrariness may only apply to
broad categories rather than individual lexical items. In other words, for taste words
generally to share properties of form and meaning is advantageous, but there is also
a pressure for two words very close (but distinct) in their meanings to have disparate
forms. That is, taste synonyms writ large may exhibit systematicity, but when we look
to individual tastes as we did in our phonological proportion measures, there is an ab-
sence of specific correspondences because such correspondences would could enhance
ambiguity.
The absence of specific iconicity among taste synonyms is in some ways encourag-
ing for the behavioural studies presented in Chapter 4. This means that the results from
both our survey study and our study using actual tastants cannot be explained by salient
iconicity within the lexicon. In other words, it is highly unlikely that participants in
those studies were basing their cross-modal associations on specific form-meaning re-
lationships among English taste words. More likely, the associations between taste and
sound observed were genuinely cross-modal, and not mediated by language.
However, it is yet possible that cross-modal iconicity is present in language more
broadly. The next two studies will take a cross-linguistic perspective using taste terms
and motion terms from sets of distinct languages.
6.2.3 Corpus Study 2: Cross-linguistic taste terms
Corpus Preparation
This study will consider the basic four taste terms (sweet, sour, salty, and bitter) across
unrelated languages. The first challenge in such a study is to choose languages which
exhibit genetic diversity: the languages from which taste terms are drawn must be ge-
netically distinct in order to minimise the possibility of historical connectedness. In
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other words, if we chose languages that were all Indo-European, we may find system-
aticity that is historical in nature rather than iconically based (as is highly plausible
for some phoneasethemes; e.g., Figure 6.2, p. 211). To choose languages that were
maximally genetically distinct, we consulted the World Atlas of Languages (Dryer &
Haspelmath, 2011; hereafter WALS). WALS provides a ready-made list of 100 lan-
guages representative of the worlds languages both genetically and geographically.
From this list, we chose a subset of fifteen language, each from a distinct family, from
which we could readily obtain reliable translations for basic taste terms. Table 6.5 lists
the chosen languages and their families13, and Figure 6.5 shows where the representa-
tive languages are spoken.
Table 6.5: Languages represented in corpus of cross-linguistic taste terms.
For each language, we collected the words for sweet, sour, salty, and bitter, making
for a corpus of 60 words total. Taste terms in all languages (with the exception of
Quechua) were obtained using Google Translate c©. Quechuan terms were obtained
from Parker (1969), an English-Quechua dictionary. The entire corpus is provided in
Appendix B.2.
13Note that WALS does not provide dictionaries or lexicons for languages, but provides language
classification information and in some cases details about features of a language’s phonological, mor-
phological, and syntactic systems more broadly. For this reason, Google Translate c©was used to obtain
actual taste terms.
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Figure 6.5: Map of locations where representative languages are spoken, based on WALS data.
In cases where a language is widely spoken in the form of different varieties (e.g., Egyptian
Arabic), the location of the origin of the language is given.
Measuring form and meaning
Form and meaning were measured as in the previous study with English taste terms.
To detect possible specific correspondences, we used methods similar to the previous
study, calculating proportions for voicing, continuants, height, backness, and conso-
nant place of articulation were calculated for each word using the methods described
in Section 6.2.2.
Analysis & Results
For this corpus, no analysis was performed which analysis to measure broad system-
aticity. Because such systematicity is likely the result of pressures related to learning
and transmission, there is no reason to expect broad systematicity in a collection of lex-
ical items from a set of unrelated languages (as there is no learning and transmission
cross-linguistically). Rather, we turned immediately to an analysis of feature propor-
tions to search for specific form-meaning correspondences. As in the previous study,
we calculated proportions for voicing, continuants, height, backness, and consonant
place of articluation for each word. The mean phonological feature proportions for
each taste term are reported in Table 6.6.
A Kruskal-Wallis test was run for each set of proportions with each of the four
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Table 6.6: Phonological feature proportions in words for sweet, sour, salty, and bitter across
15 unrelated languages.
tastes as a level. For the proportions of voiced segments, vowel backness, vowel height,
and place of articulation, proportions were not significantly different between different
taste terms (df = 3, all H’s <6.25, all p’s >0.05). However, there was a significant
difference in the proportion of continuant consonants between tastes (df = 3, H = 12.13,
corrected p = 0.035). Holm corrected post-hoc Wilcoxon rank sum tests revealed a
significant difference in the proportion of continuants between bitter and sour words (p
= 0.0062) and a trend towards significance between bitter and salty words (p = 0.093),
with bitter words having a lower proportion of continuants than either sour or salty
words. Figure 6.6 shows these differences graphically.
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Figure 6.6: Proportion of continuant consonants among words for sweet, sour, salty, and bitter
across 15 unrelated languages.
Discussion
Analysis of specific phonological features among cross-linguistic taste terms revealed
that certain features of form, are, in fact, significantly tied to features of meaning.
In particular, we found that continuant consonants were less likely to occur among
words for bitter than words for salt or sour. This demonstrates that non-arbitrariness
occurs across disparate languages in a specific way. This non-arbitrariness is unlikely
to be due to a pressure for increased structure from learners as suggested by Tamariz
(2008), as there is no such pressure acting on this particular set of words. A more
likely explanation in this case is that there is an iconic connection between bitterness
and how continuant a given sound is.
Further evidence for this account is provided by looking to our behavioural measure
of associations between taste and lingustic sound. On our voicing continuity measure,
bitter was rated as more discontinuous than all of the other tastes, particularly in the
highest concentration. In the behavioural study this significant difference was most
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marked with the sweet taste rather than salt or sour (see Figure 4.4, page 161); however,
this may be due to the exaggerated pleasantness or unpleasantness of our synthesised
sound as it mapped onto sweet in particular, rather than how continuous sounds were
per se.
How can we explain why bitter tends to pattern away from other tastes in terms of
how continuous a linguistic sound is? As for what about bitter is discontinuous, this is
perhaps hedonic, as suggested in Chapter 4: we generally find continuant sounds to be
more pleasant, and also find salty, sour, and sweet tastes to be more pleasant than bitter
tastes. The literature on how different tastes provide cues to valuable food sources
supports this account. Bitterness is often cue for toxicity (Rouseff, 1990; although
chemical mimics have perhaps made this cue less reliable, see Glendinning, 1994).
This difference is also borne out in metaphorical use of taste terms: metaphorical use
of the word bitter often has negative connotations, whereas a word like sweet has more
positive metaphorical uses (Williams, 1976).
This study has shown iconicity among cross-linguistic taste terms, in particular
showing that bitter words tend to contain few continuants. The next section will turn
to an examination of cross-linguistic motion terms.
6.2.4 Corpus Study 3: Cross-linguistic motion terms
This study will take a similar approach to the previous study, only here we will examine
terms for motion rather than terms for taste. This presents a slightly different challenge
than taste terms, as there are no ‘basic motion terms’ for which we can seek translations
in a set of unrelated languages. Instead, we used the translations of eight different
motion verbs in 25 unrelated languages14, and used a meaning metric wherein the
relevant verbs were classed as fast or slow by 40 independent raters. The next section
will describe how the languages and motion verbs were chosen and the motion terms
14This study was able to expand the number of languages used in this study by using the Interconti-
nental Dictionary Series (Key & Comrie, 2011), which provides terms specific to motion but not taste.
This is further described in Section 6.2.4
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obtained, as well as how the terms were categorised for ‘fast’ or ‘slow’ meaning.
Corpus Preparation
To obtain cross-linguistic motion terms, we turned to the Intercontinental Dictionary
Series (Key & Comrie, 2011; hereafter IDS). The IDS is “a database where lexical
material across the continents is organised in such a way that comparisons can be made.
Historical studies, comparative, and theoretical linguistic research can be based on this
documentation” (p.1). For each language within the IDS, 22 chapters are provided
which cover topics ranging from Kinship to Emotions and Values. This study focused
on lexical items provided in the Motion Chapter (Chapter 10). From this Chapter,
10 motion verbs were selected. Motion verbs were defined as verbs which describe
continuous movement. This excluded nouns related to motion (e.g., canoe, wheel) and
verbs which describe discontinuous movement (e.g., land, enter). Also excluded were
verbs which described movement that involves the use of vehicles or animals (e.g.,
drive, sail, as well as transitive or ambitransitive verbs (e.g., pursue, carry). Of the
verbs which remained, ten were selected which were considered to be fast or slow:
crawl, float, flow, limp, and walk for SLOW and fall, fly, jump, run, and sink for FAST.
In order to avoid classifying these words as fast or slow based solely on isolated
intuition, the speed of these ten verbs was objectively rated by 40 participants using a
simple survey on MTurk. Participants were presented with each of the ten verbs and
asked to classify each word as either ‘fast’ or ‘slow’. The resulting ratings for each
of the words is displayed in Table 6.7, below. For each count of ratings, a χ2 test
was perfomed comparing the selected categories to chance categorisation. Only words
which fell significantly into either the fast or slow category were used; thus, the words
sink and flow were discarded entirely, leaving 8 words for each language.
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Table 6.7: Speed ratings for each of the 10 motion verbs selected from the IDS.
The representative languages were selected from the IDS partially in terms of avail-
ability of the selected lexical items. According to WALS classifications, the IDS pro-
vides a total of 215 languages from 51 distinct language families, and we aimed to
choose a single language from each family. At the outset, 8 languages were discarded
as the IDS can only provide either orthographic forms or Cyrillic phonemic transcrip-
tion for the relevant lexical items (phonemic transcription is provided in IPA for other
languages). Of the remaining 43 languages, 23 languages were discarded as the IDS
does not provide translations for one or more of the chosen lexical items (e.g., no
entry was given for crawl). Because the IDS is particularly geared towards document-
ing Amerindian languages15, five additional languages (not provided in the IDS) were
added to provide geographical balance to the sample: Tamil, Thai, Korean, Japanese,
and Turkish. Translations for the chosen motion terms in these five additional lan-
guages were obtained through Google Translate c©, as in the cross-linguistic taste term
15Although languages in the IDS are geographically concentrated, they are still genetically distinct,
as indicated by their different family classifications (taken from WALS). This is reflective of greater
linguistic diversity in the Americas than in e.g., Eurasia.
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study. The final 25 languages and their families are listed in Table 6.8, and their geo-
graphic locations are displayed in Figure 6.7.
Table 6.8: 25 languages and their families selected for the corpus of cross-linguistic motion
terms. For languages with an asterisk, terms were sourced from Google Translate c©, all other
terms are from phonemic transcriptions within the IDS.
Figure 6.7: Geographical location of 25 languages selected for the motion terms corpus. Lo-
cations are from the WALS database (Dryer & Martin, 2011).
Eight motion terms from each of the 25 languages selected gave a corpus of 200
motion words. For each lexical item, the IDS provides a phonemic transcriptions.
These were converted into the IPA following the conventions described in Wells (2006).
A full list of the corpus is provided in Appendix B.3.
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Measuring Form and meaning
Form and meaning distance were measured as in the previous study. Meaning distance
was considered binary. If two words were ‘fast’ they had a meaning distance of 0;
if one was ‘fast’ and the other ‘slow’, the meaning distance was 1. To assess spe-
cific form-meaning relationships, form was measured in terms of phonological feature
proportions, as outlined in Section 6.2.2.
Analysis and Results
As in the previous study, we began analysis by calculating phonological feature pro-
portions within the corpus of cross-linguitsic motion terms. Proportions for voicing,
continuants, height, backness, and consonant place of articluation were calculated for
each word. The proportions for fast and slow words are presented in Table 6.9.
Table 6.9: Phonological feature proportions for cross-linguistic motion terms (fast and slow
verbs from 25 unrelated langauges).
For each set of proportions, a Wilcoxon rank-sum test was run comparing the fea-
ture proportions among fast and slow words. None of the proportions measured re-
vealed significant differences between fast and slow words (all W’s >3926, all p’s
>0.05), although the difference in vowel height between fast and slow words was
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marginally significant prior to correction for multiple comparisons, (W = 3951.5, p =
0.086), with slow words having a higher proportion of low vowels (shown in Figure
6.8).
Figure 6.8: Proportion of low vowels in fast and slow motion terms across 25 unrelated lan-
guages.
Discussion
This study has shown no significant specific form-meaning correspondence among
motion terms from 25 unrelated languages. There was some small suggestion that
fast words are less likely to have low vowels than slow words, although this trend did
not survive correction. If this is indicative of a meaningful pattern, a larger sample of
languages, perhaps combined with a larger selection of verbs form each language, may
show the pattern more clearly. As with the iconicity found among taste terms, such a
pattern is unlikely to be the result of pressures from learnability, as such a pressure
does not act across languages. Rather, this weak cross-linguistic non-arbitrariness is
more likely the result of some cross-modal goodness-of-fit between vowel height and
speed.
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Indeed, this interpretation is reinforced by our experiments with motion and lin-
guistic sound presented in Chapter 5. We found that people map faster speeds onto
front vowels than to back vowels. Although this result has to do with backness rather
than height, these two results can be reconciled by returning to the frequency code
hypothesis. Berlin (2006; see also, Ohala, 1994 and Westerman, 1927) relate the fre-
quency code not only to size but also to speed, weight, and other perceptual attributes.
In other words, the frequency code may govern associations which are related to
magnitude generally, wherein increased speed is also related to vowel quality. As the
frequency code relates to the difference of F1 and F2 rather than the absolute value
of either, it accounts well for a result wherein front or high vowels map onto high
speeds and low or back vowels map onto slow speeds. Low and back vowels have a
small F1-F2 difference, where high and front vowels have a larger F1-F2 difference.
The experiments from Chapter 5 found that back vowels mapped onto slow speeds,
and the corpus study of motion terms found a trend towards slow verbs containing a
higher proportion of low vowels. This thesis provides the first set of evidence from
direct cross-modal associations (Experiment 7) and a cross-linguistic trend in natural
language (Corpus Study 3) showing that the frequency code may indeed extend to
speed as Berlin (2006) and others have suggested.
6.2.5 General Discussion
The goal of the corpus studies presented in this chapter was to search for non-arbitrariness
among modern language. These studies found that it occurs on both the levels of sys-
tematicity and iconicity, with systematicity occurring in our corpus of English taste
synonyms, and iconicity in cross-linguistic corpora for taste terms and motion terms.
Recall from Chapter 1 that there is reason to expect modern language simply would
not exhibit the non-arbitrariness definitional of an earlier sensorily grounded protolan-
guage. These results show that although cross-modal goodness-of-fit may form only
a very weak attractor between form and meaning, evidence of this is detectible cross-
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linguistically even with a relatively small set of languages.
The first corpus study found that a collection of taste synonyms was broadly sys-
tematic, but did not exhibit any specific form-meaning correspondences strong enough
to be detected by the phonological feature proportion analysis. Given what we know
about the pressures which cause broad systematicity (e.g., learning and transmission),
the presence of broad systematicity within a single language is unsurprising. The
learner of English benefits from correspondences between form and meaning among
taste synonyms whether or not such correspondences are highly specific and uniform
enough to be detected measures of phonological feature proportions. There may in
fact be a pressure against iconicity within English in order to avoid ambiguity (as per
Monaghan et al., 2011).
Such pressures are absent cross-linguistically (with no learning and transmission
of, e.g., taste terms from Thai, Tamil and Quechua), but weak attractors of cross-modal
goodnesss-of-fit form a pressure which result in some iconicity. For taste, we found
that words for bitter have a lower proportion of cotinuants than either sour or salty
words. Because of the genetic diversity of our language sample, this result is very
unlikely to be due to historical relatedness. A cross-modal explanation gains further
support from the behavioural studies presented in Chapters 4 and 5. Our experimental
data on associations between linguistic sound and taste (Experiment 6) showed that our
participants mapped discontinuous sounds onto bitter tastes, and cross-linguistic taste
terms showed a low proportion of continuant consonants in words for bitter. Among
the cross-linguistic motion terms, there was a high proportion of low vowels among
slow words. The motion study presented in Chapter 5 showed that back vowels mapped
onto slow speeds, and both back and low vowels present with the small F1-F2 differ-
ence proposed to relate to slow speed by Berlin (2006). Taking our behavioural and
natural language-based examinations together provides definitive evidence of some
iconicity in language.
Although our results are encouraging, there are several methodological improve-
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ments to be made in using methods from corpus linguistics to search for iconicity in
modern language. Two specific things can improve future approaches to searching for
iconicity among cross-linguistic corpora: consideration of phonological inventories
and broader methodological approaches. Each of these issues will be addressed in turn
below.
Within our cross-linguistic corpora, we made no effort to control for phonological
inventory for the cross-linguistic samples examined. For our English taste synonyms
(Study 1), there was reason to assume, for example, that contrasts in voicing may be
relevant for iconicity, since voicing in English is phonemic. However, in coding and
analysing our cross-linguistic data phonologically (Studies 2 and 3), we did not con-
sider relevant phonemic contrasts across languages. For example, in at least one of the
languages in our cross-linguistic taste sample (Egyptian Arabic), consonant voicing
is not phonemic; in other words, we sought to measure some phonological contrasts
which were not encoded in all languages in the sample. A language which does not
use a particular phonological feature phonemically, is, by definition, unlikely to use
this feature to indicate contrasts in meaning. Additionally, the phonological feature
proportions did not consider properties more relevant to other languages (though ir-
relevant in English). For example, vowel nasalisation and consonant aspiration were
phonemic in some of the languages considered for our motion corpus (nasalisation in
Waorani and aspiration in Aymara). Although associations between linguistic sound
and other perceptual features are considered intrinsically natural, they are likely medi-
ated by experience, and this includes experience with language. While the acquisition
of language seems not to dictate specific cross-modal associations (e.g., experience
with English is unlikely to have resulted in the associations found in Experiments 5
and 6, Chapter 4), it may confine them. Indeed, this absence of phoneme sensitivity
appeared to play a part in Experiment 1 (Chapter 2), wherein our English speaking
participants seemed unable to detect a difference between a rounded and unrounded
vowel which did not also change in height or backness (because vowel roundedness in
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isolation is not phonemic in English).
Additionally, early studies on size sound symbolism (e.g., Newman, 1933), showed
that relative vowel height governed sound symbolic associations, rather than specific
vowels. This becomes important when we take a cross-linguistic perspective. In con-
sidering vowel features in particular, specific knowledge of each language’s vowel
inventory could be important. In other words, a low vowel in one language could be
a mid vowel in another. Future cross-linguistic corpus work could incorporate relative
vowel quality within individual languages when calculating vowel height and back-
ness.
Finally, future studies could benefit greatly from exploring different methodologi-
cal possibilities. A first step would be to explore a more diverse set of meaning distance
measures, particularly in the search for systematicity among monolingual corpora. For
cross-linguistic studies, a major improvement would be to increase the size of cor-
pora. When compared with other corpus analyses which consider form and meaning,
the present studies used very small corpora (of 204, 60 and 200 words, for the En-
glish taste synonyms, cross-linguistic taste terms, and motion terms, respectively). For
studies which consider systematicity (e.g., Shillcock et al., 2001; Tamariz, 2008), the
number of words in the corpora range in the thousands. Even the sample sizes among
our cross-linguistic corpora were dwarfed by the sample sizes among similar corpus
studies which consider specific phonological features alongside meaning (e.g., cross
linguistically, Monaghan et al., 2007; or monolingually, Monaghan et al., 2012). Even
the corpus of lexical gustatory synaesthesia inducers used by Bankieris (2011) was
considerably larger than any of our corpora, containing 495 words.
Larger corpora would also allow for more innovative statistical approaches. If, for
example, we could obtain ten or more taste synonyms from hundreds of languages, we
would be more likely to find iconicity if it did in fact exist cross-linguistically. Analysis
on such a data set could be approached using a linear model (as used for the analysis
in Experiment 7, Chapter 5) rather than more traditional statistical approaches. Using
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a linear model approach would eliminate the need to be as rigorous about choosing
genetically unrelated languages, since such a model could take language and language
family into account as random effects. This approach would have the advantage of
being able to use more of the cross-linguistic data available in, for example, the IDS
(i.e., more than one language from each family could have been used).
6.3 Conclusions
The three studies presented in this chapter showed systematicity within English taste
synonyms, as well as iconicity among cross-linguistic taste and motion terms, but only
weakly in the latter. The most likely explanation for the presence of broad systematic-
ity within English (but the absence of any specific correspondences) is that a single
language is subject to pressures from learnability and transmission. Since no such
pressure exists cross-linguistically, specific correspondences were found particularly
among taste terms, which showed broad patters related to voicing continuity also found
in Experiment 6. Although the earliest attempts at such measures began close to a cen-
tury ago (e.g., Jesperson, 1933), there is a great deal to be done in this area, especially
cross-linguistically. Future examinations should look to using more advanced statisti-
cal methods and collecting more comprehensive cross-linguistic data.
The next and final chapter will summarise the findings of the thesis, and re-evaluate
the sensory theory of protolanguage outlined in the first chapter in light of the experi-




This thesis has aimed to present a coherent theory of how a shared lexicon emerged in
the evolution of language; specifically how such a lexicon was likely iconic in nature,
and grounded in shared cross-modal associations. The overarching approach was to
find empirical evidence for this theory, presenting a series of empirical investigations
which showed that we do in fact make shared linguistic cross-modal associations, and
that these are borne out even in some areas of modern language. This final chapter will
aim to synthesise the empirical work presented in Chapters 2-6, and re-evaluate the
status of the sensory theory of protolanguage emergence presented in the first chapter
in light of this new evidence. To this end, I will briefly summarise and review the STP,
followed by a summary of how the empirical work in the following chapters addressed
this theory. Lastly, I will provide an overview of questions posed by the STP which
still remain largely unanswered, and briefly suggest several avenues of future work
which might address these questions.
7.1 The sensory theory of protolanguage
The backbone of this thesis is the STP, or the sensory theory of protolanguage. This
theory has two key components: (i) At the protolinguistic stage, the lexicon was non-
arbitrary (specifically, iconic), unlike the vast majority of modern language, and (ii)
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the way in which such a lexicon achieved iconicity array of meanings was through
shared linguistic cross-modal associations. Put differently, shared associations to map
features of linguistic sound to other modalities formed the basis for mutually intelligi-
ble protolinguistic utterances. This theory is based on a relatively old idea in language
evolution, which suggests that early language was somehow imitative, though usually
confined to auditory imitation (onomatopoeia). Ramachandran and Hubbard (2001)
were the first to suggest that cross-modality might expand the reach of such theories.
I have presented a broad expansion on these ideas, going beyond the suggestion
that protolanguage was iconic, and that cross-modal associations formed the basis for
this iconicity. Specifically, Chapter 1 outlined the ways in which the STP provides a
solution to the non-trivial grounding problem (Harnad, 1990). The grounding problem
is inherent to a system of arbitrary symbols like a modern lexicon: since these symbols
have no connection to their meanings, how did they come to have meaning? In other
words, how was such a system grounded? Chapter 1 provided a detailed overview of
the specific advantages of non-arbitrariness in an emerging lexicon: non-arbitrariness
not only grounds the lexicon, but increases learnability in a small system (Gasser,
2004). Beyond providing a solution to the grounding problem, Chapter 1 detailed the
possible mechanisms of how and why an originally non-arbitrary lexicon would have
become arbitrary: as the system expanded, arbitrariness became a more efficient use
of the potential form space, and metaphorical change can quickly shift a system away
from its grounded origins such that synchronically, it appears entirely arbitrary.
With this broad theory outlined, I sought to clarify a very specific line of evidence
for the theory: to show that people do, in fact, make shared associations between lin-
guistic sound and other sensory modalities, and that, at least in some cases, these asso-
ciations are also evident in natural language itself. These new empirical contributions
will be summarised below.
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7.2 Empirical evidence
Using experimental and corpus data, I have shown that people do in fact make shared
cross-modal associations between linguistic sound and other modalities, and that these
associations are used in natural language. Chapters 2 and 3 examined in detail a rather
large body of work investigating associations between linguistic sound and shape. Ex-
periment 1 examined associations between vowel height and object size. Although
such associations have been found to be robust among adults and children (e.g, Thomp-
son & Estes, 2011; Pena et al., 2011), I presented a study using a new methodology
which found no significant relationship between vowel height and size. This methodol-
ogy used real-time sound synthesis to create a continuously changing vowel, and used
shapes which varied in size in ten discrete steps. Although some perceptual aspects
of the methodology (e.g., the perceptual difference between shape sizes) may have ob-
scured the effect, this experiment showed that varying vowel quality in isolation may
not be able to account for associations between linguistic sound and size.
Chapter 3 tackled the most well-known experiment in linguistic cross-modality, the
bouba-kiki experiment, wherein participants are asked to label a rounded and a spiky
shape using non-words such as bouba and kiki. Although most previous reports of what
has become widely known as ‘the bouba-kiki effect’ have been positive, this chapter
took a critical perspective and showed that many factors beyond linguistic sound could
be influencing bouba-kiki style associations. Specifically, uni-modal associations (i.e.,
associations within the visual modality alone) likely underlie the bouba-kiki effect.
Such associations can either take the form of visual articulatory matching (wherein
the roundedness of a speaker’s lips is matched to a rounded shape) or orthographic
matching (wherein the likely visual word forms of the non-words are matched to the
shapes). Lastly, the linguistic sounds in previous bouba-kiki style examinations left
the question of what linguistic features were driving the effect, with conflicting reports
in the literature regarding the influence of vowel rounding, vowel front/backness, stop
and continuant consonants, and sonorant and obstruent consonants.
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To clarify the bouba-kiki effect, and investigate what uni-modal (visual articula-
tory and orthographic) and cross-modal (linguistic features) properties actually drive
it, three new experiments were presented. Experiment 2 showed that vowel rounding
in isolation was unlikely to underlie the effect as some previous authors have suggested
(e.g., Maurer et al., 2006; Kovic et al., 2010), since vowel rounding was not mapped
onto shape curvature significantly among a large sample of children and adults. Exper-
iment 3 further demonstrated that the bouba-kiki effect does not appear among young
children (2-4 years old) where there is not a uni-modal strategy available to solve the
task. Young children only display the bouba-kiki effect where visual articulation is
emphasised, or where they are graphemically aware (i.e., recognise the letter B or K)
and can therefore use an orthographic matching strategy.
Lastly, Experiment 4 showed that orthography plays a strong role in the effect
among adults. In a written task (Experiment 4a), participants judged goodness-of-fit
between non-words and shapes based entirely on the curvature or angularity of the
written non-words themselves. That is, where the letters in the non-word were primar-
ily angular (e.g., keke or veve), participants rated these words highly with the spiky
shape, regardless of the sound features of the words. In an entirely auditory task (Ex-
periment 4b), orthography is still highly influential, but the linguistic feature of con-
sonant voicing also emerged as an important factor in goodness-of-fit ratings between
non-words and shapes. Voiced words (e.g., veve) were rated highly with the rounded
shape while voiceless words (e.g., keke) were rated highly with the spiky shape. How-
ever, orthography was still clearly influential, since voiceless angular words (e.g. keke)
were rated more highly with the spiky shape than voiced angular words (e.g., veve).
Contrary to earlier reports of the bouba/kiki effect (e.g., Westbury, 2005; Aveyard,
2012), Experiment 4 also found that the stop or continuant status of consonants did not
have a significant effect on non-word/shape goodness-of-fit; rather, voicing is likely
to have accounted for previous results. Experiment 4 indicated that despite heavy in-
fluence of orthography, especially in a written task, there are underlying associations
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between properties of linguistic sound and shape accessible in an auditory task. How-
ever, methods which employ the classic dual forced choice may risk obscuring effects
of linguistic sound, instead observing choices primarily governed by orthographic an-
gularity.
Overall, Chapter 3 provides a comprehensive account of the bouba-kiki effect that
is clearer, though considerably more complicated, than our previous understanding.
The bouba-kiki effect provided the basis for Ramachandran and Hubbard’s (2001)
synaesthetic bootstrapping theory of language origins, the first real attempt at formal-
ising a theory of iconic language origins. However, the variety of complex uni-modal
influences in the bouba-kiki effect mean this evidence cannot provide the bedrock for a
more comprehensive theory of iconic language origins like the STP. Particularly prob-
lematic are the results which show heavy influence of orthography, which is an ef-
fortfully culturally acquired system (as contrasted with the relative effortlessness with
which children acquire spoken language). Most importantly, writing systems entered
the evolutionary picture long after the origins of language. In light of the complexities
inherent in the classic bouba-kiki task, the remainder of the thesis turned to seeking
evidence beyond static two dimensional shapes, including an investigation of modern
language itself.
With this goal in mind, Chapter 4 turned to taste. Using a simple survey-style ex-
periment (Experiment 5) and a more complex direct perceptual matching task (Exper-
iment 6), we showed that people make common associations between linguistic sound
and taste. Specifically, Experiment 5 showed that non-words which contain voiced
consonants and back vowels are disprefered for bitter foods, and non-words contain-
ing voiceless consonants and front vowels were marginally preferred for salty foods
and dispreferred for bitter foods. Experiment 6 used actual tastants and synthesised
speech sounds, demonstrating shared mappings between the four basic tastes and sev-
eral different qualities of speech. Specifically, sweet was mapped onto a lower vowel
than either sour, salty or bitter, and was more continuous than bitter or sour. The results
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from Chapter 4 showed that shared linguistic cross-modal associations are not confined
to the visual modality, but extend to less dominant chemosensory perceptual systems
such as taste. This result provides an important new line of evidence for the STP, as
an emerging lexicon would have expressed meanings related to facets of experience
beyond shape. Indeed, taste may have been particularly important since the social
transmission of information regarding viable food sources has potential consequences
for survival.
Returning to the visual modality, Chapter 5 looked to motion perception. Mo-
tion is known to be important among many ideophone systems, but little research had
investigated broad associations between motion and linguistic sound using methods
from cross-modality. In Experiment 7, participants heard systematically designed non-
words which varied in terms of voicing, reduplication, and vowel quality. By manipu-
lating the movement of a ball in a simple animation, participants were asked to give an
intuitive match between linguistic sound and motion. This experiment demonstrated
systematic associations in particular between back vowels and slow movement, and
between consonant reduplication and fast movement. These results show that cross-
modal associations may very well underlie patterns common in sound symbolic lan-
guage, particularly in ideophone systems.
Lastly, Chapter 6 sought to examine whether a measurable amount of iconicity re-
mained in modern language. Although previous evidence has shown that people can
guess the meanings of foreign words well above chance levels, and that large parts
of a lexicon often exhibit broad systematicity, there has been limited investigation us-
ing corpus methods to search for specific form-meaning correspondences in natural
language. Chapter 6 showed that among synonyms for basic taste terms in English,
there is significant broad systematicity, but no specific form-meaning correspondences
between linguistic sound and taste within English. An emerging literature agues that
broad systematicity is the result of pressure from learners, but that there is a co-present
pressure against correspondences in individual words, as such correspondences can
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lead to ambiguity (e.g., Monaghan et al, 2011; Monagahn et al., 2012). The analysis
of English taste synonyms confirmed this, showing that while this area of the lexi-
con is significantly systematic, there are no specific correspondences detectible within
individual taste meanings.
Chapter 6 also investigated two cross-linguistic corpora, of taste and motion terms,
and measures seeking specific form-meaning correspondences yielded interesting re-
sults. Among taste terms in 15 unrelated languages, there is a low proportion of con-
tinuant consonants among bitter words in particular. Effects among cross-linguistic
motion terms were only marginally significant prior to correction, showing a higher
proportion of low vowels among slow verbs. Combined with behavioural results from
Chapter 4, the cross-linguistic taste term results in particular have provided the first
evidence that cross-linguistic non-arbitrariness is related to shared cross-modal associ-
ations. Specifically, such associations likely provide a weak attractor for form-meaning
relationships across languages. The use of cross-modality to achieve iconicity in mod-
ern natural language provides a strong line of evidence that cross-modal associations
were also leveraged in lexical emergence. Furthermore, because there are no specific
detectible patterns among English taste synonyms, it is highly unlikely that the linguis-
tic sound-taste associations observed in Experiment 6 were the result of participants
internalising and reproducing a pattern found in language.
This thesis has provided several lines of specific evidence for the STP, showing
that people make shared linguistic cross-modal associations in different areas of the
visual and gustatory modalities, and that natural language makes use of at least some
of these associations. However, there are several other lines of empirical investigation
not explored in this thesis which may provide evidence for the STP, and clarify some
specific issues regarding the nature of iconicity in particular. The next section will




While the presence of shared linguistic cross-modal associations and their apparent use
in modern language provide strong evidence for the STP, several avenues remain unex-
plored. In particular, it remains to be seen whether shared cross-modal associations are
leveraged in an emerging communication system, how iconicity itself is constructed,
and lastly, what role variation in cross-modal associations across the population might
play. Each of these possible avenues will be briefly explored in turn.
First, while this thesis has shown using several experiments that people do in fact
make shared linguistic cross-modal associations, and that these associations likely un-
derlie some patterns in modern language, there remains little experimental evidence
regarding the role of cross-modal associations at the point of lexical emergence. An
emerging literature in experimental semiotics has explored properties of communica-
tion systems as they emerge, often using communication games (Galluntucci, 2011).
This literature has shown that emerging communication systems are often initially non-
arbitrary, most commonly using graphical communication games (e.g., Galluntucci,
2005; Fay et al., 2007; Theisen et al., 2011). However, these experiments have not ad-
dressed whether cross-modality specifically might be used to achieve non-arbitrariness
in an emerging communication system. Future work should use communication games
beyond the graphical modality to investigate this, and this approach could also have
the advantage of moving away from existing language systems. Given the wealth of
shared cross-modal associations between various modalities (e.g., see Spence, 2011
for a review), different modalities could be paired in a communication game, with the
hypothesis that known shared correspondences would facilitate successful communi-
cation. For example, associations between pitch and luminance are well-documented
(e.g., brighter colours are higher pitched; Ward et al., 2008). In a game played be-
tween a pair of communicators tasked with sharing information about luminance using
pitch (and unable to use their existing language systems), we could predict that pairs
which leverage robust and well-documented shared associations will have increased
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communicative success in the task.
Second, this thesis only peripherally addressed what makes a particular pairing of
form and meaning iconic. While broadly the relationship of iconicty may be con-
sidered one of resemblance, as in Hinton et al.’s (1994) concepts of imitative and
synaesthetic sound symbolism, this resemblance is often far from obvious. Mecha-
nisms such as proprioceptive mediation and the frequency code may explain associ-
ations between linguistic sound and size: aspects of articulation resemble objects in
proprioceptive mediation, and physical laws of sound production relate to size under
the frequency code. But these mechanisms do not extend obviously beyond shape, let
alone to other aspects of vision or other modalites altogether (e.g., taste). While many
explain iconic resemblance in terms of the hard or jagged properties of consonants mir-
roring the angularity of shapes (e.g., Ramachandran & Hubbard, 2001, 2005; Kovic et
al., 2010), this leaves the major question of exactly what about these sounds makes
them so self-evidently hard or jagged. This means that there is a great deal of further
explanation required in terms of exactly what underlies the apparently shared cross-
modal goodness-of-fit explored in this thesis. Recently, Brown (2012) has suggested
that iconicity is fundamentally relative to the embodied experiences of communica-
tors. In this account, shared experiences between communicators underlie iconicity,
and may also mean that iconicity is salient only to those knowledgeable of the context
in which it arose (as in many graphical communication experiments, e.g., Fay et al.,
2007). The notion that iconicity may, to some extent, be relative, leaves open questions
as to what role learning plays in shared cross-modal associations, and whether they are
entirely universal, or exhibit some experience-dependent variation. Indeed, such vari-
ation may help to explain observed variations in cross-linguistic sound symbolism, in
particular systems which seem to contravene the accepted ‘universal’ patterns, such
as size-vowel symbolism where high vowels are large and low vowels small (e.g., in
Bahnar; Diffloth, 1994).
While the potential role of learning and experience in mediating the precise nature
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of cross-modal association requires considerable further exploration, there remains the
final question of what role variations in cross-modal association strength might play
in an emerging lexicon. Chapter 1 briefly discussed the phenomenon of synaesthesia,
wherein individuals have strong, highly perceptual, and temporally stable cross-modal
experiences which often mirror associations found among the general population (e.g.,
Ludwig & Simner, 2012; Ward et al., 2008). Given that estimates of the prevalence
of synaesthesia are as high as 4% (Simner et al., 2006), strong cross-modal associa-
tors like synaesthetes may have played a crucial role in lexical emergence. In other
words, perhaps the presence of strong cross-modal associators like synaesthetes had
some special influence in grounding an emergent lexicon. The effects of cross-modal
association strength are perhaps best explored in the future by turning to a more com-
putational approach, asking how strong cross-modal associators might influence the
emergence of a grounded lexicon within a population of computational agents.
7.4 Overall Conclusions
This thesis has presented the first comprehensive theory of the emergence of a percep-
tually grounded lexicon scaffolded by shared linguistic cross-modal associations. In
support of this theory, several experiments demonstrated that people do in fact make
shared cross-modal associations, and these associations are leveraged even in modern
language. The broad scope of the theory presented means that several avenues have
yet to be explored, but this thesis has shown that empirical exploration of such a theory
is not only possible, but fruitful.
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Appendix A
Hard Copy Experimental Materials
A.1 Experiment 4: Written Condition
Written Likert task for Experiment 4. The task was presented as a four-page booklet,
with four items (a voiced/voiceless pair with each of the two shapes) on each page.





A.2 Experiment 4: Auditory Condition
Instructions for the Auditory Condition of Experiment 4, including a screenshot of the
task interface. See Appendix C for the experiment application and audio files of non-
words.
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A.3 Experiment 5: Taste Survey
Instructions and interface for taste survey (Experiment 5). Each participant saw items
from only one batch; additionally, there were two versions of each batch (only A ver-
sion shown here) to prevent any possible ordering effects; the order of tastes and order
of non-word choices were different for half of the participants in each batch.
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A.4 Experiment 7: Motion Experiment
A.4.1 Instructions provided through MTurk for Experiment 7
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A.4.2 Non-word stimuli from Experiment 7
Corpus of non-words from Experiment 7, words in grey were omitted due to their prox-





B.1 English Taste Synonyms
Synonyms for sweet, sour, bitter, and salty, with IPA and XSampa forms (RP









B.2 Cross-linguistic Taste Terms
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