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Abstract 
Commensality is defined as “a social group that eats 
together” and eating in a commensality setting has a 
number of positive effects on humans. In this paper, we 
discuss how HCI and technology in general can be 
exploited to replicate the benefits of commensality for 
people who choose or are forced to eat alone. We discuss 
research into and the design of Artificial Commensal 
Companions that can provide social interactions during food 
consumption. We present the design of a system, 
consisting of a toy robot, computer vision tracking, and a 
simple interaction model, that can show non-verbal social 
behaviors to influence a user’s food choice. Finally, we 
discuss future studies and applications of this system, and 
provide suggestions for future research into Artificial 
Commensal Companions. 
Author Keywords 
food; eating; hci; robot; companion; interaction; non-verbal; 
commensality. 
CCS Concepts 
•Human-centered computing → Human computer 
interaction (HCI); Interaction paradigms; 
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Introduction 
Food consumption is a highly social activity. Social 
psychology has shown that eating in the company of others, 
or being in a “commensality” setting, has a number of 
positive effects on humans, such as healthier food choices, 
reduced “over-eating”, and increased enjoyment of food, as 
well as triggering a number of positive emotions [24]. In 
particular, “ambient effects on food intake” and the “social 
facilitation effect” of food consumption have been 
demonstrated [24]. For example, it has been shown that 
meal duration and group size are positively correlated; also, 
eating in a group increases the rating of food palatability, 
while eating with strangers decreases food intake [24]. 
Despite the benefits of social eating, current trends in 
Western society are resulting in reduced commensality [1, 
2]: people consciously choose, or are forced, to eat alone. 
An example of the former is when people choose to eat in 
front of the television or while using their smartphone; an 
example of the latter is elderly people living alone, or those 
living with physical (e.g., living away from family due to work 
or study) and social (e.g., a lack of friends) barriers 
preventing them from experiencing commensality. Note that 
social isolation is expected to increase in the coming 
decades, especially in Western countries [23], so the 
decline in commensality is expected to continue in the near 
future. At the same time, according to a recent study carried 
out by the Oxford Economics and the National Centre for 
Social Research, eating meals alone is an important cause 
of unhappiness in UK (measured with by Sainsbury’s Living 
Well Index in 20181). It is therefore timely to investigate the 
potential role of HCI in enhancing social connectedness in 
general, and during food consumption in particular. 
1https://www.about.sainsburys.co.uk/~/ 
media/Files/S/Sainsburys/living-well-index/ 
sainsburys-living-well-index-may-2018.pdf, visited 12 Feb 2020. 
Commensality and Technology 
Nowadays, technology is already widely present at the 
dining table. Think, for example, of people using their 
smartphone while eating to send text messages to friends, 
share photos of their food on social media, or watch videos 
[8]. While these technologies already have an impact on 
social dynamics during food intake [23], other more 
sophisticated technologies could be envisioned to better 
integrate into the social structures around food 
consumption. This is also one of the main interests in 
Human-Food Interaction (HFI) research, an emerging 
research area that looks at the intersection of technology, 
human interaction, and food practices [7]. Works within HFI 
have the goal of enriching the social dimension of a meal by 
investigating mealtime technologies, e.g., [5, 8, 18]. 
Digital Commensality and Computational Commensality 
have been defined in [19, 23] to refer to, respectively, 
“eating and drinking in the company of technology” and 
“computational models for social food preparation and 
consumption in HCI”. Computational Commensality, more 
specifically, refers to the computational models and 
techniques that may underlie digital technology at the dining 
table and help guide HCI researchers and designers to 
create scenarios in which technology plays a key role. The 
idea behind these concepts is the following: by properly 
designing and implementing commensality interfaces, that 
is, computer interfaces creating the social interactions 
around eating activities, we could provide users with the 
beneficial effects characterizing human commensality in 
contexts that, otherwise, would force them to dine alone. 
However, there are challenges in implementing digital 
commensality to allow human users to eat “in company of 
technology” [23]. Discussing artificial dining assistants, 
authors of [23] highlight that there is a “limited extent of 
research investigating the extent to which these approaches 
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Figure 1: Artificial Commensal 
Companion setup (upper part) and 
system overview (lower part). 
deliver the same health/well-being benefits that are 
associated with physically dining together with another 
person/other people”. Others, like [19], propose a 
computational commensality scenario, in which “human(s) 
interact with an artificial companion, such as a social robot 
during meal time. The companion uses sensors and 
computational models of commensality to guide its behavior 
toward the human interlocutor”. However, as stated in [19], 
the existing “research in AI and HCI and technologies 
dedicated to Food- & Eating-related Activities often focus on 
food (or eating) itself (e.g., food recognition and sensory 
augmentation) rather than on its social dimension”. Here, 
we take a first step in designing a companion and its 
underlying computational model that are focused on social 
eating and drinking. 
Artificial Commensal Companions 
An Artificial Commensal Companion (ACC) can be thought 
of as a virtual agent or social robot designed to interact with 
humans during meal time, while taking into account, and 
being able to act upon, all the social intricacies that occur 
during a meal. A few examples of ACCs already exist, such 
as the robotic companion called FoBo [10]. Its aim is to 
create playful and entertaining interactions around a meal 
with no clear “real-world” goal. It may “consume” batteries, 
perform sounds related to eating (e.g., burping and purring) 
and mimics some of the human behaviors. Liu and 
colleagues [15] proposed a virtual eating companion being 
at the same time an active listener. The companion role is 
to support the generation of new ideas. Takahashi and 
colleagues [25] developed a virtual co-eating system 
allowing enjoyable conversations related to the meal, as 
well as typical daily conversation. The results of a 
preliminary evaluation with 5 participants showed positive 
outcomes of using this technology. Other works within HFI 
[7] have the goal of enriching the social dimension of a meal 
by investigating mealtime technologies, e.g., [8, 18]. 
Though they are not much focused on co-located social 
interactions, they could inform and inspire our work on 
designing and implementing ACCs, as they investigate 
mealtime social interactions and experiences. 
Building an ACC can be an interesting challenge for HCI 
and the examples above demonstrate more playful 
implementations, build around simple social scenarios. In 
the design of the behavior of artificial companions to 
“replace” humans in more complex interactive scenarios, 
the most common approach is to imitate human behavior as 
much as possible [6]. Usually, a large corpus of 
human-human interactions is collected, then machine 
learning or other algorithms are used to model the 
companion’s behavior. Examples of such an approach exist 
in literature, for example laughing interactive virtual agents 
[16, 20] or the SEMAINE project’s listening characters 
displaying backchannels [4]. 
The same approach cannot work for ACCs: in the case of 
an eating-related interaction, users will not expect that 
ACCs consume food or drinks. Let us imagine two humans 
dining together: they continuously switch their attention 
between their meal and their interlocutor, so their gaze 
continuously moves from the plate to the other person, and 
vice-versa. For obvious reasons, ACCs do not need to gaze 
at their own plate and they cannot continuously focus their 
attention on the (human) interlocutor’s face (looking at 
someone eating for too long will make them feel 
uncomfortable). As a consequence, the gaze behavior of an 
ACC will have to be carefully designed in order to allow it to 
seamlessly integrate in eating-related interactions. Thus, we 
need to design and study other forms of interaction that will 
be “accepted” by humans while eating, that will not be 
perceived as inappropriate, unusual, or disturbing during 
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Figure 2: Non-verbal signals state 
machine. The robot’s gaze 
continuously shifts between the 
user’s head and the food 
depending on 2 time thresholds t0 
and t1, unless the distance D 
between the user’s hand and the 
food is less than threshold d0: in 
that case, the robot gazes at the 
user’s hand and, when D becomes 
higher than threshold d1, it 
produces a random emotional 
feedback. 
food consumption. While it might be relatively easy to 
create a humanoid robot, or a virtual agent, carrying on a 
conversation with humans about food quality, or providing 
dietary suggestions (e.g., [17, 21]), it is still unclear what 
kind of nonverbal behavior ACCs should display during 
meals [23]. Therefore, in our research we focus on 
nonverbal behaviors. 
Our long-term aims are: 1) to build ACCs that are able to 
create a meaningful interaction with humans while eating 
and 2) to measure and replicate with ACCs at least some of 
the benefits of human-human commensality [24]. For this 
purpose, our first step will be to measure whether or not 
there is an impact of ACC technology on humans while 
eating. So, initially, we aim to investigate two basic research 
questions: RQ1) can an ACC influence food choice through 
only its nonverbal behaviors? RQ2) is the presence of an 
interactive and social ACC preferred over a) eating alone or 
b) eating with a toy robot not showing any social behavior? 
Answering the above questions is a fundamental step 
before trying to create more complex interactive ACCs. By 
answering to the first question, whether or not an ACC is 
able to influence a human’s food choices, we can confirm 
that the ACC nonverbal behavior has a concrete impact on 
its human co-diner. Regarding the second question, 
according to our knowledge, while some interesting 
exploratory work exist [10, 15], there is no previous study 
evaluating the social acceptance of an artificial companion 
interacting with a human while eating. 
System Description 
For the purpose of this work we decided to use a 
myKeepon, a simple toy robot, which already has been 
exploited for research purposes [13]. It has 3 degrees of 
freedom (left/right rotation, front/back and left/right leaning) 
and it can “jump” up and down. We preferred to use a robot 
instead of a virtual agent, because in our study we want to 
explore gaze behavior, which is a particularly important 
nonverbal behavior in human-human interaction in general 
[11] and, as a consequence, in commensality settings. 
Usually the impact of gaze behavior is easier to measure in 
human-robot interaction than human-virtual agent 
interaction, because of the robot’s physical presence [22]. 
The gaze of a robot (i.e., “what it is looking at”) is easier to 
predict in the real world, compared to the gaze of a virtual 
agent. A virtual character can look at the camera (and 
through the “Mona Lisa effect”, all users will perceive the 
agent as looking at him/her) or not look at the camera, but it 
is less clear what it is looking at [22]. 
Despite its simple design, myKeepon can be programmed 
to mimic proper gaze behavior. At the same time, we expect 
that by using a toy robot we will reduce user’s expectations 
about what the robot can do and the interaction complexity 
in general. Consequently, even a limited repertoire of 
nonverbal behaviors might be acceptable to a human user 
[26]. Last but not least, thanks to its pet-like design, it may 
elicit positive attitudes in human participants. 
Figure 1 illustrates the system we developed to address our 
research questions. The user is sitting on a chair and the 
robot is placed on a dining table together with 2 bowls 
containing food. The robot produces non-verbal signals to 
communicate to the user its food preference and emotional 
feedback (e.g., by producing gaze behavior). 
User Tracker 
We exploit a Kinect version 2 sensor with a Python wrapper 
for the Microsoft Kinect SDK to track the user’s position. 
Since the user is sitting in front of the robot, we expect that 
tracking of the user’s head and hands is stable (i.e., there is 
no occlusion). From the list of body joint names, locations 
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Gaze signals 
GazeAt(x,y) - (x, y) is the tar-
get location, in the robot’s 
view space, that the robot has 
to gaze at. Assuming that 
a camera is placed in cor-
respondence with the robot’s 
head, the point (0, 0) is the 
bottom-left corner of the cam-
era field of view, while (1, 1) 
is the top-right corner. The 
x coordinate of the target lo-
cation is reached by rotating 
the robot on the horizontal 
plane and by converting ro-
tation values to linear values 
with the equation: 
rotH = arcsin (x − 0.5) 
The same idea is applied to 
the vertical rotation: 
rotV = arcsin (y − 0.5)∗3.33 
and confidence score (a value in [0,1] corresponding to the 
level of confidence the sensor has in respect to that tracked 
body joint location) in the 3D camera space returned by the 
wrapper, we pick 3 joints: Head, HandRight, HandLeft. 
Signal Planner 
We implemented a software module to plan the non-verbal 
signals to be produced by the robot depending on the user’s 
tracked skeleton. The signal planner is based on two 
components: Gaze Model and Emotion Model. 
Gaze Model. Gaze is a non-verbal cue having several 
functions: it can show interest, emotional states and 
contribute to regulate conversation turns [22]. In our 
system, we focus on the first function, showing interest, that 
has been described as referring to regions, features and 
values of interest in the visual field [27]. In particular, the 
robot can gaze at 3 regions of interest: the bowls containing 
food, the user’s head and the user’s hands. The gaze 
signals are generated by the state machine depicted in the 
upper part of Figure 2. The goal of the robot’s gaze 
behavior is to establish and maintain gaze contact with the 
user and to signal to the user that the robot is interested in 
the food that is contained in the bowls placed on the table. 
Emotion Model. Emotional feedback can be successfully 
expressed by robots, even by those with very limited 
degrees of freedom, as demonstrated by [3]. It corresponds 
to the non-verbal signals produced by the robot to 
communicate its emotional state in response to the 
non-verbal actions of the user (e.g., picking some food from 
a bowl). Given the limited amount of available non-verbal 
signals of myKeepon, we focus on two types of emotion 
feedback: showing approval and joy. By producing an 
emotional feedback, the robot aims to “celebrate” and 
“cheer” the user’s choice of eating from one of the bowls 
(the robot’s preferred one, see the last Section of the paper 
to know how we plan to exploit this type of non-verbal 
signal). We base this behavior on the theoretical finding 
about the emotion regulation function of food [9]. 
Emotion feedback is produced whenever the user picked 
food that the robot prefers. We can detect this event by 
checking the distance D between the user’s hand and the 
food bowl: if D becomes less than a threshold d0 (i.e., the 
user is picking food) and, subsequently, it becomes higher 
than another threshold d1 (the user is bringing food to 
mouth), then robot chooses a random emotional feedback 
(see Figure 2, bottom part). 
Movement Engine 
The movement engine receives the signals to be produced 
and sends commands to the robot to execute them. The 
myKeepon toy robot can be program-controlled by following 
the robot makers’ instructions on GitHub2. The signals and 
the corresponding commands that are sent to the robot are 
described in the margin paragraphs (“Gaze signals” and 
“Emotion signals”). 
Future Work 
The system we described in the previous section will soon 
be exploited to test research questions mentioned in the 
previous sections. We will compare the effects of two 
versions of the system. In the first version (V1) the robot is a 
reactive/active dining companion, demonstrating the social 
behavior described in the previous section. In the second 
version (V2) the robot is a passive “dining companion”, 
intended to entertain the participant, but it will not 
demonstrate social behaviors or attempt to influence the 
participant’s food choices. Instead, it will perform 
pre-defined movement sequences. We hypothesize that the 
gaze behavior of the robot in V1 will influence the 
2https://github.com/beatbots/mykeepon 
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Emotion signals 
HeadNod - The robot can 
produce a head nod by per-
forming two tilt movements in 
a row (starting from the cen-
tered position), the first one of 
25 degrees forward, the sec-
ond one of 25 degrees back-
ward (going back to the neu-
tral starting position). 
Jump - The myKeepon robot 
can “jump” by compressing 
and extending its body in the 
vertical direction, a movement 
called “pon” by the makers 
of the robot. The jump sig-
nal is implemented by a se-
quence of “pon up” and “pon 
down” commands (repeated 3 
times). 
participant’s food choice and perception in three measurable 
ways: (1) the participants will prefer the food in the bowl 
gazed at by the robot and for which the robot produces 
cheerful movements when the user eats from it, (2) the food 
intake from that bowl will higher in the V1 condition 
compared to the V2 condition, and (3) the user’s perception 
of social presence will be higher in the V1 condition. 
To address the research questions mentioned in previous 
sections we will apply a mix of subjective (post-experiment 
questionnaires) and objective measures (e.g., food intake). 
In particular, the questionnaires will evaluate the user 
experience in terms of food preference, as well as in terms 
of robot’s (social) skills (e.g., [14]), and finally the effect of 
the robot’s behavior on the user’s perceived sense of being 
in a commensality setting. 
Discussion and Conclusion 
The preliminary work presented in this paper inspires 
follow-up questions relating to commensality and ACCs. For 
example, the current implementation uses a toy robot, but it 
is unknown what is the most appropriate embodiment for an 
ACC. Does an ACC need to have a human-like appearance 
or not? Similarly, the question whether a robot or virtual 
agent provides a more appropriate ACC is relevant. The 
same setup as the one discussed here could be applied to a 
virtual agent (e.g., in an augmented reality setup [12]), or a 
more advanced humanoid robot. The advantage of the 
interaction model proposed in 2 is that it can be easily 
implemented on different platforms, permitting 
cross-platform comparison. Other possible extensions of 
the current setup regard the interaction with food. For 
instance, previous work using virtual agents introduced an 
ACC capable of “eating” virtual food [15]. It is not clear, 
however, what the human expectations are regarding such 
behavior. The advantage of using robots is that a robot can 
interact with actual food and drink; it can pass the food 
along, or participate in collaborative food preparation. Using 
this approach, there is great potential for ACC technology to 
provide health and well-being benefits. For example, in the 
near future, systems could be implemented that enhance a 
user’s liking of healthy or sustainable food, such as plant- or 
insect-based food, or systems that could use social 
interactions with an ACC to make repetitive meals (e.g., in a 
hospital setting or, in the future, on a space ship traveling to 
Mars [23]) more palatable. 
Importantly, these speculations are currently untested and 
need to be investigated in-depth before any real benefits of 
ACCs can be claimed. Indeed, there may also be risks 
associated with introducing ACCs at the dining table. Like 
other media, ACCs might be distracting during food 
consumption, which could contribute to mindless eating and 
increase unwanted calorie intake [23]. ACCs, especially 
when poorly designed, could disrupt social interactions that 
already exists during commensal settings, which could 
reduce any inherent positive effects in such settings [24]. 
We see the work presented in this paper as a first step 
towards ACCs. Our work provides a platform to build 
commensal interaction scenarios on, provides suggestions 
on how to test the efficacy of the ACC, and a first example 
of a computational interaction model focusing on social 
eating. It is our hope that it will foster further research into 
the potential benefits and risks of ACCs. Indeed, as they 
say “the proof of the pudding is in the eating”. 
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