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Abstract
This paper deals with a model of time-dependent double diffusive convection in Darcy flow. In particular
it is concerned with the spatial decay of solutions when the flow is confined to a semi-infinite cylinder.
Decay bounds for an energy expression are derived.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We are concerned in this paper with a model of double diffusive convection which was in-
troduced by Straughan and Hutter [7]. Specifically we consider Darcy flow in a semi-infinite
cylinder and investigate the decay of solutions with distance from the finite end when non-zero
data are given on the finite end and appropriate homogeneous conditions are prescribed initially
and on the lateral surface. Decay results in other porous media problems have been obtained by
Payne and Song [5], Song [6]. For a survey of Saint-Venant type spatial decay results see Horgan
and Knowles [3], Horgan [1,2].
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L.E. Payne, J.C. Song / J. Math. Anal. Appl. 330 (2007) 864–875 865Let R denote the interior of the semi-infinite cylinder of arbitrary cross section, and let ∂R be
its boundary. We assume that the generators of the cylinder are parallel to the x3 axis and that the
entry section lies in the plane x3 = 0. Denoting the cross section of the pipe by D, the closure
of D by D, and its boundary by ∂D, we introduce the notation:
Rz =
{





(x1, x2, x3) | (x1, x2) ∈ D, x3 = z
}
.
Clearly, R0 ≡ R and D0 ≡ D.
The velocity field ui(x, t) (i = 1,2,3), the pressure p(x, t), the temperature T (x, t), and the
concentration of solute C(x, t) for a double diffusive Darcy flow in the pipe are assumed to be
classical solutions of
ui = −p,i + gi(x)T + hi(x)C in R × {t > 0}, (1.1)
uj,j = 0 in R × {t > 0}, (1.2)
∂T
∂t
+ uiT,i = T in R × {t > 0}, (1.3)
∂C
∂t
+ uiC,i = C + σT in R × {t > 0}, (1.4)
T = C = 0 in R × {t = 0}, (1.5)
T = C = 0, uαnα = 0 on ∂D × {x3 > 0} × {t  0}, (1.6)
u3 = f (x1, x2, t), T = F(x1, x2, t), C = G(x1, x2, t) on D × {t > 0}, (1.7)
where nα (α = 1,2) is the component of the unit normal vector on ∂D, gi and hi are given vector
functions of the space variables, σ is the so-called Soret constant, and a comma is used to denote
partial differentiation. Furthermore we adopt the summation convention, summing over repeated
Latin indices from 1 to 3 and over Greek indices from 1 to 2.
In addition, we assume that the prescribed functions f , F , and G are continuously differen-
tiable and that F and G vanish on ∂D × [0,∞) for t  0. We point out that uα is not prescribed
on x3 = 0 (see Payne and Song [5, p. 177]). From (1.2) and (1.6) it follows that the mean value
of u3 is the same over each cross section. Thus if u3 is to vanish as x3 → ∞ it is necessary that
for all t∫
D
f dA = 0, (1.8)
where dA is the element of area in D. In what follows we assume (1.8) to be satisfied. We











uiui dx dηK (1.9)
for some positive constant K . Here dx is the volume element in R.
2. Decay bounds
We note first that since we are dealing with classical solutions in which the velocity is uni-
formly bounded it follows that the temperature T satisfies a maximum principle in R × {t > 0}.
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(ξ − z)T,iT,i dx dη + 12
∫
Rz






















































uiui dx dη, (2.1)
where 	 is a positive constant at our disposal, FM = max{(x1,x2)∈D×{t>0}} F , and λ is the first
eigenvalue of the problem
φ,αα + λ˜φ = 0 in D,
φ = 0 on ∂D. (2.2)
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g = max(gigi)1/2, h = max(hihi)1/2. (2.4)
To evaluate the first integral on the right of (2.3) we introduce the auxiliary function ψ satis-
fying for each z
ψ,αα = u3 in Dz,
∂ψ
∂n
= 0 on ∂Dz. (2.5)































































where μ is the first non-zero eigenvalue of
Ψ,αα + μ˜Ψ = 0 in D,
∂Ψ
∂n
= 0 on ∂D. (2.8)

















T,iT,i dx dη, (2.9)
with a similar bound for
∫ t ∫
C2 dAdη, and using (2.7), we have0 Dz






























C,iC,i dx dη. (2.10)










































(ξ − z)C,iC,i dx dη + 12
∫
Rz























(ξ − z)C,iT,i dx dη. (2.12)

































C,iC,i dx dη, (2.13)








Applying Schwarz’s inequality, the AG inequality and (2.13) we are led to
t∫ ∫
(ξ − z)C,iC,i dx dη +
∫
(ξ − z)C2 dx
0 Rz Rz



























C,iC,i dx dη. (2.15)




































































































































































































Γ = max(2A,B,6μ−1/2). (2.21)
Integrating of (2.20) yields
E(z, t)E(0, t)e−z/Γ . (2.22)




































(ξ − z)T,iT,i dx dη, (2.23)


















(ξ − z)T,iT,i dx dη. (2.24)
2z
















T,iT,i dx dη. (2.25)











(ξ − z)T,iT,i dx dη. (2.26)
In order to make the bounds E(z, t) explicit, we require bounds for Γ and E(0, t) in terms
of data. These bounds are derived in the next section, but no attempt is made to determine the
optimal constants.
3. Bounds for Γ and E(0, t)
To obtain an explicit bound for Γ it is sufficient to derive a bound for maxt
∫
R

























To bound the first integral on the right we introduce the auxiliary function θ defined by




{0 on ∂D × {x3 > 0},
f on D × {x3 = 0}. (3.2)

























































































































C2 dx + δ
−1






To bound (3.6) we need bounds for ∫
R
T 2 dx and
∫
R
























T uiT,i dx dη. (3.7)
For some positive constant γ we set
S = Fe−γ z. (3.8)
























































fF 2 dAdη −
t∫ ∫
S,iuiT dx dη. (3.9)0 D 0 R























S,iS,i dx dη + 12	2
∫
R


























uiui dx dη. (3.10)
Note that in (3.10)∫
R





























F 2,η dAdη. (3.11)
Choosing 	1 = 1/2, 	2 = 1/2, 	3 = λ/2, and inserting (3.11) into (3.10), we obtain a bound for∫
R















uiui dx dη. (3.12)
Turning next to a bound for
∫
R















where the function H is the solution of
∂H
∂t
+ uiH,i = H, (3.14)










(C − H),i(C − H),i dx dη
= −σ
t∫ ∫
(C − H),iT,i dx dη, (3.15)
0 R
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uiui dx dη. (3.16)








































uiui dx dη. (3.18)





uiui dx dη in terms of data. Integrating (3.6) with respect to time




















































f 2 dAdη. (3.19)





























uiui dx dη data. (3.20)
Choosing δ1 = 1/4, δ2 = 2, δ3 = 2, δ4 = 1/4, and δ5 = 1/4, we have















uiui dx dη data. (3.21)

























uiui dx dη bounded in terms of data, we then obtain bounds for
∫
R












C,iC,i dx dη from (3.18). This
then yields a bound for
∫
R
uiui dx from (3.6).










ξC,iC,i dx dη. (3.24)
But these bounds are readily obtained from (2.17) with Rz replaced by R since the right-hand
side has been bounded in terms of data.
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