This paper investigates inexact Uzawa methods for nonlinear saddle point problems. We prove that the inexact Uzawa method converges globally and superlinearly even if the derivative of the nonlinear mapping does not exist. We show that the Newton-type decomposition method for saddle point problems is a special case of a Newton-Uzawa method. We discuss applications of inexact Uzawa methods to separable convex programming problems and coupling of nite elements/boundary elements for nonlinear interface problems.
Introduction
We consider the nonlinear saddle point problem H(x; y) = where B is an m n matrix, C is an m m symmetric positive semide nite matrix, p is a vector in < n , q is a vector in < m , and F : < n ! < n is a strongly monotone mapping with modulus , i.e., (F (x) ? F(z)) T (x ? z) kx ? zk 2 ; for x; z 2 < n :
( where is a positive stepsize. The strongly monotone property of F ensures that the sequences fx k g and fy k g are well-de ned, i.e., for any y k 2 < m , there exists a unique x k+1 such that F(x k+1 ) = p ? B T y k . Uzawa's method (1.3) is globally convergent 8] . However the convergence rate is not expected to be faster than linear. Furthermore each step of the Uzawa algorithm requires the solution of a nonlinear system, which is not easy to solve exactly. Two important questions remain to be studied: If the nonlinear system is not solved exactly, can the resulting \inexact" Uzawa algorithm also be made to be convergent ? Can one have a superlinearly convergent Uzawa type algorithm without the di erentiability of F ? Recently Elman and Golub 11] gave an a rmative answer to the rst question for the case when F(x) = Ax. Here A is an n n symmetric positive de nite matrix. They developed and analyzed variants of Uzawa algorithms for linear saddle point The preconditioned inexact Uzawa algorithm is de ned as follows 11]:
Given an initial approximation y 0 of y for k = 0 until convergence, do converges to the unique solution of (1.7). Furthermore if the saddle point problem (1.1) arises from a convex constrained optimization problem, then F is the gradient of a convex function. The system (1.7) is equivalent to a strongly convex unconstrained C 1 optimization problem for which we have powerful methods 10], 13].
In this paper we concentrate on the convergence analysis of the \outer iteration" in (1.6). Our primary concern is to give an a rmative answer to the two questions above by proving the following results:
The inexact Uzawa method ( Qi 20] proved that the inexact iteration function method is globally convergent and the inexact generalized Newton method is locally superlinearly convergent. In this paper we show that the inexact Uzawa method (1.6) is both globally convergent and locally superlinearly convergent.
Schmidt and Hoyer 32] proposed a highly parallelizable Newton-type decomposition method for large systems of nonlinear equations. We show that their method for (1.1) is a special case of a Newton-Uzawa method which uses Newton's iteration in conjunction with the preconditioned Uzawa method (1.5) for solving the Jacobian linear system. Moreover we propose a globally and superlinearly convergent hybrid method for solving (1.1), which combines the inexact Uzawa method (1.6) and the Newton-type decomposition method. This paper is organized as follows. In section 2 we prove global convergence of method (1.6) under the assumption that F is Lipschitz continuous (1.8) . In section 3 we prove superlinear convergence of method (1.6) under the assumption of semismoothness at the solution. In section 4 we compare the inexact Uzawa method (1.6) with the Newton-type decomposition method and we propose a Newton-Uzawa hybrid method. In section 5 we discuss applications of the inexact Uzawa method (1.6) 
Multiplying both sides by 2 k gives
Hence ( The positive semide nite property of C ? CQ ?1 k C helps us to delete the terms involving the matrix C in (2.2). In fact, since ku ? vk 2 Q k 2(kuk 2 Q k + kvk 2 Q k ) for any u; v 2 < m , we have
By the positive semide nite property of C ? CQ ?1 k C, if 0 < k 1, then the application of (2.2) yields
Now we consider the term involving the residual k . The magnitude of k depends on the stopping criterion used with the iterative method applied to the system. Elman 
This shows that P 1 k=1 kx k ? x k 2 < 1, so that fx k g ! x . This proves part (a).
To prove part (b), note that since Now we prove that if y 0 2 S 0 := S(y ; 2c 3 r ! ); then the sequences fx k g and fy k g generated by method (1.6) satisfy (3.5) 
then from the proof of Theorem 3.1, we can obtain the quadratic convergence rate. We notice that the convergence rate is dependent on the smoothness of F and values of k . When k goes to 0 faster, we have better convergence rate. However, the inner iteration may be more expensive.
A Newton-Uzawa hybrid method
In this section we compare the inexact Uzawa method (1.6) with the Newton-type decomposition method 32] and we propose a Newton-Uzawa hybrid method for (1.1).
Mart nez and Qi 20] It is easy to verify that (x k;2 ; y k;1 ) = (x k+1 ; y k+1 ), i.e., (x k;2 ; y k;1 ) is the solution of (4.2).
Therefore, with the special choices of (4.4) and y k;0 := y k , the Newton-Uzawa method If the action of the inverse of V k+1 is expensive to compute, then this does not seem to be a viable method for practical computation. One possible way to improve this situation is to design new algorithms combining (1.6) and (4.1). In the following, we give a hybrid method. Proof: Let z k = (x k ; y k );z k = (x k ;ỹ k ) and z = (x ; y ): Let K 0 = f0g fk j kH(z k )k k ; k 0g: Assume that K 0 is nite, so that there is a k such that for all k k, kH(z k )k > k = k > 0 and the sequence fz k g k> k will be generated by (4.8). According to Theorem 2.1, the sequence fz k g k> k will converge to z . Let
Since B has full row rank and F is strongly monotone, for all k 0, J k are nonsingular and there exists a positive constant such that kJ ?1 k k . Since z k ! z and H(z k ) ! 0, (4.6) implies thatz k ! z , so that lim k!1 kH(z k )k = 0.
This contradicts the assumption. Hence K 0 is in nite, i.e., (4.7) will be satis ed in an in nite number of iterations.
Hence the subsequence fz k+1 g k2K 0 converges to z .
Since B has full row rank, assumptions that F is semismooth at x and all elements in @ B F(x ) are nonsingular imply that H is semismooth at z and all elements in @ B H(z ) are nonsingular. By Theorem 3 in 20], in a neighbourhood of z , kz k ? z k = o(kz k ? z k): (4.10) Now we prove that there exists ak such that for all k k , (4.7) is satis ed. By (4.10), for any 2 (0; 1) there is a k such that if k k , kz k ? z k kz k ? z k:
Thus from (4.6),
Since F is Lipschitzian, there exists anL > 0, such that
Since may be chosen arbitrarily small and K 0 is an in nite set, there exists ã k 2 K 0 such that for all k k kH(z k )k kH(z k )k : Thus z k+1 =z k , and the sequence fz k g k>k fz k+1 g k2K 0 . Hence fz k g converges to z . By (4.10), we have (4.9).
Applications
Nonlinear saddle point problems with nondi erentiable mappings (1.1) arise frequently in the context of convex optimization and partial di erential equations. In what follows we shall use two problems as the motivation for the study of nonsmooth saddle point problems and the applications of the results in this paper. Here W 0 2 <`0 s ; h 0 2 <`0, v = (v 1 ; : : : ; v N ), v i 2 <`i, M i 2 <`i `i are symmetric positive de nite, R i 2 <`i r , S i 2 <`i `i , T i 2 <`i s ; W i 2 < r i `i , q i 2 < r i , and : < r ! < is the probability density function of . In addition, B has full row rank. For any given p 2 < n and q 2 < m , the system The stopping criterion for the inner iteration in the Uzawa step (4.8) was (6.1). For the rst iteration, where x ?1 is not de ned, we used the stopping criterion k 0 k < kF(x 0 ) + B T y 0 ? pk. The stopping criterion for the outer iteration was kH(x k ; y k )k 10 ?8 . We chose = 0:9. The starting point (x 0 ; y 0 ) was randomly generated.
Numerical results were obtained using Matlab 4.2c on a Sun 2000 workstation. We restrict our attention to comparison of the Newton step and the Uzawa step in Algorithm 4.1 for nonsmooth saddle point problems. In Table 1 we report the numbers of outer iterations k and the total computational time in seconds, the sum of iterations k N and the computational time taken for the Newton step (4.6), and the sum of iterations k U and the computational time taken for the Uzawa step (4.8). Table 1 illustrates that the numbers k, k N and k U are virtually constant as n increases and m xes. Table 1 shows that most computational time was used to solve linear saddle point problems in the Newton step (4.6). We believe it is important to use e cient iterative methods for linear saddle point problems in Algorithm 4.1. We will leave the comparison of di erent iterative methods 2], 3], 11], 31], 35] in the Newton-Uzawa method for various nonsmooth saddle point problems as further research topics. 
