This paper proposes a novel input shaping method for under-damped systems. The most important advantage of this method is that only the signals of system outputs are required for the filter design. As the model information on the target system is not needed, the problem of parameter uncertainty is avoided. The designed filter can minimize the difference between the outputs of the actual system and the reference model. Simulation and experimental results showed that the resulting filters were not only able to effectively eliminate the vibrations in the system outputs, but also achieve the desired system response time. The robustness of the resulting filters against the parameters variation was also verified by simulation and experimental results.
In most cases, adaptive methods require a large amount of online calculations. Thus, high-speed processors are required to ensure the feasibility when input shaping filters are designed for quick dynamic plants. Furthermore, when filters are designed for multimode plants, the algorithms can be very complex with an even larger amount of online calculations.
Many plants are time-invariant, or the variations can be neglected in practice. For input shaping of these plants, an offline filter design method that only needs the signals of system outputs is desirable. This paper proposes a novel input shaping filter offline design method. This method has several main advantages: (a) only the signals of system output are required. As the model information is not needed, the problem of model uncertainty is avoided completely. (b) Adequate damping and bandwidth of the whole system can be chosen to yield desired system dynamics. (c) For multimode plants, high-order filters can be easily designed.
Although the designed filter has zeros that cancel some of the poles of the controlled system, this is a byproduct of the proposed algorithm, rather than a design target. In fact, the design method does not require parameter identification.
For multimode plants of which the orders are unknown a priori, a second-order filter can be tried. If the filtering result is not satisfactory, then the filter order can be progressively increased.
This paper is organized as follows. Section 2 introduces the basic idea for the design of the input shaping filter. Section 3 introduces the concept of system output decomposition and other related new concepts. Section 4 gives details on the prefilter design method. Sections 5 and 6 present the simulations and the experiments, respectively, which were performed to verify the proposed design method. Section 7 gives further discussions on the algorithm. Finally, Section 8 presents the concluding remarks.
Basic idea
Although not a restriction of the proposed method, the plant is assumed to be a second-order system with a transfer function:
where the damping ratio ζ is small (much less than 1), leading to poles close to the jωÀaxis and to highly oscillatory step responses. K and ω n are the static gain and the natural frequency, respectively.
The input shaping filter designed for G(s) is denoted as F(s). For the design of an input shaping filter for G(s), the desired transfer function (i.e., reference model) is defined as follows [13] :
If the input shaping filter can be designed as
then the combined transfer function F 0 ðsÞGðsÞ is equal to M(s). Thus, K m , ζ m , and ω m can be chosen to yield an adequate static gain, damping ration, and bandwidth, respectively.
Once K m , ζ m , and ω m are chosen, the filter to be designed can be written as
Then, the goal is to obtain the values of fa 2 ; a 1 ; a 0 g to make FðsÞ ¼ F 0 ðsÞ, or FðsÞGðsÞ ¼ MðsÞ.
Because the zeros of F 0 ðsÞ can precisely cancel the poles of G(s), realizing FðsÞ ¼ F 0 ðsÞ means that the poles of G(s) are precisely identified.
The unit step response functions of M(s) and FðsÞGðsÞ are respectively denoted as y r (t) and y(t). y r (t) is defined as the reference step response output.
The transfer function of a linear time-invariant system is uniquely determined from the step response function of the system under the assumption that all initial conditions are zero [19, 20] . Thus, to make the transfer function of FðsÞGðsÞ precisely equal to that of M(s), the difference between y(t) and y r (t) needs to be minimized.
The following cost function is defined to evaluated the difference between y(t) and y r (t):
Thus, the design problem is formulated as obtaining the values of fa 2 ; a 1 ; a 0 g that minimize E.
If the target system G(s) is a multimode system and the number of under-damped modes of G(s) is l, then the transfer function of the reference model can be set as
where K m , ω mj , and ζ mj can be chosen to yield adequate properties.
Correspondingly, the input shaping filter is initially written as
where n ¼ 2l, and a n , a n À 1 , …, a 0 are to be designed.
Decomposition of system output
The input shaping filter F(s) given in (7) is rewritten as
where
If the terms are defined as HðsÞ ¼ FðsÞGðsÞ,
As clarified in Section 2, the unit step response function of H(s) is denoted as y(t). Here, the unit step response function of h i (s) is denoted as y i (t). Before the design of F(s) is accomplished, y(t) is unknown, but y i (t) can be obtained once F d (s) is determined.
y i (t) is defined as a component of y(t), so Fig. 1 illustrates the relationships given in (11) and (12) . In this paper, y i (t) is defined as a component of y(t).
Design of input shaping filter
Based on the system decomposition given in (11) and (12), for a system with the input shaping filter given in (7), the system output can be transformed into a combination of weighted components. The corresponding weighting coefficients are the nominator coefficients of F(s) and are to be designed. The integration range of the cost function given in (5) is from t¼ 0 to t ¼ 1, which is unrealistic. In fact, this integration range can be selected as a finite period of time:
Because both y(t) and y r (t) converge exponentially to the steady state, if T is long enough, once the minimum value of E given in (13) is achieved, there would be little difference between y(t) and y r (t) even when t 4 T. In actual practice, as the filter is designed offline and there is no limitation on the calculation amount, T can be chosen to be arbitrarily large.
Substituting (12) into (13) one obtains
According to the least-square method, the necessary and sufficient condition for achieving the minimum value of E is
Substituting (14) into (15) one obtains
According to the definition of S α;β ,
which means that only one of S α;β and S β;α needs to calculated. For y r (t), the following is defined:
Using (17) and (19) , (16) can be rewritten as
Thus the values of a 0 , a 1 , a 2 , …, a n can be obtained from the n þ1 equations given in (20) . In actual application, discrete forms of (17) and (19) are more convenient for the designs of input shaping pre-filters:
where Δt is the sample period and N ¼ T=Δt.
Once y i ðj Á ΔtÞ and y r ðj Á ΔtÞ are sampled, S α;β and S α;r can be calculated according to (21) and (22) by software, a 0 , a 1 , a 2 , …, a n can be obtained from (20) . For most target systems, the static gain K can be easily identified, thus a 0 can be calculated as a 0 ¼ K m =K. In this case, (15) can be rewritten as
Correspondingly, there are n equations in (20) , and S 0;0 and S 0;r do not need to be calculated.
Simulation

Single-mode open-loop system
The target system is given as
The reference system for the filter design is
Suppose that the static gain of G 1 ðsÞ is already identified. Thus the initial form of the filter can be set as
The unit step response output of G r1 is y r1 ðtÞ, as shown in Fig. 2 . For case m ¼2, according to (20) , the following is obtained:
Suppose that the unit step response function of H
With the recorded data given in Table 1 , according to (21) and (22), the following results can be calculated by software: 
The design result shows that the poles of G 1 ðsÞ can be precisely canceled by the zeros of F 1 ðsÞ.
Multiple-mode open-loop system
The input shaping method was applied to a fourth-order system with two under-damped modes:
The unit step response output of G 2 ðsÞ is y G2 ðtÞ, as shown in Fig. 3 . The static gain of G 2 ðsÞ is assumed to be known already. A second-order filter with two zeros is designed first: 
The two dominant poles of G 2 ðsÞ are precisely canceled by the two zeros of F 2a ðsÞ. Fig. 3 shows unit step response output of H 2a ðsÞ ¼ F 2a ðsÞG 2 ðsÞ.
A fourth-order filter is also designed and the reference system is
for which the unit step response output is given in Fig. 2 . The corresponding initial form of the filter is For case m ¼4, according to (20) 
Substituting (35) into (31) 
All of the poles of G 2 ðsÞ are precisely canceled by the zeros of F 2b ðsÞ. The unit step response output of H 2b ðsÞ ¼ F 2b ðsÞG 2 ðsÞ is shown in Fig. 3 .
Comparative performance assessment
The performance of the proposed method was compared with those of ZV and ZVD methods. Fig. 4 shows the system outputs to the inputs filtered with different methods under different conditions.
As shown in Fig. 4(a) , the objective system was G 1 ðsÞ ¼ 1=ðs 2 þ0:5s þ 1Þ. The ZV and ZVD filters were designed according to the transfer function of G 1 ðsÞ while the proposed filter was designed according to the sampled data of the step response output of G 1 ðsÞ. Fig. 5(a) shows the magnitude-frequency characteristics of the systems composed of the objective system and the filters corresponding to Fig. 4 (a) . In this case, all the filters performed well. However, the setting time for the system responses was fixed with ZV and ZVD filters, while it could be adjusted with the proposed filter by changing ω n in the design stage.
To evaluate the sensitivity to parameter variation, the above filters were kept unchanged and applied to objective systems with different parameters: G 0 ¼ 1=ðs 2 þ 0:6s þ 1Þ and G″ ¼ 1=ðs 2 þ0:4s þ 1Þ. The corresponding system outputs are shown Fig. 4(b) and (c) and the corresponding magnitude characteristics are given in Fig. 5(b) and (c) respectively. The ZV filter showed the worst sensitivity. The other two filters had the same robustness but the proposed filter had the smaller settling time.
Experiment
In the experiment, the target system H(s) was a PID control system of a motor-driven rotating platform as shown in Fig. 6 . This platform was driven by a torque motor enclosed in the basement. The motor driver is designed in-house, with the OPA549T chip. The velocity sensor is an ADIS16135 gyro (Analog Devices incorporation ). The system output was the rotation velocity of the platform as measured by the gyro at a sample frequency of 1000 Hz. The PID controller of this platform is designed using Nichols-Ziegler method [21] . Fig. 7 shows the architecture of the experiment system. Three sets of PID parameters were used to produce three different target systems G t1 ðsÞ, G t2 ðsÞ and G t3 ðsÞ. Fig. 8 shows the step response outputs. The system transfer functions of G t1 ðsÞ, G t2 ðsÞ and G t3 ðsÞ were identified by the 3562 dynamical signal analysis instrument:
These transfer functions were only used to design the ZV and ZVD filters and for frequency domain analysis, while the design of the proposed filter only required the sampled data of the system output.
The ZV and ZVD filters were designed based on the transfer function of G t1 ðsÞ and the proposed filter was designed based on the sampled data shown in Fig. 8 (a) . The design results for the ZV and ZVD filters were For the design of the proposed filter, the reference system was
The design result of the proposed filter was
The zeros of the designed F proposed (s) failed to fit with the poles of the identified transfer function of G t1 ðsÞ. This is because F proposed (s) is based on the system output of the step response, while the transfer function of G t1 ðsÞ is identified using the frequency property of the system. Nevertheless, a simulation based on the identified transfer function of G t1 ðsÞ given in (37) showed a fine performance for F proposed (s), as shown in Fig. 9(a) .
To evaluate the sensitivity of F proposed (s) to variations in target system, simulations were carried out applying F proposed (s) as the pre-filter for G t2 ðsÞ and G t3 ðsÞ. Fig. 9(b) and (c) shows the corresponding system responses to step input.
Experiments were carried out with different filters on G t1 ðsÞ. Fig. 10 shows the step response outputs. The ZV filter showed the smallest setting time, but the output had the largest fluctuation. The ZVD filter and the proposed filter showed roughly the same filtering performance. However, the proposed filter led to a smoother output, which meant better properties in high frequencies. Fig. 13 shows the frequency characteristics of the systems composed of G t1 ðsÞ and the filters.
To evaluate the sensitivity, the above filters were applied to G t2 ðsÞ and G t3 ðsÞ to check the performances when the target system was changed. Figs. 11 and 12 show the resulting system outputs. The proposed filter showed good sensitivity to the variation in the target system. Fig. 13 (b) and (c) show the frequency characteristics of the systems comprising the filters with G t2 ðsÞ and G t3 ðsÞ, respectively. The proposed filter produced smaller distortion in magnitude-frequency curve of the resulting system, especially at high frequencies.
As shown in Figs. 9-12, the simulation and experimental results for F proposed (s) were roughly the same considering the measuring noise encountered in the experiments.
Further discussion
In our proposed algorithm, the design target is to optimize the input-output relations between the reference input and the system output. Based on this target, our main scheme is to minimize the difference between the reference system output y r (t) and the actual system output y(t).
Theoretically, there are no limits for the minimization of the settling time against a step input. Even if the target system presents slow response, compared to that of the reference system, then after adding the proposed pre-filter, the response can be quickened. However, in actual applications, there are limitations on the outputs of the controllers (or drivers), also, the high frequency dynamic should be filtered off. These factors should be considered during the filter design in some special cases.
Conclusion
This paper proposes an input shaping method based on system output. This design method only requires the system output, while the system model information is not needed. In the filter design, the response speed of the resulting system can be selected simply by setting an adequate reference system.
The results of simulations and experiments comparing the proposed filter and some conventional input shaping methods proved the effectiveness of the proposed filter. The results also showed that this method has good sensitivity to variations in the target system. Step response output of the reference system.
