This paper develops a nonlinear statistical method that uses satellite radiance observations directly to estimate the downward longwave radiation (DLR) at the earth's surface, a necessary component of the surface energy budget. The proposed technique has rms regression errors of about 9 W m Ϫ2 for clear-sky conditions, and about 4 to 8 W m Ϫ2 for overcast conditions, depending on the cloud levels. It is shown that this technique can produce unbiased estimates over a large range of meteorological conditions, which is crucial for climate studies.
Introduction
The surface energy budget plays an important role in determining many atmospheric and oceanic processes, especially on the large scale. The energy balance directly affects the boundary layers of both the atmosphere and the ocean. It influences their patterns of circulation and ultimately impacts the earth's climate system. The Global Energy and Water Cycle Experiment (GEWEX), among many scientific programs, has shown the need for a better estimation of the surface energy budget and called for an accuracy of 10 W m Ϫ2 in the net monthly average surface energy budget (WCRP-5 1988) .
Recognizing this, several surface observation networks for continuously measuring in situ, long-term surface radiation have been established. The World Climate Research Program (WCRP) sponsors the Baseline Surface Radiation Network (BSRN) (Ohmura et al. 1998 ). The U.S. National Oceanic and Atmospheric Administration (NOAA) continues the radiation budget efforts through the Integrated Surface Irradiance Study (ISIS) (Hicks et al. 1996) and the Surface Radiation Budget Network (SURFRAD) (Augustine et al. 2000) . The Atmospheric Radiation Measurement Program (ARM) (Stokes and Schwartz 1994) , supported by the U.S. Department of Energy, is one of the most complete and sophisticated field experiments for this subject.
Various satellite-based methods for estimating the surface radiation have been developed starting mostly in the 1980s. Schmetz (1989) and Ellingson (1995) provide comprehensive reviews of those methods. As a partial list, algorithms that estimate the surface solar radiation include Tarpley (1979) , Gautier et al. (1980) , Pinker and Corio (1984) , and Dedieu et al. (1987) . For the surface thermal radiation, algorithms were developed by Smith and Woolf (1983) , Darnell et al. (1983 Darnell et al. ( , 1986 , Meerkoetter and Grassl (1984) , Schmetz et al. (1986) , Morcrette and Deschamps (1986) , Frouin and Gautier (1988) , Gupta et al. (1989 Gupta et al. ( , 1992 Gupta et al. ( , 1993 Gupta et al. ( , 1999 and Lee (1993) .
The downward thermal radiation at the surface, herein referred to as the downward longwave radiation (DLR), is one of the components of the surface energy budget. Before the advent of satellite techniques, oceanographers and meteorologists studying air-sea interaction used the empirically derived ''bulk formulae'' with syn-optically observed parameters to estimate net terrestrial radiation (Fung et al. 1984) . Some satellite techniques follow a similar path. The radiation quantities are determined by empirical functions using satellite-derived meteorological parameters, for example, the near-surface temperatures and water vapor burden. Their advantages are computational efficiency and ease of adaptation.
Another approach is to calculate the radiation quantities with radiative transfer models using satellite-derived soundings. A strong feature of this approach is the validity of the physics. However, it is the most costly due to the computationally intensive radiative transfer calculations. Therefore, models with different degrees of detail were developed to compromise this disadvantage. Note that the satellite meteorological data used by the above algorithms are all in the form of the retrieval products so that the error of the algorithms is subject to the retrieval accuracy.
This paper describes a new method that uses satelliteobserved radiances directly to avoid the propagation of retrieval errors of meteorological parameters into the final radiation estimate. We embedded the physical merits of the radiative transfer within the parameterization of nonlinear functions of observed radiance. The forms of the nonlinear functions were determined using our best understanding of the physics involved, and necessary coefficients were statistically determined using least squares regression.
The DLR estimation algorithm developed in this study is for use with data from the second generation, high-resolution infrared spectrometer (HIRS/2) on board the NOAA TIROS-N series satellites (NOAA 1995) . The intent is to develop the DLR estimation algorithm as a companion to the outgoing longwave radiation (OLR) technique (Ellingson et al. 1989 ) already developed for use with the HIRS series instruments on the NOAA operational polar orbiters. Although the current development is specifically for the NOAA-10 HIRS/ 2, the extension to HIRS series instruments on the newer satellites is relatively easy, mainly involving optimal selection of spectral intervals and generation of the regression coefficients.
In the material that follows, section 2 describes the basic equations and radiation model calculations, section 3 describes the algorithm development, section 4 describes the sensitivity and error analysis, section 5 describes the preliminary validation results, and section 6 provides concluding remarks.
Basic equations and radiation model calculations a. Basic equations
The upwelling radiance N observed from a satellite is related to the specific intensity I at a given local zenith angle as
where ϵ cos, i is the normalized response function for channel i, is the wavenumber or frequency, and z t is the satellite altitude or the top of the atmosphere (assuming axial symmetry). The upwelling clear column radiance for a plane parallel, horizontally homogeneous nonscattering atmosphere in local thermodynamic equilibrium above a black surface is related to the temperature and absorbing constituents as
͵ ‫ץ‬zЈ 0 where (0) is the Planck function evaluated with the B* surface temperature, B (zЈ) is the Planck function evaluated with the temperature at level zЈ, and the monochromatic transmittance T (z t , zЈ; ) ϵ e ,
Ј where is the optical depth for the atmospheric absorbers [see Ellingson and Gille (1978) , Ellingson and Ferraro (1983) ].
Since liquid water clouds are almost opaque in the thermal infrared, the transmissivity through the cloud is nearly zero if the cloud thickness exceeds about 300 m. Therefore, the upwelling specific intensity for overcast conditions may be approximated as
͵ ‫ץ‬zЈ z ct where z ct is the cloud-top height and the monochromatic transmittance is defined as above. The DLR is related to the downward specific intensity I (z ϭ 0, Ϫ) at the earth's surface in an axial-symmetric atmosphere as
For clear-sky conditions we can write
For overcast, infinitesimally thin, black, single-layer cloud conditions we can write
͵ ‫ץ‬zЈ 0 where z cb is the cloud-base height. For partial cloud conditions, assuming an infinitesi-
mally thin, single-layer cloud with amount A, the total DLR is commonly written as the cloud-amount-weighted sum of the DLR from clear and cloudy portions of the sky, respectively, as
where and are the downward longwave fluxes at
the surface from the clear and cloudy portions of sky, respectively. For nonblack clouds, A is the effective fractional cloud amount, which is defined as the product of the cloud emissivity and the absolute fractional cloud amount. The geometric effects of the cloud can be generalized into this form (Ellingson 1982) and this expression can be generalized for a multilayer stratified cloud system as well.
b. Radiative transfer calculations
We use a radiative transfer model to simulate the DLR and upwelling clear-sky radiances, as needed to determine the statistical models. These models were first reported by Ellingson and Gille (1978) and updated by Ellingson and Serafino (1984) and Ellingson et al. (1994; hereafter referred as RGE model) . This model has been tested in the Intercomparison of Radiation Codes for Climate Models (ICRCCM, see Ellingson et al. 1991) , and also with observations. Although the absolute accuracy has not been established, the model has been shown to produce the OLR and DLR calculations that agree with line-by-line calculations to within about Ϯ2%. OLR from regression instantaneous estimates based on this model's HIRS data have shown agreement with Earth Radiation Budget Experiment (ERBE) to within 4 W m Ϫ2 (Ellingson et al. 1994) . Furthermore, Ellingson and Serafino (1984) showed agreement with aircraft-OLR and surface-DLR data to within the accuracy of the observations. This radiative transfer model has 140 spectral intervals across 0-3000 cm Ϫ1 with interval widths varying from 5 cm Ϫ1 to 40 cm Ϫ1 depending on their locations in the spectrum. It includes five gases: water vapor (H 2 O), ozone (O 3 ), carbon dioxide (CO 2 ), nitrous oxide (N 2 O), and methane (CH 4 ). For the purpose of this study, the carbon dioxide concentration is assumed constant at 330 ppm by volume. It should be pointed out that the model tests indicate a 0.2 W m Ϫ2 underestimate using this as compared with 360 ppm. Concentrations of N 2 O and CH 4 are also assumed constant at 0.279 and 1.75 ppm, respectively.
The Malkmus random band model (Malkmus 1967 ) was used for the local lines of all of the gases. The water vapor continuum is included using the parameterization followed by Clough et al. (1989) . The effect of overlapping absorptions from different gases is calculated as the product of the individual transmissivities.
We used the NOAA-supplied, laboratory-measured values of HIRS/2 response functions to simulate the nadir upwelling clear-column radiances at the top of the atmosphere for all HIRS/2 channels by trapezoidal integration of Eq. (1). We calculated the DLR at the surface with the angular and frequency integrations of the corresponding intensities (see Eq. 4). A four-point Gaussian quadrature was used to perform the integration over the angles. The DLR for overcast conditions was simulated by setting the cloud base at different pressure levels, with a cloud emissivity of one, and keeping the temperature and water vapor profiles unchanged [see Eq. (6)].
Following our research on the OLR (Ellingson et al. 1989) , we used a set of 1600 soundings compiled by Phillips et al. (1988) as input to the radiative transfer model. Each sounding includes temperature values at 65 different pressure levels from 0.1 to 1000 hPa and the mixing ratios of H 2 O and O 3 in the corresponding 64 layers. The soundings were compiled from radiosondes ascents from land and ocean stations between 30ЊS and 60ЊN in latitude, and the soundings are equally divided between tropical (30ЊS-30ЊN) and midlatitude, winter and summer conditions. The O 3 data were chosen by Phillips et al. to be climatologically consistent with the temperature profiles, and the stratospheric H 2 O mixing ratio is assumed to be 3 ppm. The earth's skin temperature and the surface air temperature are assumed equal.
Algorithm development
Theoretically one can calculate the DLR using a radiative transfer model, given temperature and atmospheric gas profiles. From satellite observations, existing temperature and water vapor retrieval techniques can provide the needed information for such models to proceed to global DLR studies. Highly parameterized radiative transfer physical models designed to use satellite-inferred information have been well developed (Darnell et al. 1983; Gupta 1989; Frouin and Gautier 1988; Schmetz et al. 1986 ). Rather than using satellite retrieval data in physical models, some developers use satellite data in statistical models. For example, Gupta (1989) developed a statistical algorithm based on radiation model calculations for use with TIROS Operational Vertical Sounder (TOVS) sounding retrievals, and adapted it for specific use with the International Satellite Cloud Climatology Project C1 ISCCP C1dataset (Gupta et al. 1992) , where the satellite-inferred temperature, water vapor, and better cloud data are provided. Their recent work can be found in Gupta et al. (1993 Gupta et al. ( , 1999 .
Our approach to the DLR estimation is also statistical. However, we explored the possibility of using satellite observations directly instead of their inferred quantities, such that it is possible to reduce the error of DLR estimation that propagates from the retrievals. Furthermore, the computational speed of statistical models is superior compared to physical models. This feature is important for operational implementation and for using historical data to derive the radiation budget climatology.
There is a problem when using satellite-observed radiance if clouds are present in the field of view of the satellite-borne radiometer. The clouds contaminate the information about the temperature and absorbing gas concentration distributions. In addition, when clouds are optically thick there is little information concerning cloud base and the atmospheric conditions below the clouds. The DLR contributed by the clouds cannot be estimated very well by the cloud-contaminated upwelling radiance unless information below the cloud is provided by other means.
The cloud-clear radiance, or the clear-column radiance, is mostly inferable, and is operationally derived from radiance observations (Smith and Woolf 1976; McMillin 1978; McMillin and Dean 1982) . The clearcolumn radiance, when obtainable, contains information about the entire atmospheric column, particularly information about the near-surface temperature and water vapor fields that are the most important parameters for estimating the DLR. However, the cloud-clearing process can only be carried out in partly cloudy scenes due to the requirement that the algorithm find adjacent pair of HIRS pixels that are identified as having clouds at the same height but with different cloud amounts. That means whenever an area is under an overcast, the clearcolumn radiance will not be available. As an example, a HIRS clear-column radiance dataset for the period from 14 December 1990 to 14 January 1991 gives about 82% of daily global coverage with both orbits. The global spatial coverage rises to 91% when 14 days of data are superimposed on a 2.5Њ ϫ 2.5Њ grid, and it reaches 97% for 32 days. Except for geographical regions where it is persistently overcast, it is legitimate to say that the global coverage of clear-column radiance is sufficient for the study of monthly mean DLR.
Although the technique that uses a linear combination of the satellite-observed radiances to estimate the OLR has been proven successful (Ellingson et al. 1989 (Ellingson et al. , 1994 , the DLR estimation using these radiances is not physically as straightforward as the OLR estimation. Even though it is possible to estimate the DLR from a linear combination of clear-column radiances, as will be shown in section 3a, it is completely unconnected physically.
Mathematically, one cannot find an analytical expression for the DLR in terms of the clear-column radiances except for assumed dependence of the atmospheric structure (e.g., isothermal condition or the thermal emission is linear in the optical depth) because they are all complicated functionals [see Eqs. (2)- (6)]. However, physically we do know that the clear-column radiances contain information related to the DLR (i.e., the information of the vertical structures of temperature and water vapor). In section 3b we develop a nonlinear statistical model that is physically connected to the radiative transfer.
a. Linear model
As the simplest, yet physically unconnected, estimation model of the DLR, we expressed the DLR as a linear sum of HIRS radiances, namely, It is somewhat complicated to explain why the clearsky DLR has a higher variance than the overcast DLR. Some insight is obtained by examining a simple approximation to the DLR. For an isothermal atmosphere, the clear-sky DLR, F clr , can be expressed as F clr ϭ (1 Ϫ T atm )F cld , where F cld is the DLR for the overcast sky and T atm is the atmospheric column flux transmissivity.
Outside the window regions where the atmosphere is near opaque, the clear-sky DLR is approximately equal to the overcast DLR; and therefore the clear-sky and overcast DLR have about equal variances. However, for the window regions, if we approximate the atmospheric emissivity as a linear function of the total precipitable water, it is possible to derive an analytic expression for the variances of clear-sky and overcast DLR. It can be seen that the difference between the clear-sky and over-
Residuals of calculated DLR minus that predicted from the linear regression model for clear skies plotted against (a) predicted DLR, (b) surface temperature, and (c) total column precipitable water.
cast DLR variances is a function of the variance of precipitable water, the variance of the cloud-base temperature, and the covariance of the precipitable water and cloud-base temperature. It is the state of the atmosphere that determines if the clear-sky DLR has a larger variance than the overcast one. For example, if the air temperatures were fixed, the variance of the clearsky DLR will be larger than overcast DLR, because the overcast DLR in an isothermal atmosphere depends only on temperature; conversely, if the precipitable water were fixed, the overcast DLR variance will be the larger of the two.
From our DLR calculations, the clear-sky DLR has a larger variance. In overcast conditions, the mean temperature between the cloud base and the surface dominates the window region DLR reaching the surface; and this can be better estimated by the HIRS radiances than the variations in the temperature and water vapor in the clear-sky atmospheric column.
The HIRS channels chosen for the clear-sky regression model are qualitatively linked with the physics governing the DLR. Outside of the window regions, the absorption coefficients of the active absorbers are large and the densities of these absorbers are large enough to prohibit a contribution from the atmosphere beyond about 100 m above the surface. The window region is more sensitive to variations in temperature and water vapor away from the surface due to the small absorption and emission. Nonetheless, due to the near exponential decrease of the water vapor density with altitude, most of the DLR originates from the lowest few hundred meters of the atmosphere and is determined by the corresponding temperature and the water vapor content (Ellingson 1995) . The stepwise regression did choose the channels that are strongly correlated with the nearsurface temperature or the water vapor content. The first channel chosen was channel 8, which is centered at about 11.1 m. It is very sensitive to the surface temperature since it is located in the 10-m atmospheric window. The second channel chosen was channel 10, which is centered at about 8.2 m. It is located in the wing of the 6.3-m water vapor band and therefore is sensitive to the lower-tropospheric water vapor amount as well as the near-surface temperature. Although these two channels explain about 89% of the total variance, the addition of the next four channels still made significant improvement.
The channels containing the water vapor information are also strongly influenced by temperature variations. The variation of the radiance corresponding to the variation of the water vapor content is likely obscured by the variation of the temperature. Therefore the temperature variation may dominate the model statistically and the water vapor variation would not be correctly modeled. For this reason, we checked to see if this model is equally responsive to both temperature and water vapor variations.
Figures 2a-c show the residuals of calculated DLR minus that predicted from the linear regression model for clear skies (Eq. 8), as functions of the predicted DLR, surface temperature (T s ), and the total column precipitable water (PW), respectively. Although Fig. 2a shows little correlation between the residual and the predicted DLR, Fig. 2c shows the residuals increase as the water vapor burden increases. For very hot surfaces, Fig. 2b suggests the DLR will be consistently overestimated. Several other linear model forms were attempted, in-cluding cross-products of the radiances as the predictors. Nevertheless, all of them have similar problems to the linear model discussed earlier. These results prompted a nonlinear approach.
b. Nonlinear model
From Eq. (4), the monochromatic downward longwave flux from a clear sky can be expressed as
,o
# 0 chromatic flux transmittance of the atmosphere. One can always find an effective temperature such that
where F ϭ 1 Ϫ T F is the monochromatic flux emittance of the atmosphere, and the effective temperature is defined by
A similar expression for an overcast sky with a single black cloud layer at an altitude z c is T e where is the emissivity of the atmosphere for the given temperature and moisture profiles, is the StefanBoltzmann constant, and T e is an effective radiating temperature of the atmosphere. However, Eq. (11) cannot be applied directly to calculations since we do not have an a priori definition for the effective temperature unless the atmospheric emissivity is known. In order to define the effective temperature and also separate the water vapor dependence from temperature effects, we define the effective temperature with the brightness temperatures from HIRS channels and empirically specify the atmospheric emissivity as a function of the total precipitable water, wishing to have correct modeling of the dependence on water vapor.
To experiment with this idea, an atmospheric emissivity for a HIRS channel is defined based on the its brightness temperature by Since most of the DLR originates in the lowest few hundred meters of the atmosphere, we expect that the brightness temperatures of the channels that are sensitive to the near surface will best represent the effective temperature. Figure 3 shows the emissivities defined by Eq. (15) using brightness temperatures from channels 8, 10, and 13, respectively, plotted as functions of the precipitable water. One can expect that the functional form would be relatively simple with small fitting errors. Note that defined by Eq. (15) may have values larger than one because we use T k as a surrogate for T e .
We performed regression analysis with the clear-sky DLR expressed as
considering that PW might be derivable from the radiances.
Using either channels 8, 10, or 13 for T k , we obtained an rms error of about 5 W m Ϫ2 -a halving of the errors of the linear model! This is because the most variable parameter, the columnar water vapor, was prescribed accurately. Regardless, the DLR residuals are now distributed uniformly over the entire range of water vapor content, implying that this approach did achieve a more correct response to the water vapor variation. With the separation of the major temperature and water vapor dependencies, the earlier model expression is successful in interpreting the temperature and water vapor variations equally. This formulation is readily applicable once an accurate estimation of precipitable water is provided. However, for our purpose, we need to devise a method to estimate the emissivity from the HIRS data.
To formulate representations of water vapor by the radiances, we considered the ratios of radiances from two spectral intervals with different absorptivities in water vapor. During development, however, we found that the brightness temperature ratios give smaller regression errors and are more stable when instrument noise was introduced. We chose to use the channel 10 brightness temperature as the estimate of the effective temperature because it yielded the smallest regression errors, and it avoids sensitivity problems to the surface emissivity and potential skin-air temperature differences.
The nonlinear model for clear-sky conditions is written as where a i are regression coefficients. Besides the first two temperature ratio terms in Eq. (17), which are related to the water vapor content [cf. Eq. (16)], the formulation was determined by stepwise regression analyses with candidate predictors expressed as different functions of the HIRS brightness temperatures.
The approach is a little different for overcast conditions. We take the difference between overcast and clear-sky DLR, that is, the cloud radiative forcing,
where
Since little DLR comes from the atmosphere above the cloud, the second term in Eq. (18) is negligible compared with the first term. We write Eq. (18) approximately as
If the cloud-base temperature is known, the monochromatic flux transmittance may be defined as
F c
Without a priori knowledge of the cloud base, one must find a surrogate that best represents the cloud-base temperature. We empirically determined that the brightness temperature of channel 10 serves this purpose appropriately. Similar to Eq. (15) for spectrally integrated quantities, we define the atmospheric transmissivity by Knowing that the brightness temperature from channel 10 does not necessarily represent the cloud-base temperature, the atmospheric transmissivity defined by Eq. (22) does show a nice functional dependence on the total precipitable water similar to that of the clear sky as shown in Fig. 3 . Although the transmissivity in Eq. (22) is only for the layer between the surface and the cloud base, it still can be some function of the total precipitable water since most of the water vapor is located in the lowest part of the atmosphere.
Following the form developed for the clear-sky DLR, the regression analysis for the transmissivity was performed. Coincidentally, the exact same seven terms as in the clear-sky case were chosen, except that , , and T 7 are no longer significant when ͙T /T ͙T The rms DLR errors for the nonlinear model [Eqs. (17) and (23)] range from about 3 to 9 W m Ϫ2 (see Fig.  1 ). They are about 2 W m Ϫ2 lower than those from the linear model, and the distribution of the residuals has improved significantly. Figure 4 shows the residual plots for clear-sky conditions for the nonlinear model. One can see that the emissivity residuals are much more evenly distributed compared to that of the linear model (see Fig. 2 ), and the DLR residuals do not present obvious biases over the ranges of the surface temperature and water vapor. The linear model problem related to the hot-dry conditions disappeared as well. The residual plots for overcast conditions show similar results yet with smaller spreads. It is worth mentioning that the standard error of the estimated clear-sky DLR is about 9 W m Ϫ2 . This is the first model to estimate the clearsky DLR using information from only HIRS observations that has a standard error within 10 W m Ϫ2 , which is considered the threshold accuracy for climate studies.
In summary, for clear and overcast conditions, the nonlinear model has DLR estimation errors of about 9 W m Ϫ2 for clear-sky conditions, and about 3 to 8 W m Ϫ2 for overcast conditions, depending upon cloud levels. These are about 1 to 3 W m Ϫ2 less than those of the linear model. Furthermore, while the linear model tends to underestimate the DLR in very moist conditions, the nonlinear model has evenly distributed residuals relative to the precipitable water. This suggests that this model will yield unbiased estimates from dry to moist conditions.
c. Surface pressure effects
The pressure dependence is primarily due to the effect of the pressure broadening of the spectral lines. The DLR calculations shown here are for surface pressure of 1000 hPa. Thus we have to make corrections due to changes in pressure broadening as the surface pressure departs significantly from 1000 hPa.
In order to simulate soundings above elevated surfaces, the Phillips et al. soundings were truncated at 900, 800, 700, 600, and 500 hPa. The intensity and flux calculations were repeated for each set of soundings, and the necessary regression coefficients were determined for each set of truncated surface pressure. Since it is very possible that only a few of the Phillips et al. soundings are from elevated stations, the method to adjust the soundings to represent the elevated area may cause errors.
Application of this inference technique to a given location requires knowledge of the surface pressure. When the surface pressure is not available, an estimate of the surface pressure is needed. The approach followed here was to use the hypsometric formula to estimate the surface pressure for a given elevation using one of the five Air Force Geophysics Laboratory (AFGL) standard soundings (McClatchey et al. 1972) according to the season and latitude.
Sensitivity study and error analysis
The estimate of total DLR is a function of HIRS radiances, effective cloud amount, cloud-base pressure VOLUME 
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a. Sensitivity to cloud amount
The change of DLR with respect to a unit change in the cloud amount is
c o
‫ץ‬A
The sensitivity of DLR to the uncertainties in cloud amount is expressed as
where ␦A is the uncertainty of cloud amount, is the mean value of the DLR cloud radiative Figure 5a also shows the sensitivity of DLR to the cloud amount is largest during the midlatitude winter and the least for the tropical summer conditions, which occurs because there is less alternation of emission from a cloud by water vapor. Figure 5b shows the standard deviation of the DLR cloud radiative forcing, ranging from about 5 to 25 W m Ϫ2 , or about 10%-30% of their respective mean values. It should be noted that in contrast to the mean values of the sensitivity study, the tropical summer cases have the largest variability while the midlatitude winter cases have the smallest.
b. Sensitivity to cloud-base pressure
The change of DLR with respect to a unit change in the cloud-base pressure, P cb , at a unit cloud amount is
The DLR sensitivity to the uncertainties in cloud-base pressure can be written as Figure 6b shows the standard deviation of ‫ץ‬ /‫ץ‬P cb for the same conditions, a ↓ F c measure of the range of the DLR sensitivity variation to the uncertainties in the cloud-base pressure. Notice that the standard deviation values for clouds lower than 800 hPa are about the same magnitude as their means. This suggests that, for low clouds, the DLR has broader ranges of sensitivity to cloud-base uncertainties. In other words, for low clouds, even if the magnitude of errors in estimating cloud-base pressure were relatively constant, the DLR may still have a wide range of errors.
c. Sensitivity to surface pressure
The change of DLR with respect to a unit change in the surface pressure, P S , is of ‫ץ‬ /‫ץ‬P s scaled by 10-the sensitivity of the clear-↓ F o sky DLR to a 10-hPa uncertainty in the surface pressure. The mean sensitivity is about 4 W m Ϫ2 with a variability of 1 to 2 W m Ϫ2 . For partly cloudy conditions, the sensitivity is about 3 W m Ϫ2 on average for every 10-hPa uncertainty in the surface pressure.
d. Sensitivity to radiance noise
We generated several independent sets of normally distributed random noise for each relevant HIRS channel based on the Nominal Equivalent Differential Radiance (NE⌬N) listed in the NOAA Polar Orbiter Data Users' Guide (NOAA 1995) . The regression analysis was performed repeatedly with the corresponding noise added to the radiance of HIRS channels. The change of rms regression errors is considered a measure of the sensitivity to instrument noise. For the linear model under the clear skies, the rms regression errors increased by about 6 W m Ϫ2 from about 12 W m Ϫ2 for noise-free conditions. For the nonlinear clear-sky model, the rms regression errors merely increased by about 0.5 W m Ϫ2 from 8.7 W m Ϫ2 . This is further evidence that the nonlinear model is better than its linear counterpart. The nonlinear model has a smaller rms regression error, and is much less sensitive to noise than the linear one.
For overcast conditions, the increases of the rms regression errors of the nonlinear model are all within 1 W m Ϫ2 when the instrument noise is included.
e. Sensitivity to clear-column radiance errors
Since this DLR estimation technique requires the clear-column radiances, it is subject to the uncertainties in the retrieval processes if clear-column radiances are not observed directly. It should be pointed out that these uncertainties affect all methods that calculate DLR using satellite meteorological data as input. Because an estimate of the accuracy of the retrieval processes for obtaining clear-column radiances cannot be found in the
Combined DLR errors contributed from regression error and the errors from the uncertainties in cloud amounts and cloudbase heights. Curves are shown for the indicated cloud amounts. Different degrees of uncertainties in cloud parameters are considered: (a) ␦A ϭ Ϯ10% and ␦P cb ϭ Ϯ50 hPa, and (b) ␦A ϭ Ϯ10% and ␦P cb ϭ Ϯ100 hPa. Fig. 8 but for (a) ␦A ϭ Ϯ30% and ␦P cb ϭ Ϯ50 hPa, and (b) ␦A ϭ Ϯ30% and ␦P cb ϭ Ϯ100 hPa.
FIG. 9. As in
literature, we leave the estimation of this effect for future research.
f. Combined effects
To estimate the combined effects of all errors mentioned earlier, we assume the error components are independent. We estimate the combined effects by the square root of the sum of the squares of the errors of all the components. Figures 8 and 9 show the combined DLR errors due to errors from regression (noise included) and uncertainties in cloud amount and cloud-base pressure at various cloud amounts. The results in Figs. 8a,b were calculated for a 10% cloud amount uncertainty with Ϯ50 hPa and Ϯ100 hPa cloud-base pressure uncertainties, respectively. Figures 9a,b were calculated for a 30% cloud amount uncertainty with Ϯ50 hPa and Ϯ100 hPa cloud-base pressure uncertainties, respectively. There are some common features in these four plots. First, the combined DLR error increases with the cloud amount, as expected from Eq. (28). Also notice that the DLR errors are generally larger when the cloud bases are at higher pressures. When the cloud amount uncertainty reaches 30%, its effect dominates the DLR errors and therefore the contributions from other error sources, for example, uncertainty in the cloud-base pressure make relatively small differences in the total DLR errors.
g. Other effects
Other potential error sources pertaining to this DLR estimation technique include the soundings used for the regression analyses and the radiative transfer model used for the calculations. We assume that the Phillips et al. soundings are representative of the distribution of meteorological conditions for areas ranging from the Tropics to midlatitudes. However, there are no very cold and dry soundings since the dataset does not contain soundings from latitudes higher than 60Њ. The DLR es-timation in polar regions must be considered as an extrapolation. In addition, while climatological ozone profiles were used, the estimated DLR for a set of observed radiances will have some error since the actual ozone profile is not included. However, since the ozone contribution to the mean total DLR is only a few W m Ϫ2 , the error due to inconsistent ozone concentration is small compared to other error sources.
The radiation model used in this study has been validated with line-by-line model calculations and observations that demonstrated a flux difference to within 2% (Ellingson and Serafino 1984) . Fluxes calculated with the recently improved model agree with the line-by-line radiative transfer model (LBLRTM) to about 1 W m
Ϫ2
for the entire vertical range of the atmosphere for several cases (Warner and Ellingson 2000) . Also, the outgoing longwave radiation estimation scheme based on this radiation model using a similar technique was shown to be successful (Ellingson et al. 1994) . We believe that the relative error from the radiative transfer model calculations is small. However, if the DLR estimate is biased, it may be attributed to the radiation calculations. Extensive, additional validation of the model will be performed with ARM measurements.
Although the technique may be biased due to the choice of radiation model, the same can be said for any inference technique. The results shown here demonstrate the validity of the approach. Modifications to account for improvement in spectral absorption parameters are relatively easy to compute.
One should note the difference between systematic error and random errors. The assessment of error sources discussed herein is valid for either systematic or random errors. However, when the number of observations increases, the random error diminishes by the inverse of the square root of the number of observations, while the systematic error is constant. One good example of an error source is the cloud amount where both systematic and random errors are commonly present and sometimes, in equivalent magnitudes.
Overall, the DLR estimation error, excluding the contribution due to the error in the surface pressure, ranges from about 7 to 12 W m Ϫ2 when there is a Ϯ10% uncertainty in cloud amounts and a Ϯ100 hPa uncertainty in cloud-base pressure. When the cloud amount uncertainty rises to 30%, the range of the combined DLR error increases to about 10 to 25 W m Ϫ2 . Note that the error of TOVS-derived cloud amount is estimated to be 20% (NOAA 1995).
Preliminary validation results
The DLR estimation algorithm was examined for clear-sky conditions based on radiative transfer model simulations over a wide range of atmospheric and geographical conditions. The DLR and HIRS radiances were calculated with the RGE radiative transfer model using analyses from the Global Data Assimilation System (GDAS) at the National Centers for Environmental Prediction (NCEP). We refer to this DLR as the calculated DLR. The globally distributed satellite estimate of DLR (referred to as estimated DLR) was calculated with the nonlinear regression model using the simulated HIRS radiances. The NCEP analysis fields were provided on a 2.18Њ lat by 2.22Њ lon grid (162 ϫ 82 grid points globally) at 19 vertical sigma levels and four synoptic hours a day. The earth's skin temperatures and surface pressures were also provided. We used the data from 0000 UTC 22 December 1990 for this validation study.
As mentioned in section 3c, a surface pressure field was generated based on an elevation map from NCEP analyses with the relationship determined by the hypsometric formula using the AFGL standard soundings for tropical, midlatitude, and polar areas. This is referred to as the estimated surface pressure, which provides a test bed when the surface pressure is not available. Figure 10 shows the global distribution of the clearsky DLR calculated by the RGE radiative transfer model using the 0000 UTC 22 December 1990 NCEP analyses. This is assumed to be the ''ground truth'' for this validation purpose. Patterns can be readily recognized to relate to the surface temperature distribution, such as near-zonal distribution of DLR over the oceans, orographic dependence, and the colder continents in the Northern Hemisphere.
The estimated DLR field using either the NCEP or the estimated surface pressure greatly resembles the calculated one. Hereon, we will limit our discussion to the estimated DLR using the NCEP surface pressures unless otherwise noted, although the discussion is generally true for either estimate. The corresponding global distribution of the DLR differences (estimated minus calculated) is shown in Fig. 11 . This figure shows that contours exceeding Ϯ10 W m Ϫ2 are relatively sparsely distributed and no obvious correlation with geographical or meteorological features can be observed. However, large areas of underestimation can be found in latitudes poleward of about 60ЊS, especially over the oceans surrounding Antarctica. Some areas with large overestimation are also found to the west of continents near 30ЊS. The causes for these two problems are not known.
Some differences can be related to the sharp temperature discontinuity near the surface, for example, in the northern Atlantic near Greenland, western Australia, the Tibetan Plateau, and parts of the Sahara and Saudi Arabia. Since the NCEP skin temperatures were used as the ground-level temperatures in the radiation calculation, large DLR estimation errors occur when the skin temperature is very different from the surface air temperature. For these cases, the DLR estimation errors may be caused by the errors in the NCEP skin temperatures and/or that the DLR estimation algorithm fails to give correct results under such circumstances. The distribution of the DLR estimation errors is very close to a normal distribution when the southernmost 30Њ lati- Figures 12a,b show the zonal means and standard deviations for the calculated and estimated DLR. The differences of zonal means between the calculated and either estimate are within Ϯ5 W m Ϫ2 with the exception of high latitudes, particularly in the Southern Hemisphere. The reproduction of the variability of an estimate is also important. Figure 12b shows the HIRS estimates have reproduced the variability to within Ϯ5 W m Ϫ2 . These zonal statistics are very good in general, and this is very encouraging for the applicability of this technique. Figure 13 shows a scatterplot of the estimated versus the calculated DLR. The correlation coefficient is 0.996, and the explained variance is 99.1%. The most encouraging feature, besides the quite uniform scatter throughout the range, is that the estimates at both ends are unbiased. The ranges of temperatures and the water vapor variations in the Phillips et al. soundings are smaller than those of the NCEP analyses, particularly the moisture. The extension of this estimation technique into those meteorological conditions without significant bias is considered a great success. This indicates that the physics has been appropriately embedded in the regression model formulation.
The points that show large underestimation on the lower left corner in Fig. 13 were found to be from Ellesmere Island, Canada (an island to the west of Greenland). The NCEP surface pressure field shows a very low pressure center (Ͻ850 mb) whose location coincides with this large DLR underestimation. Examination of the DLR error against the elevation showed that the DLR was underestimated consistently by about 10 W m Ϫ2 for the most elevated regions. This suggests that we need to improve the methodology to better include the surface pressure effects.
Overall, the mean DLR differences are 0.0 and 1.8 W m Ϫ2 when the estimations are made with NCEP and estimated surface pressure fields, respectively. Since the simulations are self-consistent, zero bias in the estimate is expected. The 1.8 W m Ϫ2 bias of the DLR estimate using the estimated surface pressure must be due to the errors in surface pressure estimation. The standard deviations of the DLR differences are 9.2 and 9.1 W m
Ϫ2
for the two estimates, respectively. Using the F-test, we found that the variance of the validation errors is not significantly greater than that of the regression. This gives us confidence to apply this algorithm to real data.
Ultimately, we need to compare satellite-estimated DLR to surface observations since only then can the algorithm be better characterized. This is left for future study.
Concluding remarks
The surface energy budget plays an important role in determining many atmospheric and oceanic processes, especially on the large scale. The DLR at the earth's surface is one of the components necessary to study the surface energy budget. It is very difficult to study the global distribution of the DLR using ground observations because observations are sparse or nonexistent, particularly over the oceans. This paper developed a technique to directly use satellite radiance observations to estimate the DLR.
Both linear and nonlinear regression models were developed. The rms regression errors of the linear model range from about 5 to 13 W m Ϫ2 , whereas the rms regression errors of the nonlinear model range from about 3 to 9 W m Ϫ2 . The nonlinear model errors are about 1 to 3 W m Ϫ2 lower than those of the linear model for clear sky and overcast conditions. For clear-sky conditions, when the effects of noise are included, the rms error of the linear model increases by about 6 W m
Ϫ2
while that of nonlinear model increases by only 0.5 W m Ϫ2 . For clear sky and overcast conditions, when instrument noise is included, the rms regression errors of the nonlinear model range from about 4 to 9 W m Ϫ2 . Most importantly, the nonlinear model showed an unbiased estimate over the entire range of meteorological conditions. Sensitivity studies were performed for major error sources, including the cloud amount, cloud-base pressure, and surface pressure. On average, the DLR is most sensitive to the error in the cloud amount. Overall, the combined DLR error, excluding the effects of the surface pressure errors, ranges from about 7 to 12 W m Ϫ2 when there is a Ϯ10% uncertainty in cloud amounts and a Ϯ100 hPa uncertainty in cloud-base pressures. When the cloud amount uncertainty rises to 30%, the combined DLR error ranges from about 10 to 25 W m Ϫ2 . The nonlinear clear-sky DLR estimation technique was preliminarily validated using simulated radiation data. The DLR estimates were determined using both NCEP and empirically estimated surface pressures. Both estimates were compared with the DLR calculated from the radiation model. The standard deviation of the estimated minus calculated DLR is about 9 W m Ϫ2 using either surface pressure field, with the mean differences of about 0 and 2 W m Ϫ2 , using NCEP and estimated surface pressures, respectively. While this estimation technique works relatively well over the ocean, we have found that the DLR was systematically underestimated by about 10 W m Ϫ2 for more elevated regions. This problem may be caused by improper simulations of the DLR for elevated regions and by an incorrect method to account for surface pressure effects. This suggests that we may need to collect balloon soundings from elevated stations and consider another method to better account for the surface pressure effects. We also noticed problems associated with the surface temperature discontinuities. This suggests the need to find an additional mechanism to handle near-surface inversions and strong vertical temperature gradients near the surface.
Since the NOAA polar orbiting satellites only pass over most areas twice per day (except high latitudes where the satellite swaths overlap), there are possible sampling errors for the DLR estimation due to the nonsinusoidal OLR diurnal variation. This temporal sampling error for OLR has been demonstrated by Ba and Ellingson (2000) using OLR derived from geostationary satellite observations. Similar studies can be performed for the DLR. Surface observations could also be used for this purpose, however, the spatial distribution is relatively limited.
The cloud-base pressure and the effective cloud amount are needed for application to cloudy conditions. We expect the cloud information to be provided from other satellite cloud algorithms. Such satellite-derived cloud-base information is not operationally produced. We are looking into algorithms developed under Clouds from Advanced Very High Resolution Radiometer (CLAVR) and Moderate Resolution Imaging Spectroradiometer (MODIS) as possible cloud information sources. The cloudy-sky DLR algorithm may need to be modified and adapted to the cloud information that is actually used. The effects on the DLR using different cloud data sources, however, have not been examined. This is the most important study remaining before this technique can be implemented. Since the sensitivity study shows that the DLR error due to uncertainties of the cloud amount usually dominates the other error components, accurate cloud amount estimates are most important for cloudy-sky DLR estimation. Nonetheless, the effects of the uncertainties of the cloud-base pressure are not negligible.
Despite the limitations noted above, our analysis indicates that the statistical method developed in this study should provide instantaneous estimates of the DLR to within about 10 W m Ϫ2 rms directly from the HIRS observations if the cloud amount and base pressure can be accurately estimated, that is, about a Ϯ10% uncertainty in cloud amounts and about a Ϯ100 hPa uncertainty in cloud-base pressures. In addition, it is expected that the errors will be considerably smaller for monthly averages, except where persistent extreme conditions occur. Furthermore, the technique is computationally inexpensive-the DLR may be estimated with less than fifty arithmetic operations as compared to thousands by even a broadband radiation model. The necessary coefficients for this algorithm are available from the authors upon request.
