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Abstract
Identification of all physical mechanisms responsible for the flow breakdown from lam-
inar to turbulent remains elusive in many high-speed boundary layer flows. Predicting
the onset of transition and understanding the linear mechanisms responsible for tran-
sition in supersonic and hypersonic is critical to controlling instability mechanisms and
preventing a multifold increase in the thermal protection system required. In the tradi-
tional modal theory, low amplitude external disturbances are generated by receptivity
mechanisms and grow exponentially, leading the flow to transition. On the other hand,
for flows subjected to high external disturbance levels, a bypass of the modal amplifi-
cation path can happen and a nonmodal stability analysis becomes an additional route
to transition that needs to be studied.
The present thesis aims to address both modal and nonmodal stability analysis of high-
speed spatially-inhomogeneous boundary-layer flows. In this effort, a massively parallel
code, Linear G lobal instability for H ypersonic T ransition (LiGHT ) has been developed
to solve multi-dimensional complex non-symmetric eigenvalue problems (EVP) and
Singular Value Decomposition (SVD) problems arising in the solutions of global linear
fluid flow instability.
The code has been applied to four canonical flow configurations. The first flow studied
has been the main motivator of the present thesis: it concerns hypersonic flow over
the HiFIRE-5 elliptic cone model, which is investigated at two different flight altitudes.
A new physical mechanism, unveiled by transient growth analysis, revealed that opti-
mal conditions are associated with streamwise velocity streaks in the crossflow region.
These streaks are in good qualitatively agreement with experimental results. More-
over, a quartic dependence of the maximum energy gain on the local Reynolds number
was found in the highest altitude analysed, contrasting with the quadratic dependence
found at the lower altitude and known from the incompressible regime. The most signif-
icant finding of the analysis on the elliptic cone concerns the role of the flight altitude:
nonmodal instability becomes progressively more important as the flight altitude in-
creases, corresponding to density and unit Reynolds number decreases. At the highest
altitude examined, transient growth can be the only linear stability physical mechanism
that can give rise to laminar-turbulent transition. The second and third examples are
i
related to understanding the importance of the shock layer in the global instability
modes. In the second flow studied, instability in the region ahead of the windward face
of a circular cylinder is investigated, including the bow shock in the stability analysis
domain. In the third example, flow over a compression ramp is interrogated, including
the separation and reattachment shocks. Results obtained in both of these cases sug-
gest that the shocks appear to be an integral part of the modes and cannot be neglected
from the analysis. The fourth and last flow investigated is the hypersonic flow over a
flat plate with a base flow generated from kinetic theory. Results obtained reveal that
linear stability can indeed be predicted with sufficient quality, opening a new scenario
to investigate high-speed flows.
ii
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respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1 HIFiRE-5 stack (Kimmel et al. 2010). . . . . . . . . . . . . . . . . . . . 86
6.2 Mach number contours of the base flow at 33km altitude. (a) Full three-
dimensional baseflow calculated with US3D solver (Gosse et al. 2010,
2013). An example of a two-dimensional base flow used in the BiGlobal
stability analysis and (c) one-dimensional base flow profiles used in the
local stability analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3 Example of the two domains used to perform the BiGlobal stability anal-
ysis. The first one is covering the centreline and the crossflow region
(π/2 ≤ ζ ≤ π/4) whereas the second one accounts for the region close
to the attachment-line (ζ = 0). . . . . . . . . . . . . . . . . . . . . . . . 92
6.4 Elliptic cone coordinate system adapted from Juliano, Adamczak and
Kimmel (2015) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.5 Contour plot of Gmax at h = 33 km and x
∗ = 0.42 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b)
ζ = 15◦; (c) ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦. . . . . . 94
6.6 Contour plot of Gmax at h = 33 km and x
∗ = 0.52 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b)
ζ = 15◦; (c) ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦. . . . . . 94
6.7 Contour plot of Gmax at h = 33 km and x
∗ = 0.62 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b)
ζ = 15◦; (c) ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦. . . . . . 95
6.8 Contour plot of Gmax at h = 21 km and x
∗ = 0.42 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b)
ζ = 15◦; (c) ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦. . . . . . 96
6.9 Contour plot of Gmax at h = 21 km and x
∗ = 0.52 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b)
ζ = 15◦; (c) ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦. . . . . . 97
6.10 Contour plot of Gmax at h = 21 km and x
∗ = 0.62 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b)
ζ = 15◦; (c) ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦. . . . . . 97
xi
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The first column (a-e) corresponds to the optimal initial condition t = 0,
the middle column (f-j) to the associated optimal perturbation t = topt
and the right column (k-o) to the long time behaviour t→∞. Each row
corresponds to a different streamwise location along the elliptic cone
surface, namely x∗ = 0.36 m (a,f,k), x∗ = 0.42 m (b,g,l), x∗ = 0.52 m
(c,h,m), x∗ = 0.62 m (d,i,n) and x∗ = 0.72 m (e,j,o). The blacks isolines
correspond to contours of the steady base flow (ū = 0 and 0.95). . . . . 113
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Objectives
The present thesis has two main objectives: the development of a massively parallel
incompressible to hypersonic multi-dimensional linear modal and nonmodal stability
analysis code (LiGHT - Linear G lobal instability for H ypersonic T ransition) and its
application to high-speed canonical flows. The bulk of this thesis aims to extend the
modal work of Paredes et al. (2016) on the hypersonic flow over the HiFiRE-5 ellip-
tic cone model to understand the importance of nonmodal instabilities, where a new
scenario based on transient growth has been discovered. The two following problems
investigate the role in resolving the shock in both modal and nonmodal stability anal-
ysis. Finally, the compressible flat-plate boundary layer is investigated using Direct
Simulation Monte Carlo (DSMC) to generate the steady base flow. This is the first
step to gain confidence in performing stability analysis using kinetic theory methods.
Outline
The thesis is divided into seven chapters:
• Chapter 1: In the first chapter, a literature survey of linear stability theory
is presented from the first observations of the instability phenomenon in fluid
flows until the current broad understanding of the different paths-to-transition in
high-speed flows.
• Chapter 2: The second chapter presents the classical modal linear stability
analysis derivation, starting from the three-dimensional Navier-Stokes equations.
The modern linear stability classification concepts are addressed in depth. Two
different methods to solve the equations in a generalised frame of reference are
detailed and compared in an example.
• Chapter 3: In the third chapter, attention is devoted to nonmodal stability
analysis. Transient growth is explained in geometric and theoretical examples.
The initial value problem is addressed along with the theoretical foundations to
compute the optimal linear conditions.
• Chapter 4: The tools necessary to solve the one-, two- or three-dimensional
complex non-symmetric eigenvalue and singular value problems are detailed. In
xviii
a matrix-forming framework, the construction of the discretised operators is ad-
dressed using the Kronecker product. The different boundary conditions available
to complete the problem are presented. The (large) EVP solution based on the
Krylov subspace and the subsequent singular value decomposition is shown to-
gether with a parallelisation strategy to store and invert the matrix. A brief
scalability study completes the chapter.
• Chapter 5: In this chapter, the newly developed multi-dimensional LiGHT code
is verified against benchmarked literature results. The code is shown to correctly
obtain the linear results for the local and BiGlobal frameworks, from incom-
pressible to compressible flows. Both modal and nonmodal stability analysis
implementation is verified.
• Chapter 6: Chapter six contains all the new results obtained with the LiGHT
code. Four different cases are analysed and presented in individual sections. Each
of these sections is briefly described next.
– Section 6.1: linear local and BiGlobal nonmodal stability analysis is pre-
sented on the hypersonic flow over an aspect ratio two elliptic cone model.
Two different altitudes, namely 21 km and 33 km, are investigated.
– Section 6.2: Modal and nonmodal global stability analysis was performed
in the hypersonic flow ahead of the windward face of a circular cylinder.
– Section 6.3: To investigate the shock boundary-layer interaction (SBLI)
role in the global mode, a modal and nonmodal linear stability analysis has
been carried out in the supersonic flow over a 10◦ compression ramp.
– Section 6.4: The local linear stability analysis of the hypersonic flow over
a semi-infinite flat-pate is investigated using Direct Simulation Monte Carlo
(DSMC) to generate a steady base flow.
• Chapter 7: A summary of the thesis is presented together with ideas for future
(or immediate) work.
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A system is considered stable when it is immune to small disturbances such that,
when perturbed, it returns to its original state. In other words, when a system is
perturbed away from, but still remains close to its state of equilibrium, it eventually
returns to the equilibrium state after enough time has passed. If the disturbance
tends to zero, the system is called asymptotically stable. If the disturbance grows, the
system is unstable. Finally, if the disturbance neither increases or decreases, the system
is defined as neutrally stable. The first concepts and observations of the instability
phenomenon in fluid flows were reported by Helmholtz (1868), Thomson (1871) , Kelvin
(1871) and concerned inviscid disturbances in incompressible shear flows. When two
viscous layers are in relative motion to each other, they will generate shear between
them. The associated vorticity causes the fluid in each layer to mix, and the flow
becomes highly unstable. Disturbances often grow large enough to generate vortical
structures in a process known as Kelvin-Helmholtz instability. Lord Rayleigh (1878,
1880) considered the role of inviscid disturbances in two-dimensional flows. One of the
most important results of this period was Rayleigh’s theorem on the role of inflexion
points as a necessary condition for the onset of inviscid instabilities. A review of the
early inviscid and viscous instability theory can be found in Drazin and Reid (1981).
One of the most famous experiments in fluid mechanics was also performed in the 19th
century by Reynolds (1883). It was the first laminar-turbulent transition experiment
reported and marks the beginning of a methodical and now abundant study of stability
of viscous shear flows. Lord Rayleigh (1878, 1880) first suggested the existence of
sinusoidal disturbances prior to the transition in a boundary layer flow. Reynolds’
experiment motivated the independent theoretical investigations of Orr (1907) and
Sommerfeld (1908), who studied the evolution of infinitesimal disturbances upon a
steady, parallel flow. Contrary to the understanding at the time, Tollmien (1929)
and Schlichting (1932) independently showed that viscosity could have destabilising
effects. They computed viscous instabilities in the two-dimensional incompressible flat
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plate boundary layer by solving the Orr-Sommerfeld equation and found that these
instabilities take the form of travelling waves. These waves are now known as Tollmien-
Schlichting (TS) waves. Squire (1933) introduced a transformation showing that for
incompressible two-dimensional shear flows, there exists a two-dimensional disturbances
more dangerous than the three-dimensional. Squire’s theorem can be used to limit the
analysis to two-dimensional disturbances. Schubauer and Skramstad (1947) in their
famous experiment during the Second World War confirmed the sinusoidal disturbances
in the flat-plate boundary layer. They quantified characteristics of the TS waves and
found that these disturbances break down into turbulent spots leading to turbulence.
Figure 1.1 compares the experimental results of Schubauer and Skramstad (1947) with
the analytic solutions obtained by Tollmien (1929) and Schlichting (1932) in a neutral
stability curve, splitting the regions of stable and unstable flow.
Figure 1.1: Comparison between analytic solutions of the Orr-Sommerfeld equations
calculated by Tollmien (1929) and Schlichting (1932) with the measured experimental
results of Schubauer and Skramstad (1947).
In the initial stage of transition, exponential growth of TS waves can be predicted
by linear stability theory. After that, a secondary instability (more details shortly)
develops and is responsible for the appearance of vortical structures that will eventually
form the turbulent spots. However, since the distance between the region where the
linear theory holds and the actual breakdown to turbulence happens can be short,
most practical transition prediction methods are based on linear stability theory. The
amplitude of the most unstable perturbation propagating downstream is amplified, and
a total growth rate can be determined. The envelope of all unstable modes at different
frequencies is the basis of the so-called N-factor, transition prediction method still
largely in use in industry. This envelope was used by Van Ingen (1956) and Smith and
Gamberoni (1956) to define the onset of the transition and is known as the eN method.
In incompressible flows, N-factors between 9 to 10 are typical values for TS waves and
4 to 5 for crossflow modes.
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Lees and Lin (1946) and Lees (1947) considered the effects of compressibility and de-
rived a generalisation of Rayleigh’s theorem of inflexion point. The so-called generalised
inflexion point shows that inviscid instability increases with Mach number as the gen-
eralised inflexion point moves away from the wall. On the other hand, viscosity has a
stabilising effect on two-dimensional waves. Furthermore, they first reported that wall
cooling has a stabilising effect on the two-dimensional compressible boundary layer flow.
Laufer and Vrebalovich (1960) experimentally showed instability modes in a supersonic
laminar boundary layer. These authors showed that the adiabatic compressible bound-
ary layer at Ma < 2.2 is more stable than its incompressible counterpart. Kendall
(1975) and later Kosinov et al. (1990) experimentally found evidence of the possible
existence of high-frequency modes in high-speed boundary layers. Mack (1965, 1969,
1976, 1984, 1987) confirmed Lees (1947) theorem of generalised inflexion point that
inviscid instability increases with Mach number and that viscous instability eventually
disappears for Ma > 3. He found different instability scenarios as the Mach number
increases. First, for subsonic flows, two-dimensional waves are the most unstable, in
line with Squire’s theorem (Squire 1933). In the lower supersonic regime, however,
oblique waves (three-dimensional TS waves) are more unstable. Finally, probably the
most important result obtained by Mack was to numerically unravel the existence of a
dominant unstable high-frequency mode at Ma > 4. This mode is a two-dimensional
wave, commonly referred to in the literature as Mack mode and is more unstable than
the first TS mode; see Fedorov (2011) for a further discussion. Furthermore, Mack
numerically confirmed that cooling the wall stabilises the first mode, in agreement with
Lees (1947), but destabilises the second Mack mode. In other words, cooling the wall
will destabilise the boundary layer at high-speed flows. These findings were experimen-
tally confirmed by Lysenko and Maslov (1984) and validated through direct numerical
simulation (DNS), e.g. by Erlebacher and Hussaini (1990).
Most of the high-speed boundary layer problems considered in the literature at this
time neglected the presence of a shock in the stability calculations (Mack 1984, 1987,
Gasperas 1987, Macaraeg and Streett 1988, Malik 1989, Balakumar and Reed 1991,
Balakumar and Malik 1992). The first theoretical investigation of the interaction of
a shock with linear perturbations was published by Ribner (1954) and McKenzie and
Westphal (1968) and later applied by Anyiwo and Bushnell (1982) in the context of
amplifying turbulence. They confirmed Kovasznay (1953) findings that free-stream
disturbances can interact with the shock and generate acoustic, entropy or vorticity
modes. This interaction was later confirmed in a multitude of DNS simulations includ-
ing Zang et al. (1984). Kumar et al. (1989) found that the shock can be unstable to
perturbations travelling normal to the shock when the tangential flow is subsonic. The
first study of the interaction between the shock with the boundary layer was performed
by Petrov (1985). He employed linearised Rankine-Hugoniot conditions as boundary
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conditions at the shock. This procedure was applied to wedges and cones in the work of
Chang et al. (1990). They found that when the shock is located close to the boundary
layer edge, it can stabilise the first and second modes. Moreover, they did not find
a relationship between the shock and the Mack mode, seen as the dominant mode at
hypersonic speeds in experiments (Fischer and Weinstein 1972, Schneider 2004). Their
analysis, however, did not resolve the shock but modelled it as a boundary condition.
Malik and Anderson (1991) investigated real gas effects, adding chemical reaction to
the base flow and gas property variations. They found that real gas effects stabilise the
TS waves and destabilise the second Mack mode at high Mach numbers (Ma > 10) and
showed that the frequency of the unstable Mack mode decreases. Stuckert and Reed
(1994) analysed the stability of a 10 degrees half-angle cone considering equilibrium,
non-equilibrium and ideal gas flows. They used shock fitting methods for the base
flow calculation and linearised Rankine-Hugoniot boundary conditions for the stability
analysis. They also found that, contrary to ideal gas flows, the second Mack mode is
shifted to lower frequencies if either equilibrium or non-equilibrium is considered. They
explained this shift due to “the increase in the size of the region of relative supersonic
flow due to the lower speeds of sound in the relatively cooler boundary layers”. More
recently, Miró Miró et al. (2019) and Miró Miró and Pinna (2020) considered the ef-
fects of high-enthalpy models, ionisation and dissociation in the second Mack mode.
They found that ionisation has a stabilising impact, whereas dissociation destabilises
the Mack mode. Moreover, they attribute the appearance of an unstable supersonic
mode to the effects of high-enthalpy, opposite to wall cooling. They also used Rankine-
Hugoniot boundary conditions but claimed that little effect was noticed in the ultimate
N-Factor.
All the aforementioned results for high Mach number flows considered the continuum
approach. However, the internal shock layer structure (which is inaccessible to the
Navier-Stokes equations) and its potential effect on boundary layer stability were either
neglected or modelled through the boundary conditions. It would thus appear natural
to apply kinetic theory methods to address linear flow instability. The use of particle-
method based linear stability analysis was pioneered by Pérez et al. (2017). They
applied the Lattice Boltzmann Method (LBM) to analyse incompressible flows and
showed excellent agreement with known results in a multitude of flow configurations.
However, they found that certain LBM discretization approaches can introduce spurious
modes in the eigenspectrum. Very recently, Klothakis et al. (2021) performed a linear
stability analysis in a compressible boundary layer using Direct Simulation Monte Carlo
(DSMC) method to compute the compressible boundary layer base flow. These authors
also disturbed the flow imposing a transversal pulsating jet on the wall and showed that
the perturbations in the shock have similar wavelengths as the ones in the boundary
layer. This topic will be further discussed in section 5.1 of this thesis.
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Secondary instability
In a boundary layer flow, only the initial stage of transition is governed by primary
linear stability theory. The precursor of transition to turbulence is given by secondary
instability. Figure 1.2 shows the path to turbulence on a flat plate, from the excitation
of primary and secondary instabilities to the ultimate breakdown to turbulence. This
new scenario was investigated almost simultaneously in the theoretical work of Herbert
(1984a,b, 1988), the experimental work of Kachanov and Levchenko (1984), Kachanov
(1994), Saric and Thomas (1984) and DNS (Kleiser and Schumann 1984, Gottlieb et al.
1984, Henningson et al. 1993). When the most unstable mode of primary instability
grows in amplitude (when the TS waves reach an amplitude of approximately 1% of the
free-stream velocity (Klebanoff et al. 1962), it may modify the base flow to a new steady
state. This new baseflow can be unstable to exponentially small disturbances, partic-
ularly three-dimensional waves in the boundary layer (Herbert 1988). Since the new
formulation will involve equations with periodic coefficients, Floquet theory analyses
this newly modified state. Physically, secondary instabilities represent lambda-shaped
vortices formed during the late stages of transition near the boundary layer edge. In
this matter, three classes of linear secondary instabilities have been identified experi-
mentally by Kachanov and Levchenko (1984) and Saric and Thomas (1984).
Figure 1.2: Boundary-layer transition on a flat plate (Kloker 2008).
The first one is fundamental instability/resonance, also referred to as K-type instability,
due to the experimental work of Klebanoff et al. (1962). In this case, the secondary
waves have the exact streamwise wavenumber as the primary waves and are aligned
with each other. The second one is subharmonic resonance also known as H-type
instability (H- for Herbert (1988)). In this case, the streamwise wavenumber of the
secondary instability is twice the primary and forms a staggered vortices pattern. DNS
simulations performed by Spalart and Yang (1987) showed that the H-type instability is
the most unstable secondary instability in an incompressible boundary layer. However,
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in experiments, K-type is often seen in many cases where theoretically, H-type should
prevail. This is explained due to low amplitudes streamwise vorticity in the background
flow (Schmid and Henningson 2001). The third class is referred to as O-type instability
(O- from oblique breakdown) and was discovered by Thumm (1991), Fasel et al. (1993).
This breakdown starts from the nonlinear interaction of two oblique instability waves
with equal wave angles but in opposite directions.
At higher speeds, Erlebacher and Hussaini (1990) numerically investigated the com-
pressible boundary layer at Ma = 4.5 using DNS. They found that an interaction
between a two-dimensional and an oblique wave triggers secondary instability. This
instability was found to have similarities with the K-type breakdown seen in the in-
compressible counterpart. However, they found that even when high amplitude distur-
bances are applied to the compressible flow, the incompressible boundary layer is still
more unstable. Ng and Erlebacher (1992) studied secondary instability of low-speed
and high-speed flows up to Ma = 4.5. At the supersonic Mach number, they found
that secondary instability is stronger for the primary Mack mode than the primary TS
mode. Moreover, the dominant instabilities are associated with the subharmonic and
the combination resonance modes. Overall, increasing the Mach number minimises the
subharmonic growth rate (Masad and Nayfeh 1990, 1991, Ng and Erlebacher 1992).
In the compressible boundary layer, at lower supersonic speeds, Kosinov et al. (1990),
Fasel et al. (1993), Sandham and Adams (1993) found that primary instabilities can
be responsible for the laminar-turbulent transition. If nonlinear interactions of oblique
waves are strong enough, they can directly break down into turbulence. In this case,
no secondary instability is necessary. Sandham et al. (1995) found that the reason for
this behaviour was nonlinear interactions of primary three-dimensional disturbances
generate vortices in the streamwise direction with high shear layer. This layer will roll
up and produce more vortices, eventually breaking down into turbulence. The onset
of turbulence in a compressible boundary layer at Ma = 4.5 was studied by Adams
and Kleiser (1996) using DNS. A subharmonic secondary instability appeared by su-
perimposing a Mack mode with some white noise on the laminar base flow, as predicted
by the secondary stability theory. The transition process starts from the formation of
lambda-vortices near the critical layer generated from oblique subharmonic instabili-
ties. Two different transition scenarios were documented. In the first case, a Y-shaped
shear layer breaks up to create new vortices located above the sonic layer. The second
phase is located above the boundary layer edge and is similar to the incompressible
case, where the lambda-vortices peaks mainly at peak planes. This transition pattern
is not observed in the low Mach number flows.
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Non-local instability
Early linear stability studies of a boundary layer over concave surfaces (Görtler 1955)
were investigated under the parallel flow approximation. Local primary stability the-
ory, using this assumption does not account for the growth of the boundary layer in
the streamwise direction. In order to consider non-parallel effects, Hall (1983) first
introduced the idea to solve parabolic evolution equations for steady Görtler vortices.
He argued that marching techniques are the only mathematically consistant approach
since parallel approximations are only valid for the limit when the spanwise wave num-
ber is larger than unity. When a boundary layer is formed over a curved wall, the
flow is subject to a centrifugal type of instability, resulting in streamwise align periodic
counter-rotating vortices, known as Görtler vortices (Görtler 1941). These instabilities
are inviscid in nature and arise from the disequilibrium between the normal pressure
gradient and the centrifugal force (Rayleigh 1917). They can be active in either two-
or three-dimensional boundary layers (Saric 1994). Herbert and Bertolotti (1987),
Bertolotti et al. (1992), Simen (1992) independently developed the idea of Hall for
the flat plate boundary layer and general non-parallel flows, and named the approach
Parabolised Stability Equations (PSE). In the PSE, the flow is assumed to slowly vary
in the streamwise direction and the base flow wall-normal velocity component is in-
cluded in the analysis, accounting for the boundary layer growth. By initialising the
initial value problem (IVP) with an initial condition given by the dominant local mode,
the solution will converge to the respective nonlocal solution. This is accomplished by
an auxiliary condition which forces the solution to converge to the least stable or most
unstable mode. Further details of this method can be found in Bertolotti (1991), Her-
bert (1994, 1997). Due to a pressure gradient in the streamwise direction, the PSE
equations are still elliptic. Therefore, when the marching step is too small, the solution
will diverge. Lin and Malik (1995) showed that this issue could be addressed without
loss in the solution for moderate values of wave-number by dropping out the streamwise
pressure gradient term. Nevertheless, a still important aspect of the PSE is choosing
an appropriate initial amplitude of the disturbances. Airiau and Casalis (1994) studied
different possibilities in their review paper. Direct numerical simulations have been
used to understand flow instabilities, including non-parallel / non-linear effects and to
confirm and validate linear stability tools. Fasel (1976) and Kleiser and Zang (1991)
investigated the incompressible boundary layer and successfully recovered linear sta-
bility results using DNS. Bertolotti et al. (1992) investigated the linear and non-linear
evolution of TS waves. The results obtained from PSE and DNS were in excellent
agreement. Berlin (1998) compared non-local PSE and DNS results by recovering neu-
tral stability curves. Figure 1.3 presents the excellent agreement found between both
curves. Moreover, both curves agree well with the experimental results of Kligmann
et al. (1993).
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Figure 1.3: Neutral stability curves (Juniper et al. 2014) comparing non-local results
with DNS calculations (Berlin 1998) and experimental data (Kligmann et al. 1993).
The discussion so far has been focused on two-dimensional boundary layers. When a
three-dimensional boundary layer exists, the mean profile can be decomposed into the
Cartesian frame of reference. In the direction of the external streamline, x, and in the
direction normal to the streamline, z. The latter is called crossflow velocity profile and
it is depicted in figure 1.4. Since this profile has an inflexion point, inviscid instabilities
can exist. They are known as crossflow vortices (Gregory et al. 1955). Reed and Saric
(1989) and Saric et al. (2003) present an extensive review on this topic.
Figure 1.4: Three-dimensional boundary layer profile. The crossflow component has an
inflexion point (Saric et al. 2003).
Bippes (1990), Bippes and Nitschke-Kowsky (1990) experimentally studied two differ-
ent types of crossflow vortices, travelling and stationary; whereas the former is ex-
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cited by high external turbulent levels, the latter is caused by micron-sized roughness.
The stationary crossflow vortices usually are weak; however, the normal and span-
wise velocity disturbances can modify the streamwise velocity profile. Furthermore, a
favourable pressure gradient is known to destabilise crossflow vortices (and stabilises
the TS waves). Haynes and Reed (2000) studied a crossflow dominated case employing
Non-linear Parabolised Stability Equations (NPSE). They showed that the linear sta-
bility theory does not correctly predict what is seen from experiments (Reibert et al.
1996) in the case of a strongly favourable pressure gradient and NPSE needs to be em-
ployed. On the other hand, if the favourable pressure gradient is weak, the linear theory
predicts well, and it is not necessary to include the complicated effects of nonlinearity
in the analysis.
Global stability theory
The assumption of independence/weak dependence of the base flow on two or three
spatial coordinates may be relaxed and global instability analysis can be performed.
Before addressing the multidimensional stability analysis, it is essential to clarify the
terminology related to the word “global”. In the local primary and secondary sta-
bility theory, two different types of instabilities have been documented: convective
and absolute. The concepts of both instabilities have been explained by Huerre and
Monkewitz (1985) and Huerre and Monkewitz (1990). This type of instabilities can
be mathematically distinguished by the Briggs-Bers criterion (Briggs 1964) and will be
mathematically explained in detail in the next chapter. From a physical point of view,
one must analyse the flow response to an impulse. Figure 1.5 presents the three possible
response; if the impulse decays in every direction in space and time, the flow is stable
(fig. 1.5a). If this impulse grows as it is convected downstream but disappears from
a fixed position in space as time evolves, the flow is classified as convectively unstable
(fig. 1.5b). Finally, if the impulse grows in both upstream and downstream directions,
contaminating the whole flow at every point in time and space, the flow is classified as
absolute unstable (fig. 1.5c).
Figure 1.5: Schematic of the three types of instability adapted from Huerre and Monke-
witz (1990): (a) stable flow. (b) convectively unstable flow. (c) absolute unstable
unstable flow.
9
In the work of Chomaz et al. (1988), the definition of the word “global” comes from the
analysis of absolute instabilities in weakly non parallel flows (Chomaz 2005). On the
other hand, Theofilis (2003) proposed the terms BiGlobal and TriGlobal analysis to de-
scribe linear instabilities in two- and three-dimensional inhomogeneous flow directions.
In what follows, the terminology proposed by Theofilis (2003) is used.
Global stability results
In the last two decades, global instability results have been obtained in a series of
configurations that were previously inaccessible to either local or PSE analysis. In the
global analysis of separated laminar boundary layer flow (Theofilis et al. 2000, Theofilis
2003, Rodŕıguez and Theofilis 2010, 2011), new physics were also discovered when
considering the separated flow region as an essentially nonparallel, three-dimensional
spanwise homogeneous flowfield. It was demonstrated that, beyond a certain level of
flow recirculation in the bubble, the laminar separation zone could become self-excited
and amplify stationary, spanwise periodic three-dimensional perturbations, a behaviour
of the separation zone known as an oscillator. Furthermore, corner and backsteps
geometries (Barkley et al, 2002), lid-driven (Theofilis 2000a, Albensoeder et al. 2001,
Theofilis, Duck and Owen 2004, González et al. 2007a) and open cavities (Sipp and
Lebedev 2007, De Vicente et al. 2014, Meseguer-Garrido et al. 2014), Attachment-
line flows (Lin and Malik 1995, 1996, Theofilis et al. 2003), the flowfield around entire
airfoils and low-pressure turbine cascades (Kitsios et al. 2009, Abdessemed, Sherwin and
Theofilis 2009) are some examples within a spanwise homogeneous flow approximation
and a BiGlobal linear modal analysis framework.
In compressible flows, some examples of the application of modal BiGlobal stability
analysis in the literature are in the flow over a swept leading edge (Theofilis, Fedorov
and Collis 2004, Li and Choudhari 2008, Mack and Schmid 2010, Li and Choudhari
2011, Gennaro et al. 2011, 2013), open cavities Theofilis and Colonius (2004), Bres
and Colonius (2008), turbulent separation bubble (Touber and Sandham 2009) or in
the more recent work of Choudhari, Chang, Jentink, Li, Berger, Candler and Kimmel
(2009), Paredes and Theofilis (2015), Paredes et al. (2016) on the hypersonic flow over
the HiFIRE-5 elliptic cone model, Nichols et al. (2017) in the shock/boundary layer
interaction and Timme (2020) on the onset of shock-buffet on wings. The first modal
global linear instability analysis of interest to shock-induced separation has been the
two-dimensional global mode analyses of Crouch et al. (2007, 2009). They monitored
the separated flow over an airfoil at transonic conditions. These authors’ results could
successfully associate the buffeting phenomenon observed on airfoils with the frequency
of the most-amplified two-dimensional global mode of the underlying turbulent mean
flow. The latter obtained by solution of the Reynolds Averaged Navier Stokes equations.
On the other hand, the work of Robinet (2007) has been the first documented global
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linear instability analysis of a separation bubble generated by shock wave / laminar
boundary layer interaction. It was asserted that the analogue of the stationary three-
dimensional global mode discovered by Theofilis et al. (2000) in incompressible flow is
also the most amplified instability at the supersonic conditions examined. An analogous
result regarding the existence of self-excited stationary three-dimensional eigenmodes
has been obtained in the recent work of Nichols et al. (2017), who analysed a mean
turbulent bubble instead of a steady laminar separation bubble.
The PSE-3D approach extends the classic PSE to deal with global instability analysis
of flows that depend strongly on two and weakly on the third spatial direction. It can
be seen as the step to take between the two classes of spanwise homogeneous and fully
inhomogeneous three-dimensional flows. The boundary layer flow in the wake behind an
elliptic wing (He et al. 2017) and in the wake of an isolated roughness element (De Tullio
et al. 2013) and (Paredes et al. 2016) are examples of incompressible, supersonic and
hypersonic applications of the capacity of the PSE-3D. The methodology can recover
results otherwise only accessible to spatial direct numerical simulation at orders of
magnitude higher level of computational effort. More details about instability and
receptivity analysis behind roughness-induced wakes can be found in Choudhari, Li and
Edwards (2009), Choudhari et al. (2010, 2013), Duan and Choudhari (2012), De Tullio
(2013), De Tullio et al. (2013), Iyer and Mahesh (2013), De Tullio and Sandham (2015),
Paredes et al. (2015), Montero and Pinna (2020).
Flows that are fully inhomogeneous in all three spatial dimensions have also been
analysed by TriGobal linear analysis with respect to their potential to amplify small-
amplitude three-dimensional perturbations: an ellipsoid at an angle of attack (Tezuka
and Suzuki 2006), jet flow through an orifice into a crossflow (Bagheri et al. 2009), the
classic three-dimensional lid-driven cavity Leriche and Labrosse (2007), Giannetti et al.
(2009), Feldman and Gelfgat (2010), flow around a sphere (Morzyński and Thiele 2008)
or, more recently, in the shock-buffet on a finite wing (Timme 2020) are some examples
of the application of the so-called TriGlobal linear modal instability analysis. However,
performing TriGlobal stability analysis in complex geometries, even with the hardware
capabilities to date, is still a challenge. In this case, the use of reduced or low order
models based on data analysis is still necessary. The review of Taira et al. (2017) and
references therein outlines the different data-driven methods available in the literature.
Global linear stability analysis of turbulent mean flows will not be discussed in this
thesis but it is important to highlight the work of Barkley (2006), who performed a
primary linear instability analysis of mean flow around the wake of a cylinder. Sipp
and Lebedev (2007) studied the primary instability over mean flows with application
to cylinder and open cavity and Beneddine et al. (2016) provided theoretical conditions
in order to validate the use of mean flows for instability analysis.
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Figure 1.6: Examples of local, BiGlobal and TriGlobal instability theories (Theofilis
2018).
Numerical implementation
Riding on the crest of ever-increasing computing power and a wider availability of
open-source libraries for large-scale linear algebra computations, the scope of global
instability research has broadened substantially in the past two decades. The global
instability solutions can be obtained into two steps: discretisation of the linear operator
and the solution of the subsequent eigenvalue or singular value problem. Starting with
the former, the global stability operator needs first to be discretised, and the inhomoge-
neous directions can be treated independently and the same spatial discretization can
be used from the local analysis. Usually, a spectral collocation method based on Cheby-
shev Gauss-Lobatto (Orszag and Gottlieb 1980, Gottlieb et al. 1984, Zebib 1984, Canuto
et al. 1988, 2006, 2012) is used due to its high order accuracy. However, different finite
difference methods are also employed, based on Pade (Lele 1992), Dispersion-Relation-
Preserving (Tam and Webb 1993) and the high order finite difference method FD-q
(Hermanns and Hernández 2008, Paredes et al. 2013). Finite volume and finite ele-
ments methods are also employed (Jackson 1987, Dijkstra 1992, Morzynski and Thiele
1991, Morzyński and Thiele 2008, Albensoeder et al. 2001, González et al. 2007b). In
these cases, since a high number of points are necessary to converge sharp gradients,
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there is a trade-off between the efficiency of a high-order method and the flexibility of
using unstructured meshes. In order to relax this trade-off, spectral/hp-element method
(Karniadakis and Sherwin 2005) can be used (Barkley and Henderson 1996, Theofilis
et al. 2002). Numerical methods to the solution of the discretised global instability
operator have matured in both of this analysis’s two major flavours: matrix-forming
and time-stepping, to be discussed next. In the matrix-forming approach, the discre-
tised eigenvalue problem can be solved using the well-known QZ algorithm (Golub and
van Loan 1996) available in the open-source linear algebra library LAPACK. However,
the “full” computation of the eigenspectrum scales with O(N2), O(N4) and O(N6)
in terms of memory required for one-,two- and three-dimensional EVP, respectively (N
being the leading dimension of the problem). This “full” computation is also referenced
as “global eigenvalue problem solution” in the local primary stability work of Malik and
Orszag (1987). Although this can be feasible for local stability problems, this is not
appropriate for multi-dimensional calculations. In this context, iterative algorithms can
be used to retrieve the leading eigenvalues, drastically reducing hardware requirements.
The Arnoldi algorithm (Arnoldi 1951, Saad 1980) based on Krylov subspace is widely
used (see Theofilis (2003, 2011)) in the global stability calculations, and it will be math-
ematically described in section 3. Massively parallel solutions have been employed to
enable the usage of high-order spectral collocation methods (Rodŕıguez and Theofilis
2009, Quintanilha Jr et al. 2017) in the discretisation of multidimensional EVP. A
different approach was presented by Crouch et al. (2007) using sparse direct solvers,
exploiting the spasticity patterns when using finite difference methods. This concept
was expanded by Paredes et al. (2013), who employed a high order finite difference
method based on FD-q and showed that sparse linear algebra could be used with-
out significant loss in accuracy. The matrix-forming approach has many advantages,
like simplicity and flexibility. The operator can be formed and extended to include new
regimes (incompressible to hypersonic) or even new physics (non-Newtonian flows) with
relative simplicity and no change in the algorithm. The trade-off is the need to store
and operate large matrices, which can increase with dimensionality, grid refinement
and additional equations (as in including real gas effects).
When this storing the matrix is not a viable option, the time-stepping approach can
be employed (Eriksson and Rizzi 1985, Edwards et al. 1994, Chiba 1998, Tezuka and
Suzuki 2006, Barkley et al. 2008, Mack et al. 2008, Gomez et al. 2014). The key idea is
to emulate the inverse operator without forming or inverting the matrix. No memory
restrictions are present since the method is based on the DNS code used to generate
steady states. The downside of time-stepping is requirement of a validates solver ap-
propriated for the (incompressible, compressible, hypersonic) flow change studied. The
flexibility given by the matrix-forming approach is wholly lost. Moreover, the time
integration length is unknown. Implementation details the time-stepping method can
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be found in the work of Gómez et al. (2012).
Nonmodal linear stability analysis
Transient growth
Laminar-turbulent transition research has traditionally sought to identify exponentially
amplifying in the limit of asymptotically large time small-amplitude perturbations, that
potentially lead a laminar flow to break down to turbulence through linear instability
mechanisms. This so-called modal linear instability scenario (Lin 1955) can explain
classic laminar flow instability mechanisms, such as TS waves and crossflow vortices in
the boundary layers. In this context, the objective is the identification of a minimum
critical parameter, such as the flow Reynolds number in a boundary layer, rotation
rate in Taylor-Couette flow, or Rayleigh number in the classic Rayleigh-Bernard con-
vection, beyond which a specific initial small-amplitude perturbation grows exponen-
tially in time and/or space. This minimum value of the critical parameter is calculated
via an eigenvalue decomposition of the linearised operator, which describes the time-
or space-evolution of small amplitude perturbations superposed upon a given flow.
The associated eigenvalues dictate the perturbation behaviour, namely exponentially
growing or decaying flow instabilities at asymptotically large time. The linear modal
theory is shown to deliver accurate predictions in several flow paradigms, such as the
Rayleigh-Bernard convection, where a critical Rayleigh number of Ra = 1708 is pre-
dicted. Consistently, experiments show Ra = 1710, confirming the modal analysis’s
ability to predict flow instability physics correctly. However, the linear modal theory
has also produced glaring failures, starting with the Reynolds (1883) experiment. The
theoretically predicted flow stability for all Reynolds numbers starkly contrasts with
experimental reality, which shows a transition to turbulent flow at Reynolds numbers
Re = O(2000). Incomplete predictions are also delivered by the solution of the famous
Orr-Sommerfeld equation for plane channel flow, where again experimental evidence of
transition at Reynolds number Re = O(1500) cannot be matched by the theoretical
prediction of modal analysis, Re = 5772 or in one of the first applications of global
linear theory to the rectangular duct (Tatsumi and Yoshimura 1990). These discrep-
ancies have been attributed to the linearisation of the governing equations within a
modal context. Hence, in flows where the primary and secondary stability theories do
not hold, the transition was understood to be triggered directly from nonlinearities.
However, the possibility of transient perturbations achieving substantial growth of en-
ergy before decaying was already suggested by Orr (1907). The so-called Orr mecha-
nism (fig. 1.7a), also called Reynolds stress mechanism by Butler and Farrell (1992),
is one of the mechanisms responsible for bypassing modal transition. The structures
tilted against the shear by the disturbances will rise to an upright position due to the
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Reynolds stress, extracting energy from the mean shear. The disturbances then begin
to lose energy to the mean shear until they are aligned with the base flow. More details
can be found in Lucas (2014).
(a)
(b)
Figure 1.7: Sketch of (a) the Orr (Reynolds stress) mechanism, (b) the lift-up effect
(Lucas 2014).
Another mechanism is the so-called lift-up effect (fig. 1.7b), first discovered by Landahl
(1975, 1980) in the context of inviscid and incompressible flows without an inflexion
point. Ellingsen and Palm (1975) showed that by introducing a small amplitude longitu-
dinal vortex in a shear flow, alternating low and high speed streamwise align structures,
also known as streaks, can grow algebraically at short time. The shear layer will lift-up
low momentum flow from the plate due to the interaction with the longitudinal vortices.
The streaks generated from this effect have been seen in experimental investigations
when free-stream disturbance level is enhanced (Klebanoff et al. 1962, Klebanoff and
Tidstrom 1972, Gulyaev et al. 1989, Matsubara and Alfredsson 2001).
The mathematical explanation of the existence of transient growth and the erroneous
predictions of modal analysis lies in the fact that the operator describing the linearised
Navier-Stokes equations is non-normal. Several of its eigenvectors are nearly parallel,
and the condition number of the matrix that discretises this operator is (extremely)
large. Amplification of infinitesimal disturbances is possible even if the eigenvalues of a
linear system are found to be stable, the reason being that, when the eigenvectors of the
system are not orthogonal to each other, growth of their resultant magnitude can occur
over short time horizons, even though the eigenvalues are stable and the eigenvectors
are decaying in time. This procedure can be better understood in the example shown in
figure 1.8. Operators exhibiting a set of non-orthogonal eigenvectors are referred to as
non-normal operators (Trefethen et al. 1993, Trefethen 1997, Schmid and Henningson
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2001), and the associated short-time horizon algebraic growth is referred to as nonmodal
or transient growth.
Figure 1.8: Example of two non-normal vectors (φ1 and φ2) and its difference (vector
f). The superposition of non-orthogonal eigenvectors can generate a initial growth in
the norm of the disturbance (Schmid 2007).
In a local analysis framework, the incompressible boundary layer has been widely in-
vestigated (Hultgren and Gustavsson 1981, Boberg and Brosa 1988, Butler and Farrell
1992, Schmid and Henningson 1994, Reddy and Henningson 1993, Henningson et al.
1993). Butler and Farrell (1992) and Reddy and Henningson (1993) discovered a scal-
ing of the transient growth for small wavenumbers as a function of Re. While the time
of the maximum transient growth scales with Re, the maximum value of the energy
gain scales with Re2. They theoretically confirmed that the optimal transient growth
appears for streamwise aligned structures. Corbett and Bottaro (2001), Andersson
et al. (1999, 2001), Luchini (2000) introduced the calculation of transient growth using
temporal and spatial optimisation techniques to solve the direct-adjoint equations it-
eratively. This optimisation approach is detailed in the review of Luchini and Bottaro
(2014). Cossu et al. (2000) studied spatial transient growth for concave walls. Overall,
the effect of curvature is to increase the perturbation spatially downstream. Tumin and
Reshotko (2001) calculated spatial transient growth and showed that optimal transient
growth is associated with steady streamwise aligned vortices. Corbett and Bottaro
(2001) first pointed out the intimate relationship between the structures at short and
long time in a three-dimensional boundary layer. They found that nonmodal stability
is responsible for the initial amplification of modal perturbations. Cossu and Brandt
(2002) found that finite amplitude optimal streaks can be used to stabilise TS waves,
motivating the work of Fransson et al. (2005), Carpenter et al. (2008). Pralits et al.
(2007) developed two different methods to calculate optimal conditions in a spatial
framework based on tracking a single-mode and in the PSE. In the latter, an advantage
is taken in the fact that in three-dimensional boundary layers, the perturbations usually
are pointing in the same direction as the external streamline. However, since this is not
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entirely true, errors in the energy gain can be computed when marching the equations
over long distances. Byström et al. (2007) also pointed out that optimal conditions can
initialise modal instabilities, showing the close relation between modal and nonmodal
in three-dimensional flows. Transient growth analysis has also been used in turbulent
boundary layer (Cossu et al. 2009), where the optimal conditions are associated with
streamwise aligned vortices. Tempelmann et al. (2010) investigated the spatial tran-
sient growth in a Falkner-Skan-Cooke (FSC) boundary layer subject to adverse and
favourable pressure gradients. They found that, contrary to the two-dimensional case,
the optimal condition in the three-dimensional boundary layer is associated with both
Orr mechanisms and the lift-up effect. Overall, adverse pressure gradient has a desta-
bilising impact on transient growth, as already pointed out by Corbett and Bottaro
(2001). They also confirmed that transient growth is converted to modal instabilities
in the form of crossflow vortices in a three-dimensional boundary layer.
Comparatively, fewer nonmodal instability analyses have been performed in compress-
ible flow. Following work in the incompressible flat plate boundary layer, temporal
transient growth analyses of the compressible boundary layer were performed by Hanifi
et al. (1996). They observed this flow’s potential to sustain the algebraic growth of
streamwise aligned perturbations at conditions subcritical to the exponential amplifica-
tion of Tollmien-Schlichting or crossflow disturbances. Moreover, they found the same
Re2 scaling for the maximum transient growth as in the incompressible counterpart.
Compressibility was found to be responsible to enhance transient growth (Farrell and
Ioannou 2000). Zuccher et al. (2006) found that, for the high-speed flow over a sphere,
wall cooling has a destabilising effect on the energy growth at short time. Tempelmann
et al. (2012) considered the effects of compressibility and wall curvature in the FSC
boundary layer. They found that they both have a destabilising effect on transient
growth.
The formation of turbulent spots generated by nonmodal mechanisms and preceding
the ultimate breakdown to turbulence was detailed in DNS work of Krishnan and
Sandham (2006a,b). These authors found that the structures of the turbulent spots
are characterised by both hairpins as well as streamwise vortices. Moreover, they
concluded that the turbulent spots’ lateral spreading decreases substantially when the
Mach number increases. Wang and Zhong (2008) calculated the influence of transient
growth in a boundary layer with surface roughness. They found only a weak relationship
between them. Roughness induced elements can be responsible for an early transition
that can be associated with transient growth. Recently, the Space Shuttle Endeavour
experienced asymmetric transition during reentry caused by isolated roughness near the
nose (Horvath et al. 2012). This early transition agreed with the experimental results
performed at high speeds (Corke et al. 1986, Fujii 2006, Schneider 2008a,b, Borg and
Schneider 2008). Reshotko (2001) linked the transition induced by roughness elements
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to transient growth in incompressible boundary layers. However, experimental results
showed that the transient growth does not match the theoretical calculations (White
2002, White et al. 2005, Downs et al. 2008).
The majority of transient growth work has been performed in a local analysis frame-
work, considering flows with two homogeneous spatial directions. However, global
linear theory also permits the monitoring of nonmodal disturbances. This was per-
formed in the flow inside an S-shaped rounded-corner duct (Marquet et al. 2008), on
an induced separation on a flare plate Ehrenstein and Gallaire (2008), a rounded-
corner open-cavity (Arkevik et al. 2007), the flow over a two-dimensional rectangular
backwards-facing-step (Blackburn, Barkley and Sherwin 2008) and in pulsatile stenotic
flows (Blackburn, Sherwin and Barkley 2008), where Gmax = O(10) when laminar
separation is present. In the latter, transient growth was expected to be the physi-
cal mechanism responsible for the transition since the three-dimensional global modes
recovered by the DNS of Barkley et al. (2002) could only be seen intrinsically in ex-
periments through careful observation (Beaudoin et al. 2004). They found evidence
that strong transient growth exists under subcritical modal conditions. Abdessemed,
Sharma, Sherwin and Theofilis (2009) found the same evidence in the incompressible
flow around a circular cylinder. Moreover, they relate the initial optimal condition to
saturate into the von-Karman street vortex. Strong transient growth was also observed
in the analysis of the flow through a sudden expansion in a circular pipe (Cantwell
et al. 2010) and in the modally stable flow past a Low-Pressure Turbine (LPT) cas-
cade (Sharma et al. 2011). Their investigation pointed out that nonmodal instabilities
can be the responsible mechanism leading to transition. About the same time, global
nonmodal stability has also been applied on a duct of square cross-section where the
flow is linearly stable for all ranges of Reynolds number (Biau et al. 2008, Biau and
Bottaro 2009, Boiko et al. 2010). Recent work has considered the stability of flow
over stalled airfoils and has also demonstrated this flow’s potential to sustain strong
nonmodal instability, besides the previously known travelling Kelvin-Helmholtz and
stationary global mode paths to transition (He et al. 2017). Finally, Paredes et al.
(2017, 2018) studied the blunt-body paradox. This phenomenon is observed on high-
speed spherical forebodies that are asymptotically stable due to the strongly favourable
pressure gradient and its convex curvature. However, transition has been observed in
many different experiments (Murphy and Rubesin 1966, Hollis 2010, Reshotko et al.
2016). A linear PSE procedure was used (Pralits et al. 2000, Tempelmann et al. 2010,
2012, Paredes et al. 2017) to investigate transient growth as the possible transitional
mechanism. They showed the importance of choosing an appropriate energy norm that
needs to be changed depending on physics. Therefore, they highlighted the need to
investigate further the optimal-growth criterion underlying the Reshotko-Tumin corre-
lation (Reshotko and Tumin 2004). They concluded that roughness-induced transition
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(De Tullio 2013) can occur upstream of the sonic line and may explain the transition
observed in experiments.
Figure 1.9: Updated roadmap to transition, adapted from Morkovin (1994) (Meersman
et al. 2018).
In summary, in boundary layer flows, the laminar-turbulent transition scenario based
on short-time (transient) algebraic growth of nonmodal perturbations, typically stream-
wise aligned streaks, is a second possible path to transition at subcritical Reynolds num-
ber, alternative to the modal scenario based on exponential amplification of Tollmien-
Schlichting waves and crossflow eigenmodes. Under certain subcritical flow conditions,
the transient growth scenario can bypass that based on modal exponential amplification,
rendering the modal decay irrelevant. In other situations, optimal perturbations usu-
ally associated with relatively large environmental disturbances growing algebraically
at early times transform into modal perturbations that eventually grow exponentially.
Nonmodal perturbations growing algebraically are known to modify the underlying
base state, which can then undergo laminar-turbulent flow transition on account of
exponentially amplifying secondary disturbances. The currently accepted ”updated
roadmap to transition”, due to Morkovin (1994) summarises these possible paths lead-
ing laminar flow to turbulence and is shown in figure 1.9. With an increased forcing
level of environmental disturbances, the path changes from left to right, i.e. from path
a to path e, accordingly. The path a corresponds to transition due to amplification of
primary instabilities, and therefore an eigenmode growth is responsible for the onset of
the laminar-turbulent transition. The disturbances are normally Tollmien-Schlichting
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(TS) waves and/or crossflow eigenmodes in three-dimensional flows. The primary in-
stabilities can interact with each other (secondary instabilities), ultimately leading to
turbulence. When the disturbance level increases, algebraic growth (transient growth)
plays a role in the transition path. Depending on the external level, modal and non-
modal can co-exist (path b) or, when high enough, transient growth will directly trigger
mode interaction, as seen in path c. In this case, the boundary layer can exhibit large
transient growth associated with streamwise aligned structures (streaks). In path d,
transient growth is high enough to bypass both primary and secondary instabilities
leading to a breakdown. Finally, in patch e, a considerable disturbance level bypasses




Linear global instability analysis
2.1 The equations of motion
The Navier-Stokes and continuity equations are the governing equations of fluid motion
of viscous and Newtonian fluid. Admitting a perfect gas and using an asterisk to
represent dimensional quantities, the equations can be written as
∂ρ∗
∂t∗






































p∗ = ρ∗RT ∗, (2.4)
where ρ∗ is the density, V∗ is the velocity vector (u, v, w)T , T ∗ is the temperature, p∗
is the pressure, µ∗ and λ∗ are the first and second coefficient of viscosity, respectively,
c∗p is the specific heat at constant pressure, k
∗ is the thermal conductivity and R is the
gas constant.
In order to non-dimensionalise the equations, the following reference values are used
• Lengths are scaled by a reference length L∗ref;
• Velocities are scaled by a reference velocity U∗ref;
• Temperature is scaled by a reference temperature T ∗ref;
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, Ec = (γ − 1)Ma2, (2.5)
where Re is the Reynolds number, Ma is the Mach number, Pr is the Prandtl number
and Ec is the Eckert number.
After substituting the reference values into the equations (2.1) to (2.4) and introducing
the dimensionless parameters from equation (2.5), the non-dimensional Navier-Stokes
and continuity equations can be written as
∂ρ
∂t
+∇.(ρV) = 0, (2.6)
∂(ρV)
∂t































σ = [µ(∇V + (∇V)T )] +∇[λ(∇.V)]
is the viscous stress tensor. The asterisks are dropped to represent dimensionless quan-
tities. The equation of state for a perfect gas with constant γ = 1.4 is also presented.
The Prandtl number Pr is chosen as constant and equals 0.72, and Stokes’ hypothesis







For standard air conditions, C = 110.4 K/T ∗ref and µ0 = 1.458 ×10−6 N s/m2. In what
follows, the thermal conductivity is calculated based on the viscosity k = µ.
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2.2 The linearised Navier-Stokes equations (LNSE)
The linearised Navier-Stokes equations (LNSE) result from the substitution of a linear
decomposition of all flow quantities, q = (ρ, u, v, w, T )T into a steady laminar base or
mean flow q̄ and a small amplitude disturbance q̃, according to
q(x, t) = q̄(x) + εq̃(x, t), with ε 1. (2.11)
The O(1) resulting equations are those governing the base state and are satisfied by
construction. The O(ε2) equations are neglected on account of smallness of the pertur-
bation amplitudes. The O(ε) equations are the LNSE, that need to be solved, either
as an eigenvalue problem (modal analysis) or as an initial value problem (nonmodal
analysis).
2.3 Local and global linear stability analysis
The decomposition (2.11) is valid irrespectively of the spatial dimensionality of the base
flow and small perturbations. The classification of Table 2.1 shows the modern linear
stability analysis concepts into Local, NonLocal and Global theories where the local,
BiGlobal and TriGlobal theories are explained in depth in what follows.
2.3.1 Local eigenvalue problem
In local analysis, as defined in Table 2.1, only one spatial direction is inhomogeneous
in both the base flow and the amplitude functions. Parallel shear flows (Schmid and
Henningson 2001, Schmidt and Rist 2011) can be analysed using this concept, in which
the velocity field comprises a streamwise and a spanwise component, both of which
are functions of the transverse spatial direction only, while the transverse/wall-normal
base flow velocity component is neglected. In axisymmetric geometries, the base flow
and amplitude functions depend only on the radial coordinate. Applying separation of
variables, the two homogeneous directions can be decomposed into the Fourier space.
The linearized equations of motion may be re-written as a system of linear ordinary
differential equations, as discussed by Mack (1984), one of which is the celebrated
Orr-Sommerfeld equation (OSE).
Mathematically, assuming x and z as the homogeneous spatial directions, such that
the base flow is only dependent on the y spatial coordinate, modal perturbations are
written as normal modes
q̃(x, y, z, t) = q̂(y) e[i (αx+βz−ωt)], (2.12)
where α = 2π/Lx and β = 2π/Lz are the wave-numbers with Lx and Lz as periodicity



































































































































































































































In the incompressible limit, the resulting system, after the Ansatz substitution (2.12)
into equations (2.6) to (2.8), can be reduced into two coupled ordinary differential equa-
tions by eliminating the pressure variable and using the definition of normal vorticity,
[(−iω + iαū)(D2yy − k2)− iαūyy −
1
Re
(D2yy − k2)]v̂ = 0, (2.13)
[(−iω + iαū)− 1
Re
(D2yy − k2)]η̂ = −iβūyv̄, (2.14)
where v̂ and η̂ stand for the wall-normal velocity and vorticity, k2 = α2 + β2 and D
represents the derivative matrix. Equation (2.13) is the Orr-Sommerfeld equation and
equation (2.14) is the Squire equation. Despite the simplicity of these equations, they
provide the exact eigenmodes of strictly parallel flows. They are reasonable approxi-
mations for quasi-parallel, slowly diverging flows, such as the boundary layer or a free
shear layer. The Re → ∞ limit of the Orr-Sommerfeld was derived by Lord Rayleigh
and describes the inviscid instability of flows with inflectional base flow profiles.
The complete system of equations representing the linearized incompressible Navier-
stokes equations can be written as
iαû+ v̂′ + iβŵ = 0,
Lû+ ū′v̂ + iαp̂ = 0,
Lv̂ + p̂′ = 0,
Lŵ + w̄′v̂ − iβp̂ = 0,
(2.15)
where L = iαū+ iβw̄− 1Re [D
′′−β2−α2]− iω and primes denote derivatives in respect
to the spatial direction y.
The linear perturbations may grow in time or space; depending on this choice, a tem-
poral or spatial analysis is investigated, respectively. In the temporal framework, the
wave-number is assumed to be a real parameter, and the problem is solved for a complex
eigenvalue ω. In this case, the real part of ω is the frequency and the imaginary part
is the growth or decay rate. Both approaches are equivalents close to neutral stability
and related using Gaster’s transformation (Gaster 1962). In these neutral limits, where
the growth rate is zero (dωi/dαi = 0 for both approaches, respectively), the curve for
different Reynolds numbers is called the neutral curve. This curve delimits stable flow
(outside the curve) as well as unstable flow (inside the curve) regions.
The temporal linear eigenvalue problem (EVP) can be written in matrix form as
Aq̂ = ωBq̂, (2.16)







for a complex eigenvalue α. The nonlinear EVP (2.17) can be converted into a linear
EVP using a companion matrix method (Bridges and Morris 1984, Theofilis 1995, Heeg
and Geurts 1997). The entries of the operators A and B in the compressible regime
can be found in Appendix A for the perturbation variables q = (u, v, w, T, p).
2.3.2 Phase and group velocities
The phase function Θ in table 2.1 from the local stability analysis can also be written
as
Θ = α(x− ct), (2.18)
where β = 0 is assumed for convenience. The velocity of the wave crest, also de-
nominated phase velocity is c = ω/α. In other words, for a given α, the value of
the amplitude function q̂ is constant along a particular ray with (x − ct) = constant.
According to Kundu et al. (1990), if, and only if, ω is directly proportional to α, ev-
ery wave-number has the same phase velocity and the unstable waves are known as
non-dispersive. Otherwise, they are known as dispersive, i.e. each wave-number has a
different phase velocity. According to Rayleigh (1896), a perturbation usually consists
of a superposition of many waves, also called wave packet. These waves can interfere
with each other either constructively or destructively. The nature of the interference
pattern causes the perturbation to have an identifiable envelope. Although the wave
crests of each wave-number travel at their respective phase velocities, the envelope trav-
els at the so-called group velocity and it is defined as dω/dα. In a non-dispersive wave
packet, the group velocity is identical to the phase velocity, and the envelope remains
with its shape in time. However, for dispersive wave packets, since the phase velocity
is different from the group velocity, the envelope changes shape over time.
2.3.3 Convective and absolute instabilities
Within the local stability framework, it is necessary to differentiate between two types of
instabilities: convective and absolute instabilities (Huerre and Monkewitz 1985, 1990).
They are dependent on the response of the base flow to a determinate impulse. First,
if the impulse always decays in every direction, the base flow is defined as stable. If
the impulse grows while it is convected downstream with the flow, in a way that does
not stay in the position in space where the impulse was inserted, the base flow is
called convectively unstable. In other words, if perturbations were added at the initial
condition only, their amplitude would initially grow but eventually decay in time at
a fixed point in space. Alternatively, if a continuous source of perturbations exists,
either periodic or stationary signal would be observed. Finally, if the impulse grows
both downstream and upstream of the flow direction, the base flow is called absolutely
unstable. Hence, perturbation amplitudes will eventually grow in time at any fixed
27
point in space, contaminating the whole flow. Additional details can be found in the
review of Huerre and Monkewitz (1985). In general, convectively unstable flows behave
as noise amplifiers, i.e. they are susceptible to small amplitude inlet perturbations. On
the other hand, absolutely unstable flows behave as oscillators.
2.3.4 BiGlobal eigenvalue problem
If the base flow is now assumed to be dependent on two spatial directions, say z and
y and homogeneous on the third x, BiGlobal linear instability theory can be applied
Theofilis (2003). A harmonic dependence of the small-amplitude perturbations is as-
sumed along the homogeneous spatial direction, x, with periodicity length Lx = 2π/α,
permitting further expansion of (2.11) using
q̃(x, y, z, t) = q̂(y, z)e[i(αx−ωt)]. (2.19)
In the incompressible regime, substituting the above Ansatz in the LNSE, the resulting














































In the compressible regime, the temporal operators (A and B) can be written in matrix
notation as

A11 A12 A13 A14 A15
A21 A22 A23 A24 A25
A31 A32 A33 A34 A35
A41 A42 A43 A44 A45










B11 0 0 0 0
0 B22 0 0 0
0 0 B33 0 0
0 0 0 0 B45










The explicit form of these operators in a Cartesian reference system can be found
in Appendix B. Paredes et al. (2016) presents the coefficients for the variables q =
(ρ, u, v, w, T ).
In this approach, α is the disturbance wave-number and can be related to the period-
icity length along the homogeneous spatial direction x as α = 2π/Lx. The complex
eigenvalue is ω = (ωr + iωi), where the real part is related to the angular frequency
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and the imaginary part is responsible for the temporal exponentially growth or decay
rate of the perturbations.
2.3.5 TriGlobal eigenvalue problem
In the most general scenario, no assumptions are made regarding the homogeneity of
the baseflow in all three spatial directions and the Ansatz is written as
q̃(x, y, z, t) = q̂(x, y, z)e[−ωt]. (2.22)
In the TriGlobal analysis, the substitution ω → iω is possible to generate a real arith-
metic eigenvalue problem (Theofilis 2003, 2011). Hence, in this case, ωr is the decay
or growth rate and ωi is the angular frequency of the perturbation. Even though no
TriGlobal example is investigated, the equations are used to solve complex geometries
applying the chain rule method (to be defined next) in a generalised framework of
reference. The entries of the matrices A and B can be found in Appendix C for the
variables q = (u, v, w, T, p) while Paredes et al. (2016) demonstrates the entries for the
variables q = (ρ, u, v, w, T ).
2.4 Instability analysis in generalised coordinates
In order to extend the classical Cartesian coordinates analysis to account for complex
curvilinear geometries, the governing stability equations need to be transformed. To
achieve it, two different methods can be employed, depending on the space required to
work on and the type of transformation wanted. The first method, called chain rule, can
be used for both orthogonal and non-orthogonal grids. In contrast, the second method,
metric factor, can only be used where an orthogonal transformation is provided. Both
methods will be described next and the output in an orthogonal frame of reference will
be compared in an example.
2.4.1 Chain rule
The first method used to transform the system of equations is the chain rule method
that can be used for both orthogonal or non-orthogonal transformations. A random
position in the physical space (x, y, z) can be defined by the vector (Paredes 2014)
s = x(ξ, η, ζ)i + y(ξ, η, ζ)j + z(ξ, η, ζ)k, (2.23)
where (ξ, η, ζ) are the independent curvilinear coordinates and i, j,k are orthogonal
unit vectors in the physical space.
The generalised three-dimensional coordinate system can be obtained by relating the
computational domain (ξ, η, ζ) to the physical domain (x, y, z). The following general
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transformation can be used
ξ = ξ(x, y, z), η = η(x, y, z), ζ = ζ(x, y, z). (2.24)






































The metrics appearing in these equations (ξx, ξy, ξz, ηx, ηy, ηz, ζx, ζy, ζz) can be obtained
directly if an explicit expression for ξ, η and ζ is provided. Otherwise, they are deter-
mined solving the system ξx ξy ξzηx ηy ηz
ζx ζy ζz
 =




 yηzζ − yζzη −(xηzζ − xζzη) xηyζ − xζyη−(yξzζ − yζzξ) xξzζ − xζzξ −(xξyζ − xζyξ)
yξzη − yηzξ −(xξzη − xηzξ) xξyη − xηyξ
 ,
(2.26)











xξ(yηzζ − yζzη)− xη(yξzζ − yζzξ) + xζ(yξzη − yηzξ)
.
(2.27)
For cases where the transformation is the direct result of the grid generation scheme, the
metrics can be computed numerically. In the case of second-order derivatives in terms of
computational coordinate, the result from the system 2.26 can be derived with respect
to the appropriated variable leading to the second derivative metric. Particularly, the

































































































































, i = 1, 2, 3. (2.29)
In this case, f is an arbitrary function, (c1, c2, c3) = (x,y,z) and (χ1, χ2, χ3) = (ξ, η, ζ).
Substituting the metrics (2.26) into the term with square brackets of equation (2.29),
it can be showed that this term is zero. The mix derivatives of the Navier-Stokes




















If the flow is fully resolved in the wall-normal direction y and the spanwise direction x,













































































































































































































+ (ξxηy + ξyηx)
∂2
∂ξ∂η
+ (ξxζy + ξyζx)
∂2
∂ξ∂ζ












































































Applying the transformation (2.25) and (2.29) to the compressible Navier-Stokes equa-
tions leads to the compressible generalised Navier-Stokes equations in the chain rule
formulation. Once the Jacobian is provided (analytically or numerically), the linear
stability of flows around or through any complex geometry can be analysed.
2.4.2 Metric factor
The second method followed is the metric factor. In this formulation, an orthogonal
coordinate system is assumed. In this case, conformal mapping is applied, and the
orthogonality of the curved space is retained. For orthogonal curvilinear coordinates
(ξ, η, ζ), the metric tensor does not contain elements outside the diagonal. Therefore,
























, i = (1, 2, 3). (2.35)
In this formulation, the differential operators appearing in the Navier-Stokes equations
become




































































where l,m, n = 1, 2, 3 or 2, 3, 1 or 3, 1, 2.
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Christoffel symbols
In order to express the divergence of a second-order tensor field (as ∇.τ appearing
in the Navier-Stokes equations) in curvilinear coordinates, it is necessary to define
the Christoffel symbols (Aris 1962, Bishop and Goldberg 2012). They are nothing
more than an array of numbers describing a metric connection. In general, an infinite
number of metric connections may exist but only one is free of torsion: the Levi-Civita
connection. In Euclidean spaces, the change in the local coordinates bases from point





− Γlkiτlj − Γlkjτil
]
gik, (2.37)
where Γlki and Γ
l
kj are the Christoffel symbols of the second kind. Since the symbols
are symmetric in the lower two indices, the Christoffel symbols can be obtained as a















where the metric tensor g in the different basis can be related as
gij = (g−1)ij . (2.39)
With these transformations calculated, the linearized Navier-Stokes equations written
in Cartesian coordinates can be transformed into an orthogonal curvilinear coordinate
system. If the calculations are to be performed using this method, the resulting eigen-
functions from the stability analysis need to be transformed into physical space for
visualization. The compressible BiGlobal equations written using the metric factor
can be found in Appendix D.
2.4.3 Example of the methods in cylindrical polar coordinates
To better illustrate the difference in applying both methods previously discussed, a
simple example in calculating the divergence of a vector is presented in the cylindrical
polar coordinates system. The relation between physical and curvilinear space can be
obtained in cylindrical polar coordinates as
x = ξ cos(η),
y = ξ sin(η).
(2.40)









































































































= −ux sin(η) + uy cos(η),
(2.45)






























) = uξ sin(η) + uη cos(η).
(2.46)
A geometrical interpretation is used to better visualise the vector transformation be-
tween both coordinate system (Fig. 2.1). The velocity components uξ and uη can be
decomposed in ux and uy and vice-versa using the angle η.
With all metrics and transformations calculated, the two different methods can be







Figure 2.1: Geometric interpretation of the vector transformation between the coordi-
nates (ξ, η) and (x, y).
Method 1: The Chain Rule



























































Equation (2.49) is how the first method is programmed. The velocity variables are in
physical space; therefore, no transformation needs to be done with the base flow or
eigenfunctions resulting from the stability analysis. In other words, the derivatives are
transformed through the metrics to physical space. However, in comparing equation
(2.50) with the literature, the divergence of a vector in cylindrical polar coordinates
is written in the computational domain (ξ, η). Using the vector transformation from












































which is the divergence of a vector in cylindrical coordinates found everywhere in the
literature. This transformation is made here only to compare and prove that the
equations are indeed correct. It is important to consider that in the chain rule method,
equation (2.49) is programmed.
Method 2: Tensor Form
































which is the same as the chain rule method described before after the velocity vector
transformation. For this method, since all variables are required to be in the com-
putational domain, the transformations (2.45) and (2.46) need to be used in the base
flow components to convert them to the computational domain. This procedure is
also applied in the resulting eigenfunctions to back transform them to physical space.
Although this method appears more straightforward, it is only valid on orthogonal
transformation systems, such as cylindrical polar or elliptical transformations. In the
case of the HiFIRE-5 elliptic cone mode that will be investigated later, the transforma-





Global transient growth in
compressible 3D flows
The objective of the present effort is the development of global linear modal and non-
modal/transient growth (TG) instability analysis tools for hypersonic spatially inho-
mogeneous flows. Subsequently, the code developed herein will be applied to determine
the relative importance of modal and nonmodal scenarios on a compression ramp, a
supersonic cylinder and an elliptic cone. The approach followed first computes the
pseudospectrum of the discretized Jacobian and subsequently computes optimal initial
perturbations and their time-evolution. The level of transient energy growth, G(t),
may be used to identify the potential of high-speed flows to sustain linear algebraically
growing perturbations in low-disturbance (flight) and high-disturbance (wind-tunnel)
environments.
3.1 Geometric interpretation of transient growth
Before addressing specific forms of the equations, the above ideas are described by a
generic Initial Value Problem (IVP) of the form
∂tq̂ = L(q̄)q̂, (3.1)
where q̄ is the state whose linear perturbations q̂ are sought. In a fluid context the
operator L would contain the base flow and its spatial derivatives from the Linearized
Navier-Stokes Equations (LNSE) in which the Reynolds, Re, and Mach, Ma, numbers
would appear as parameters. However, the discussion at this point is broader and as
IVP can arise in a number of fields in physics (Trefethen 1992). The exact solution of
the IVP is written with the aid of the matrix exponential (Moller and van Loan 1978,
2003),
q̂(t) = q̂(0)eAt, (3.2)
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where matrix A represents the numerical discretisation of the linear operator L. In the
case of a normal matrix, the eigenvalue spectrum can be used to simplify this expression.
However, the high non-normality of the LNSE discretised linear operator A leads to a
non-trivial behavior at early (short) time, which arises as a result of the near-parallel
nature of certain eigenvectors (Schmid and Henningson 2001) in the eigenspectrum.
Figure 3.1: Geometric interpretation of transient growth (Schmid and Brandt 2014)
Figure 3.1 (Schmid and Brandt 2014) illustrates the transient growth phenomenon
graphically for a simple example. On the left hand side of the figure, the eigenvectors are
normal to each other. As a result, when the eigenvalues are decaying, the eigenvectors
are also decaying in size. On the other side, the eigenvectors are non-normal to each
other. Therefore, although the eigenvalues are damped, it can be noticed that the
eigenvectors transiently grow in size before their ultimate start to decay. This geometric
interpretation helps clarify a central idea in transient growth analysis, namely that
in a short time-horizon (time is a parameter in the analysis) linear superposition of
decaying non-orthogonal eigenvectors can indeed produce growth in the size (norm) of
a disturbance. The decaying nature of the individual eigenvectors will only manifest
itself at asymptotically large time.
3.2 A quantitative example of transient growth
The next example adapted from Trefethen (1992) demonstrates the idea of transient
















and solve the Initial Value Problems (IVP)
∂tq̂ = Aq̂ with A normal, 2 negative EVs, (3.3)
∂tq̂ = Aq̂ with A non-normal, 2 negative EVs, (3.4)
∂tq̂ = Aq̂ with A non-normal, 1 positive / 1 negative EV. (3.5)
The respective eigenvalues are Λ{A} = {−1,−1}, Λ{A} = {−2,−1} and Λ{A} =
{−0.2, 0.2}.
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The solutions of (3.3-3.5) with the initial condition q̂(0) = 1 are shown in Figure
3.2. One notes the expected behavior of A and A. The negative eigenvalues of A are
reflected in the monotonic decay of the signal (left figure) and in the constant slope
of the decaying straight line (right figure). Analogously for A, the positive eigenvalue
determines the monotonic growth of the respective signal, as seen in both linear and
semi-logarithmic scales. By contrast, the signal corresponding to A, which only has
negative eigenvalues and should also display monotonic decay in time, can clearly be
seen to grow at early time, before ultimately decaying as the eigenvalues would predict.
This transient growth at early times is due to the non-normality of A, which contrasts
with the normal behavior of the matrices A and A.
Figure 3.2: Solutions of (3.3-3.5) in linear (left) and semi-logarithmic (right) scales
(adapted from Trefethen and Embree (2005))
The behavior exhibited by A is common to non-normal matrices, such as those re-
sulting from spatial discretization of the linearized Navier-Stokes equations (LNSE).
Consequently, rather than focusing on the eigenvalue problem (EVP) alone, one needs
to solve both of the EVP and the initial value problem (IVP) in order for accurate
predictions on the linear instability behavior to be obtained. The (matrix exponential)
solution may exhibit transient growth (at short time), even if the eigenvalue predicts
decay in (asymptotically large) time. Of course, the EVP predictions are identical
with those yielded by the asymptotically large time, t→∞ in the solution of the IVP
(and will always be used for verification purposes). This behavior is absent in nor-
mal matrices (here the ”blue” and ”green” example matrices) in which the eigenvalues
completely determine the dynamic behavior of the system. From a numerical analysis
point of view, the growth observed transiently is intimately linked with, and is actually
proportional to, the condition number of the discretized matrix in question.
A new concept, that of ε−pseudospectrum (Trefethen et al. 1993), which extends the
well-known eigenspectrum, is necessary to quantify the transient behavior of non-
normal matrices. In order for quantitative predictions to be made, first the resolvent
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of A is defined as
(zI −A)−1, z ∈ C. (3.6)
The resolvent becomes infinite when z is an eigenvalue of A. With the help of the
resolvent, the ε−pseudospectrum of A, is defined as
Λε(A) ≡
{





z ∈ C : σmin(zI −A)−1 ≤ ε
}
(3.8)
≡ {z ∈ C : z is an eigenvalue of A+ E , for some E with ||E|| ≤ ε} (3.9)
Here ||.|| is the L2-norm of a vector and σ is a singular value of a matrix. Any of the
three definitions,
• resolvent norm,
• minimum singular value of the resolvent, or
• eigenspectrum of the randomly perturbed matrix
may be used to compute the ε-pseudospectrum. When the latter is employed (matrix-
perturbations approach), transient growth is expected to occur in the non-sharply de-
fined parts of the eigenspectrum, as a consequence of the superposition of the cor-
responding non-orthogonal eigenvectors. When solving the matrix exponential, time
becomes a parameter; such transient growth theory permits analysis of time-dependent
flows. However, a reasonably large time-window needs to be examined, in order to cover
both the early-time and the asymptotic-time perturbation behavior. Again, it should
also be noted that the asymptotically long time result of transient growth theory is
identical with that predicted by modal analysis via solution of the EVP.
Finally, The gain function, G(t), is defined (Schmid and Henningson 2001) at an ar-
bitrary time, t, as the ratio of perturbation energy at any time to initial perturbation
energy of an eigenvector q̂, itself a function of the streamwise and spanwise wavenum-
bers, α and β respectively, as
G(t) = G(α, β,Re, t) = maxq̂(0)
||q̂(t)||2E
||q̂(0)||2E
= ||e−itL||2E = ||FΛF−1||22 (3.10)
Since transient growth analysis is linear, it is necessary to refer predictions at any
given time, t, to an initial level of the monitored quantity. From a physical point
of view it is meaningful to define the gain in terms of an initial perturbation energy
and monitor its evolution in time. The level of TG is then quantified by Gmax(t), the
maximum value of the gain function attained over time, and referred to its initial value
that is commonly scaled to unity in this linear context. As can be seen in equation
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(3.10) the base flow may be time-dependent, since time is treated in as a parameter of
transient growth analysis. The objective of linear TG analysis is the identification of
conditions that yield large energy gains and can give rise to flow nonlinearities. The
analysis can also identify the (optimal) initial conditions that give rise to transiently
most amplified perturbations. From a technical point of view, one solves the direct and
adjoint eigenvalue problems, and by using the bi-orthogonality conditions, the mode
amplitudes as well as the solution of the IVP are reconstructed using the small numbers
of vectors that have been retained. (Theofilis et al. 2003, Rodŕıguez et al. 2011).
3.3 The initial value problem
The decomposition of any flow quantity (q) into a steady laminar base or mean flow
plus a small amplitude disturbance
q(x, t) = q̄(x) + εq̃(x, t), with ε 1, (3.11)
that is substituted into the compressible Navier-Stokes equations, presented in the
earlier section, yields the well-known compressible linearized Navier-Stokes equations




where the matrices A and B contain the spatial discretization, the base flow and its
derivatives.




where q̃(x, y, z, t) = (ũ, ṽ, w̃, T̃ , P̃ )T is the vector containing the disturbance functions of
velocity, temperature and pressure (Theofilis 2011) and L = B−1A is a linear operator
mapping the flow field to its time derivative and contain the appropriated boundary
conditions. Note that the matrix B is non-singular in the compressible regime, so it is
possible to compute its inverse.
The solution of the IVP is given in general form by
q̃ = exp(tL)q̃0, (3.14)
where q̃0 is the initial condition. It is important to notice that, so far, no approxi-
mations regarding the shape of the disturbances or their temporal behavior have been
introduced. The matrix exponential L can also been seen as the stability operator after
the linearization step described before.
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3.3.1 Quantitative description of energy growth - the Gain function
Defining stability as the amplification of initial disturbance energy over a prescribed
time interval (Schmid and Henningson 2001, Schmid 2007) and optimizing it over all







with (Eq̃) being the energy of the disturbance. Substituting (3.14) into the above









= || exp(tL)||2E (3.16)
The norm of the disturbance will be defined shortly. This energy norm of the matrix
exponential represents the largest amplification of energy that any infinitesimal initial
disturbance can experience given a time interval. As discussed by Moller and van
Loan (1978), the large conditions number of the matrix discretising the linear operator
makes the exact computation of the matrix exponential challenging. Here, an eigenvalue
decomposition of the numerical linear operator L is used to approximate the matrix
exponential by
|| exp(tL)||2E = || exp(tVΛV−1)||2E = ||V exp(tΛ)V−1||2E (3.17)
where V is the matrix containing the normalized eigenvectors and Λ is a matrix con-
taining the eigenvalues in its diagonal. The above expression is very important to
understand the difference between the present analysis and a classical stability analy-
sis. The eigenvalues of Λ represent only part of G(t), and this will predict indeed the
behavior of the disturbances only if the similarity transformation give by the eigenvec-
tors does not change the value of the norm. This is true only when the eigenvectors are
orthogonal to each other. System matrices resulting in non orthogonal eigenvectors are
called non-normal matrices, whereas matrices with orthogonal eigenvectors are called
normal. Schmid and Henningson (2001) summarized this by presenting upper and lower
bounds (estimates) of the operator exponential norm. They showed that since the en-
ergy cannot decay at a faster rate than that given by the least stable eigenvalue the
lower bound is given by this mode. For the upper bond, the eigenvalue decomposition
3.17 is used evoking the triangle inequality to split the norm
exp(2tλmax) ≤ || exp(tL)||2E ≤ ||V||2E ||V−1||2E exp(2tλmax). (3.18)
From these bounds, two cases can be distinguished. If ||V||2E ||V−1||2E = 1 then the
upper and lower bound are the same. In this case, the energy amplification is indeed
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governed by the least stable eigenvalue λmax. However, if this value is much larger
then 1, the upper and lower bound differ significantly and the energy amplification is
governed by the least stable eigenvalue only for asymptotic period of time.
To capture the short time dynamics, the energy growth rate is expanded around t = 0+








= λmax(L+ LH) (3.19)
where (L + LH) is hermitian. The full calculation is showed by Farrell and Ioannou
(1996), Schmid and Henningson (2001) and Trefethen and Embree (2005). The slope of
G(t) at t = 0+ is given by the largest eigenvalue of (L+LH) as addressed in (3.19). This
quantity is known as the numerical abscissa. This expression can be further generalized


















= 2<{〈Lq̃, q̃〉E}. (3.20)
This establishes the set of all Rayleigh quotients of L in the complex plane. The
maximum real part of the numerical range is equivalent to the numerical abscissa. Thus,
the slope of G(t) at t = 0+ corresponds to the maximum protrusion of the numerical
range into the unstable half-plane. Two important properties of the numerical range
can be addressed. The numerical range is convex and, for normal L, it is simply
the convex hull of the spectrum. To summarize, for non-normal stability problems,
the numerical range (abscissa) governs the very short time behavior whereas the least
stable eigenvalue governs the long time behavior.
For intermediate time, the amount of maximum transient growth can be approximated
by the ε-pseudospectrum. The ε-pseudospectra can be defined as the set in the com-
plex plane, parameterized by ε, where the resolvent norm is larger than the inverse of
ε. Measuring how far the contours of this norm extend into the unstable half-plane,
indicates a lower bound for the maximum achievable transient growth in time. Tre-
fethen and Embree (2005) defined a constant K, known as the Kreiss constant, used to
determine this lower band as maxt>0 G(t) ≥ K2.
The concepts explained here are better understood by calculating the spectrum, nu-
merical range and the ε-pseudospectrum for the two-dimensional plane Poiseuille flow
and the results can be seen in Fig. 3.3. The eigenvalues are displayed as blued dots,
and for the parameters chosen, they are all asymptotically stable (driven by the least
stable eigenvalue). The boundary of numerical range is indicated in red and it extends
into the unstable half-plane, showing that transient growth is expect for small times.
The red dot represents the numerical abscissa, which measures the maximum protru-
sion of the numerical range into the unstable half-plane. The numerical abscissa gives
the slope of the initial maximum energy growth G(t) as presented in (3.19). Finally,
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the square of the Kreiss constant (K2), indicated by a black dot, gives a lower estimate
for the peak of energy amplification.
(a) (b)
Figure 3.3: Transient growth of disturbance energy for the two-dimensional plane
Poiseuille flow at Re = 103 and α = 1. (a) Energy growth as functions of time. (b)
Contour plot (blue lines) of the resolvent norm in the complex plane (Schmid 2007).
Another interpretation of the resolvent norm comes in the form of eigenvalue sensitivity.
For a well-posed system, it is expected that small disturbances have a minimum effect.
Disturbing the matrix exponential L by random matrices of small norm and estimating
the effect on the eigenvalues show that resolvent contours contain eigenvalues of the
disturbed matrix. Therefore, highly sensitive eigenvalues are often the first sign of
non-normality.
3.3.2 Definition of the energy norm
Recapitulating the start of the analysis, (3.15) requires the definition of an inner prod-
uct and its associated norm. These quantities constitute the fundamental measure and
orthogonality describing the transient behavior. As pointed out by Hanifi et al. (1996),
the energy density of a disturbance is a natural and physically meaningful measure of
its size in the context of an incompressible flow. However, no obvious choice exists
when dealing with compressible flows. For this reason, they re-derived the norm pro-
posed by Mack (1969) in the context of modal instability, requiring pressure work to
be conservative. Chu (1965) also described this energy norm, and the possibility to
use different disturbance vectors q̃ in primitive variables. Mathematically, the inner






q̃Hi Mq̃j J dy dz (3.21)
where J is the Jacobian of the coordinate transformation. The associated norm is
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with the overbar indicating base flow quantities. The relation between the above en-
ergy norm and the standard Euclidean L2 norm can be established by the following
transformation (Reddy and Henningson 1993, Schmid and Henningson 2001, Trefethen
and Embree 2005):
E(q̃) = ||q̃||2E = 〈q̃, q̃〉E = q̃HMq̃ = q̃HFHF q̃ = 〈F q̃, F q̃〉2 = ||F q̃||22. (3.24)
The energy weight matrix M is defined in (3.23). This matrix is positive definite
since it contains positive quantities (energy norm). Thus, it can be decomposed via a
Cholesky decomposition, generating F and FH . The energy norm of the disturbance is
then equivalent to taking the Euclidean L2 norm of the vector F q̃. For matrices, using










Therefore, for matrices, a simple similarity transformation using the Cholesky decom-
position relates the energy norm to the Euclidean L2 norm.
3.4 Computation of transient energy growth
In order to address nonmodal linear local and two-dimensional instability, the linearized
governing equations (3.13) are written for an expansion of the vector quantities q̃ which
is inhomogeneous in the spatial directions z, and y, while it is treated as homogeneous
along the third spatial direction x. Explicitly, the Ansatz employed is
q̃(x, y, z, t) = q̂(z, y) ei(αx−ωt), (3.26)
where α is a real wavenumber along the x direction, associated with a streamwise
periodicity length, Lx = 2π/α and ω is a complex eigenvalue, obtained from solution
of the complex non-symmetric generalised eigenvalue problem
Aq̂ = ωBq̂, (3.27)
shown in eq. (2.19) with coefficients presented in appendix B.
It is also noted that the linear operator L defined in (3.13) is a shorthand notation for
L = B−1A. (3.28)
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The BiGlobal linear stability equations can be reduced to the well-known linear Parab-
olized Stability Equations (PSE) that govern the instabilities of the boundary layer,
derived and solved by Pralits et al. (2000), when the assumption of weak dependence
of the underlying base flow on one of the two resolved spatial coordinates is made. As
shown in a number of studies in the incompressible limit (e.g. Alizard and Robinet
2007, Theofilis 2017) the BiGlobal linear stability equations and the linear PSE lead
to identical results when initialised with consistent inflow boundary conditions for the
flow perturbations.
In this thesis, a temporal analysis is chosen and the flow is classified as linearly unstable
if the imaginary part of the eigenvalue ω is positive. Since a decision about the scalar
product and norm has already been made, the transient growth analysis can be further
investigated. Restricting the analysis to the space spanned by the first N eigenfunctions
of (3.27)
span{q̂1, q̂2, q̂3, ..., q̂N} (3.29)






Kk(τ) = Kk(0) exp(−iωkτ) (3.31)
and Kk are time-dependent expansion coefficients. Thus, the eigenvalues represent the
linear evolution operator projected onto the space spanned by the first N eigenvectors.
Restricting the transient growth analysis to this space and applying the scalar product
and the energy norm defined previously leads to




= || exp(−iτB−1A)||2E = ||FΛF−1||22,
(3.32)
where
Λ = diag(exp(−iτω1), exp(−iτω2), ..., exp(−iτωN )), F = FHF, (3.33)
and F is defined as the scalar product presented in (3.21). The maximum gain is thus
obtained as the square of the largest singular value (e.g Taira et al. 2017).
3.5 Computation of linear optimal disturbances
In non-normal systems exhibiting algebraic energy growth, it is interesting to compute
the initial condition that maximizes energy amplification at early times, Gopt ≡ G(τopt).
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This initial condition can be different for different time and the resulting curve G(t)
can be seen as the envelope of the energy evolution over all individual initial conditions.
In order to determine the initial condition that leads to maximum amplification at a
given time, τopt, a singular value decomposition (SVD) of the expression in (3.32) can
be performed,
CV = UΣ, (3.34)
where C = FΛF−1 and V and U are unitary matrices with ortho-normalized columns
and Σ is a diagonal matrix consisting of the singular values, ordered in size, i.e. σ1 ≥
σ2 ≥ ...σN . The dominant singular value is equivalent to the energy norm of exp(−τωk).
Thus, extracting the principal column vectors of V and U leads to
Cv1 = σ1u1. (3.35)
As pointed out by Schmid and Henningson (1994), this equation can be interpreted as
a mapping C of an input vector v1 onto an output vector u1 stretched by a factor of the
largest singular value; see also the related discussion by Taira et al. (2017). Therefore,
the optimal initial condition can be obtained from the principal right singular value
vector. Finally, to recover the initial expansion coefficients of equation (3.30), which
give the optimal disturbances associated with a particular amplification, it is necessary
to write v1 in the basis {q̂1, ..., q̂N} as:
v1 = FK0. (3.36)
In summary, the computational steps required to recover the optimal initial condition
starts with a Singular Value Decomposition of the matrix exponential evaluated at
different times τ . The matrix exponential is calculated using an eigenvalue decompo-
sition. Following this, the energy growth G(τ) can be computed after transforming
the energy norm to a standard euclidean norm. In what follows, τopt can be identified
as the time where Gopt = G(τ = τopt) acquires its largest value at short times and





In order to investigate the modal and nonmodal behaviour of linear fluid flow insta-
bilities, a new code was developed by the author. The Linear G lobal instability for
H ypersonic T ransition (LiGHT ) code was developed in Fortran and it is suite of sub-
routines for the massively parallel solution of multi-dimensional complex non-symmetric
eigenvalue problems (EVP) and Singular Value Decomposition (SVD) problems arising
in global linear fluid flow instability. In the high supersonic and hypersonic regimes of
interest, and in using high-order spatial discretisation, these eigenvalue problems result
in dense matrices. Therefore, the ScaLAPACK library (Blackford et al. 1997), available
as part of vendor-optimized libraries on most modern supercomputers, including the
UK open research supercomputer Archer1. is used to perform a full distributed LU-
decomposition, as required by the shift-and-invert strategy implemented in equation
(4.28) which promote physically-interesting and suppress spurious eigenmodes. The
distribution of the matrices, the iterative generation of Krylov subspaces, the compu-
tation of the Ritz vectors and the Singular Value Decomposition can all be performed
by linear algebra operations distributed over the available processors, in either real or
complex arithmetic. Full numerical implementation is detailed next.
4.1 Spatial discretisation using spectral collocation
4.1.1 Non-Periodic discretisation
Spatial discretisation of the linearized Navier-Stokes operators have been demonstrated
in the literature using low- or high-order finite-difference, finite-volume, finite element,
spectral collocation or spectral element methods. Invariably, low-order methods require
high-resolution grids to obtain reliable results. A high-order method is preferable in
a matrix-forming context, such as that used presently, unless sparse matrix storage is
used. On the other hand, sparse storage is not exploited presently since the matrix
multiplication (4.33) on which the formation of the SVD matrix is based would destroy
1https://www.archer.ac.uk
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any sparsity pattern that matrix C or its adjoint C∗ may have. On account of these
considerations, spatial discretisation is performed by spectral collocation methods based







, j = 0, .., N, (4.1)
defined in the standard interval [-1,1]. This numerical discretisation method is known
to offer the highest resolution power on the lowest number of discretisation nodes
compared with any alternative (e.g. Paredes et al. 2013).
A variety of mappings are used to transfer data from the standard CGL domain to the
physical domain of interest. Examples include a simple linear mapping or boundary-




















with Tn(y) = cos(n cos−1(y)).
Differentiation on the CGL grid can be performed by application of the collocation













6 , i = j = 0,
− yj
2(1−y2j )




yi−yj , i 6= j





2, j = 0 or j = N,
1, 1 ≤ j ≤ N − 1
(4.6)
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with b0=bN=1/2, bi=1 for the interval 0 < i < N and with yi as the location of the






, i = 0, 1, ...N, (4.8)
it can be shown that
(Tm(y), Tn(y)) =

0, if m 6= n,
N, if m = n = 0 and N,
N
2 , if m = n 6= 0 and N.
(4.9)







where c0=cN=1 and cn=2 for the interval 0 < n < N . The function can thus be








































0, if n is odd,
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This leads to an expression W containing the integration weights to compute the inte-
gral on the interval [-1,1]. However, since mapping is used to map the physical domain

















In some flows, the use of periodic spatial discretisation can be addressed by Fourier
spectral collocation method. Canuto et al. (1988) present the derivative matrix coef-
ficients for both even or odd grid points. In this work, an even number of points is
considered with a spacing of h = 2πN . Differentiation on the periodic grid can then be
performed by applying the Fourier collocation differentiation matrix
Di,j =








, i 6= j
(4.17)
with i and j from [0, 1, ...N ].
4.2 Formation of the discretised LNSE using the Kro-
necker product
The Kronecker product plays a key role in forming the matrix eigenvalue problem in
multiple spatial dimensions. Its associative multiplication property makes the extension
of the Kronecker product to higher dimensions straightforward. It also permits a simple
construction of the linearised Navier-Stokes operator, or the spatial discretisation of
any linear system, including introduction of the base flow and its derivatives, as will
be discussed shortly.
Formation of the linearised operator is also transparent to the details of the differentia-
tion matrix used, making a Kronecker-product based strategy both flexible and general:
distinct spatial differentiation schemes and the corresponding differentiation matrices
may be defined independently along each direction, using the Kronecker product to
construct tensor product grids in two or three spatial dimensions. In case a spatial
direction is inhomogeneous, it may be discretised by typical (Chebyshev or Legendre)
spectral collocation differentiation matrices based on Jacobi polynomials. However,
any differentiation operator that can be written in matrix-forming, such as low- or high
order standard or compact finite-differences, may be used. If the spatial direction in
question is homogeneous, Fourier collocation derivative matrices may be used to dis-
cretise it, although a flow instability problem in which homogeneous spatial directions
exist can be reduced to one described by differential equations of lower order.
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In general, if A ∈ CP×Q, B ∈ CR×S , the Kronecker product A⊗B is defined as the
rectangular matrix C ∈ CPR×QS (Theofilis 2020)
C ≡ A⊗B =

a11B a12B · · · a1qB





ap1B ap2B · · · apqB
 .
In compact form, the elements ap,q, br,s and cµ,ν of matrices A,B and C are related by
the identity
cµ,ν = c{(p,q);(r,s)} = cR(p−1)+r,S(q−1)+s = ap,qbr,s. (4.18)
indicating that element (µ, ν) is found at position (r, s) of block (p, q). The following
properties are of interest, where + is the common addition:
A⊗ (B + C) = A⊗B + A⊗C, (4.19)
(A + B)⊗C = A⊗C + B⊗C, (4.20)
(kA)⊗B = A⊗ (kB) = k(A⊗B), (4.21)
(A⊗B)⊗C = A⊗ (B⊗C) (4.22)
In the particular case of square matrices A and B with leading dimensions P and R
respectively, Kronecker addition, ⊕, is defined as
A⊕B = A⊗ IR + IP ⊗B. (4.23)
4.2.1 Matrix-forming construction
Spectral collocation can be used to discretise the multi-dimensional EVP or SVD from
the modal and nonmodal analysis, respectively. A key element in a matrix forming
framework is the use of the Kronecker product. If (Nx, Ny, Nz) nodes discretise the
(x, y, z) spatial directions and differentiation along these directions is performed by
matrices Dx ∈ CNx×Nx , Dy ∈ CNy×Ny and Dz ∈ CNz×Nz , then coupled discretisation
of L1d,L2d and L3d may be represented by a matrix A ∈ CNy×Ny , C(Nx×Ny)×(Nx×Ny),
and C(Nx×Ny×Nz)×(Nx×Ny×Nz), respectively. The building block for L1d is Dy itself,
while those for L2d and L3D are the Kronecker products Dx ⊗Dy and Dx ⊗Dy ⊗Dz,
respectively. In other words, the size of A pertinent to one-dimensional eigenvalue
problem is 16× (Ny)2, while that of two- and three-dimensional are 16(Nx ×Ny)2 and
16(Nx×Ny×Nz)2, respectively. The pre-multiplying factor 42 arises from the number
of equations solved in incompressible flow and becomes 52 if instability of compressible




The eigenvalue problem (EVP) solution must be complemented with the appropriate
choice of the boundary conditions for all the flow disturbance variables. In the LiGHT
code, the boundary conditions are programmed in the computational domain (ξ, η, ζ).
The standard homogeneous Dirichlet boundary condition is programmed to account
for disturbances that decay far away from the region of interest and for no-slip/no-
penetration conditions. Moreover, in flows where the presence of the shock defines a
boundary, all perturbations are forced to decay through the imposition of a sponge
region within which a smooth function artificially decreases the local Reynolds number
(Meliga et al. 2012, Paredes et al. 2016) such that homogeneous Dirichlet boundary
conditions can be imposed at this boundary. Neumann boundary conditions ( ∂∂χ =




= 0). With these conditions programmed, symmetries of the flow can be exploited
(if any), and symmetric or antisymmetric boundary conditions can be applied to reduce
computational coast. In order to account for disturbances exiting the domain, linear
extrapolation of the points inside the computational domain is programmed.
4.3.1 The linearized pressure Poisson equation
In a matrix-forming approach using primitive variables on which the LiGHT code is
based, the appropriated choice of the pressure boundary condition is necessary when
dealing with incompressible flows. Theofilis (2017) derived a set of independent of the
field equations provided by the pressure Poisson equation.
∆p+∇.((V.∇)V) = 0. (4.24)
After linearization and substitution of the Ansatz (2.19) the two-dimensional linearized










































Since first- and second-order derivatives appears in the LPPE (4.25), both equations




− iα+ (η2y + η2z)
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It is important to notice that these conditions are independent of the Reynolds number
compared to the usual pressure compatibility (PC) boundary conditions.
4.4 Iterative eigenvalue problem computation
The iterative numerical solution of the large-scale eigenvalue problems encountered in
this analysis implements Krylov subspace iteration based on serial and parallel (to
be discussed shortly) versions of the Arnoldi algorithm. This approach delivers several
eigenvalues in the vicinity of a specific target eigenvalue and is substantially less expen-
sive than the classic QZ method (Arnoldi 1951, Saad 1980). The number of eigenvalues
delivered is determined by the Krylov subspace dimension, a free parameter in the
analysis, whose limit is the leading dimension of matrices A and B. In this eigenvalue
problem, a so-called shift-and-invert strategy is also implemented, in which the problem
solved is (Theofilis 2003)
CX = µX, C = (A− σB)−1B, µ = 1
ω − σ
(4.28)
where µ is the new eigenvalue searched, ω is the shift parameter, and the Krylov
subspace is constructed by
Km = span(v, C.v, C
2.v, ..., Cm−1.v) (4.29)
where m is the Krylov subspace dimension.
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The vectors v forming the basis are ordered by columns into the matrix Vm. The
projection of the linear operator on that basis yields the relation
VHmCVm = Hm (4.30)
where Hm is an upper triangular Hessenberg matrix. The restrictions of the eigenvalue






The eigenvalues of the Hessenberg matrix Hm are approximations to the m largest
eigenvalues of the original problem.
Concerning the eigenvectors, if y
(m)
i is the eigenvector corresponding to the i-th eigen-
value of the Hm the corresponding approximation to the eigenvector of the original
problem, known as Ritz vector, is
q̂i = Vm.y
(m) (4.32)
4.5 Singular Value Decomposition
The singular-value decomposition (SVD) is a generalization of the eigenvalue decom-
position for positive semi-definite normal rectangular matrices. Its relevance to the
problem at hand is that for any complex matrix C, as defined in (4.28) a matrix M
can be constructed using the adjoint (complex conjugate, transposed) matrix C∗ as
M = C∗C. (4.33)
The SVD of a general m× n matrix M takes the form (Taira et al. 2017)
M = UΣV∗, (4.34)
where U is an m×m unitary matrix, Σ is a diagonal m× n matrix with non-negative
real numbers on the diagonal, V is an n × n unitary matrix and V∗ is the conjugate
transpose of V. The diagonal entries σi of Σ are known as the singular values of M and
they are ordered in size, i.e. σ1 ≥ σ2 ≥ ... ≥ σn. Also, it is important to notice that
singular value decomposition is defined for all matrices (rectangular or square), unlike
the more commonly used spectral decomposition in Linear Algebra. In contrast to the
eigenvalue decomposition, the columns of V in the singular value decomposition, called
the right singular vectors, always form an orthogonal set with no assumptions on the
matrix M. The columns of U are called the left singular vectors, and they also form
an orthogonal set.
The Singular Value Decomposition can be understood in a simple geometrical two-






where I is the identity matrix. Figure 4.1 shows an example of a unit circle linearly
transformed by the matrix M to an ellipse. The entries of the pre-factor U correspond
to the minor and major axis of the ellipse. On the other hand, V∗ are the radius that
gets mapped by the transformation to the ellipse axis.
Figure 4.1: Geometric interpretation of the Singular Value Decomposition (Taira et al.
2017, Raghavendar and Dharmaiah 2017).
4.6 Parallelization strategy
The preceding discussion highlights the need for a distributed solution to large-scale
global eigenvalue problems. The matrix-forming approach adopted in the present study
alongside the use of high-order spectral collocation methods in the spatial discretisation
of the inhomogeneous flow directions suggests that off-the-shelf parallelisation of the
formed matrix using OpenMP libraries and multithreading (Paredes et al. 2013, 2016)
may not be a viable approach, depending on the size of the matrices involved. Figure
4.2 shows two different sparsity patterns of the BiGlobal stability matrix A for (a) the
case of a simple two-dimensional Cartesian metric, as seen in problems such as the flow
over an attachment-line and (b) a two-dimensional generalised coordinates as seen in
the solution of the HIFiRE-5 elliptic cone model.
In the LiGHT code, the stability matrix A is treated as dense to switch between
metrics easily. To do so, the matrix A can be distributed over a large number of
processors, using the well-tested ScaLAPACK library (Blackford et al. 1997), which
is optimized on native libraries available on supercomputers such as the UK National
Supercomputing Service Archer1. Schematically, the process of distributing the matrix




Figure 4.2: Sparsity patterns of the BiGlobal stability matrix: (a) two-dimensional
Cartesian metric (Ex.: attachment-line flow (Gennaro et al. 2011)); (b) two-dimensional
generalized metric (Ex: elliptic cone).
4.3. The controller (green) is responsible for initializing and distributing the matrices A
and the necessary vectors (recall that matrix B is stored as a vector). The agent (red)
are responsible for running the Arnoldi algorithm and sending the results back to the
controller, where a serial eigenvalue routine from Lapack based on the QZ algorithm is



















Figure 4.3: Scheme of matrix A distribution and the parallel solution of the Arnoldi
algorithm with ScaLAPACK, followed by eigenvalue decomposition of the Hessenberg
matrix H in a single node using Lapack.
In ScaLAPACK, the discretised block matrix generated is stored over several processors
of a cluster, and, using distributed memory parallel computers, the maximum dimension
of the problem is determined by the number of available processors. The two common
issues in the matrix forming approach are expected to be alleviated with parallelization.
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The first is the memory restriction due to the storage of the matrix. The second is the
CPU time limitations imposed by a serial solution of the EVP. ScaLAPACK and PBLAS
are used to perform linear algebra operations in parallel, while BLACS is used to set
the communication (Blackford et al. 1997). These libraries have been documented to
work scalable with dense matrices of leading dimension O(105) on clusters featuring
O(104) processors (Borrill 1999).
ScaLAPACK is based on the BLACS layers, which handles MPI or PVM parallel com-
munication and uses BLAS for linear algebra operations (PBLAS in the parallel form)
(Theofilis 2007). Parallelization consists of three major steps. First, the BLACS library
is initialized to be used in subsequent operations. Second, a rectangular processor grid
is built using all available processors available. ScaLAPACK then creates an array
descriptor vector for each global array and maps the global array elements among the
processors following a two-dimensional block-cyclic distribution that gives the best load
balance and maximum data locality of the ScaLAPACK algorithms (Blackford et al.
1997). The two-dimensional block-cyclic distribution is accomplished by dividing the
global array into blocks with a specific number of rows and columns, given by a pa-
rameter so-called blocking factor (r), to be discussed shortly. This parameter can be
different for rows and columns of an array, but normally, a unique value is used due to
the square property of the matrix. The distribution algorithm works independently on
rows and columns.
4.6.1 Block-cyclic element distribution
Following closely Theofilis (2020), let the (row, column) coordinates of an element of
the (global) matrix be described by the pair of indices (iglob, jglob), with 0 ≤ iglob ≤
M − 1 and 0 ≤ jglob ≤ N − 1. The block-cyclic distribution scheme is discussed
for a rectangular global matrix, M 6= N because, although the eigenvalue problem is
solved for square matrices, the singular value decomposition of matrices arising in the
nonmodal global linear instability analysis is rectangular.
Let the number of available processes be arranged into a two-dimensional grid, P ×Q,
and let (p, q) describe the coordinates of the processor within which global element
(iglob, jglob) is found, with 0 ≤ p < P − 1 and 0 ≤ q < Q − 1. Again, the discus-
sion of block-cyclic distribution is offered for P 6= Q, but the eigenvalue problem in
ScaLAPACK will require P = Q.
Finally, let r× c be the row and column blocking factors, respectively, which determine
the size of the blocks within each process, and let (b, d) be the local block coordinates
within the process identified by the indices (p, q).
The local coordinates (iloc, jloc) of global element (iglob, jglob) within process (p, q) and
block (b, d) are determined by the following mapping of the global index iglob to a triplet
〈p, b, iloc〉 and of global index jglob to a triplet 〈q, d, jloc〉, i.e.
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(iloc, jloc) = (iglob mod (r), jglob mod (c)) , (4.39)
m mod (n) is the modulo function and bmc is the integer floor function.
The inverse mapping of the triplet 〈(p, q), (b, d), (iloc, jloc)〉 in the local coordinates to
the global indices (iglob, jglob) is defined by
〈(p, q), (b, d), (iloc, jloc)〉 7→ (r (p+ bP ) + iloc, c (q + dQ) + jloc) (4.40)
≡ (iglob, jglob) (4.41)
An element (iglob, jglob) in a global rectangular matrix of dimension (M,N) acquires
local coordinates (iloc, jloc) which depend on the number of processes, (P,Q), used
to distribute the global matrix and on the (row, column) blocking factor values (r, c).
Knowledge of these data permits computation of the local indices using equations (4.37-
4.39). Conversely, if the local indices, as well as (P,Q) and (r, c) are known, equations
(4.37-4.38) and (4.40) can be used to identify the global array indices pertinent to the
element in question.
A simple example of block-cyclic distribution of a square array with leading dimension
M = N = 16 over four processes arranged in a (P,Q) = (2× 2) process grid and using
a blocking factor r = c = 5 is shown in Fig. 4.4. The left figure shows the matrix
elements as seen from a global perspective, while the right figure shows the elements
held by each process, identified by a unique colour for each process.
4.6.2 Scalability study
The following results were computed on two different machines: a ”small” cluster with
64 cores featuring an AMD Opteron 6366 HE processor with 1.8 GHz and 16 Mb Cache
L3, 512 Gb RAM with maximum memory bandwidth 51.2 GB/s and a ”large” cluster,
namely the Copper Cray XE6m2, with 460 nodes and 32 cores per node featuring an
AMD Interlagos Opteron processor with 2.3 GHz and 16 Mb Cache L3, 60 GB of
accessible memory per node and 51.2 GB/s of maximum memory bandwidth. The
compiler used was GNU Fortran 4.8.3 (Red Hat 4.8.3-9).
The first task was to use the BLACS library to set the rectangular processor grid for
instability analysis transparently to the cluster on which the code is running. The
2https://www.ors.hpc.mil
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Figure 4.4: Distribution of a 16×16 array over a 2×2 processor grid using a block-cyclic
scheme with a 5× 5 blocking factor (Theofilis 2020).
Figure 4.5: Speedup as function of the matrix order. The processors grid used are show
in the graphic (Quintanilha Jr et al. 2017).
objective here was to distribute pieces of each matrix over the processors in the grid
in an adequate manner, such that each process will always be busy doing roughly an
equal number of calculations, meaning that load balancing is achieved (Blackford et al.
1997).
The local linear stability problem was first performed in the small cluster. The num-
ber of processors used was based on the processor grid (2x2, 3x3, 4x4, 5x5, 6x6, 7x7
and 8x8). Figure 4.5 shows a comparison between the number of processors by matrix
length. As can be observed, the speedup increases, increasing the matrix order for all
processors grid. This can be justified by the compensation between each process work
and MPI communication. Different blocking factors were tested, varying between 2 and
20. The blocking factor which gives the better CPU time was 8 in all cases. Finally,
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Figure 4.6: Scaling results for the solution of the two-dimensional Laplace EVP, dis-
cretised by 2012, 4012 and 6012 spectral collocation nodes and 1282 blocks for the
block cyclic distribution of matrix A. Resolution 2012: dim(A)=40401, size(A)=26.12
GB, min(#CPUs)= 14. Resolution 4012: dim(A)=160801, size(A)=413.71
GB, min(#CPUs)= 220. Resolution 6012:, dim(A)=361201, size(A)=2.087 TB,
min(#CPUs)=1115 (Quintanilha Jr et al. 2017).
the two-dimensional Laplace equation was solved in the Cooper Cray XE6m machine,
ensuring the correct computation of the analytically-known eigenvalues. Spectral collo-
cation methods are used to discretise the square domain x ∈ [−1, 1]× y ∈ [−1, 1] using
Nx = Ny = 401 Chebyshev Gauss Lobatto (CGL) nodes in each spatial direction. This
results in a matrix with dim(A) = 160801, which occupies ≈ 413GB of memory in
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double precision real arithmetic. The matrix is distributed using 1282 blocks over pro-
cessor grids of different sizes, as shown in fig. 4.6. Once the matrix is LU-decomposed
by ScaLAPACK, the distributed Arnoldi algorithm is used to construct a Krylov sub-
space of dimension mKryl = 200 and compute the leading Ritz values. In the same
figure 4.6 the linear scaling of the numerical solution of the Laplace EVP is shown for
the three different matrix sizes with the associated wall-clock time in seconds. Besides
near-perfect linear scaling achieved for all resolutions when the number of CPUs is
varied, the wall-clock time for the parallel numerical solution of the Laplace EVP (or a
multi-dimensional flow stability EVP at analogous resolutions) is well accepted, falling





In this chapter, the newly developed linear stability code will be benchmarked against
well-known canonical cases: Plane Poiseulle Flow (PPF), Boundary-layer, 2D lid-driven
cavity, and the swept attachment-line flow. Both modal and nonmodal stability results
are verified for incompressible and compressible flows. This is an important step in
order to gain confidence that the LiGHT code can solve multi-dimensional base flows
(one-dimensional to three-dimensional) in both incompressible and high-speed regimes.
5.1 Local stability analysis
5.1.1 Plane Poiseulle Flow (PPF)
One of the most common benchmark problems to start any stability code verification
is the plane Poiseulle flow. The geometry consists of two infinitely long plates parallel
to each other at a constant distance. The flow is driven by a constant pressure gradient
applied in the flow direction. If a profile is taken on the wall-normal direction, a
parabolic velocity baseflow is obtained in the form of
ū(y) = 1− y2. (5.1)
Because the plates are infinitely long, this is an example of a one-dimensional flow. The
boundary conditions are no-slip ū = 0 and no penetration ū′ = 0 at both plates.
Modal stability calculation
The temporal one-dimensional (local) eigenvalue problem (equation 2.12) is solved us-
ing two different algorithms, the QZ and the Arnoldi, explained in detail on §4.4. Since
the PPF corresponds to a flow in a bounded domain, infinite discrete eigenvalues exist.
Figure 5.1 illustrates the eigenspectrum calculated for two different Reynolds num-
bers based on the distance between the upper and the lower plates: (a) Re=3000 and
(b) Re=10000. The streamwise wavenumber α is chosen to be 1 and the spanwise
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wavenumber β is 0, corresponding to a two-dimensional mode. Both spectra were suc-
cessfully recovered using the QZ and the Arnoldi algorithms. Figure 5.1(b) highlights
in red the unstable Tollmien-Schlichting mode (Tollmien 1929, Schlichting 1932) found
and published by Orszag (1971), with the eigenvalue corresponding to ω = (0.23752649
+ 0.00373967 i). The amplitude functions of the Tollmien-Schlichting eigenmode is
plotted in figure 5.2. The magnitude of the streamwise (a) and the wall-normal (b)
velocities are characteristic of the so-called ”wall modes”. They are expected to be
responsible for the instability at this choice of parameters. Both solutions recover the
correct eigenfunctions shape.



























Figure 5.1: Eigenvalue spectra of plane Poiseuille flow for α = 1, β = 0 and (a)
Re=3000, (b) Re=10000. Both QZ and Arnoldi algorithms recover the same spectrum.
The red plus symbol corresponds to the eigenvalue published by Orszag (1971).
Transient growth calculation
The plane Poiseuille flow is further interrogated in respect to the nonmodal stability
theory, where the short time (transient phase) behaviour is also taken into account and
is independent of the asymptotic stability of the flow. In other words, this calculation
is responsible for giving the complete scenario:
• The growth or decay of the disturbance’s energy at a short time (transient
growth);
• The asymptotic behaviour responsible for the growth or decay of the disturbances
at a long time (t→∞), also obtained by the EVP solution.
Therefore, all forthcoming results generated from the nonmodal stability code can also
be verified in its asymptotic behaviour with the results obtained by the modal stability
code.
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Figure 5.2: Plane Poiseuille flow eigenfuntions calculated with QZ and Arnoldi algo-
rithms for Re = 10000, α = 1 and β = 0. (a) Streamwise |û| and (b) wall-normal |v̂|
velocity magnitude corresponding to the unstable Tollmien-Schlichting mode.
The first case analysed with the transient growth code is the plane Poiseuille flow for
α = 1, β = 0 and Re = 3000. The eigenvalues are shown in figure 5.1 (a). They all are
situated in the lower half-plane of the spectrum, meaning that the flow is classified as
modally stable at these conditions. Figure 5.3 plots the energy gain G(t) calculated
with the nonmodal code and demonstrates that indeed the long time behaviour is of
linear decay of energy, with the same rate given by the least stable eigenvalue calcu-
lated from the modal theory. However, during a short time, significant energy growth
is reached. The QZ and the Arnoldi algorithms, used to recover the eigenfunctions
necessary to calculate the transient growth, deliver the same results. Moreover, the
maximum energy gain G(t) = 20.37 is the same as the one obtained by Reddy and
Henningson (1993) and is shown by the red plus symbol.
A second verification case is the ability to recover the maximum energy growth achieved
by the plane Poiseuille flow. Figure 5.4 (a) shows the energy curve for α = 0, β ≈ 2.05
and Re = 1000. The maximum value is compared with the result published by Reddy
and Henningson (1993) and is shown by the red plus symbol. Excellent agreement
is achieved, with G(t=76) ≈ 196. The last case is shown in figure 5.4 (b), where a
modally stable (Re = 5000) and unstable (Re = 8000) flows are presented. Both cases
correspond to a two-dimensional wave with streamwise wave-number α = 1. Once
again, excellent agreement of the maximum transient growth is recovered compared to
the results reported by Reddy and Henningson (1993), showing that the local nonmodal
code can correctly predict the transient growth of energy for different Reynolds numbers
and both two-dimensional waves as well as streamwise aligned structures.
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Figure 5.3: Energy growth of the plane Poiseuille flow for α = 1, β = 0 and Re =
3000 calculated based on the QZ and Arnoldi eigenfunctions. The red plus symbol
corresponds to G(t) = 20.37 reported as the optimal value by Reddy and Henningson
(1993).


































Figure 5.4: Energy growth of the plane Poiseuille flow for (a) α = 0, β ≈ 2.05 and Re
= 1000 and (b) α = 1, β ≈ 0 and Re = 8000 and Re = 5000. In the later, both the
asymptotic decay (Re = 5000) as well as the asymptotic growth (Re = 8000) have an
energy growth at short time, in agreement with Reddy and Henningson (1993).
5.1.2 Blasius boundary layer
The second benchmark problem is the incompressible boundary layer, also known as the
Blasius boundary layer (Blasius 1907). The geometry consists of a semi-infinite plate
held parallel to a uniform flow U. Blasius derived a similarity solution for the case of no






f ′′f = 0, (5.2)




boundary conditions are no slip, no penetration on the wall, and constant free stream
velocity outside the boundary layer. The boundary-value problem can be reduced to a
system of initial value problem using the shooting method. The resulting baseflow gen-
erated can be used to verify the linear stability analysis code regarding an unbounded
one-dimensional baseflow.
Modal stability calculation
The incompressible stability spectra of the Blasius boundary-layer profile is shown in
figure 5.5 for the solution of the EVP using the QZ and Arnoldi algorithms. In this case
of an unbounded domain, the continuous spectrum is represented by discrete modes.
They are strongly dependent of resolution, domain truncation in the farfield and the
associated boundary conditions. Figure 5.5 (a) shown the spectra for α = 0.179, β
= 0 and Re = 580. The unstable mode, also called a Tollmien-Schlichting mode, is
in agreement with the literature value of ω = (0.3641 + 0.0080 i) obtained by Mack
(1976). Figure 5.5 (b) shows the spectra for a streamwise aligned disturbances α = 0
and β = 0.37.
































Figure 5.5: Eigenvalue spectra of Blasius boundary-layer flow for Re = 580 and (a)
two-dimensional disturbance α = 0.179 and (b) streamwise aligned disturbance with β
= 0.37. The red plus symbol corresponds to the eigenvalue published by Mack (1976).
The eigenfunctions of the unstable Tollmien-Schlichting mode are shown in figure 5.6
for the streamwise |û| (a) and the wall-normal |v̂| (b) velocity magnitude. Due to its
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low phase speed, the maximum amplitude is found close to the wall. Both QZ and
Arnoldi methods recover the same amplitude functions.






























Figure 5.6: Blasius boundary layer flow eigenfuntions calculated with QZ and Arnoldi
algorithms for α = 0.179, β = 0 and Re = 580, (a) Streamwise |û| and (b) wall-normal
|v̂| velocity magnitude corresponding to the unstable Tollmien-Schlichting mode.
Transient growth calculation















Figure 5.7: Energy growth of the Blasius boundary-layer flow for α = 0, β = 0.65 and
Re = 1000 based on the boundary-layer displacement thickness. The red plus symbol
corresponds to G(t) = 1514, reported as the optimal value by Butler and Farrell (1992).
Local transient growth is calculated for the Blasius boundary-layer flow in the case of
maximum energy permissible for Re = 1000, based on the boundary-layer displacement
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thickness δ. In this case, the global optimal has α = 0 and β = 0.65. Excellent
agreement of the maximum energy growth value (G(t) = 1514) is found in comparison
with the results of Butler and Farrell (1992) and is shown by the red plus symbol in
figure 5.7.
5.1.3 Compressible boundary-layer
Moving on from incompressible to high-speed flows, the compressible boundary layer
is used to verify the code due to compressibility effects. In this regime, the flow is
of particular interest because, whereas viscous instability is dominant at low subsonic
speeds, infinite viscous and inviscid instability modes can co-exist as the Mach number

















































with a calorically perfect gas, constant Prandtl number and Sutherland law for the
viscosity assumed. The equations were solved with an inhouse compressible boundary
layer solver.
Modal stability calculation
A classical verification case of the compressible boundary layer regarding modal insta-
bilities is the Ma = 4.5 with two-dimensional waves, where the neutral curves present
well-defined regions of instability for both the first and second (Mack) mode. The
neutral stability curves are presented in figure 5.8. As seen here and published by
Mack (1984), the onset Reynolds number for the second mode to become unstable is
Re = 235. Moreover, the shape of the stability curves shows that viscosity has only
stabilizing effects in high-order modes.
Two different spectra are computed with the QZ and the Arnoldi algorithms and are
displayed in figure 5.9. The conditions used for the analysis are: (a) Ma = 2.5, Re =
3000, α = 0.06, β = 0.10 and (b) Ma = 2.5, Re = 300, α = 0.0, β = 0.1. Both methods
are shown to recover the same spectrum when compressibility effects are added. For
these calculations, the Prandtl number is assumed to be 0.7 and the stagnation tem-
perature Tstag = 333 K. Whereas in the first case an unstable mode is found (therefore
the flow is modally unstable), in the second case no eigenvalue cross to the positive ωi
part of the spectrum and the flow is considered modally stable.
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Figure 5.8: Neutral stability curves for Ma = 4.5 and two-dimensional wave. The
wall is insulated at wind-tunnel temperatures (Mack 1984).


























Figure 5.9: Eigenvalue spectra of compressible boundary-layer for (a) Ma = 2.5, Re
= 3000, α = 0.06, β = 0.10 and (b) Ma = 2.5, Re = 300, α = 0.0, β = 0.1.
Transient growth calculation
Time evolution of the flow energy G(t) is shown in figure 5.10 for the compressible flat-
plate boundary layer. The gain curves correspond to the spectra shown in figure 5.9;
(a) Ma = 2.5, Re = 3000, oblique waves with α = 0.06, β = 0.10 and (b) Ma = 2.5, Re
= 300, streamwise aligned periodic structures with α = 0, β = 0.1 (Hanifi et al. 1996).
The agreement between the present results (full lines) and the referenced work (red
plus symbols) is excellent for both cases. Moreover, in figure 5.10 (a) an asymptotic
growth is obtained due to the presence of the unstable mode seen in figure 5.9 (a). Even
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Hani- et al. (1996)(b)
Figure 5.10: Energy growth of the compressible boundary-layer for (a) Ma = 2.5, Re
= 3000, α = 0.06, β = 0.10 and (b) Ma = 2.5, Re = 300, α = 0.0, β = 0.1. The results
published by Hanifi et al. (1996) are shown by the red plus symbols.
though the spectrum of figure 5.9 (b) does not contain any unstable modes, an energy
peak of about G(t) = 230 at short time is achieved. Once the transient effects become
less intense, the energy decays exponentially with a rate given by the corresponding
least stable eigenvalue.
5.2 BiGlobal stability analysis
When the base flow is dependent on two spatial directions but can be relaxed in the
third, a BiGlobal eigenvalue problem needs to be solved instead of the classical local
approach. In order to do so, the Kronecker product discussed in §4.2 is first verified,
solving the well-known two-dimensional Helmholtz eigenvalue problem in Cartesian co-
ordinates. The generalised coordinate implementation necessary to analyse curvilinear
systems, detailed in §2.4, is applied to compute the eigenvalues under an elliptic con-
focal coordinate transformation. After that, the local examples studied before (PPF
and compressible boundary layer) are used to verify the complete BiGlobal stability
code. To investigate one-dimensional flows in a BiGlobal stability context, the Fourier
spectral collocation method presented in §4.1.2 is used to discretise the second ho-
mogeneous direction. This method allows the use of periodic boundary conditions
maintaining spectral accuracy. Subsequently, the incompressible 2D square lid-driven
cavity as well as both incompressible and compressible swept leading edge boundary
layer flows are analysed to complete the verification of the code with existing literature.
5.2.1 Helmholtz EVP







φ = −λφ, (5.5)
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and it is a useful example to assess the accurate implementation of the Kronecker prod-
uct (4.18) necessary to build the spatial differentiation matrices in two-dimensional
problems. The first case studied consists of a rectangular membrane domain ({x ∈
[0, 1]× y ∈ [0, 1]}) subject to homogeneous Dirichlet boundary conditions. The analyt-
ical solution can be obtained by separation of variables, of the form
sin(cx(x+ 1)) sin(cy(y + 1)), (5.6)
where cx and cy are integers multiples of π/2. The eigenvalues λ can be obtained as
λ2
π2/4
= (i2 + j2), with i, j = 1, 2, ... (5.7)
and can be used to verify the numerical calculations. Higher-order eigenvalues are
converged with ≈ 12 digits with N = Nx ×Ny = 412 points due to spectral accuracy
of the CGL collocation method implemented in the LiGHT code. Figure 5.11 (a)
shows the eigenfunction corresponding to eigenvalue 34 recovered with N = 412 and
interpolated on a N = 1012 square grid to better represent the spatial structures.
The second step is associated with the correct implementation of the generalised co-
ordinates detailed in §2.4 for both chain rule and metric factor methods. The two-
dimensional Helmholtz EVP can be calculated on an orthogonal elliptic confocal do-
main, where the use of Fourier periodic conditions (4.1.2) is also verified. The trans-
formation
x = c cosh(ξ) cos(η),
y = c sinh(ξ) sin(η)
(5.8)
is implemented where c = AR/sinh(ξ0), AR is the ellipse aspect-ration (here set to 2)
and ξ0 = atanh(1/AR). The domain is discretised with Nη = 60 Fourier collocation
points in the periodic direction η andNξ = 61 CGL collocation points in the wall-normal
direction ξ. The eigenvalues are in agreement with the ones reported by Paredes (2014).
The normalized eigenfuntion corresponding to the eigenvalue with index 7 is plotted in
figure 5.11(b) together with the corresponding transformed grid.
5.2.2 Plane Poiseuille Flow (PPF)
The next verification is to recover the local analysis results within the BiGlobal version
of the LiGHT code. In this case, the homogeneous streamwise direction is discretised
using Fourier collocation points in order to consider a periodic domain. The plane
Poiseuille flow (PPF) spectra recovered is plotted in figure 5.12(a), comparing the local
and BiGlobal results. Excellent agreement is found overall. However, the spectrum
generated using the BiGlobal stability code displays additional spurious stationary
modes (the branch found at ωr = 0). These spurious modes need to be neglected to
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(a) (b)
Figure 5.11: Iso-contours of normalized eigenfunctions of the two-dimensional
Helmholtz EVP for (a) rectangular membrane and eigenvalue λ2/(π2/4) = 34 and
(b) orthogonal elliptic confocal transformation with index 7.
recover the correct energy growth curves during the transient growth analysis. Figure
5.12(b) shows the perfect agreement between the one- and two-dimensional codes in
capturing both the peak at a short time as well as the exponential decay.



























Figure 5.12: (a) Eigenvalue spectra and (b) energy growth of the plane Poiseuille flow
for α = 1, β = 0 and Re = 3000. Excellent agreement between the local and BiGlobal
codes.
5.2.3 Compressible boundary-layer
The compressible boundary-layer flow is also verified, where again, Fourier collocation
points are used in the streamwise direction of the flow. The local and global spectra
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delivered by both cases are shown in figure 5.13(a) for Ma = 2.5, Re = 300 and
streamwise aligned disturbance with β = 0.1. As it was previously discussed in the
local analysis, in this case, only stationary (ωr = 0) modes are present. Transient
growth analysis is performed, and figure 5.13(b) shows the associated energy gain.
Excellent agreement is obtained between both Local and BiGlobal codes. This example
concludes the verification of the two-dimensional code with respect to recovering the
same results verified in the local stability framework and gives the confidence to study
truly two-dimensional flows.



























Figure 5.13: (a) Eigenvalue spectra and (b) energy growth of the compressible
boundary-layer for Ma = 2.5, Re = 300, α = 0, β = 0.1. Excellent agreement is
seen between the local and BiGlobal results.
5.2.4 Square duct flow
Pressure-gradient driven flow in a rectangular square duct represents the two-dimensional
extension of the plane Poiseuille flow. In this example, the base flow comprises only one
velocity component along the homogeneous spatial direction, z. The solution satisfies
the Poisson equation, and it is analytically known as (Lighthill and Rosenhead 1963,
Theofilis, Duck and Owen 2004)












where A is the cross-section aspect ratio of the duct. Hence, the domain of interest can
be defined as {x ∈ [−A,A]× y ∈ [−1, 1]}. In the following analysis, the cross-section is
taken to be square, and therefore A is 1.
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Modal stability calculation
The complex eigenvalue problem was first solved by Tatsumi and Yoshimura (1990)
using a generalisation of the Orr-Sommerfeld equation considering two inhomogeneous
spatial directions. For verification of the LiGHT code, a subcritical Reynolds number
of Re = 1000 and a wave-number β = π is chosen to compare with the results of Paredes
et al. (2016) using the same CGL spectral method to discretise both inhomogeneous spa-
tial directions. Differently from Paredes et al. (2016), the LPPE boundary condition
(eq. 4.25) is applied to the pressure at all four boundaries. The least stable eigen-
value obtained with the LiGHT code and a spatial resolution of N = Nx ×Ny = 612
is ω = (2.9027654538 − i 0.10352492613). For the same resolution, Paredes et al.
(2016) reported an eigenvalue of ω = (2.9027654518− i 0.10352492608). A Richardson-
extrapolation of different grids gives ω = (2.9027654541 − i 0.10352492635). This
results shown that eight and nine decimal digits are converged for the frequency and
the growth rate, respectively. Moreover, the value of the frequency obtained herein is
closer to the Richardson-extrapolation value on the 9th decimal digit compared with
the results of Paredes et al. (2016). A reason for that could be the correct choice of
the LPPE for the pressure boundary condition. Figure 5.14 presents colour contours
of the real part of the least stable eigenmode. Figure 5.14 shows the real part of the
amplitude functions.
(a) (b) (c)
Figure 5.14: Eigenfunctions at Re = 1000, β = π corresponding to the least stable
eigenmode. Color contours of the real part of (a) ŵ, (b) v̂ velocity components and (c)
p̂ pressure.
Transient growth calculation
In comparison with the vast modal stability literature (e.g. Tatsumi and Yoshimura
1990, Theofilis, Duck and Owen 2004), nonmodal stability analysis has been performed
on a duct of square cross-section only more recently (Biau et al. 2008, Biau and Bottaro
2009, Boiko et al. 2010). Similarly to the pipe flow case (Gill 1965, Salwen et al. 1980),
the flow is catalogued as linearly stable for all range of Reynolds number. Hence,
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transient growth analysis becomes a natural candidate to be investigated as a possible
mechanism responsible for the laminar-turbulent transition in this flow. Figure 5.15(a)
shows a representative eigenspectrum of the square duct flow calculated for Re = 3000
and streamwise wave-number α = 1 with three different Krylov subspace (m = 501,
1001 and 2001). The resolution of N = 612 is the same spatial resolution needed
to converge the least stable mode. Already with the small subspace (m = 501), the
least stable eigenvalue and various modes close to the origin are recovered. However,
from the energy gain plot showed in figure 5.15(b), it is clear that this combination is
insufficient to converge the initial value problem.
(a) (b)
Figure 5.15: (a) Eigenvalue spectra and (b) energy growth convergence of the square
cross-section duct for Re = 3000 and α = 1. The maximum value of gain Gopt(t ≈
21) ≈ 214 published by Boiko et al. (2010) is shown by the red plus symbol.
Increasing the subspace to m = 1001, more modes are included in the solution of the
initial value problem and the gain curve shown in figure 5.15(b) approaches, but is
still off, the literature value of Gopt(t ≈ 21) ≈ 214 (Boiko et al. 2010). Only with
a Krylov subspace of m = 2001 the literature value is recovered, where more modes
closer to the spectrums vertical branches are converged. Another test is performed,
increasing the grid to N = 1012 and keeping a Krylov subspace of m = 501 to examine
whether the spatial discretisation could improve the gain curve for a smaller value of m.
However, the result worsen, showing that the key parameter to check during transient
growth analysis is the dimension of the Krylov subspace. The last result presented is
with larger spatial discretisation N = 1212 and Krylov subspace m = 3501 to confirm
that the curve is converged in cases where no literature results are available. In fact,
no change in the gain curve occurs, proving that N = 612 and m = 2001 is enough
to converge the transient growth analysis, in this case. Interestingly, all the curves
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shape look similar and the maximum value of G(t) seems to appear at the same time
t = topt ≈ 21 for all cases. In other words, the maximum growth time is converged with
a smaller choice of values, whereas the energy gain needs more modes to converge.
5.2.5 Swept leading edge boundary layer
Instability in the vicinity of the swept leading edge has been studied in a global modal
analysis context in an incompressible and compressible regime to conclude the code
verification. This last problem is interesting as a verification case of the eigenvalue
problem solver since, even within the limitations of the simplified base flow model used
in the analysis (Rosenhead 1963) and differently from the square duct case, all three
base flow velocity components are present and no reductions of the Linearized Navier-
Stokes equations are possible. Figure 5.16 shows a sketch of the swept leading edge
flow.
Figure 5.16: Sketch of the attachment-line flow showing the external velocity vectors
(Gennaro 2008).
A similar solution proposed by Cohen and Reshotko (1955), Mack (1984) is used to
model the base flow using the stream function and the Illingworth-Stewartson trans-
formation. The velocity and temperature profiles can then be obtained by solving the
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ODE system (Cohen and Reshotko 1955, Mack 1984)







































where prime denotes derivatives in the wall-normal direction. The boundary-conditions
necessary to close the problem are
ū = w̄ = v̄ = 0, at y = 0,
ū = w̄ = T̄ = 1, at y =∞.
(5.11)
The shooting method can be used to solve the ODE system with boundary conditions.
The final three-dimensional base flow profiles are assumed to be only dependent on the
wall-normal direction (y) except for the chordwise velocity component, which is also
taken to be linearly dependent on the chordwise coordinate.
Modal stability calculation
The compressible global stability solver was applied to both incompressible and com-
pressible cases. To reproduce the incompressible flow results with a compressible code,
a low Mack number Ma = 0.02 was considered. For both cases, a linear mapping has
been applied to the chordwise direction, while the boundary-layer mapping (4.2) has
been used to discretise the wall-normal direction.
The boundary conditions are no-slip on the perturbation velocities and homogeneous
Dirichlet for the temperature at the wall. A fast decay in the wall-normal direction is
assumed for all disturbances at a sufficient large distance from the wall (y∞ = 100).
Along the chordwise direction, at a large distance from the attachment line (x = ±Lx
= 100), linear extrapolation from the interior of the computational domain is used.
The first unstable eigenvalue, also known as the Görtler-Hämmerlin (GH) (Hall et al.
1984) was obtained in an incompressible global instability analysis by Lin and Malik
(1996) and Theofilis (2003). Figure 5.17 (a) shows the global spectra obtained with
the present BiGlobal code for Ma = 0.02, Re = 800, β = 0.255 and a resolution
of N = Nx × Ny = 702. The most unstable eigenvalues reported by Lin and Malik
(1996) are also shown in circles. Excellent agreement with all four modes are found.
Their frequency ωr and growth rate ωi are (0.0913, 0.00148), (0.0912, 0.00104), (0.0911,
0.00059) and (0.0910, 0.00016), respectively.
Moving on to the compressible regime, the swept leading edge boundary-layer has been
studied in a global modal analysis context by Lin and Malik (1996), with several authors
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(a) (b)
Figure 5.17: BiGlobal eigenvalue spectra obtained for Re = 800 and (a) incompressible
(Ma = 0.02), β = 0.255 and (b) compressible Ma = 0.9 and β = 0.19.
having contributed aspects of flow instability physics since (Theofilis, Fedorov and Collis
2004, Mack et al. 2008, Gennaro et al. 2013). The compressible temporal BiGlobal
stability analysis EVP has been solved for Ma = 0.9, Re = 800 and spanwise wave-
number β = 0.19, indicating harmonic linear modal perturbations along the leading
edge. The global eigenspectrum generated for this wave-number (β = 0.19) is found
to deliver the most unstable Görtler-Hämmerlin (GH), first symmetric mode and is
shown in figure 5.17 (b) along with the results provided by Gennaro et al. (2013). The
eigenvalue of the GH mode is ω = (0.0765392 + i 0.00117793); the corresponding result
of Gennaro et al. (2013) is ω = (0.0764718 + i 0.00118942), obtained using a spatial
resolution of N = Nx = Ny = 140. Finally, figure 5.18 shows the real and imaginary
parts of the amplitude functions û, ŵ and T̂ recovered from the most unstable GH
mode.
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Figure 5.18: Amplitude functions at Ma = 0.9, Re = 800 and β = 0.19 corresponding
to the most unstable (GH) mode. On the left-hand-side are the real and on the right-





6.1 HIFiRE-5 elliptic cone model
The bulk of the results of this thesis have been obtained in the aspect ratio two elliptic
cone model corresponding to the payload of the HiFIRE-5. The HIFiRE hypersonic
flight test is a program lead by the Air Force Research Laboratory (AFRL) and the
Australian Defence Science and Technology Organization (DSTO) (Dolvin 2008) aimed
to demonstrate fundamental technologies critical to design of next generation aerospace
systems, including boundary-layer laminar-turbulent transition prediction and control.
The first configuration in the program, named HIFiRE-1, used a 7◦ half-angle cone to
obtain in-flight transitional and turbulent boundary layer heating data on axisymmetric
configurations. The design of this experiment, the associated pre-flight effort and actual
flight data as well as transitional analysis have been discussed in detail in Kimmel et al.
(2007), Kimmel (2008), Kimmel et al. (2011), Adamczak et al. (2011), Stanfield et al.
(2012) and Li et al. (2011), further elaboration on the overview of earlier transition
research on a circular base cone (Schneider 2004).
On the other hand, the last configuration to-date in the program, HIFiRE-5, was specif-
ically designed to provide transition data in an essentially three-dimensional boundary-
layer. This platform consists of an S-30 first stage, an improved Orion second stage
and the transition section and can be better seen in figure 6.1 (Kimmel et al. 2010).
The payload consists of a blunt-nosed elliptic cone of 2:1 aspect ratio and 0.86 m in
length. The specific aspect ratio was chosen since it presents significant crossflow and
second-mode instabilities that are expected to be the dominant instability mechanisms
in three-dimensional boundary layers at hypersonic speeds. The minor axis of the
cross-section is defined as the centreline, whereas the major axis is referred to as the
attachment line. The blunted tip consists of a 2.5 mm radius circular arc, is tangent to
the cone rays inscribed in the minor axis, while it retains a 2:1 elliptical cross-section
to the tip.
Several efforts spanning over two decades have contributed to understanding hyper-
sonic transition on elliptic cones. From an experimental point of view, Holden (1998)
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Figure 6.1: HIFiRE-5 stack (Kimmel et al. 2010).
obtained Schlieren images of hypersonic flow over a 4:1 aspect ratio elliptic cone at
angles of attack from 0 to 5 degrees and reported that the transition front moves to-
wards the base of the cone with increasing angle of attack. Schmisseur et al. (1998,
1999) measured the boundary-layer response to a laser-generated localized free-stream
disturbance on the same 4:1 aspect ratio elliptic cone in a Mach 4 quiet tunnel at unit
Reynolds number of 4.5 × 106 m−1. At these conditions, the undisturbed flowfield
was shown to be practically laminar in its entirety. The surface measurements also
indicated that the boundary-layer response to disturbance is concentrated near the
centreline. Kimmel et al. (1999) investigated the influence of base laminar crossflow on
transition in the hypersonic boundary layer over a sharp-nosed 2:1 aspect ratio elliptic
cone employing Schlieren imaging and surface oil-flow visualisation. Unlike hypersonic
flow over planar and axisymmetric bodies, the transition front was found not to be
driven by second mode instability. They found that the transition front was nonuni-
form with the earliest signs of boundary-layer transition being recorded in the vicinity
of the centerline. Huntley and Smits (2000) studied in detail centerline boundary layer
transition on a sharp-nosed 4:1 aspect ratio elliptic cone at Mach number 8 using CO2-
enhanced Filtered Rayleigh Scattering. In line with the results of Kimmel et al. (1999),
and despite the different cone aspect ratio, these authors also found transition to oc-
cur in the vicinity of the centerline and presented for the first time detailed results of
the early stages of transition in this region. Juliano and Schneider (2010) performed
experiments in the Boeing/AFOSR Mach-6 Quiet Tunnel (BMA6QT) facility with an
aspect ratio 2 elliptic cone and showed that the dominant mechanism leading to tran-
sition are streamwise-aligned structures, identified as crossflow vortices between the
centreline and the attachment line region. In the experiments of Borg et al. (2012) it
was found that selective choice of spacing between roughness elements introduced can
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excite wavelengths that would have been stable in the unperturbed boundary layer.
Heat flux and boundary layer transition were measured by Juliano, Borg and Schnei-
der (2015) in the BAM6QT facility, where two different transitional modes were found,
the first one along the centreline and the second at the crossflow region. Moreover,
these authors showed that both transitional modes were delayed when tunnel noise
level was reduced and, conversely, the transition front moved forward when altitude
was increased. Flight testing of the HiFIRE-5 commenced in 2012, although in that
first flight the highest Mach number achieved in flight of 3, instead of the targeted 7
(Kimmel et al. 2013). Analysis of the flight data obtained revealed a transition pattern
consistent with previous numerical and experimental studies, namely the presence of
early transition at the centreline of the vehicle. Subsequently, Juliano et al. (2014)
performed a full analysis of the flight data during the supersonic descent phase and re-
ported two distinct boundary-layer transition mechanisms, the first causing transition
at the centreline, while the second was related with transition at the leading edge and
grows rapidly over a small range of free stream unit Reynolds numbers.
From a theoretical point of view, early work employing the parabolized Navier-Stokes
equation was performed by Lyttle and Reed (1995), who analyzed flow on elliptic cone at
zero angle of attack and different cross-sections and reported the existence of crossflow
for all geometries investigated, but no crossflow transition in the range of parameters
examined. One of the earliest inviscid linear global instability analyses was performed
by Theofilis (2000c, 2002). Supersonic and hypersonic flow over elliptic cones of dif-
ferent aspect ratios was addressed, the two-dimensional Rayleigh equation was solved
on a body-fitted coordinate system and distinct families of hydrodynamic and acoustic
instabilities were discovered. Choudhari, Chang, Jentink, Li, Berger, Candler and Kim-
mel (2009) solved the corresponding two-dimensional viscous eigenvalue problem on a
rectangle containing the main basic flow features around the centreline, for in-flight
and wind tunnel conditions. The steady laminar three-dimensional base flows were cal-
culated using a variety of structured and unstructured codes (Cheatwood and Gnoffo
1996, Baurle et al. 2020, Nompelis et al. 2005), while the main result of the eigenvalue
problem solution was identification of unstable centreline global modes at all flow con-
ditions examined. Paredes and Theofilis (2015), Paredes et al. (2016), also solved the
global eigenvalue problem on a body-fitted elliptic coordinate system that extended
from the centerline to the attachment line of an elliptic cone at zero angle of attack.
They interrogated flow instability at 21.8 and 33km altitude, at Mach number of 7.45
and 7, and unit Reynolds numbers of 1.015×107 m−1 and 1.89×106 m−1, respectively.
They reported the existence of four classes of linear modal disturbances: symmetric
and antisymmetric centerline instabilities associated with the shear-layer formed due
to the lift-up effect at the centreline region, as seen in the analysis of Choudhari, Chang,
Jentink, Li, Berger, Candler and Kimmel (2009), alongside high-frequency attachment-
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line modes, oblique second (Mack) modes and cross-flow instabilities in the boundary
layer between the centreline and attachment-line.
Large-scale numerical simulation of the HIFiRE-5 elliptic cone model was performed by
Dinzl and Candler (2017) at the conditions of the Borg et al. (2012) experiment. These
authors reported a Reynolds number dependence in the dominant stationary crossflow
wavelength, with higher Reynolds numbers supporting instabilities corresponding to
smaller wavelengths. Furthermore, streamwise-aligned structures were identified as
streaks in agreement with experimental results and the formation of streamwise-aligned
structures was attributed to the strong interaction between the streamwise velocity
and the wall. On the other hand, Moyes et al. (2018) employed nonlinear Parabolised
Stability Equations (PSE) and linear spatial (modal) BiGlobal instability analysis and
demonstrated that coupling nonlinear PSE and global linear instability equations can
provide a framework capable of predicting transition onset in flows with stationary
crossflow as the dominant mechanism. Tufts et al. (2018) summarized work performed
up to that point and discussed the strengths and weaknesses of using computation,
ground test and flight test to predict laminar to turbulent transition over the HIFiRE-
5 elliptic cone geometry. Very recently, Shi et al. (2020) developed an engineering
model for transition prediction, based on new wind-tunnel experiments and flight data
correlations. The proposed model is shown to agree well with the HiFIRE-5b flight
data and with Purdue University wind-tunnel test data (Juliano and Schneider 2010).
However, in the crossflow region closer to the centreline disagreements were observed
between the experimental results of these authors when compared with flight testing
data. Since classical linear stability analysis (Paredes et al. 2016, Moyes et al. 2018)
predicts slow growth of disturbances in that region, no explanation of these differences
could be provided on the basis of linear modal analysis. Finally, Choudhari et al. (2020)
extended the analysis of the HIFiRE-5b flight experiment using local theory (Tufts et al.
2017) to study the linear stability of the boundary layer flow near the centreline of the
elliptic cone and found an N-factor that peaks close to the value that correlates with
Mack mode transition in the HIFiRE-1 circular cone experiment.
The present work aims at filling the knowledge gap regarding linear nonmodal insta-
bility on an aspect ratio two elliptic cone, and complements earlier modal analysis of
the same problem discussed by Paredes and Theofilis (2015), Paredes et al. (2016).
The base flow model and analysis parameters used are unit Reynolds numbers Re′ =
1.89 × 106 and 1.07 × 107 m−1, at Mach number Ma = 8.05 and 7.45, corresponding
to altitudes between the highest, 33 km and the lowest, 21 km, in cruise flight at zero
angle of attack. By contrast to Paredes et al. (2016), the initial value problem is solved
over time horizons sufficiently long for the modal analysis results to be recovered and
the magnitude of transient energy growth is documented. Some guidance for the choice
of parameters in the present global transient growth analysis is provided by a local
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analysis (Quintanilha Jr et al. 2018), who addressed the potential of one-dimensional
base flow profiles, at various streamwise stations and all azimuthal locations, from the
centreline to the attachment-line, to sustain transient growth. Thus, the present work
constructs a firm theoretical foundation for global transient growth to be performed on
the geometry at hand, relaxing the approximation of azimuthal base flow homogeneity
from the local analysis.
6.1.1 Base flow configuration
The HIFiRE-5 geometry is modeled by a blunt-nosed elliptic cone of 2:1 aspect ratio
and 0.86m in length. The nose tip cross-section in the centreline of the model describes
a circular arc with 2.5 mm radius, tangent to the cone ray describing the minor-axis,
and retaining a 2:1 elliptical cross-section to the tip. Flight flow conditions were calcu-
lated for two different altitudes, 21 and 33km and Table 6.1 presents the corresponding
free-stream velocity, U∞, temperature, T∞, and density, ρ∞ as well as the unit Reynolds
number, Re′, and the Mach number, Ma, values at both altitudes. At 21 km the unit
Reynolds number is one order-of-magnitude larger than at 33 km, due to the decrease
of the density with increasing altitude; this difference will be seen to have an important
qualitative effect on the results obtained in what follows. The wall temperature is de-
fined using a prescribed temperature based on heat conduction analysis of an estimated
trajectory for the vehicle. The wall temperature near the nose is approximately 650
K whereas the wall temperature over the rest of the surface varies between 300 K and
400 K. As discussed by Paredes et al. (2016), the ration between the wall temperature
and the corresponding adiabatic wall temperature is Twall/Tadiabatic < 0.3, resulting in
a cold surface temperature over most of the cone surface downstream of the nose. In
this case, no dissociation reactions were expected to influence the results. The steady
laminar flow solution is the same used by Paredes et al. (2016) and has been calculated
using the second order US3D non-equilibrium solver with shock capturing algorithm.
High-enthalpy effect was not considered due to the relatively low hypersonic Mach num-
ber; a detailed description of the base flow computation can be found in Gosse et al.
(2010, 2013).
Figure 6.2(a) shows contours of Mach number at 33km altitude and streamwise location
x∗ = 0.36 m from the tip of the elliptic cone. In this figure, it is possible to see the
emergence of a bulge region at the centreline, ζ= π/2, due to three-dimensionality of the
flow. The boundary layer near the surface is deflected from the leading-edge towards
the centreline producing a lift-up of low momentum boundary layer fluid, generating
this mushroom-like structure, which was first seen in the experiments of Huntley and
Smits (2000) and all subsequent experimental and numerical work. Figure 6.2(b) shows
one-dimensional baseflow profiles extracted at three spanwise locations, z∗ = 0.00, 0.02
and 0.04 m, normal to the elliptic cone wall. In what follows, these profiles have been
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Altitude (km) U∞ (m/s) T∞ (K) ρ∞ (Kg/m
3) Re′ (m−1) Ma
21 2207.1 218.45 0.0658 1.07x107 7.45
33 2452.1 230.97 0.0115 1.89x106 8.05




Figure 6.2: Mach number contours of the base flow at 33km altitude. (a) Full three-
dimensional baseflow calculated with US3D solver (Gosse et al. 2010, 2013). An ex-
ample of a two-dimensional base flow used in the BiGlobal stability analysis and (c)
one-dimensional base flow profiles used in the local stability analysis.
used to perform local transient growth analysis, the results of which have guided the
subsequent global transient growth analyses.
6.1.2 Elliptic cone transformation and spatial discretization
The transformation of the physical (x, y, z) to the computational (ξ, η, ζ) coordinate
system is performed using the elliptic confocal transformation discussed by Theofilis
(2000c) and Paredes et al. (2016),
x = ξ
y = c ξ sinh(η0 + η) sin ζ
z = c ξ cosh(η0 + η) cos ζ,
(6.1)










is a parameter controlling the aspect ratio (AR) of the elliptic cone, here set as 2. Dif-
ferently from the supersonic cylinder and the compression ramp, the two transformed
spatial directions are η and ζ, where the homogeneous direction is ξ. The inhomoge-
neous spatial directions are appropriately discretized using Chebyshev-Gauss-Lobatto
(CGL) spectral collocation points (§4.1.1),
ηj = ζj = cos
jπ
N
, j = 0, 1, ..., N. (6.2)
The mapping used to resolve gradients inside the boundary-layer is
ηj = l
1− ηj
1 + s+ ηj




where s is a scaling function, l is a parameter depending on the wall normal extent of
the domain and ηh is the location in the domain below which half of the points are to be
clustered, allowing control over the density of points near the wall. In the subsequent
analysis, a ηh of 0.4 was employed. Along the spanwise direction, a linear mapping is
used to capture the modes that exist along the crossflow region.
6.1.3 Domains studied
In the following analysis, the symmetries of the problem due to zero angles of attack
and yaw are exploited in order to reduce the computational cost of numerical solution
of the initial value problem. One quarter of the physical space (0 ≤ ζ ≤ π/2) is
discretized. Moreover, to guarantee convergence and correct capturing of the structure
of the different modes, the domain analyzed is divided in two parts, as schematically
shown in Figure 6.3. The first domain accounts for the centreline (ζ = π/2) and the
crossflow region (π/2 < ζ ≤ π/4) whereas in the second domain flow instability in the
vicinity of the attachment line of the cone (ζ = 0) is analyzed. The attachment-line
region will be used to compare modal results with the work of Paredes et al. (2016) and
the first domain, accounting for the centreline and crossflow, will be further interrogated
in respect to nonmodal instabilities.
6.1.4 Boundary conditions
The boundary conditions to complement the elliptic eigenvalue and singular value prob-
lems are the following. For the first domain, in the azimuthal direction ζ, symmetric
and antisymmetric boundary conditions are imposed at the centreline (ζ = π/2; West
boundary) and suffice to capture all instabilities present in the flow. At the opposite
(East) boundary, linear extrapolation is imposed on all amplitude functions, allow-
ing perturbations to exit the domain with minimal distortion. In the second domain,
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Figure 6.3: Example of the two domains used to perform the BiGlobal stability analysis.
The first one is covering the centreline and the crossflow region (π/2 ≤ ζ ≤ π/4) whereas
the second one accounts for the region close to the attachment-line (ζ = 0).
an analogous procedure is followed, namely symmetric and anti-symmetric boundary
conditions are imposed at the attachment line (ζ = 0) and linear extrapolation can
be imposed at the opposite boundary. Along the wall-normal direction, the boundary
conditions are the same for both domains: at the wall (η = 0; South) boundary, no-slip
conditions are imposed on the perturbation velocity components. Homogeneous Dirich-
let boundary condition is imposed for the perturbation temperature and the gradient of
the pressure amplitude function is required to be zero at the wall. The location of the
top (North) boundary is defined by the presence of the shock. At this boundary in both
domains all perturbations are forced to decay through the imposition of a sponge region
within which the local Reynolds number is artificially decreased by a smooth function
(Meliga et al. 2012, Paredes et al. 2016) such that homogeneous Dirichlet boundary
conditions can be imposed at this boundary.
6.1.5 Local transient growth computation
In order to investigate the potential to the HIFiRE-5 elliptic cone model to sustain
algebraic growth of perturbations, a systematic local transient growth analysis is first
performed. Both altitudes and conditions analysed are shown in table 6.1. As men-
tioned before, advantage was taken of the symmetry of the flow around an elliptic cone
at zero angle of attack and only one quadrant of the cone was considered. Three axial
locations along the streamwise direction have been monitored, x∗ = 0.42 m, x∗ = 0.52
m and x∗ = 0.62 m. At each one of these locations, computations were performed for
a relatively large number of azimuthal angles ζ, discretizing the range 0 ≤ ζ ≤ 90◦ in
5◦ increments. The profiles are taken in the wall-normal direction η (see fig. 6.3 and
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fig. 6.4). In what follows, ζ = 0◦ refers to the attachment-line at the major semi-axis
of the cone, ζ = 90◦ is the centerline at the minor semi-axis, while 0◦ < ζ < 90◦ is the
range in which crossflow instability may be encountered. The results are reported as a
function of the wave-number parameters, α, in the streamwise direction and β in the
azimuthal direction. The maximum G(t) for this combination is plotted as a contour
plot. Depending on the magnitude of the peaks of Gmax conclusions will be drawn on
the modal or nonmodal nature of linear instability of the flow.




The analysis starts at the highest altitude, where the unit Reynolds number is the
smallest. Figures 6.5-6.7 present contour plots of transient growth analysis at the three
axial locations examined as a function of the wave-number α and β. Out of the full set
of azimuthal angles which the analysis was performed, six characteristic angles were
chosen to represent the three main regions of the ellipse: the attachment-line ζ = 0◦,
the crossflow region ζ = 15◦, 40◦, 60◦, 70◦ and the centreline ζ = 90◦.
Looking first at the centreline region, figures 6.5-6.7(f) show that transient growth
results deliver asymptotic large values of G(t), location at which previous modal anal-
yses (Choudhari, Chang, Jentink, Li, Berger, Candler and Kimmel 2009, Paredes and
Theofilis 2015) have predicted the largest amplified centreline global mode.
In the attachment-line region, figures 6.5-6.7(a) shows a smaller value of G(t) in com-
parison with the exponential values achieved at the centreline. Nevertheless, the values
of G(t) are still considered high. These values correspond to the growth of modal




Figure 6.5: Contour plot of Gmax at h = 33 km and x
∗ = 0.42 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b) ζ = 15◦; (c)
ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦.
(a) (b) (c)
(d) (e) (f)
Figure 6.6: Contour plot of Gmax at h = 33 km and x
∗ = 0.52 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b) ζ = 15◦; (c)
ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦.
In the crossflow region of the results presented (fig. 6.5-6.7 (b)-(e)), different phenomena
occur as the axial location x∗ increases. At x∗ = 0.42 m, figure 6.5(b) and (c) show
exponentially high values of G(t) peaking in the streamwise aligned direction β ≈ 0.3




Figure 6.7: Contour plot of Gmax at h = 33 km and x
∗ = 0.62 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b) ζ = 15◦; (c)
ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦.
at ζ = 60◦ and ζ = 70◦ (fig. 6.5(d) and (e)) a different behaviour is found. No
exponential growth exist and G(t) has a finite value ≈ 60. The peak corresponds
to a streamwise aligned structure with β ≈ 0.5 and α = 0 for both cases. In the
next streamwise location, x∗ = 0.52 m, figures 6.6 (c)-(e) show that one more angle
generates finite values of G(t) and therefore the nonmodal region is broaden. Similarly
to the previous case, the G(t) peak appears for α = 0. However, in the last streamwise
location investigated, x∗ = 0.62 m, figure 6.7(e) presents a strong modal behaviour
with non-zero values of α and β; this corresponds to an oblique disturbance. The finite
values of G(t) appears again in figures 6.7(c) and (d). The peak continues to exist for
α = 0. In other words, this case is a candidate to have algebraic nonmodal growth
of instabilities in the crossflow region of the hypersonic flow on the elliptic cone and
therefore needs to be further investigated in a global analysis.
Altitude: 21 km
For the sake of comparison with results at the higher altitude, Figures 6.8-6.10 present
contour plots of transient growth analysis at 21 km altitude, at the same axial and
azimuthal locations as results shown in the previous higher altitude. At this lower
altitude, at which the modal global analysis of Paredes et al. (2016) was performed, the
Reynolds number is an order of magnitude higher, and the first qualitative difference
compared with the 33 km altitude case is at the attachment line, ζ = 0. Figures 6.8-
6.10(a) show that the maximum value of G(t) corresponds to α = 0 and β = 1. At the
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first location, x∗ = 0.42m (fig. 6.8(a)), the peak is for G(t) ≈ 25 and it grows until
G(t) ≈ 50 at the last location, x∗ = 62m (fig. 6.10(a)).
In the crossflow region, the first azimuthal location closest to the attachment-line
(fig. 6.8-6.10(b)) provides the same qualitatively behaviour as encountered in the
attachment-line, namely a peak in the growth for α = 0, β = 1. The next three
azimuthal locations investigated (fig. 6.8-6.10(c)-(e)) the type of the dominant struc-
ture changes completely. Their magnitude has increased to exponential values, showing
that the modal scenario is the dominant one for more locations at this altitude. More-
over, the maximum value of G(t) is associated with a oblique mode (α and β 6= 0).
Finally, at the centreline ζ = 90◦ (fig. 6.8-6.10(f)), the gain is related to modal insta-
bility, with asymptotic large values of G(t), as expected and found in the analysis of
Paredes et al. (2016).
(a) (b) (c)
(d) (e) (f)
Figure 6.8: Contour plot of Gmax at h = 21 km and x
∗ = 0.42 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b) ζ = 15◦; (c)
ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦.
The strong assumption of streamwise and spanwise homogeneity that underlies local
linear theory prevents drawing conclusions regarding whether linear instability will
follow a modal or a nonmodal growth scenario at these altitudes. Motivation is thus
provided to relax the assumption of homogeneity along the spanwise direction and
perform transient growth of the two-dimensional base flows defined on planes normal
to the elliptic cone axis, thus taking into account the cone curvature; this analysis will




Figure 6.9: Contour plot of Gmax at h = 21 km and x
∗ = 0.52 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b) ζ = 15◦; (c)
ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦.
(a) (b) (c)
(d) (e) (f)
Figure 6.10: Contour plot of Gmax at h = 21 km and x
∗ = 0.62 m as a function of
the streamwise (α) and spanwise (β) wave numbers, at: (a) ζ = 0◦; (b) ζ = 15◦; (c)
ζ = 40◦; (d) ζ = 60◦; (e) ζ = 70◦; and, (f) ζ = 90◦.
6.1.6 Modal linear stability calculation
Before discussing global nonmodal stability analysis, the two-dimensional eigenvalue
problem solved by Paredes et al. (2016) is revisited. This was found to be necessary not
only as verification of the results obtained herein, which used an altogether different
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numerical strategy for the solution of the EVP and SVD problems compared with
Paredes et al. (2016) but, equally importantly, in order to assess numerical parameters
(such as the Krylov subspace size) used to access a large part of the global eigenspectrum
besides its leading members, an aspect that was found to be essential for the convergence
of nonmodal analysis results.
Table 6.2 presents grid convergence results for the complex eigenvalue ω of the most
amplified eigenmode as a function of spatial resolution at both of the 21 km and 33
km altitudes. In addition, the logarithmic derivative of the gain function, G(t), at a
sufficient large time is presented at the highest resolution, in order to facilitate compar-
isons with the amplification/damping rate obtained in the solution of the EVP. Table
6.2 also presents the peak value of G at the respective time parameter, topt = 250 at
21 km altitude and topt = 200 at 33 km altitude. At both altitudes a convergence
criterion of five significant digits has been imposed for the most unstable eigenvalue.
The parameters have been non-dimensionalized by a length scale of Lref =
√
0.5/Re′
and by the velocities presented in table 6.1.
Focusing on the modal result, ω, first, the results of table 6.2 shows the expected fact
that substantially higher resolutions are required for the preset convergence criterion
to be met at the lower altitude, where the Reynolds number is one order of magnitude
higher than that at the higher altitude.
21 km
Grid ωr × 10 ωi × 103 d lnG(t)dt |t=t∞ Gopt topt
1612 0.8619 6.10 1016 270
1712 0.8619 6.09 743 250
1812 0.8619 6.09 0.00606 745 250
33 km
Grid ωr × 10 ωi × 103 d lnG(t)dt |t=t∞ Gopt topt
812 1.0046 3.61 1714 -
912 1.0044 3.61 284 200
1012 1.0044 3.61 0.00367 283 200
Table 6.2: Grid convergence for 33km altitude at streamwise location x∗ = 0.36m
from the elliptic cone tip using symmetric boundary conditions. The Krylov subspace
was set to m = 3501 and the wave-number α = 0.11.
Centreline instabilities
To further verify the EVP results delivered by the LiGHT code, color contours of the
streamwise velocity magnitude of the most unstable centreline mode is presented in
fig. 6.11 for both (a) symmetric and (b) antisymmetric centreline boundary conditions.
The black isolines correspond to contours of the associated baseflow varying from 0
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to 0.9 in 0.1 steps. The conditions chosen are the same as the conditions reported in
Paredes et al. (2016), namely 21 km altitude and streamwise position x∗ = 0.52 m
from the elliptic cone tip. The latter authors performed a spatial BiGlobal analysis,
while in this thesis a temporal framework is employed. For the sake of comparison,
Gaster’s transformation was used to transform the growth rate from temporal to spatial
(Gaster 1962). Even though the transformation is only strictly valid close to neutral
stability, good agreement is seen when comparing the temporal growth rate transformed
to spatial αi,Sym = −0.0091 and αi,Asym = −0.0088 obtained in the present analysis with
the spatial analysis results αi,Sym ≈ −0.0998 and αi,Asym ≈ −0.0094 of Paredes et al.
(2016). The dimensional frequency of the most unstable symmetric and antisymmetric
modes reported from the spatial analysis are F = 230 and 220 kHz, respectively. The






giving F = 200 and 190 kHz for the most unstable symmetric and antisymmetric modes,
respectively. The amplitude functions function of the leading centreline symmetric
mode obtained in the present temporal analysis is shown in figure 6.11 (a) and that
for the antisymmetric mode in figure 6.11 (b); respectively, they are seen to peak at
the symmetry line and the immediate vicinity of the centreline. As already pointed
out by Paredes et al. (2016), this feature is not observed in the lower Reynolds number
behaviour near the centreline where the modes peak away from symmetric plane at z
= 0.
(a) (b)
Figure 6.11: Streamwise velocity magnitude |û| of the leading symmetric (a) and
antisymmetric (b) centreline modes at x∗ = 0.52 m. The black lines are isocontours of
the base flow (ū = 0:(0.1):0.9) (cf. Paredes et al. (2016)) .
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Attachment line instabilities
As a final verification of the present implementation, the attachment line modes re-
ported by Paredes et al. (2016) are recovered on the rightmost part of the mesh shown
in Figure 6.3. Figure 6.12 presents the streamwise velocity magnitude of the most
amplified symmetric and antisymmetric attachment line modes at x∗ = 0.52 m. Fol-
lowing the same reasoning of the centreline mode, performing a Gaster’s transforma-
tion in the present temporal results give a spatial growth rate of αi,S = −0.0172 and
αi,A = −0.0154. These results are also in relatively good agreement with the results
of αi,S ≈ −0.0194 and αi,A ≈ −0.0168 reported by Paredes et al. (2016). As in the
comparison of centreline mode instabilities, an iteration on the wave-number parame-
ter has revealed that the most unstable mode has a non-dimensional wave-number of
1.18 for both symmetric and antisymmetric mode, corresponding to a dimensional wave
length of 1.2 mm. The non-dimensional frequency is close to unity, corresponding to the
high-frequency results of ≈ 1700 kHz shown by Paredes et al. (2016) for both modes.
The amplitude functions are concentrated inside the boundary layer. Qualitatively,
the mode shapes of these attachment-line modes is analogous to that of the centreline
modes, namely all components but the azimuthal peaks at the attachment line sym-
metry plane if symmetric boundary conditions are used and the opposite happens if
antisymmetric boundary conditions are imposed at the symmetry plane.
(a) (b)
Figure 6.12: Streamwise velocity magnitude |û| of the leading symmetric (a) and an-
tisymmetric (b) attachment line modes at x∗ = 0.52 m. The black lines are isocontours
of the base flow (ū = 0 and 0.9) (cf. Paredes et al. (2016)).
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6.1.7 Global transient growth computation
Global transient growth analysis is performed at the two altitudes and the conditions
presented in table 6.1. At each altitude, temporal global transient growth analysis is
performed on base flows defined on planes normal to the cone axis at four streamwise
locations, x∗ = 0.36 m, 0.42 m, 0.52 m and 0.62 m, and homogeneity is assumed along
the streamwise direction x.
The domain in which nonmodal stability analysis is performed has been reduced to
include the centreline and the crossflow regions, π/4 ≤ ζ ≤ π/2; as will be discussed in
what follows; further numerical details have been presented in chapter 4. As observed
by Paredes et al. (2016), symmetric disturbances are (modally) more unstable modes
than their antisymmetric counterparts. This behaviour has also been confirmed by the
present analysis, in both of the modal (long-time) and nonmodal (short-time) linear
instability scenarios and henceforth, only results with symmetric boundary conditions
will be presented; nonmodal growth of antisymmetric perturbations was found to be
qualitatively identical with that exhibited by symmetric perturbations.
(a) (b)
Figure 6.13: Comparison of the energy growth G(t) for four different Krylov subspace
m. The energy growth curves were obtained at (a) x∗ = 0.52 m and (b) x∗ = 0.62 m,
at 33 km altitude and for α = 0.
As discussed in chapter 3, transient growth calculation is restricted to a space spanned
by a selected number of eigenfunctions. In what follows, at both altitudes studied, the
Krylov subspace dimension m was varied between m = 1001 and 4001. Figure 6.13
shows examples of this variation for two different streamwise locations, x∗ = 0.52 m
and x∗ = 0.62 m, at 33 km altitude. For the smallest subspace analysed, m = 1001, the
correct shape of the energy gain curve is recovered, showing transient growth at short
time, followed by exponential growth, for which the rate is also recovered. However, this
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subspace underpredicts the energy gain values. Increasing the subspace to m = 2001,
the exponential growth is already fully recovered and only at short time t < 500, the
value of gain changes. Both curves for m = 3501 and m = 4001 overlap and therefore all
subsequent calculations have been performed using m = 3501, to guarantee convergence
of the transient growth results.
(a) (b)
Figure 6.14: Comparison of the energy growth G(t) for the three different grids
analysed. The energy growth curves were obtained at (a) 21 and (b) 33km altitude,
with α = 0.11 and at x∗=0.36m. The dashed line represents the slop of the most
unstable eigenvalue calculated from the EVP analysis.
In respect to grid convergence, table 6.2 presents the changes in the gain function for
different grids. The resolutions used at the respective first grid, 1612 for 21km altitude
and 812 for 33km altitude, is insufficient to correctly predict the changes in the energy
gain, even though these resolutions are adequate for reliable performance of modal
analysis and prediction of the characteristics of the most unstable eigenmode. Figure
6.14 shows the energy gain over non-dimensional time for the three different grids at 21
km altitude and 33 km altitude. The notation here used for the maximum value of the
energy gain at short time is Gopt and at asymptotically large time is G∞. The results
shown quantitatively in table 6.2 are visualised well in figure 6.14, where it can be seen
that the resolutions of 1712 spectral collocation nodes at the lower altitude, and 912
nodes at the higher altitude the entire respective G(t) curves are identical with those
corresponding to the more refined grids, 1812 at 21 km and 1012 at 33 km.
The final verification is regarding the ability of the present SVD implementation to
recover the most unstable eigenvalue/growth rate delivered by solution of the EVP.
The slope of the energy curve asymptotically grows at the rate of
G∞ ≈ e2ωit∞ (6.5)
and the values obtained are displayed in table 6.2. At the highest resolution at which
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the SVD has been solved, excellent agreement is observed between the results of the
IVP and EVP at both altitudes. This agreement is graphically shown in figure 6.14,
where the slope corresponding to the EVP result is drawn by a dashed line and the
fact that the respective G(t) curves become parallel to these dashed lines graphically




Figure 6.15: Variation in the streamwise wave-number α and the resulting transient
energy growth at 33 km altitudes and streamwise locations (a) x∗ = 0.36 m, (b) x∗ =
0.42 m, (c) x∗ = 0.52 m and x∗ = 0.62 m
The streamwise wave-number α is studied to identify the perturbation responsible for
the largest algebraic growth at short time, when the approximation of azimuthal base
flow homogeneity from the local analysis is relaxed. Figure 6.15 shows an alpha loop
iteration between α = 0 to α = 1.1, corresponding to a streak α = 0 and wave-lengths
varying from 32 mm to 3 mm, respectively. For all streamwise locations analysed,
namely x∗ = 0.36 m, x∗ = 0.36 m, x∗ = 0.42 m, x∗ = 0.52 m and x∗ = 0.62 m,
the largest peak at short time appears for the structure aligned with the streamwise
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direction α = 0, as previously suggested by the local transient growth analysis. All
the waves with α > 0.6, and therefore wave-lengths smaller than 5.3 mm, decay after
a small transient growth and even though other waves produce larger growth of the
energy at short time, they are always smaller than the α = 0 case.
Nonmodal linear stability analysis of streamwise-aligned perturbations
(a) (b)
(c) (d)
Figure 6.16: Comparison of transient energy growth at 21 km and 33 km altitudes
with α=0 at streamwise locations (a) x∗ = 0.36 m, (b) x∗ = 0.42 m, (c) x∗ = 0.52 m
and x∗ = 0.62 m
Recapitulating, the initial value problem (IVP) detailed in chapter 3 is solved in which
time is a parameter. Different initial conditions will generate algebraic growth of energy
G(t) with its corresponding maximum value, however the optimal initial condition
at one time is not necessarily that obtained by solution of the IVP at a different
time. The gain curve can be interpreted as an envelope over all possible optimal initial
conditions. Moreover, since at asymptotically large time it has been shown that the
solutions of the IVP and the EVP coincide, it is to be expected that the structures of
the optimal condition at large time will correlate well with the eigenfunctions of the
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most unstable/least stable flow eigenmode.
Figure 6.16 shows transient growth of energy G(t) as a function of non-dimensional
time at the streamwise locations (a) x∗ = 0.36 m, (b) x∗ = 0.52 m, (c) x∗ = 0.42 m and
(d) x∗ = 0.62 m. In each of the plots the transient growth of energy is shown at the two
altitudes examined. The streamwise wave-number analysed is α = 0, corresponding to
structures aligned with the streamwise direction, that were found to sustain transient
growth in the preceding local analysis. At all four locations, two qualitatively differ-
ent behaviours of G(t) are documented in these figures: at early times, energy grows
algebraically up to levels of O(103) before decaying; at longer times, modal growth
overtakes the early nonmodal behaviour. At either of the two altitudes, the peak value
of Gmax grows monotonically with x, while the energy gain at short-time is always
larger at 33 km altitude than the energy gain found at 21 km.
The dependence on Rex of the maximum value reached by G(t) during the stage of
algebraic growth is plotted in figure 6.17 for both altitudes examined. Several significant
observations may be made in these results. Firstly, as could already be seen in the
results of 6.16, at the higher altitude the maximum value reached by G is larger: the
value reached at x∗ = 0.72 m at 33 km is ∼ 1.5×104, which corresponds to an equivalent




lnGmax ≈ 4.8. (6.6)
x∗ (m) 0.36 0.42 0.52 0.62 0.72
21km Rex × 10−6 3.85 4.49 5.56 6.63 7.70
G(topt) 483.01 958.74 2167.40 5169.85 9276.20
topt 500 772 1176 1700 2296
33km Rex × 10−6 0.68 0.79 0.98 1.17 1.36
G(topt) 602.98 1009.87 2233.78 5341.04 14198.90
topt 356 531 1023 1827 3501
Table 6.3: Relationship between G(topt) and the different axial locations and respective
Rex along the elliptic cone model for both 21 km and 33 km altitude.
Such N-factor values are typically associated with laminar-turbulent transition of sta-
tionary crossflow vortices in the incompressible regime (Bippes 1999) and are certainly
considered sufficiently high to lead the laminar flow to transition. In the present anal-
ysis, algebraically-growing perturbations are demonstrated to also reach NTG ≈ 5
through the alternative nonmodal linear instability mechanism that can potentially
be responsible for transition; we will return to the question of the associated struc-
tures, quantified as linear optimal perturbations, in what follows. Secondly, at the
105
lower altitude, where appreciable transient energy growth, NTG ≈ 4.6, is also docu-
mented, a quadratic dependence of Gmax on Rex is found in the present hypersonic
flow. However, at the higher altitude, this dependence is found to be closer to quartic,
Gmax ∼ Re4x, (6.7)
as can be seen in the curve fit of the 33 km results shown in figure 6.17. These re-
sults offer strong indications that the nonmodal laminar-turbulent transition scenario
increases in significance as the flow altitude increases and the Reynolds number de-
creases. Ultimately, in all cases studied so far, after an initial algebraic growth, the
energy gain curve grows exponentially at the same rate as the most unstable eigenvalue
predicted by the modal theory. In this respect, the relative significance of the two linear
laminar-turbulent transition scenarios will be determined by the level of environmental
perturbations triggering either of the modal or nonmodal path to transition. When
these perturbations are vanishingly small, modal growth, as first described by Pare-
des and Theofilis (2015) and Paredes et al. (2016) may prevail; however, when such
perturbations are found at sufficiently large, though still linear, initial amplitudes, the
N−factor values documented herein are capable of leading flow to transition through
transient growth mechanisms that bypass the modal scenario.
(a) (b)
Figure 6.17: Best fit of the Gain function at t = topt as function of Rex: (a) 21 km
altitude quadratic fit, (b) 33 km altitude quartic fit.
In what follows, an in-depth nonmodal analysis of flow is presented at the highest
altitude 33 km altitude and α = 0, which was seen in local analysis to correspond
to maximum transient energy growth. The linear optimal initial conditions and the
structures obtained at t = topt, corresponding to maximum transient energy gain, are
plotted as color contours of the real part of perturbation density, ρ̂, in figure 6.18 and
streamwise perturbation velocity component, û, in figure 6.19. Other perturbation
quantities are not shown for brevity, since they also show the exact same qualitative
behaviour as the density and streamwise perturbation velocity components. In both
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figures three columns, corresponding from left to right to t = 0, t = topt and t → ∞,
and five rows, corresponding from upper to lower to x∗ = 0.36 m, 0.42 m, 0.52 m, 0.62
m and 0.72 m are shown. The time t = topt is the same at which the results of table
6.3 and figure 6.17 have been presented. Both ρ̂(y, z) and û(y, z) amplitude functions
reveal a consistent picture of linear disturbance physics. The linear optimal initial
condition corresponds to a structure located in the crossflow region on the cone. At
the linear optimal time, topt this structure remains qualitatively at the same location,
though it changes is magnitude. However, as t → ∞, this transiently amplifying,
streamwise aligned (owing to α = 0) structure moves toward the centerline of the cone.
The structure prevailing at asymptotically large times is indeed that recovered as the
most unstable eigenvalue of modal analysis (Paredes et al. 2016). However, as the
quantification of the Gmax in equation (6.7) has indicated, it is likely that the two
mechanisms may compete and the answer to which one will prevail may well depend on
the level of environmental perturbations. In this context, comparisons with the ground-
based experiments of Borg et al. (2012), which clearly documented streamwise-aligned
structures in the flow, is in order here.
Qualitative comparisons with ground-based experiments
The present transient growth results reinforce the findings of local analysis (Quin-
tanilha Jr et al. 2018) on the existence of algebraically growing, streamwise-aligned
structures on the elliptic cone surface. In the absence of direct in-flight measurements
on the HIFiRE-5 elliptic cone, information on these elongated structures is sought in
the BAM6QT experiments of Borg et al. (2012). These experiments used a 38.1%
scale model of the HIFiRE-5 elliptic cone with Mach number of Ma = 6 and an unit
Reynolds number of Re′ = 8.1×106. Figure 6.20(a) shows the top view of the elliptic
cone model.
A geometrical procedure is used to estimate length scales and the spacing between the
vortical structures observed in the experiment. The known model length of Lx ≈ 0.25
m and the angle of ≈ 14◦ between the centreline and the attachment-line in the top
view, leads to a trigonometric relationship to estimate the spanwise length Λ ≈ 0.06
m. The number of streamwise structures visible within the length Λ can be counted
as Nz ≈ 10 − 14, from which the average spacing between the distinct structures
seen in the experiment can be approximated as ∆z ≈ 4 − 7 mm. Turning to the
local transient growth analysis performed herein, the non-dimensional wave-number
β ≈ 0.5 shown in figures 6.5 and 6.6 is made dimensional by the reference length used
in the analysis, yielding an approximation of the local theory spanwise spacing, ∆z =
2π/β = 6.4 mm. On the other hand, the spacing between the structures obtained in the
transient growth analysis is shown in figures 6.18 and 6.19; the peak-to-peak distance







Figure 6.18: Real part of perturbation density ρ̂r with α = 0. The first column (a-
e) corresponds to the optimal initial condition t = 0, the middle column (f-j) to the
associated optimal perturbation t = topt and the right column (k-o) to the long time
behaviour t → ∞. Each row corresponds to a different streamwise location along the
elliptic cone surface, namely x∗ = 0.36 m (a,f,k), x∗ = 0.42 m (b,g,l), x∗ = 0.52 m
(c,h,m), x∗ = 0.62 m (d,i,n) and x∗ = 0.72 m (e,j,o). The blacks isolines correspond to
contours of the steady base flow (ū = 0 and 0.95).
∆z ≈ 6.5 mm. As such, the estimated and computed spacing between the maximally
amplified streamwise-aligned structures in local and two-dimensional transient growth
analyses are practically identical and, interestingly, also coincide with the spacing of
the structures seen in the experiments, despite the quantitative differences between
the parameters (like Boundary-layer thickness and wall temperature, for instance) at







Figure 6.19: Real part of streamwise perturbation ûr with α = 0. The first column
(a-e) corresponds to the optimal initial condition t = 0, the middle column (f-j) to the
associated optimal perturbation t = topt and the right column (k-o) to the long time
behaviour t → ∞. Each row corresponds to a different streamwise location along the
elliptic cone surface, namely x∗ = 0.36 m (a,f,k), x∗ = 0.42 m (b,g,l), x∗ = 0.52 m
(c,h,m), x∗ = 0.62 m (d,i,n) and x∗ = 0.72 m (e,j,o). The blacks isolines correspond to
contours of the steady base flow (ū = 0 and 0.95).
words, the structures reported by Choudhari, Chang, Jentink, Li, Berger, Candler and
Kimmel (2009) to arise from crossflow instability can be reinterpreted as algebraically
growing linear optimal conditions that peak in the crossflow region and vanish towards
the attachment-line. Such a conversion of linear optimal perturbations to crossflow
modes has already been seen in the work of Tempelmann et al. (2010, 2012) in the
incompressible boundary layer and completes the understanding of linear instability in
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(a) (b)
Figure 6.20: Top view of the elliptic cone model comparing: (a) oil flow visualization
of experimental crossflow modes reported by Borg et al. (2012) at Ma = 6 and Re′ =
8.1×106 [1/m] and (b) three-dimensional reconstruction of the linear optimal stream-
wise velocity component calculated at 33km altitude, Ma = 8.05, Re′ = 1.89×106 [1/m]
and α = 0.
this hypersonic boundary layer.
Nonmodal analysis of streamwise periodic perturbations
Solutions of the initial value problem (3.13) have also been obtained at nonzero stream-
wise wavenumber parameters; of these, representative results obtained at α = 0.2, cor-
responding to a non-dimensional wave-length of 2π/0.2 = 31.4, the dimensional value
being 6.8 mm at 21 km altitude and 16.1 mm at 33 km altitude, are discussed in what
follows.
Results in figure 6.21 exhibit the same qualitative behaviour seen at α = 0, namely that
a non-negligible initial growth of energy is present, followed by exponential growth or
decay of the signal according to modal theory. However, the maximum gain obtained
at all parameters examined is Gmax = O(10
2), one order of magnitude smaller than the
maximum gain obtained in the case of streamwise-aligned structures, α = 0.
Interestingly, while at all x∗ ≥ 0.4 m the ultimate behaviour of the G(t) curve is one of
modal growth, at x∗=0.36 m it can be seen that the IVP solution at 21 and 25 km yields
qualitatively different results at asymptotically large times compared to the altitudes of
28 and 33 km: while at the lower two altitudes modal instability governs the large-time
behaviour of the solution, at the higher two altitudes the flow is modally stable and only
the transient energy growth may account for linear instability and laminar turbulent
transition. In other words, at 21 km altitude the flow is modally unstable featuring
the largest amplification rate. As altitude is increased and the density and Reynolds
number decreases, the modal amplification rate also decreases, the flow being modally
near-neutral at 28 km, while at the highest altitude of 33 km, all modal perturbations
with α = 0.2 are damped. As mentioned, this result is representative of others obtained




Figure 6.21: Comparison of energy gain between 21 km and 33 km altitudes with
α = 0.2 for different streamwise position. Namely, (a) x∗ = 0.36 m, (b) x∗ = 0.42 m,
(c) x∗ = 0.52 m and x∗ = 0.62 m.
respective wavenumber becomes modally stable. This finding highlights the importance
of performing not only a modal analysis but a full nonmodal analysis to interrogate the
flow over the HiFIRE-5 elliptic cone model.
Figures 6.22 and 6.23 show the initial linear optimal conditions for the density and
the streamwise velocity û, respectively, at nondimensional wavenumber α = 0.2, corre-
sponding to a streamwise wavelength of Lx = 16.1 mm. Overall, analogous results with
those at α = 0 are obtained: the optimal structures at t = 0 and t = topt are found
to peak in the crossflow region of the cone, while at asymptotically large times the
peak of the perturbations has moved to the cone centreline and can be related to the
structures recovered from the solution of the EVP. While the α = 0 and α 6= 0 results
are qualitatively identical at all α values examined, the major quantitative difference
of the present results with those discussed in section 6.1.7 is in the level of maximum
transient energy gain attained. The Gmax of the streamwise aligned structures at any






Figure 6.22: Real part of perturbation density ρ̂r with α = 0.2 (Lx = 16.1 mm). The
first column (a-e) corresponds to the optimal initial condition t = 0, the middle column
(f-j) to the associated optimal perturbation t = topt and the right column (k-o) to the
long time behaviour t → ∞. Each row corresponds to a different streamwise location
along the elliptic cone surface, namely x∗ = 0.36 m (a,f,k), x∗ = 0.42 m (b,g,l), x∗
= 0.52 m (c,h,m), x∗ = 0.62 m (d,i,n) and x∗ = 0.72 m (e,j,o). The blacks isolines
correspond to contours of the steady base flow (ū = 0 and 0.95).
than that corresponding to any α 6= 0 structure. Consequently, nonmodal transition
on the elliptic cone is expected to be associated with streamwise-aligned structures.
6.1.8 Summary of elliptic cone analysis
Linear transient growth analysis is presented on the aspect ratio two elliptic cone mod-
eling the HIFiRE-5 geometry in hypersonic flow at Mach numbers between 7.45 and
8.05 (unit Reynolds number between 1.07×107 and 1.89×106) corresponding to cruise
flight between altitudes of 21 and 33 km, respectively. Solutions of the initial value
problem (IVP) are obtained by solving the Singular Value Decomposition of the ma-
trices discretising the eigenvalue problem. Convergence of the IVP results was found






Figure 6.23: Real part of streamwise perturbation ûr with α = 0.2 (Lx = 16.1 mm).
The first column (a-e) corresponds to the optimal initial condition t = 0, the middle
column (f-j) to the associated optimal perturbation t = topt and the right column (k-o)
to the long time behaviour t → ∞. Each row corresponds to a different streamwise
location along the elliptic cone surface, namely x∗ = 0.36 m (a,f,k), x∗ = 0.42 m (b,g,l),
x∗ = 0.52 m (c,h,m), x∗ = 0.62 m (d,i,n) and x∗ = 0.72 m (e,j,o). The blacks isolines
correspond to contours of the steady base flow (ū = 0 and 0.95).
the corresponding modal analysis. A novel massively parallel solver for complex non-
symmetric generalised eigenvalue problems in generalised coordinates was developed
for the numerical work. Verification was performed by recovering, as leading mem-
bers of the eigenspectrum used in the reconstruction of the solution to the initial value
problem, modal stability analysis results known from the earlier analysis of Paredes
et al. (2016). For reasons of numerical feasibility, the vicinity of the centerline and the
crossflow region have been analysed separately from the attachment line region, such
that numerical convergence could be ensured and the underlying physical phenomena
be adequately captured.
Guided by solutions of the local analysis, which indicated that streamwise-aligned lin-
ear perturbations exhibit the highest energy gain, the two-dimensional IVP has been
solved at streamwise stations 0.36 m ≤ x∗ ≤ 0.62 m along the cone, for a-priori un-
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known time-horizons, until the slope of the energy gain curve locked onto the corre-
sponding modal analysis result. In the centerline and crossflow region, substantially
larger, Gmax = O(10
4), transient energy growth is obtained for streamwise-aligned,
α = 0, perturbations at both extreme altitudes at the two flight altitudes compared to
Gmax = O(10
2) obtained for wave-like, α 6= 0, perturbations. The linear optimal dis-
turbances identified in the present analysis at α = 0 peak in the region of crossflow and
vanish towards the attachment-line. They take the form of a finite number of isolated
elongated structures aligned with the streamwise direction and their spanwise wave-
length compares favorably with that of the crossflow vortices reported in the BAM6QT
experiment of Borg et al. (2012), despite quantitative differences in the parameters at
which the experiment was performed. In the vicinity of the attachment line, solution of
the initial value problem reveals modal growth around discrete streamwise wavenumber
values and feeble algebraic energy growth between these wavenumbers.
A counter intuitive and relevant result of the present analysis is associated with the vari-
ation of the maximum transient energy gain on flight altitude: at any given streamwise
location on the cone, Gmax increases monotonically with increasing altitude and decreas-
ing Reynolds number. At the lowest altitude (relatively modest) algebraic/transient en-
ergy growth is followed by exponential/modal growth of perturbations at all parameters
examined; in other words, the linear instability of the flow is governed by the analysis
of the modal scenario discussed by Paredes et al. (2016). By contrast, at 33 km tran-
sient growth is on occasion followed by modal/exponential decay of the perturbations in
question, implying that, as the flight altitude increases, transient growth becomes the
only physical linear instability mechanism leading the hypersonic boundary layer flow
to laminar-turbulent transition. By contrast to the quadratic dependence of the max-
imum energy gain on the local Reynolds number, known from incompressible analysis
(Schmid and Henningson 2001) and also verified at low-altitude/high Reynolds number
nonmodal analyses herein, the quartic dependence Gmax ∼ Re4x found in our highest al-
titude results indicates that laminar-turbulent transition of hypersonic boundary layer
flow may arise from nonmodal mechanisms, which presently remain unexplored for the
majority of flows of interest.
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6.2 Hypersonic flow past a circular cylinder
Flow over bluff bodies has been the focus of numerous numerical and experimental
studies for decades. For instance, approximate solutions of the velocity potential in the
irrotational compressible flow around a cylinder (Imai 1938, Tamada and Saito 1939)
and sphere (Tamada 1939) were computed in the late ’30s. From a linear stability anal-
ysis point of view, a lot of effort has been made to study the instability and its dynamics
from incompressible to the low supersonic regime. However, complete knowledge of the
related instabilities dynamics in high supersonic regimes is still lacking, particularly in
the interaction of the mode structures and the shock.
In the incompressible limit, the state-of-the-art of flow instability physics is substan-
tially more advanced. The celebrated work of Tomboulides and Orszag (2000) quanti-
fied (global) instability in the wake of a sphere. Giannetti and Luchini (2007) conducted
direct and adjoint instability analysis of incompressible flow past a circular cylinder
and used the adjoint eigenmodes to locate the so-called ”wavemaker” core of the in-
stability. These authors identified this region to be associated with two lobes placed
symmetrically across the separation bubble, in line with the experimental results of
Strykowski and Sreenivasan (1990) and the earlier analysis of Hill (1992). Giannetti
and Luchini (2007) also introduced a novel technique to perform an analysis of the
eigenvalue sensitivity to structural perturbations and used it to identify the region
of maximum coupling among the velocity components at the end of the separation
bubble. Abdessemed, Sharma, Sherwin and Theofilis (2009) investigated the transient
nature of non-modal perturbations in incompressible flow past a circular cylinder at
diameter-based Reynolds number ReD = 45, 50 as well as 200 and 300. At lower ReD
two-dimensional optimum growth modes were found to appear in the near wake of the
cylinder showing large transient growth that promotes the linear instability, which ul-
timately saturates into the von-Kármán street. The transient growth was attributed
to amplification through a region of local absolute instability behind the cylinder at
ReD > 20 as identified by Monkewitz (1988).
In the compressible regime, approximate solutions of the velocity potential in the ir-
rotational compressible flow around a cylinder (Imai 1938, Tamada and Saito 1939)
and sphere (Tamada 1939) were computed in the late ’30s. Including the effects of
vorticity was found to have little influence on shock curvature but showed that the
shock is further away from the body than predicted under the irrotational assumption
(Hida 1953). More recently, two-dimensional viscous, compressible flow around a cir-
cular cylinder at 20 ≤ ReD ≤ 100 and 0 ≤ Ma ≤ 0.5 was analysed by Canuto and
Taira (2015). Compressibility effects were found to elongate the near wake for cases
above and below the critical Reynolds number. It was observed that at a given Re, the
growth rate of the primary wake instability decreases with increasing free-stream Mach
number, suggesting that compressibility effects tend to stabilize the flow.
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Schmidt and Rist (2014) experimentally examined the wake behind the supersonic
cylinder at 2× 104 ≤ ReD ≤ 5× 105 and Ma = 4. Periodic oscillations of the slip lines
in the wake were observed with Strouhal number increasing monotonically from 0.3 to
0.5 as Reynolds number is increased. These oscillations were likely driven by acoustic
signals propagating back and forth through the subsonic region between the separation
points on the cylinder and the neck, where the slip lines converge. Recently, Nagata
et al. (2020) experimentally studied low Reynolds number flow over a circular cylinder
at 1 × 103 ≤ ReD ≤ 5 × 103 and 0.1 ≤ Ma ≤ 0.5. The Mach and Reynolds numbers
were found to have non-linear effects on the frequency of vortex shedding that could
be approximately characterized by the maximum width of the recirculation zone. It
was shown that the trend of Ma effect on the release location of the Kármán vortices,
the Strouhal number of vortex shedding and the maximum width of the recirculation
is changed at approximately ReD = 3000.
As can be seen, previous literature works in the compressible regime predominantly
focused on the wake region, and little attention has been paid to the fore-body. Thus,
the current linear stability analysis study is concentrated on the region ahead of the
windward face of the body, with the bow shock included in the stability analysis domain
(fig. 6.24). The aim of this study is to report an effort to compute and understand
modal and non-modal instabilities in this region and the significance of the shock in
such instabilities.
Figure 6.24: Sketch of the circular cylinder. The solid red line corresponds to the full
DNS domain and the dashed red line corresponds to the stability analysis domain.
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6.2.1 Base flow configuration
The analysis is carried out on a circular cylinder’s windward face in a region con-
taining both subsonic and supersonic flow as shown in figure 6.24. The free-stream
conditions are Ma = 6 and ReD = 1000, based on the cylinder diameter. The base
flow was generated by Dr. Ricardo Santos during his PhD at Universidade Federal
Fluminense, using a newly developed high-order finite-difference generalized coordi-
nate DNS code1 (Santos 2020). The steady-state solution was obtained by marching
the two-dimensional compressible Navier-Stokes equations in time using SSPRK(3,3)
scheme. The Lax-Friedrichs characteristic-wise flux difference scheme combined with
a fifth-order accurate finite differences WENO-JS Jiang and Shu (1996) was used for
the inviscid terms. For the viscous terms, however, a conservative sixth-order accurate
centred finite difference scheme was applied. A more detailed explanation of the base
flow calculation can be found in Santos (2020). Figure 6.25(a-d) presents color contours
of normalized base flow velocity components (ū, v̄), temperature (T̄ ) and pressure (p̄),
respectively.
(a) (b) (c) (d)
Figure 6.25: Steady base flow solutions obtained at ReD = 1000 and Ma = 6 by DNS
(Santos 2020); (a) streamwise velocity ū, (b) vertical velocity v̄, (c) temperature T̄ and
(d) pressure p̄. The components are normalized by their maximum absolute value.
13DSSSS - 3D Structured Steady-State Solver
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6.2.2 Generalized transformation and spatial discretisation
The steady-state baseflow is interpolated into the LiGHT code using the same mesh
used in the DNS calculation (Jiang and Shu 1996, Santos 2020). The two transformed
spatial directions of this problem are ξ and η, and they are appropriately discretised
using Chebyshev-Gauss-Lobatto (CGL) spectral collocation points (§4.1.1)
ξj = ηj = cos
jπ
N
, j = 0, 1, ..., N. (6.8)
When using Chebyshev spectral collocation method as spatial discretisation in a domain
where the shock layer is included, the alignment between the grid and the shock is
crucial, as is the refinement in that part of the domain. Considering the two-dimensional
computational domain (ξ, η) ∈ [0, 1]× [0.1] the transformation to the physical domain
(x, y) can be written as
x = −(Rx − (Rx − r)ξA) cos[θ(2η − l)]
y = (Ry − (Ry − r)ξA) sin[θ(2η − l)]
z = ζ
(6.9)
where Rx and Ry are the cylinder’s positions in respect to the axis, r is the cylinder
radius, θ is the angle defining the fore-head of the cylinder, and l is a parameter to




(sinh[(ξ − x0)φ] +A), (6.10)
where ξ0 is the location in ξ chosen to refine the mesh (for instance, in the shock layer,
where strong gradients are present) and φ defines the clustering of points around ξ0.
The other parameters appearing in equation (6.9) can be defined as:
x0 =
2 φ log[(1 + eφ − 1) ∗ ξ0]
1 + (e−φ − 1) ∗ ξ0)
,
A = sinh[φ x0].
(6.11)
In the following analysis, the symmetry of the problem is exploited to reduce the overall
computational cost in the numerical solution of the initial value problem. The lower
part of the baseflow shown in the figure 6.25 is discretised up to a sufficient angle θ to
guarantee alignment between the grid and the shock, as schematically shown in Figure
6.26 for a low resolution grid. The parameters chosen for best alignment and cluster of
the points in the shock are defined in table 2.
6.2.3 Boundary conditions
The boundary conditions to complement the EVP and the SVD are defined next. In the
azimuthal direction η, symmetric or anti-symmetric boundary conditions can be im-
posed at η = π. In what follows, symmetric boundary conditions were found to recover
118
Rx Ry θ l ξ0 φ
0.8 1.11 0.35 2 0.15 8
Table 6.4: Circular cylinder mesh parameters.
Figure 6.26: Example of a low resolution domain used to perform the BiGlobal stability
analysis. The symmetry of the flow around the cylinder is exploited and the mesh is
clustered at the shock layer using eq. 6.9.
the least stable two-dimensional mode (explained in the next section) and were imposed
on all the following calculations. Nevertheless, an analysis of the full domain verified
the correct implementation of symmetric/anti-symmetric boundary conditions. At the
opposite boundary, linear extrapolation is imposed on all perturbation components,
allowing them to exit the domain with minimal distortion. Along the wall-normal
direction, at the wall (ξ = 0), no-slip conditions are imposed on the velocities and
temperature amplitude functions. The gradient of the pressure amplitude function is
required to be zero at the wall. Finally, since the domain includes the shock layer in the
analysis and the flow is free of perturbations in the uniform free-stream, homogeneous
Dirichlet boundary conditions can be imposed at the inlet.
6.2.4 Modal linear stability calculation
The BiGlobal stability problem (2.19) is solved using the chain rule and the metric
factor methods described in section §2.4. Both approaches give similar results. From
equation (6.9), x and y are the two inhomogeneous spatial directions and z is periodic.
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Thus, the modal Ansatz can be written in terms of the computational domain as
q̃(ξ, η, ζ, t) = q̂(ξ, η)e[i(βζ−ωt)] (6.12)
where β is the wave-number in z = ζ direction. A computational grid of Nξ = 141
and Nη = 161 is used to discretise the problem along with two different dimensions
of Krylov subspace, m = 500 and m = 3500. The spectra obtained for the two-
dimensional case, i.e. when the spanwise wave-number β is 0, is presented in figure
6.27. Following the same reasoning of the square duct verification case, the least stable
modes are already converged for a rather small number of m. However, a large subspace
dimension is needed to converge the initial value problem (3.13) and will be justified
in the transient growth calculation presented in the next section. The DNS residual’s
decay rate in the time marching to steady state is shown as a red plus symbol in figure
6.27. Excellent agreement is found when comparing the decay rate of the least damped
mode calculated with the LiGHT code (ωi = −0.313238) with that of the DNS residual
(ωi = −0.318333). In both cases, the mode has ωr = 0, meaning that the least stable
mode is stationary. This result highlights the LiGHT code’s capabilities to accurately
recover the damping rate of flows even when high gradients are present due to the
inclusion of the shock layer in the stability analysis calculations.
Figure 6.27: Eigenvalue spectra of the circular cylinder for Ma = 6, ReD = 1000
and two different Krylov subspace (m = 500 and m = 3500). The top right corner
highlights the excellent agreement obtained in the least damped mode calculated with
the LiGHT code (ωi = −0.313238) and with the DNS residual (ωi = −0.318333).
The normalized amplitude functions of the least stable mode are presented in figure
6.28. Since this is a two-dimensional mode, the spanwise component ŵ along z-direction
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is zero. All perturbations are shown to peak at the shock layer, reflecting the importance
of the grid alignment and refinement in that region. Interestingly, no perturbation
components peak inside the boundary layer or close to the stagnation region.
(a) (b) (c) (d)
Figure 6.28: Amplitude functions peaking at the shock layer for all components; (a)
streamwise velocity û, (b) vertical velocity v̂, (c) temperature T̂ and (d) pressure p̂.
The components are normalized by their maximum absolute value.
Figure 6.29 shows the comparison of the least damped mode obtained from the linear
stability analysis with the structure obtained from the residuals algorithm (Theofilis
2000b) applied to the DNS result. The profile is taken at an angle of η = 210◦ in
the radial direction (r) starting from the cylinder wall (where the radius is r = 0.5).
A rather surprising agreement can be seen in all four components through the whole
profile, especially in the peak, where no difference can be noticed.
6.2.5 Transient growth calculation
Non-modal stability analysis is performed on the same base flow and conditions de-
scribed before. The measurement of a perturbation’s energy growth at a short time
is of particular interest, especially when all eigenvalues are found to be stable in the
asymptotic regime. This is the case of the eigenspectrum shown in figure 6.27. The gain
curve is plotted in a semi-log graph in figure 6.30 for four different Krylov subspace:
m = 501, m = 2001, m = 3501 and m = 4001. The gain curve is completely off for the
smallest subspace, showing intermittent growth in the time interval. For m = 2001,
the gain curve takes the correct shape but only converges the first peak appearing at a
non-dimensional time t ≈ 0.9. For the next two subspaces m = 3501 and m = 4001, the
curves fall on top of each other, also predicting the second peak at t ≈ 2.6. Moreover,
the present SVD implementation’s ability to recover the asymptotic behaviour given by




Figure 6.29: Comparison between the amplitude functions obtained with the LiGHT
code and the residual algorithm (Theofilis 2000b) on a profile taken at θ = 135◦.
Excellent agreement is obtained in capturing the peak at the shock layer.
curve asymptotically grows at the rate of
G∞ ≈ e2ωit∞ (6.13)
This agreement is graphically shown in figure 6.30, where a dashed line indicates the
slope corresponding to the EVP result. Since the respective G(t) curves become par-
allel to the dashed line, they demonstrate the agreement in predicting the ultimately
asymptotic decay.
Figure 6.31 shows the optimal initial condition obtained at both periods of time t = 0.9
and t = 2.6 where a peak in the gain function is obtained. It is important to keep in
mind that different initial conditions will generate algebraic growth of energy G(t) with
its corresponding maximum value; however, the optimal initial condition at one time
is not necessarily the same at a different time. The gain curve can be interpreted as an
envelope over all possible optimal initial conditions. Moreover, since the solutions of
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Figure 6.30: Energy growth dependence of the Krylov subspace size for Ma = 6, ReD
= 1000 and β = 0. The two energy peaks appear at t ≈ 0.9 and t ≈ 2.6.
the IVP and the EVP coincide at an asymptotically large time, it is expected that the
optimal condition will correlate well with the eigenfunctions of the most unstable/least
stable eigenmode in that time. The first row of figure 6.31 (a-d) shows the optimal initial
condition at non-dimensional time t = 0.9. In comparison with the least damped mode
structure shown in figure 6.28, the peaks are still in the shock; however, for |û|, |T̂ | and
|p̂|, the peak is not continuous through the shock anymore. They seem to weaken as
they go away from the symmetry plane. In the |v̂| velocity component, the behaviour
is the opposite, where the peak is high along a larger portion of the shock compared to
the least damped mode. Moreover, a darker region can be seen near the cylinder wall,
which does not occur in the least damped structure. At t = 2.6 the optimal already
took the same form of the eigenfunction recovered from the EVP solution. This overall
behaviour suggests that high energy is found at the shock layer during a short period
of time when the shock oscillates. During this period, small perturbations imposed
on the shock can be amplified with rather large energy. After this time, the shock
stabilizes and stays steady, and the perturbations will ultimately decay at the same
rate as predicted by the eigenvalue analysis.
6.2.6 Summary of circular cylinder analysis
The linear global modal and non-modal instability of the two-dimensional hypersonic
flow past a circular cylinder was investigated. The free-stream flow conditions were
Ma = 6 and diameter-based Reynolds number ReD = 1000. The analysis focused on
the region ahead of the body’s windward face to investigate the bow shock contribution
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6.31: Optimal initial condition at t = 0.9 (first row: (a) - (d)) and at t = 2.6
(second row: (e) - (h)) peaking at the shock layer for all components; (a) streamwise
velocity |û|, (b) vertical velocity |v̂|, (c) temperature |T̂ | and (d) pressure |p̂|. All
components are normalized by their maximum absolute value.
in the linear stability analysis. In that matter, the analysis included the shock in
the stability domain, where an accurate grid alignment was shown to be necessary to
avoid spurious results. By doing so, the BiGlobal stability analysis showed excellent
agreement in capturing the least damped mode in comparison with the DNS. Moreover,
all amplitude functions present peak only in the shock layer. Finally, a transient growth
analysis was performed for β = 0, revealing two strong peaks at short time. The first
was associated with the shock motion, where strong amplification of the energy exists.
The second was associated with the least damped mode when the shock stabilizes. After
that, the gain curve decays at the same rate as predicted by the DNS and the modal
stability theory. In order to account for three-dimensional instabilities, the analysis
must be extended considering β 6= 0.
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6.3 Compression ramp
In supersonic flows, the interaction between a shock and the boundary-layer (SBLI) is
of much interest. Flow separation can be generated in supersonic flows by the strong
adverse pressure gradient associated with various-shaped deviations from the flat ge-
ometry, such as the compression ramp schematically depicted in figure 6.32. This type
of flow has been the subject of intense investigation ever since the early experimen-
tal works of (Chapman et al. 1958) recognized the significance of separation to the
laminar-turbulent transition process at high speeds.
Figure 6.32: Schematic representation of the compression corner (Carter 1972).
In turn, correct prediction of the instability dynamics of flow separation is key to de-
termining the relative portions of laminar and turbulent flow on a vehicle travelling
at supersonic speeds. The consequent correct prediction of heat transfer is critical to
aerodynamic performance. Canonical cases studied in this context include separation
induced by shocks impinging on laminar or turbulent boundary layers on the flat plate,
separation caused by forward- or backwards-facing steps, roughness elements embed-
ded inside the boundary layer, as well as separation localized at small- and finite-angle,
two-dimensional or oblique wedges. Edney (1968) documented experimentally and
classified several patterns arising from shock-induced separation. Babinsky and Har-
vey (2011) presented an overview of the observed phenomena, while Gaitonde (2015)
recently discussed the progress made in understanding this class of flows. A key issue
identified is the low-frequency shock oscillation, purported in the literature to be as-
sociated with some form of linear flow instability. Understanding the precise nature
of this instability and its dependence on the underlying base or mean flow parameters
would close the currently open debate on this topic and open up avenues to pursue flow
control via the control of flow instabilities. The first modal global linear instability
analysis of interest to shock-induced separation has been the two-dimensional global
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mode analyses of Crouch et al. (2007, 2009) who monitored the separated flow gen-
erated by two-dimensional shock/turbulent boundary-layer interaction over an airfoil
at transonic conditions. Results obtained by these authors could successfully associate
the buffeting phenomenon observed on airfoils with the frequency of the most-amplified
two-dimensional global mode of the underlying turbulent mean flow, the latter obtained
by solution of the Reynolds Averaged Navier-Stokes equations. On the other hand, the
work of Robinet (2007) has been the first documented global linear instability analysis
of a separation bubble generated by the shock wave / laminar boundary layer inter-
action. It was asserted that the analogue of the stationary three-dimensional global
mode discovered by Theofilis et al. (2000) in incompressible flow is also the most ampli-
fied instability at the supersonic conditions examined. In other words, Robinet (2007)
sustains that the separation bubble in this flow acts as an oscillator. A similar result re-
garding the existence of self-excited stationary three-dimensional eigenmodes has been
obtained in the recent work of Nichols et al. (2017), who analyzed a mean turbulent, as
opposed to a steady laminar separation bubble and also found an amplified spectrum
corresponding to both supersonic and incompressible separated flow. The clearest ev-
idence to-date regarding the existence of self-excited oscillator-type spanwise-periodic
disturbances generated inside the laminar separation zone and extending along the
downstream ramp wall comes from the DNS work of Egorov et al. (2011). They clearly
show three-dimensional structures appearing in the ramp’s vicinity at a finite simulation
time. Detailed analysis of the DNS signal was shown at Mach number value Ma = 5
and Reynolds numbers around Re = 6 × 104. The growth in time of these structures,
referred to as deviations, has been documented in terms of the time-dependence of the
r.m.s. values of the velocity components and the thermodynamic variables. They all
exhibit linear growth of magnitude over several decades on a semi-logarithmic scale,
thereby confirming the exponential amplification of a self-excited global mode. More
recently, global linear stability theory concepts applied to DSMC simulation results
demonstrated strong coupling between the shock structure and linear instability of a
laminar two-dimensional separation bubble in Ma = 16 axisymmetric flows over a
25◦−55◦ double-cone, as well as in Ma = 7 flows over a 30◦−55◦ double-wedge con-
figuration (Tumuklu, Levin and Theofilis 2018, Tumuklu, Theofilis and Levin 2018,
Tumuklu et al. 2019). On double-cones, the presence of λ-shocks and oscillations of the
detached and separation shocks at a Strouhal number, St, of 0.078 has been documented
by Tumuklu, Theofilis and Levin (2018). Subsequent extension of the analysis to 3D,
spanwise-homogeneous flow over the same double-wedge configuration by Sawant et al.
(2019, 2021) showed the presence of linearly growing, self-excited, small-amplitude, 3D
perturbations inside the separation bubble as well as in the interior of separation and
detached shock layers.
The current effort is to report the LiGHT code’s capabilities in recovering global modes
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in an example with complex flow physics and show the inter-dependence of shock motion
with linear global instabilities.
Figure 6.33: Sketch of the compression ramp with the important parameters. The
dashed red line indicates the linear stability domain.
6.3.1 Base flow configuration
The compression ramp is an interesting problem to investigate from a physical point
of view due to the presence of a separated shear layer, the subsequent separation and
re-attachment shocks as well as its interactions. The free-stream conditions are Ma =
3 and Re = 50000 based on the flat-plate length prior the ramp. The ramp deflection
angle showed in 6.33 is fixed in θ = 10◦. In order to simulate the leading edge, a change
between slip and no-slip boundary conditions is imposed at the wall. Similarly to the
flow over a supersonic cylinder investigated before, for the compression ramp, the base
flow was also generated by Santos (2020) using the 3DSSSS - 3D Structured Steady-
State Solver. The results were obtained by marching the two-dimensional compressible
Navier-Stokes equations in time using SSPRK(3,3) scheme. For the inviscid terms,
the Lax-Friedrichs characteristic-wise flux difference scheme combined with a fifth-
order accurate finite differences WENO-JS Jiang and Shu (1996) was used. For the
viscous terms, a conservative sixth-order accurate centred finite difference scheme was
applied. Figure 6.34 shows the laminar steady-state base flow solutions obtained for
the velocities ū, v̄, temperature T̄ and pressure p̄. The domain shown is the same
domain used to perform the linear stability analysis and will be explained in details
shortly. The leading-edge, separation and re-attachment shock can be better seen from
the wall-normal velocity component v̄.
6.3.2 Generalized transformation and spatial discretization
The same transformation used to simulate the laminar steady base flow was used in




Figure 6.34: Compression ramp laminar steady base flow for Ma = 3, Re = 50000
obtained by DNS by Santos (2020); (a) streamwise velocity ū, (b) wall-normal veloc-
ity v̄, (c) temperature T̄ and (d) pressure p̄. The components are normalized by its
maximum absolute value.
problem are ξ and η, and they can be appropriately discretized using Chebyshev-Gauss-
Lobatto (CGL) spectral collocation points (§4.1.1)
ξj = ηj = cos
jπ
N
, j = 0, 1, ..., N. (6.14)
We have seen that the use of Chebyshev spectral collocation method to discretize a
domain with a shock needs a sharp alignment between the grid and the shock itself.
The transformation used to help control the alignment parameters is based on the work
of Adams (1998, 2000), Martin et al. (2003) and Pagella et al. (2004), where the key
idea is to use the following mapping between computational and physical space












where xmin and xmax is the inlet and outlet locations, respectively and ymax is the
domain height. These equations are used to interpolate between the minimum and
maximum values of the grid according to the transformations
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x = (1− r(η)) xw(ξ) + r(η) x∞(ξ)
y = (1− r(η)) yw(ξ) + r(η) y∞(ξ)
z = ζ
(6.16)
where now both limits of c(η) can be defined as c(0) = Cwall and c(1) = C∞. In this
form r(η) is an interpolation factor that interpolates the grid along the wall-normal
direction from the wall (subscript w) and the upper free-stream boundary (subscript






where η′ = η/(M − 1) ∆η. Here, d is an imposed factor to space the grid in the
desired manner, where small d values approach a linearly spaced grid. M is the number
of elements, and ∆η is the spacing of the mesh. It is important to note that the
grid shown above requires the imposition of a c value at the wall and free-stream,
and both yw and y∞ are obtained by evaluating eq. (6.15) for η = 0 and η = y∞,
respectively. With this transformation, an analytical form of the Jacobian (eq. 2.27)
can be derived to relate the flow derivatives between the physical and computational
domain (see Santos (2020)). Similarly to the supersonic cylinder case, the shock needs
special treatment and the parameters are tuned to better align the separation shock
with the grid. A schematic of the mesh is shown in figure 6.35 for a low resolution grid.
Figure 6.35: Example of the compression ramp discretisation at a low resolution using
eqs. (6.15 - 6.16) for visualization purposes.
6.3.3 Boundary conditions
The boundary conditions necessary to solve the EVP are the following; in the wall-
normal direction at the wall (η = 0), no-slip conditions are imposed to all velocities and
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temperature amplitude functions. The pressure amplitude function gradient is set to be
zero at the wall. Since the domain includes all the shocks in the wall-normal direction,
no perturbations exist in the farfield and homogeneous Dirichlet boundary conditions
can be imposed. Along the streamwise direction ξ, no perturbation is expected to
enter the domain from the inlet and a homogeneous Dirichlet condition is imposed to
all perturbations. At the opposite boundary, linear extrapolation is imposed for all
amplitude functions in the outflow, allowing them to exit the domain with minimal
distortion.
6.3.4 Modal linear stability calculation
Global modal stability analysis is performed for a two-dimensional wave, i.e. the wave
number in the spanwise direction is set to be 0. The main objective is to recover
the DNS residual’s decay rate using the LiGHT code. The resulting eigenspectrum is
shown in figure 6.36.
BiGlobal modal stability analysis (2.19) is performed using the chain rule 2.25 formu-
lation. From equation (6.15) we see that x and y are the two inhomogeneous directions
accounting for the streamwise and wall-normal directions, respectively. The spanwise
spatial direction z is homogeneous, and the modal Ansatz can be written in terms of
the computational domain as
q̃(ξ, η, ζ, t) = q̂(ξ, η)e[i(βζ−ωt)] (6.18)
where β is the wave-number in z = ζ direction and is assumed to be zero to direct
comparison with DNS results. A computational grid of Nξ = 255 and Nη = 151 is used
to discretize the problem and the eigenspectrum obtained can be seen in figure 6.36.
The zoomed region in this plot shows the DNS residual decay rate as a red plus symbol
falling on top of the least stable eigenvalue calculated with the LiGHT code. The
respective decay rates are ω = −0.0027449 (DNS) and ω = −0.0028156 (LiGHT ). In
accordance with the previous supersonic cylinder case, where the LiGHT code showed
its capabilities to recover the damping rate of flows in the presence of a shock layer,
now the code has also been proved to correctly predict modes in such complex flows
where a separation bubble exists, and the shock interacts with the boundary layer.
Figure 6.37 shows the spatial structure of the least damped mode in terms of the
streamwise (a) and wall-normal (b) velocity components, the temperature (c) and the
pressure (d) perturbations (the spanwise velocity component ŵ = 0) obtained with the
LiGHT code. The structures are normalized by their maximum absolute value. Results
are shown in the vicinity of the compression corner since, significantly, it was found
that the leading edge region, including the leading edge shock, is steady and does not
contribute to the amplitude functions of the global mode. In contrast, what is clearly
visible in the results presented is the intimate connection between the separation shock
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Figure 6.36: Eigenvalue spectrum of the compression ramp forMa = 3 andRe = 50000
based on the flat-plate length. A zoom of the plot in the top right corner highlights
the excellent agreement obtained in the decay rate calculated with the LiGHT code
(ω = −0.0028156) and with the DNS residual (ω = −0.0027449).
(a) (b)
(c) (d)
Figure 6.37: Amplitude functions of the least-damped two-dimensional mode for
Ma = 3 and Re = 50000 based on the flat-plate length; (a) streamwise velocity û,
(b) wall-normal velocity v̂, (c) temperature T̂ and (d) pressure p̂. The components




Figure 6.38: Comparison between compression ramp amplitude functions obtained
with the LiGHT code and the residuals algorithm (Theofilis 2000b) on a vertical profile
taken at the corner.
and the laminar separation bubble: the peaks of the global mode’s amplitude function
are to be found at these locations. In other words, instability in the laminar separation
will affect shock motion and vice-versa. This result is in line with the findings of
the celebrated work of Crouch et al. (2007) on the origins of buffeting in turbulent
transonic flow on two-dimensional wings, where shock oscillations have been associated
with linear amplification of a global mode having its peak at precisely the shock and
(mean) separation location. The same result regarding the inter-dependence of shock
motion and global instability in a laminar separation bubble has also been documented
in the analysis of Ma = 16 hypersonic flow in the double-cone junction by Tumuklu,
Levin and Theofilis (2018), Tumuklu, Theofilis and Levin (2018). The present results
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indicate that instability analysis of supersonic flow in the compression corner needs to
consider the separation shock as an integral part of the analysis.
Finally, a vertical profile is taken at the corner, including the separation bubble and the
shock. Figure 6.38 shows the profiles obtained for the velocities û and v̂, temperature
T̂ and pressure p̂. For both velocities, an excellent agreement is found for both peaks
appearing in the separation bubble and at the separation shock. However, for the
thermodynamic variables p̂ and T̂ , there is only an agreement after some distance from
the wall. The peak at the separation shock matches for both methods, but there is still
some residual in the DNS results close to the wall, which makes the temperature value
nonzero. Nevertheless, this small discrepancy does not affect the solution’s damping
rate.
6.3.5 Transient growth calculation
Similarly to the hypersonic cylinder case, when all eigenvalues are found to be stable in
the asymptotic regime, a measurement of the energy gain at short time is of particular
interest. The gain curve of the compression ramp for β = 0 is plotted in a semi-log
graph in figure 6.39. Three different Krylov subspace are investigated: m = 1001,
m = 2501, m = 3501. In the smallest subspace, the time in which the peak appears
is converged. However, the value of Gmax is underpredicted, as well as the rest of the
curve. Increasing the subspace size to m = 2501 and comparing with m = 3501, all
points in the curve fall on top of each other. The maximum peak occurs at topt ≈ 7 for
a gain of Gmax ≈ 29. This negligible value of gain clarifies that for the two-dimensional
compression ramp (β = 0), nonmodal stability is not relevant for transition.
Moreover, recalling that the slope of the energy curve asymptotically grows at the rate
of
G∞ ≈ e2ωit∞ . (6.19)
In figure 6.39, a dashed line indicates the slope corresponding to the EVP solution.
Since all three G(t) gain curves become parallel to this dashed line, they demonstrate
that even the smallest subspace agrees in predicting the ultimately asymptotic decay.
6.3.6 Summary of compression ramp analysis
Linear modal and nonmodal stability analysis have been performed on the supersonic
flow over a compression ramp at Ma = 3 and Reynolds number Re = 50000, based
on the flat plate length. The separation bubble and the associated separation and
reattachment shock interactions were investigated in a global modal stability analysis
framework. The global mode’s amplitude functions peaked at the separation shock
and in the laminar separation bubble. This finding highlights the intimate connec-
tion between them and the importance of including the shock in the stability analysis
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Figure 6.39: Energy growth dependence of the Krylov subspace size of the compression
ramp for Ma = 3, Re = 50000 and β = 0. The negligible energy peak appears at t ≈ 7.
calculation. The damping rate of the two-dimensional mode (β = 0) is in close agree-
ment with the DNS residual’s decay rate. A profile taken at the corner for both DNS
and BiGlobal shape functions shows excellent agreement for the velocity components.
Furthermore, nonmodal stability analysis found negligible transient growth for the pa-
rameter investigated.
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6.4 Supersonic flat plate boundary layer
Renewed interest in manoeuvrable sustained hypersonic flight at altitudes around 50
km inside the earth’s atmosphere brings to the fore the question of laminar-turbulent
transition prediction on any part of the vehicle surface, and especially on axisymmet-
ric vehicle forebodies and on lifting surfaces, typically modelled as circular-base cones
and flat plates, respectively. Intense experimental and numerical efforts are under-
way (Chynoweth et al. 2017, Schneider 2004), mostly employing classic boundary layer
linear stability theory (Mack 1965, 1969, 1984, Fedorov 2011) to predict and control
linear instability mechanisms leading boundary layer flow to transition and turbulence
and prevent a multifold increase in the thermal protection requirements and decrease
of vehicle range. Such linear stability analysis approaches either altogether exclude
the shock from the analysis or include it in the underlying (steady) base flow by ap-
propriate modifications of the boundary conditions used at the boundary-layer edge
(Stuckert and Reed 1994, Malik and Anderson 1991). In doing so, the internal shock
layer structure (which is inaccessible to the Navier-Stokes equations) and its potential
effect on boundary layer stability is either neglected or modelled through the boundary
conditions. It would thus appear natural to apply kinetic theory methods to address lin-
ear flow instability; however, to-date it has not been demonstrated that kinetic theory
methods can meet the long known stringent requirements on the quality of the base flow
(and its first and second derivatives) for reliable stability analysis results to be obtained
(Mack 1984). At such high altitudes, rarefied gas flows are encountered (Kennard 1938,
Chambre and Schaaf 1961, Liu and Fang 2006). In these cases, the Knudsen number
is of particular interest when assessing the boundary of fluid flows. This dimensionless
parameter relates the mean free path λ and a characteristic length scale. Depending on
the exact value of the Knudsen number, Kn, modifications to the boundary conditions
used in the compressible Navier-Stokes equations are required for the latter to capture
flow physics properly. Flows in which 0.01 ≤ Kn ≤ 0.1 belong to the slip regime and
require appropriate treatment of the wall boundary conditions to account for velocity
slip and temperature jump (W.M. Zhang and X.Wei 2012). At Kn > 0.1 alternative
methodologies based on kinetic theory, such as DSMC (Bird 1994), moment equations
(Gu and Emerson 2009) or numerical solutions of the full Boltzmann equation (Evans
et al. 2011), are required. Although kinetic theory methods can be applied to all flow
regimes (W.M. Zhang and X.Wei 2012, Evans et al. 2011), their use in continuum and
slip flow regimes is computationally very intensive methods based on the Navier-Stokes
equations are preferable. However, the main drawback of the PDE-based description
of compressible flows remains its inadequate description of the shock layer structure,
as already discussed by Liepmann et al. (1962).
The objective of this work is to apply linear stability analysis on a canonical boundary
layer over a semi-infinite flat plate using a steady base flow obtained from Direct Sim-
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ulation Monte Carlo (DSMC) and compare the results with a base flow generated from
the classical boundary-layer theory imposing slip and no-slip as boundary conditions.
6.4.1 Wall boundary conditions
The results were obtained for a Knudsen number of Kn = 0.019, and therefore slip
exists at the wall boundary. The system of equations (5.3) require to be closed using
wall boundary conditions accounting for the velocity slip and temperature jump. In this
work, the conditions proposed by von Smoluchowski (1898) are used with a correction
to the Maxwell conditions (Maxwell 1879), improved by Beskok et al. (1996), who


























Here u∗λ and T
∗
λ denote the values of the streamwise velocity and temperature, respec-
tively, at a distance of one mean free path, λ, from the wall. As reported by the
authors, this form of the equations allows these boundary conditions to obtain numer-
ical solutions of the Navier-Stokes equations in the slip regime and up to very high
Knudsen numbers, Kn ∼ 0.5 (Beskok et al. 1996). The accommodation coefficients for
velocity and temperature (Chambre and Schaaf 1961, Beskok and Karniadakis 1999,
Klothakis et al. 2017) are denoted by σv and σT , respectively, and are both taken equal
to unity. The wall values delivered by equations (6.20) have been found to be in general
agreement with the slip velocities, and temperature jumps computed in the DSMC.
6.4.2 Base flow computation
All flow conditions and parameters are presented in table 6.5. Two approaches were
followed: First, a baseflow was computed using the compressible boundary layer equa-
tions shown in 5.3. Second, a steady state baseflow was computed by Mr. Angelos
Klothakis using the massively parallel open-source DSMC code SPARTA (Gallis et al.
2014, Plimpton et al. 2019) developed in Sandia National Laboratories. A snapshot of
the streamwise velocity ū at the last simulation time computed using SPARTA can be
seen in figure 6.40, where a steady state solution is obtained. The base flow profiles
were compared against each other and results can be found in Klothakis et al. (2021).
6.4.3 Local linear stability analysis computation
Eigenspectrum pertaining to the DMSC- and boundary-layer profiles obtained for air
at a given two-dimensional wave-number α = 0.2 are shown in figure 6.41; the ampli-
tude functions of the least damped mode can be found in figures 6.42. In this plot,
the generalised inflexion point (GIP) location is also indicated by a dashed horizontal
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Table 6.5: Flow conditions analysed (Klothakis et al. 2021).
Gas constants, plate geometry and pre-shock free-stream conditions
Fluid Air
Knudsen number, Kn 0.0187
Mach number, M∞, [-] 4.74
Reynolds number, ReL, [-] 60354
Free-stream velocity, u∞ [m s
−1] 1310
Free-stream temperature, T∞ [K] 190
Free-stream density, ρ∞ [kg m
−3] 6.04× 10−4
Reference temperature, Tref [K] 273
Wall temperature, Tw [K] Adiabatic
Boundary layer parameters




Streamwise location, x, [m] 0.70
Slip velocity, uslip, [m s
−1] 24.28
Edge velocity, ue, [m s
−1] 1301.7
Edge temperature, Te, [K] 202.90
Edge density, ρe, [kg m
−3 ] 6.91× 10−4
Edge pressure, pe, [Pa] 40.296
Edge viscosity, µe, [N s m
−2] 1.376× 10−5
Wall temperature, Tw [K] 887.77
Figure 6.40: Steady base flow solution obtained by DSMC using SPARTA (Klothakis
et al. 2021).
line. The results show that the linear instability properties of the profile extracted
from the DSMC simulations and those computed in the corresponding boundary layer
approximation are qualitatively identical and actually in close quantitative agreement.
Only damped eigenvalues have been found at all sets of parameters, as expected from




Figure 6.41: Eigenvalue spectrum of DSMC data, compared with compressible bound-
ary layer (cBL) spectra under slip and no-slip boundary conditions. The discrete eigen-
value obtained on the profiles including velocity slip and temperature jump for the
boundary layer is ωcBL = 0.181859− 0.00298i, while that corresponding to the DSMC
data is ωDSMC = 0.182390− 0.00396i (Klothakis et al. 2021).
Interestingly, figure 6.41 also includes the eigenspectra of compressible boundary layer
profiles in which the classic no-slip boundary condition is imposed. The least damped
discrete mode corresponding to the no-slip boundary layer profile is less stable than
that pertaining to the profile in which the slip boundary conditions (6.20) have been
imposed. The implication is that the imposition of the no-slip boundary condition
in the base flow profile leads to the theoretical prediction of earlier boundary layer
transition. The acoustic branches pertaining to both base flow profiles are practically
identical, as are (rather surprisingly) the frequencies of the leading discrete modes of
the raw DSMC profile and that of the boundary layer subject to boundary conditions
(6.20).
6.4.4 Summary of flat plate analysis
Laminar hypersonic flow over a flat plate has been computed by highly-resolved DSMC
simulations for boundary-layer edge Mach number of Mae = 4.55 and Reynolds number
of Re = 60354, based on the flat plate length. A boundary layer profile extracted from
the DSMC simulations has been analysed with respect to their linear modal instability.
Results have been compared with those pertinent to the corresponding boundary layer
profiles, in which wall slip was taken into consideration. In both gases, the acoustic
branches obtained in the DSMC and the boundary layer analyses were indistinguish-
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Figure 6.42: Normalized amplitude functions of linear perturbations for DSMC data
and compressible boundary layer (cBL) with slip boundary conditions, at the parame-
ters of figure 6.41. The location of the generalized inflection point (GIP) is indicated
by a horizontal red line (Klothakis et al. 2021).
able. In contrast, the leading members of the discrete spectrum of the DSMC profiles
were found to have practically identical frequencies with their boundary layer coun-
terparts. To the authors best knowledge, these novel results establish, for the first
time, the ability of the kinetic-theory based DSMC approach to predict steady laminar
base flows of sufficient quality to be in close agreement with the established Navier-
Stokes/boundary-layer-equations-based linear stability theory Mack (1965, 1969, 1984).
Moreover, the results also demonstrate that imposition of the no-slip boundary con-
dition on the base flow profiles leads to the prediction of less damped/more unstable





Thesis summary and future
recommendations
A newly developed Fortran code for the massively parallel solution of multi-dimensional
complex non-symmetric eigenvalue problems (EVP) and Singular Value Decomposition
(SVD) problems arising in global linear fluid flow instability has been developed. Af-
ter a strict verification of the code with the literature, four different cases have been
investigated. A summary, together with possible future works, is outlined next.
First, linear local and BiGlobal nonmodal stability analysis is presented on the hy-
personic flow over an aspect ratio two elliptic cone model. Two different altitudes,
namely 21 km and 33 km, are investigated. Guided by solutions to the local transient
growth problem, which indicated that streamwise aligned linear perturbations exhibit
the highest energy gain, the two-dimensional IVP has been solved until the slope of the
energy gain curve locked onto the corresponding modal analysis result. Substantially
more significant transient energy growth is obtained for streamwise-aligned pertur-
bations at both altitudes, with optimal linear perturbations peaking in the crossflow
region. They take the form of a finite number of isolated elongated structures aligned
with the streamwise direction, and their spanwise wavelength compares qualitatively
with the crossflow vortices reported in the BAM6QT experiment of Borg et al. (2012).
By contrast to the quadratic dependence of the maximum energy gain on the local
Reynolds number at the lower altitude, a quartic reliance is found in the highest alti-
tude results indicates that laminar-turbulent transition of hypersonic boundary-layer
flow may arise from nonmodal mechanisms, which presently remain unexplored for the
majority of flows of interest. In the short term, nonmodal stability analysis can be car-
ried out on the hypersonic flow over the HiFIRE-5 elliptic cone model in intermediate
altitudes between 21 km and 33 km to investigate the threshold of the quadratic to
quartic change in the energy gain relation. Moreover, higher altitudes can be analysed,
where transient growth is the likely mechanism responsible for the laminar-turbulent
transition.
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Modal and nonmodal global stability analysis was performed in the hypersonic flow
over the windward face of a circular cylinder. The baseflow was obtained using a
high-order finite-difference generalised coordinates DNS code (Santos 2020). The bow
shock generated ahead of the cylinder was included in the stability analysis domain.
Modal results are in excellent agreement with the DNS least damped mode calculated
with the Residuals Algorithm Theofilis (2000b). Moreover, a nonmodal analysis of the
two-dimensional flow shows that strong transient growth can occur with the optimal
conditions peaking in the shock. The immediate next step in the work related to the
hypersonic cylinder and the compression ramp is the imposition of three-dimensional
perturbations (β 6= 0) in the two-dimensional base flow to verify if the flow remains
stable. After that, the neutral curve can be calculated, performing a parametric study
for different Reynolds numbers. In this case, the regions of stability or amplification of
the perturbations can be catalogued.
To investigate the shock boundary-layer interaction (SBLI) role in the global mode, a
modal and nonmodal linear stability analysis has been carried out in the supersonic flow
over a 10◦ compression ramp. The base flow was also generated using the high-order
finite-difference 3DSSS code. The results obtained pointed out the strong relationship
between the recompression shock and the laminar separation bubble. The least damped
two-dimensional mode obtained from the LiGHT code is in excellent agreement with the
DNS. On the other hand, negligible transient growth was found in the two-dimensional
flow. The future work would aim in the same direction as the previous cylinder case,
studying three-dimensional perturbations that would lead to modal instability.
Finally, the local linear stability analysis of the hypersonic flow over a semi-infinite
flat-pate is investigated using Direct Simulation Monte Carlo (DSMC) to generate
a steady base flow. Results are compared against the classical base flow obtained
from the compressible boundary-layer theory, imposing both slip and no-slip conditions
on the wall. All three profiles agree well in the continuous and acoustic branches
of the eigenspectrum. Moreover, the results also demonstrate that imposition of the
no-slip boundary condition on the base flow profiles leads to the prediction of less
damped/more unstable leading discrete eigenmodes than those found when the slip
boundary condition is imposed. After showing the linear stability analysis capability
to be performed on DSMC base flows, a future endeavour related to the flow over a
flat-plate would be the analysis of high Mach numbers, where the continuous approach
adopted by the Navier-Stokes equations does not hold.
The newly developed global transient growth can also be used to investigate different
three-dimensional geometries with one homogeneous spatial direction, as for example
the Cerminara’s configuration (Cerminara 2017, Cerminara and Sandham 2020) or the




Compressible Local LNSE in
Cartesian coordinates










q̂j = ω D
i
j q̂j . (A.1)
Here, A,B,C and D are vectors with size (N1×1) and the superscript i = (1, 2, 3, 4, 5)
corresponds to the linearized equations of motion, 1 referring to the momentum equa-
tion in x, 2 to the momentum equation in y , 3 to the momentum equation in z, 4 to the
energy and 5 to the continuity equation. The subscript j = (1, 2, 3, 4, 5) ≡ (û, v̂, ŵ, T̂ , p̂)
corresponds to the five disturbances variables. This formulation was also shown by
Malik (1990). Mack (1969, 1984), Macaraeg and Streett (1988) show the equations for
density and temperature formulation.
The nonzero elements are given by
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B2p̂ = + 1





























λ̄β2 + µ̄(α2 + 2β2)
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B4p̂ =− Ec v̄















































B5p̂ = + v̄











Compressible BiGlobal LNSE in
Cartesian coordinates
The coefficients of the matrices A and B shown in (2.21) are (see Paredes (2014) for
density and temperature formulation)

A11 A12 A13 A14 A15
A21 A22 A23 A24 A25
A31 A32 A33 A34 A35
A41 A42 A43 A44 A45










B11 0 0 0 0
0 B22 0 0 0
0 0 B33 0 0
0 0 0 B44 B45




































































































































































































































































































































































µ̄(ūy + v̄x)Dx +
[









































































2 − (ūy + v̄x)2 − 2(ū2x + v̄2y)− w̄2x − w̄2y
)




A51 =ρ̄Dx + ρ̄x



























(ūT̄x + v̄T̄y) +
γMa2
T̄










Compressible TriGlobal LNSE in
Cartesian coordinates




































Here, A,B,C,D,E, F,G,H, I, J and K are vectors with size (NxNyNz×1) and the su-
perscript i = (1, 2, 3, 4, 5) corresponds to the linearized equations of motion, 1 referring
to the momentum equation in x, 2 to the momentum equation in y , 3 to the momen-
tum equation in z, 4 to the energy and 5 to the continuity equation. The subscript
j = (1, 2, 3, 4, 5) ≡ (û, v̂, ŵ, T̂ , p̂) corresponds to the five disturbances variables.
The nonzero elements are given by
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G5p̂ = + ū
H5p̂ = + v̄




























Compressible BiGlobal LNSE in
tensor form
The complex non-symmetric generalised eigenvalue problem written using the metric
factor
Aq̂ = ωBq̂, (D.1)





























q̂j = ω G
i
j q̂j . (D.2)
Here A,B,C,D,E, F and G are vectors with size (NηNζ × 1) and the superscript
i = (1, 2, 3, 4, 5) corresponds to the linearized equations of motion, 1 referring to the
momentum equation in ξ, 2 to the momentum equation in η , 3 to the momentum
equation in ζ, 4 to the energy and 5 to the continuity equation. The subscript j =
(1, 2, 3, 4, 5) ≡ (û, v̂, ŵ, T̂ , p̂) corresponds to the five disturbances variables.
The nonzero elements are given by
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)− 2m21(m13 −m23) +m23m31
)




























































































































+ ū (m12v̄ +m13w̄)−m21v̄2 −m31w̄2
)
(D.3)
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2 + w̄2(m13 +m23)
2 + 2ū
(
v̄((m12 +m32) + (m21 +m31))


































































































































































































D4p̂ =− Ec v̄
E4p̂ =− Ec w̄















− Ec ū 1
h1
iα







































































































F 5p̂ = +
1
h1

































































































, i = (1, 2, 3) (D.9)
with χ = (ξ, η, ζ).
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