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Abstract














for x around 10
 4
, using radiative events with hard photon emission collinear
to the incident lepton beam, under the present running conditions and with an
integrated luminosity of 10 pb
 1









important task at the HERA ep collider. The knowledge of F
L
is needed to extract
in a model independent way the structure function F
2
from the measured cross section.




allows QCD tests, and the
measurement of its x dependence makes possible to constrain the gluon distribution





), it is necessary to vary the ep centre of mass energy. This
can be achieved by running the collider with reduced beam energy [1], but this procedure
has the obvious draw back that a signicant running time is lost for high energy physics
and that the collider is not operated in optimal conditions. For the F
L
measurement
itself, a major experimental problem is the photoproduction background, when a hadron
is wrongly taken as the electron candidate. Another important source of systematic error
is the relative normalisation of data sets obtained in dierent beam conditions. This




) are so delicate, and why only a few
xed target results have been published [2].
Another method has been proposed by Krasny et al. [3]. It makes use of deep inelastic
radiative events in which a real photon has been emitted in the direction of the incident
electron beam, which corresponds to an eective decrease of the beam energy. The
advantages of this method are that it can be used in parallel with normal data taking,
that it avoids luminosity normalisation problems, and that the statistical and systematic
precisions increase continuously during data taking.
In this letter, it is shown that, using a slightly modied procedure, this latter method
allows performing a rst signicant measurement of F
L
with the present collider and
detector conditions.
2 Experimental Procedure
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) are the proton structure functions, and R(x;Q
2
) is related































being the cross sections for the scattering of
1






domain relevant for this
letter.
2
transversely and longitudinally polarized virtual photons; " is the polarisation parameter
" =
2 (1  y)
1 + (1  y)
2
:m(2)




and the two Bjorken variables x = Q
2
=2p  q and
y = p  q=p  k, where k, p, q are, respectively, the four-momenta of the incident electron,



















= 820 GeV being respectively the incident electron and proton beam energies.
The basic principle of the R(x;Q
2
) measurement is to perform a linear t of cross
section (1) as a function of ". As " depends on y, which in turn is related to Q
2
and x
through relation (3), varying " implies varying s, i.e. the beam energies.
Because of the good angular separation between the incident and the scattered elec-
tron directions, deep inelastic events e+p! e+X + containing a photon of energy E

emitted in the direction of the incident electron beam can be interpreted as interactions











The square of the ep centre of mass energy, s, is reduced by the same factor with respect
to the nominal value s
n
, obtained using for the incident electron the beam energy, 27.5
GeV.
For the radiative events, the kinematical variables are computed with the reduced
electron energy. Relations (1) to (3) thus apply unchanged to this sample. The spectrum
of measured photon energies induces, for given x and Q
2
values, a continuous distribution
of the y, s and " variables. This is made explicit in the following relation, where " is
























The original idea in [3] was to use radiative events and to measure R by tting the
slope of the " dependence of cross section (1). This procedure is independent of the
knowledge of F
2
, but it requires a very large integrated luminosity (of the order of 200
pb
 1
) to provide a signicant measurement of R. We propose instead to use the available
measurements of F
2
, and to exploit the dependence on R of the shape of the " distribution.
The " distributions are presented in Fig. 1 for the 5 bins in x and Q
2
shown in Fig. 2.
Three bins are designed for hQ
2
i = 2 GeV
2





two bins for hQ
2
i = 5 GeV
2
(with hxi ranging from 10
 4
to 3  10
 4
). The " distributions
2
The electron and proton masses are neglected.
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The simulated integrated luminosity corresponds to 10 pb
 1
, which is the luminosity




















are the energy and the polar angle (dened with respect to the proton
beam direction) of the scattered electron. These are realistic hypotheses for the present
detector and trigger conditions.
The R dependence of the " distribution can be studied using the variable (R; "
0
),







N(R; " < "
0
)




Fig. 3 shows the (R; "
0
) dependence on R in the selected (x,Q
2
) bins, for the input
typical value R = 0:5 as obtained in a recent H1 analysis [5]. Since each bin covers
a dierent " range, the chosen optimal "
0
value is bin dependent. The dashed curves
show the (R) distribution for an input F
2
structure function modied by 10% at
x = 10
 4
, the modication decreasing linearly to 5% at x = 10
 2
. This corresponds
to a conservative estimate of the present uncertainty on F
2
. The grey bands correspond




The measurement of R is deduced from the intersection of the grey bands with the
spread of curves describing the (R) dependence of the input structure function F
2
. The
inner error bars in Fig. 4 show the statistical precision of the R measurement for the
cuts (6), an integrated luminosity of 10 pb
 1
and the quoted uncertainty on F
2
.
3 Discussion and Conclusions
To estimate the sensitivity of the proposed method to several experimental parameters,






j(R = 0; "
0











for a given choice of "
0





being the statistical error on (R), estimated through the Monte Carlo
simulation. This variable quanties the possibility of distinguishing between the two
extreme values of R: R = 0 and R = 1.
4
Fig. 5 shows that the sensitivity  for each (x;Q
2
) bin is only weakly dependent on
the "
0
value over a rather large domain in "
0
. It is found that it also depends little on
detector smearing eects.
On the other hand, as can be seen in Fig. 6, the sensitivity  is strongly dependent
on the detector acceptance conditions, in particular the electron energy threshold which
is related to the y and " ranges. For the same luminosity, the sensitivity is enhanced by
a factor 2.1 for E
e
0
decreasing from 6 to 2 GeV. A decrease on the photon energy thresh-
old E

also improves signicantly the sensitivity. The lowering of the electron energy
threshold is a challenge for the HERA experiments because of the signicant background
from photoproduction interactions in which low energy hadrons are misidentied as the
scattered electron.
Studies have been performed of the eects of experimental uncertainties, which are
in general bin to bin dependent. The detector resolution was simulated using realistic
smearing functions for the H1 experiment; in addition, systematic uncertainties were
taken into account (1% on E
e
0
, 1 mrad on 
e
0
and 1.5% on E

). The eects of these
uncertainties, combined in quadrature with the statistical errors and the eects of the
uncertainty on the F
2
structure function, are displayed as the outer error bars on the R
measurements of Fig. 4.
The subtraction of the remaining photoproduction background is another important
source of systematic uncertainty, which aects mostly the lower x bins. There, it is found
to induce systematic errors of the same order as the errors due to detector resolution. An-
other source of systematic error will be the overlap of non radiative deep inelastic events
with bremsstrahlung events for which the photon is detected in the photon detector and
the scattered electron is not detected. An electron tagger with a large energy acceptance
is an important tool to reduce this background. As for the present uncertainty on the
F
2
structure function, it is observed in Fig. 3 that it does not imply a large systematic
uncertainty on R.
Taking all these eects into account, it is found that for an integrated luminosity of
10 pb
 1
the statistical errors dominate over the systematic errors in most of the chosen
bins. With increased statistics, a signicant improvement of the measurement precision
is thus to be expected. Detailed opimisation studies are also expected to improve the
measurement precision.





) without changing the nominal beam energies, using deep inelastic
radiative events for which a hard photon is emitted collinear to the incident lepton,
which results in an eective reduction of the incident electron energy. In the present
running conditions, and with an integrated luminosity of about 10 pb
 1
, a rst signicant






and x around 10
 4
. The precision of the
measurement will improve continuously as more luminosity is delivered by HERA.
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Figure 1: Distributions of the " parameter in the selected bins, for the GRV parameteri-
sation of the F
2
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Figure 3: (R) dependence on R for the GRV parameterisation (solid curves) and for the
modied parameterisations described in the text (dashed curves), in the selected bins.
The grey bands correspond to 1 statistical errors for an integrated luminosity of 10
pb
 1
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Figure 4: Typical precision of the R measurement in the selected bins, under the ex-
perimental conditions specied in eq. (6). The inner error bars show the measurement
precision for an integrated luminosity of 10 pb
 1
, taking also into account the uncertainty
on the structure function parameterisation described in the text. The outer error bars

































Figure 5: Dependence of the sensitivity  on the " parameter in the selected bins, for
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for the GRV parameterisation under the experimental conditions specied in eq. (6) and
in the total kinematical region covered by the selected bins.
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