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Abstract
Adaptive methods such as Adam and RMSProp are widely used in deep learning but are
not well understood. In this paper, we seek a crisp, clean and precise characterization of their
behavior in nonconvex settings. To this end, we first provide a novel view of adaptive methods
as preconditioned SGD, where the preconditioner is estimated in an online manner. By studying
the preconditioner on its own, we elucidate its purpose: it rescales the stochastic gradient noise
to be isotropic near stationary points, which helps escape saddle points. Furthermore, we show
that adaptive methods can efficiently estimate the aforementioned preconditioner. By gluing
together these two components, we provide the first (to our knowledge) second-order convergence
result for any adaptive method. The key insight from our analysis is that, compared to SGD,
adaptive methods escape saddle points faster, and can converge faster overall to second-order
stationary points.
1 Introduction
Stochastic first-order methods are the algorithms of choice for training deep networks, or more
generally optimization problems of the form argminx Ez[f(x, z)]. While vanilla stochastic gradient
descent (SGD) is still the most popular such algorithm, there has been much recent interest in
adaptive methods that adaptively change learning rates for each parameter. This is a very old idea,
e.g. [Jacobs, 1988]; modern variants such as Adagrad [Duchi et al., 2011; McMahan and Streeter,
2010] Adam [Kingma and Ba, 2014] and RMSProp [Tieleman and Hinton, 2012] are widely used in
deep learning due to their good empirical performance.
Adagrad uses the square root of the sum of the outer product of the past gradients to achieve
adaptivity. In particular, at time step t, Adagrad updates the parameters in the following manner:
xt+1 = xt −G−1/2t gt,
where gt is a noisy stochastic gradient at xt and Gt =
∑t
i=1 gig
T
i . More often, a diagonal version of
Adagrad is used due to practical considerations, which effectively yields a per parameter learning
rate. In the convex setting, Adagrad achieves provably good performance, especially when the gra-
dients are sparse. Although Adagrad works well in sparse convex settings, its performance appears
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to deteriorate in (dense) nonconvex settings. This performance degradation is often attributed to
the rapid decay of the learning rate in Adagrad over time, which is a consequence of rapid increase
in eigenvalues of the matrix Gt.
To tackle this issue, variants of Adagrad such as Adam and RMSProp have been proposed,
which replace the sum of the outer products with an exponential moving average i.e., Gt = (1 −
β)
∑t
i=1 β
t−igigTi for some constant β ∈ (0, 1). This connection with Adagrad is often used to
justify the design of Adam and RMSProp (e.g. [Goodfellow et al., 2016]). Although this connection
is simple and appealing, it is clearly superficial. For instance, while learning rates in Adagrad
decrease monotonically, it is not necessarily the case with Adam or RMSProp as shown recently
in Reddi et al. [2018b], leading to their non-convergence in even simple convex settings. Thus, a
principled understanding of these adaptive methods is largely missing.
In this paper, we introduce a much simpler way of thinking about adaptive methods such as
Adam and RMSProp. Roughly, adaptive methods try to precondition SGD by some matrix A, e.g.
when A is diagonal, Aii corresponds to the effective stepsize for coordinate i. For some choices
of A the algorithms do not have oracle access to A, but instead form an estimate Aˆ ≈ A. We
separate out these two steps, by 1) giving convergence guarantees for an idealized setting where we
have access to A, then 2) proving bounds on the quality of the estimate Aˆ. Our approach makes it
possible to effectively intuit about the algorithms, prove convergence guarantees (including second-
order convergence), and give insights about how to choose algorithm parameters. It also leads
to a number of surprising results, including an understanding of why the Reddi et al. [2018b]
counterexample is hard for adaptive methods, why adaptive methods tend to escape saddle points
faster than SGD (observed in [Reddi et al., 2018a]), insights into how to tune Adam’s parameters,
and (to our knowledge) the first second-order convergence proof for any adaptive method.
Contributions: In addition to the aforementioned novel viewpoint, we also make the following
key contributions:
• We develop a new approach for analyzing convergence of adaptive methods leveraging the
preconditioner viewpoint and by way of disentangling estimation from the behavior of the
idealized preconditioner.
• We provide second-order convergence results for adaptive methods, and as a byproduct, first-
order convergence results. To the best of our knowledge, ours is the first work to show second
order convergence for any adaptive method.
• We provide theoretical insights on how adaptive methods escape saddle points quickly. In
particular, we show that the preconditioner used in adaptive methods leads to isotropic noise
near stationary points, which helps escape saddle points faster.
• Our analysis also provides practical suggestions for tuning the exponential moving average
parameter β.
1.1 Related work
There is an immense amount of work studying nonconvex optimization for machine learning, which
is too much to discuss here in detail. Thus, we only briefly discuss two lines of work that are most
relevant to our paper here. First, the recent work e.g. [Chen et al., 2018; Reddi et al., 2018b; Zou
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et al., 2018] to understand and give theoretical guarantees for adaptive methods such as Adam and
RMSProp. Second, the technical developments in using first-order algorithms to achieve nonconvex
second-order convergence (see Definition 2.1) e.g. [Ge et al., 2015; Allen-Zhu and Li, 2018; Jin et al.,
2017; Lee et al., 2016].
Nonconvex convergence of adaptive methods. Many recent works have investigated conver-
gence properties of adaptive methods. However, to our knowledge, all these results either require
convexity or show only first-order convergence to stationary points. Reddi et al. [2018b] showed
non-convergence of Adam and RMSProp in simple convex settings and provided a variant of Adam,
called AMSGrad, with guaranteed convergence in the convex setting; Zhou et al. [2018] generalized
this to a nonconvex first-order convergence result. Zaheer et al. [2018] showed first-order conver-
gence of Adam when the batch size grows over time. Chen et al. [2018] bound the nonconvex
convergence rate for a large family of Adam-like algorithms, but they essentially need to assume
the effective stepsize is well-behaved (as in AMSGrad). Agarwal et al. [2018] give a convex con-
vergence result for a full-matrix version of RMSProp, which they extend to the nonconvex case via
iteratively optimizing convex functions. Their algorithm uses a fixed sliding window instead of an
exponential moving average. Mukkamala and Hein [2017] prove improved convergence bounds for
Adagrad in the online strongly convex case; they prove similar results for RMSProp, but only in a
regime where it is essentially the same as Adagrad. Ward et al. [2018] give a nonconvex convergence
result for a variant of Adagrad which employs an adaptively decreasing single learning rate (not
per-parameter). Zou et al. [2018] give sufficient conditions for first-order convergence of Adam.
Nonconvex second order convergence of first order methods. Starting with Ge et al.
[2015] there has been a resurgence in interest in giving first-order algorithms that find second order
stationary points of nonconvex objectives, where the gradient is small and the Hessian is nearly
positive semidefinite. Most other results in this space operate in the deterministic setting where we
have exact gradients, with carefully injected isotropic noise to escape saddle points. Levy [2016]
show improved results for normalized gradient descent. Some algorithms rely on Hessian-vector
products instead of pure gradient information e.g. [Agarwal et al., 2017; Carmon et al., 2018];
it is possible to reduce Hessian-vector based algorithms to gradient algorithms [Xu et al., 2018;
Allen-Zhu and Li, 2018]. Jin et al. [2017] improve the dependence on dimension to polylogarithmic.
Mokhtari et al. [2018] work towards adapting these techniques for constrained optimization. Most
relevant to our work is that of Daneshmand et al. [2018], who prove convergence of SGD with
better rates than Ge et al. [2015]. Our work differs in that we provide second-order results for
preconditioned SGD.
2 Notation and definitions
The objective function is f , and the gradient and Hessian of f are ∇f and H = ∇2f , respectively.
Denote by xt ∈ Rd the iterate at time t, by gt an unbiased stochastic gradient at xt and by ∇t
the expected gradient at t. The matrix Gt refers to E[gtgTt ]. Denote by λmax(G) and λmin(G) the
largest and smallest eigenvalues of G, and κ(G) is the condition number λmax(G)/λmin(G) of G.
For a vector v, its elementwise p-th power is written vp. The objective f(x) has global minimizer
x∗, and we write f∗ = f(x∗). The Euclidean norm of a vector v is written as ‖v‖, while for a matrix
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Algorithm 1 Preconditioned SGD
Input: initial x0, time T , stepsize η, preconditioner A(x)
for t = 0, . . . , T do
gt ← stochastic gradient at xt
At ← A(xt) . e.g. At = E[gtgTt ]−1/2
xt+1 ← xt − ηAtgt
end for
Algorithm 2 Full-matrix RMSProp
Input: initial x0, time T , stepsize η, small number ε > 0 for stability
for t = 0, . . . , T do
gt ← stochastic gradient
Gˆt = βGˆt−1 + (1− β)gtgTt
At = (Gˆt + εI)
−1/2
xt+1 ← xt − ηAtgt
end for
M , ‖M‖ refers to the operator norm of M . The matrix I is the identity matrix, whose dimension
should be clear from context.
Definition 2.1 (Second-order stationary point). A (τg, τh)-stationary point of f is a point x so
that ‖∇f(x)‖ ≤ τg and λmin(∇2f(x)) ≥ −τh, where τg, τh > 0.
As is standard (e.g. Nesterov and Polyak [2006]), we will discuss only (τ,
√
ρτ)-stationary points,
where ρ is the Lipschitz constant of the Hessian.
3 The RMSProp Preconditioner
Recall that methods like Adam and RMSProp replace the running sum
∑t
i=1 gig
T
i used in Ada-
grad with an exponential moving average (EMA) of the form (1 − β)∑ti=1 βt−igigTi , e.g. full-
matrix RMSProp is described formally in Algorithm 2. One key observation is that Gˆt = (1 −
β)
∑t
i=1 β
t−igigTi ≈ E[gtgTt ] =: Gt if β is chosen appropriately; in other words, at time t, the accu-
mulated Gˆt can be seen as an approximation of the true second moment matrix Gt = E[gtgTt ] at
the current iterate. Thus, RMSProp can be viewed as preconditioned SGD (Algorithm 1) with the
preconditioner being At = G
−1/2
t . In practice, it is too expensive (or even infeasible) to compute
Gt exactly since it requires summing over all training samples. Practical adaptive methods (see
Algorithm 2) estimate this preconditioner (or a diagonal approximation) on-the-fly via an EMA.
Before developing our formal results, we will build intuition about the behavior of adaptive
methods by studying an idealized adaptive method (IAM) with perfect access to Gt. In the rest of
this section, we make use of idealized RMSProp to answer some simple questions about adaptive
methods that we feel have not yet been addressed satisfactorily.
3.1 What is the purpose of the preconditioner?
Why should preconditioning by A = E[ggT ]−1/2 help optimization? The original Adam pa-
per [Kingma and Ba, 2014] argues that Adam is an approximation to natural gradient descent,
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since if the objective f is a log-likelihood, E[ggT ] approximates the Fisher information matrix,
which captures curvature information in the space of distributions. There are multiple issues with
comparing adaptive methods to natural gradient descent, which we discuss in Appendix A. Instead,
Balles and Hennig [2018] argue that the primary function of adaptive methods is to equalize the
stochastic gradient noise in each direction. But it is still not clear why or how equalized noise
should help optimization.
Our IAM abstraction makes it easy to explain precisely how rescaling the gradient noise helps.
Specifically, we manipulate the update rule for idealized RMSProp:
xt+1 ← xt − ηAtgt (1)
= xt − ηAt∇t − η At(gt −∇t)︸ ︷︷ ︸
=:ξt
(2)
The At∇t term is deterministic; only ξt is stochastic, with mean E[At(gt−∇t)] = At E[gt−∇t] = 0.
Take ε = 0 and assume Gt = E[gtgTt ] is invertible, so that ξt = G
−1/2
t (gt − ∇t). Now we can be
more precise about how RMSProp rescales gradient noise. Specifically, we compute the covariance
of the noise ξt:
Cov(ξt) = I −G−1/2t ∇t∇Tt G−1/2t . (3)
The key insight is: near stationary points, ∇t will be small, so that the noise covariance Cov(ξt)
is approximately the identity matrix I. In other words, at stationary points, the gradient noise
is approximately isotropic. This observation hints at why adaptive methods are so successful for
nonconvex problems, where one of the main challenges is to escape saddle points [Reddi et al.,
2018a]. Essentially all first-order approaches for escaping saddlepoints rely on adding carefully
tuned isotropic noise, so that regardless of what the escape direction is, there is enough noise in
that direction to escape with high probability.
3.2 [Reddi et al., 2018b] counterexample resolution
Recently, Reddi et al. [2018b] provided a simple convex stochastic counterexample on which RM-
SProp and Adam do not converge. Their reasoning is that RMSProp and Adam too quickly forget
about large gradients from the past, in favor of small (but poor) gradients at the present. In con-
trast, for RMSProp with the idealized preconditioner (Algorithm 1 with A = E[ggT ]−1/2), there is
no issue, but the preconditioner A cannot be computed in practice. Rather, for this example, the
exponential moving average estimation scheme fails to adequately estimate the preconditioner.
The counterexample is an optimization problem of the form
min
x∈[−1,1]
F (x) = pf1(x) + (1− p)f2(x), (4)
where the stochastic gradient oracle returns ∇f1 with probability p and ∇f2 otherwise. Let ζ > 0
be “small,” and C > 0 be “large.” Reddi et al. [2018b] set p = (1 + ζ)/(C + 1), f1(x) = Cx, and
f2(x) = −x. Overall, then, F (x) = ζx which is minimized at x = −1, however Reddi et al. [2018b]
show that RMSProp has E[F (xt)] ≥ 0 and so incurs suboptimality gap at least ζ. In contrast, the
idealized preconditioner is a function of
E[g2] = p
(
∂f1
∂x
)2
+ (1− p)
(
∂f2
∂x
)2
= C(1 + ζ)− ζ
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which is a constant independent of x. Hence the preconditioner is constant, and, up to the choice
of stepsize, idealized RMSProp on this problem is the same as SGD, which of course will converge.
The difficulty for practical adaptive methods (which estimate E[g2] via an EMA) is that as C
grows, the variance of the estimate of E[g2] grows too. Thus Reddi et al. [2018b] break Adam by
making estimation of E[g2] harder.
4 Main Results: Gluing Estimation and Optimization
The key enabling insight of this paper is to separately study the preconditioner and its estimation
via EMA, then combine these to give proofs for practical adaptive methods. We will prove a formal
guarantee that the EMA estimate Gˆt is close to the true Gt. By combining our estimation results
with the underlying behavior of the preconditioner, we will be able to give convergence proofs for
practical adaptive methods that are constructed in a novel, modular way.
Separating these two components enables more general results: we actually analyze precon-
ditioned SGD (Algorithm 1) with oracle access to an arbitrary preconditioner A(x). Idealized
RMSProp is but one particular instance. Our convergence results depend only on specific proper-
ties of the preconditioner A(x), with which we can recover convergence results for many RMSProp
variants simply by bounding the appropriate constants. For example, A = (E[ggT ]1/2 + εI)−1 cor-
responds to full-matrix Adam with β1 = 0 or RMSProp as commonly implemented. For cleaner
presentation, we instead focus on the variant A = (E[ggT ] + εI)−1/2, but our proof technique can
handle either case or its diagonal approximation.
4.1 Estimating from Moving Sequences
The above discussion about IAM is helpful for intuition, and as a base algorithm for analyzing
convergence. But it remains to understand how well the estimation procedure works, both for
intuition’s sake and for later use in a convergence proof. In this section we introduce an abstraction
we name “estimation from moving sequences.” This abstraction will allow us to guarantee high
quality estimates of the preconditioner, or, for that matter, any similarly constructed precondi-
tioner. Our results will moreover make apparent how to choose the β parameter in the exponential
moving average: β should increase with the stepsize η. Increasing β over time has been supported
both empirically [Shazeer and Stern, 2018] as well as theoretically [Mukkamala and Hein, 2017; Zou
et al., 2018; Reddi et al., 2018b], though to our knowledge, the precise pinning of β to the stepsize
η is new.
Suppose there is a sequence of states x1, x2, . . . , xT ∈ X , e.g. the parameters of our model at
each time step. We have access to the states xt, but more importantly we know the states are not
changing too fast: ‖xt − xt−1‖ is bounded for all t. There is a Lipschitz function G : X → Rd×d,
which in our case is the second moment matrix of the stochastic gradients, but could be more
general. We would like to estimate G(x) for each x = xt, but we have only a noisy oracle Y (x)
for G(x), which we assume is unbiased and has bounded variance. Our goal is, given noisy reads
Y1, . . . , YT of G(x1), . . . , G(xT ), to estimate G(xT ) at the current point xT as well as possible.
We consider estimators of the form
∑T
t=1wtYt. For example. setting wT = 1 and all others to
zero would yield an unbiased (but high variance) estimate of G(xT ). We could assign more mass
to older samples Yt, but this will introduce bias into the estimate. By optimizing this bias-variance
tradeoff, we can get a good estimator. In particular, taking w to be an exponential moving average
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(EMA) of {Yt}Tt=1 will prioritize more recent and relevant estimates, while placing enough weight
on old estimates to reduce the variance. The tradeoff is controlled by the EMA parameter β; e.g.
if the sequence xt moves slowly (the stepsize is small), we will want large β because older iterates
are still very relevant.
In adaptive methods, the underlying function G(x) we want to estimate is E[ggT ] (or its diagonal
E[g2]), and every stochastic gradient g gives us an unbiased estimate ggT (resp. g2) of G(x). With
this application in mind, we formalize our results in terms of matrix estimation. By combining
standard matrix concentration inequalities (e.g. from Tropp [2015]) with bounds on how fast the
sequence moves, we arrive at the following result, proved in Appendix F:
Theorem 4.1. Assume ‖xt − xt+1‖ ≤ ηM . The function G : Rd → Rd×d is matrix-valued and
L-Lipschitz. For each t, Yt is a random matrix with E[Yt] = G(xt), ‖Gt − E[Gt]‖ ≤ R, and
‖E[(Gt − E[Gt])2]‖ ≤ σ2max. Set wt ∝ βT−t with
∑T
t=1wt = 1 and assume T > 4/(1 − β). Then
with probability 1− δ, the estimation error Φ =
∥∥∥∑Tt=1wtYt −G(xT )∥∥∥ is bounded by
Φ ≤ O(σmax
√
1− β
√
log(d/δ) +MLη/(1− β)).
This is optimized by β = 1−Cη2/3, for which the bound is O((ηMσ2max(log(d/δ))L)1/3) as long as
T > C ′η−2/3.
As long as T is sufficiently large, we can get a high quality estimate of Gt = E[gtgTt ]. For this,
it suffices to start off the underlying optimization algorithm with W = O(η−2/3) burn-in iterations
where our estimate is updated but the algorithm is not started. This burn-in period will not affect
asymptotic runtime as long as W = O(η−2/3) = O(T ). In our non-convex convergence results we
will require T = O(τ−4) and η = O(τ2), so that W = O(τ−4/3) which is much smaller than T . In
practice, one can get away with much shorter (or no) burn-in period.
If β is properly tuned, while running an adaptive method like RMSProp, we will get good
estimates of G = E[ggT ] from samples ggT . However, we actually require a good estimate of
A = E[ggT ]−1/2 and variants. To treat estimation in a unified way, we introduce estimable matrix
sequences:
Definition 4.1. A (W,T, η,∆, δ)-estimable matrix sequence is a sequence of matrices {A(xt)}W+Tt=1
generated from {xt}t with ‖xt − xt−1‖ ≤ η so that with probability 1 − δ, after a burn-in of time
W , we can achieve an estimate sequence {Aˆt} so that ‖Aˆt − At‖ ≤ ∆ simultaneously for all times
t = W + 1, . . . ,W + T .
Applying Theorem 4.1 and union bounding over all time t = W + 1, . . . ,W + T , we may state
a concise result in terms of Definition 4.1:
Proposition 4.1. Suppose G = E[gtgTt ] is L-Lipschitz as a function of x. When applied to a genera-
tor sequence {xt} with ‖xt−xt−1‖ ≤ ηM and samples Yt = gtgTt , the matrix sequence Gt = E[gtgTt ] is
(W,T, ηM,∆, δ)-estimable with W = O(η−2/3), T = Ω(W ), and ∆ = O(η1/3σ2/3max(log(2Td/δ)1/3M1/3L1/3).
We are hence guaranteed a good estimate of G. What we actually want, though, is a good
estimate of the preconditioner A = (G + εI)−1/2. In Appendix G we show how to bound the
quality of an estimate of A. One simple result is:
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Proposition 4.2. Suppose G = E[ggT ] is L-Lipschitz as a function of x. Further suppose a uni-
form bound λmin(G)I  G(x) for all x, with λmin(G) > 0. When applied to a generator sequence
{xt} with ‖xt − xt−1‖ ≤ ηM and samples Yt = gtgTt , the matrix sequence At = (Gt + εI)−1/2 is
(W,T, ηM,∆, δ)-estimable with W = O(η−2/3), T = Ω(W ), and ∆ = O((ησ2max log(2Td/δ)ML)1/3(ε+
λmin(G))
−3/2).
4.2 Convergence Results
We saw in the last two sections that it is simple to reason about adaptive methods via IAM, and
that it is possible to compute a good estimate of the preconditioner. But we still need to glue the
two together in order to get a convergence proof for practical adaptive methods.
In this section we will give non-convex convergence results, first for IAM and then for practical
realizations thereof. We start with first-order convergence as a warm-up, and then move on to
second-order convergence. In each case we give a bound for IAM, study it, and then give the
corresponding bound for practical adaptive methods.
4.2.1 Assumptions and notation
We want results for a wide variety of preconditioners A, e.g. A = I, the RMSProp preconditioner
A = (G + εI)−1/2, and the diagonal version thereof, A = (diag(G) + εI)−1/2. To facilitate this
and the future extension of our approach to other preconditioners, we give guarantees that hold for
general preconditioners A. Our bounds depend on A via the following properties:
Definition 4.2. We say A(x) is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner if, for all x, the following bounds
hold. First, ‖A∇f‖2 ≤ Λ1‖A1/2∇f‖2. Second, if f˜(x) is the quadratic approximation of f at
some point x0, we assume ‖A(∇f − ∇f˜)‖ ≤ Λ2‖∇f − ∇f˜‖. Third, Γ ≥ E[‖Ag‖2]. Fourth,
ν ≤ λmin(AE[ggT ]AT ). Finally, λ− ≤ λmin(A).
Note that we could bound Λ1 = Λ2 = λmax(A). but in practice Λ1 and Λ2 may be smaller, since
they depend on the behavior of A only in specific directions. In particular, if the preconditioner A
is well-aligned with the Hessian, as may be the case if the natural gradient approximation is valid,
then Λ1 would be very small. If f is exactly quadratic, Λ2 can be taken as a constant. The constant
Γ controls the magnitude of (rescaled) gradient noise, which affects stability at a local minimum.
Finally, ν gives a lower bound on the amount of gradient noise in any direction; when ν is larger
it is easier to escape saddle points1. For shorthand, a (·, ·,Γ, ·, λ−)-preconditioner needs to satisfy
only the corresponding inequalities.
In Appendix C we provide bounds on these constants for several variants of the second mo-
ment preconditioner. Below we highlight the two most relevant cases, corresponding to SGD and
RMSProp:
Proposition 4.3. The preconditioner A = I is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner, with Λ1 = Λ2 =
1, Γ ≤ E[‖g‖2] ≤ d · tr(G), ν ≤ λmin(G), and λ− = 1.
1In cases where G = E[ggT ] is rank deficient, e.g. in high-dimensional finite sum problems, lower bounds on
λmin(G) should be understood as lower bounds on E[(vT g)2] for escape directions v from saddle points, analogous to
the “CNC condition” from [Daneshmand et al., 2018].
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Proposition 4.4. The preconditioner A = (G+ εI)−1/2 is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner, with
Λ1 = Λ2 =
1
(λmin(G) + ε)1/2
, Γ =
dλmax(G)
ε+ λmax(G)
,
ν =
λmin(G)
λmin(G) + ε
, and λ− = (λmax(G) + ε)−1/2.
4.2.2 First-order convergence
Proofs are given in Appendix E. For all first-order results, we assume that A is a (·, ·,Γ, ·, λ−)-
preconditioner. The proof technique is essentially standard, with minor changes in order to acco-
modate general preconditioners. First, suppose we have exact oracle access to the preconditioner:
Theorem 4.2. Run preconditioned SGD with preconditioner A and stepsize η = τ2λ−/(LΓ). For
small enough τ , after T = 2(f(x0)− f∗)LΓ/(τ4λ2−) iterations,
1
T
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤ τ2. (5)
Now we consider an alternate version where instead of the preconditioner At, we precondition
by an noisy version Aˆt that is close to At, i.e. ‖Aˆt −At‖ ≤ ∆.
Theorem 4.3. Suppose we have access to an inexact preconditioner Aˆ, which satisfies ‖Aˆ−A‖≤ ∆
for ∆ < λ−/2. Run preconditioned SGD with preconditioner Aˆ and stepsize η = τ2λ−/(4
√
2LΓ).
For small enough τ , after T = 32(f(x0)− f∗)LΓ/(τ4λ2−) iterations, we will have
1
T
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤ τ2. (6)
The results are the same up to constants. In other words, as long as we can achieve less than
λ−/2 error, we will converge at essentially the same rate as if we had the exact preconditioner. In
light of this, for the second-order convergence results, we treat only the noisy version.
Theorem 4.3 gives a convergence bound assuming a good estimate of the preconditioner, and our
estimation results guarantee a good estimate. By gluing together Theorem 4.3 with our estimation
results for the RMSProp preconditioner, i.e. Proposition 4.2, we can give a convergence result for
bona fide RMSProp:
Corollary 4.1. Consider RMSProp with burn-in, as in Algorithm 3, where we estimate A =
(G+ εI)−1/2. Retain the same choice of η = O(τ2) and T = O(τ−4) as in Theorem 4.3. For small
enough τ , such a choice of η will yield ∆ < λ−/2. Choose all other parameters e.g. β in accordance
with Proposition 4.2. In particular, choose W = Θ(η−2/3) = Θ(τ−4/3) = O(T ) for the burn-in
parameter. Then with probability 1− δ, in overall time O(W + T ) = O(τ−4), we achieve
1
T
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤ τ2. (7)
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Algorithm 3 RMSProp with burn-in
Input: initial x0, time T , stepsize η, burn-in length W
Gˆ0 ← BurnIn(W,β) . Appendix B
for t = 0, . . . , T do
gt ← stochastic gradient
Gˆt ← βGˆt−1 + (1− β)gtgTt
Aˆt ← Gˆ−1/2t
xt+1 ← xt − ηAˆtgt
end for
4.2.3 Second-order convergence
Now we leverage the power of our high level approach to prove nonconvex second-order convergence
for adaptive methods. Like the first-order results, we start by proving convergence bounds for a
generic, possibly inexact preconditioner A. Our proof is based on that of Daneshmand et al. [2018],
though our study of the preconditioner is wholly new. Accordingly, we study the convergence of
Algorithm 4, which is the same as Algorithm 1 (generic preconditioned SGD) except that once in
a while we take a large stepsize so we may escape saddlepoints. The proof is given completely in
Appendix D. At a high level, we show the algorithm makes progress when the gradient is large and
when we are at a saddle point, and does not escape from local minima. Our analysis uses all the
constants specified in Definition 4.2, e.g. the speed of escape from saddle points depends on ν, the
lower bound on stochastic gradient noise.
Then, as before, we simply fuse our convergence guarantees with our estimation guarantees.
The end result is, to our knowledge, the first nonconvex second-order convergence result for any
adaptive method.
Definitions for second-order results. Assume further that the Hessian H is ρ-Lipschitz and
the preconditioner A(x) is α-Lipschitz. The dependence on these constants is made more precise
in the proof, in Appendix D. The usual stepsize is η, while r is the occasional large stepsize that
happens every tthresh iterations. The constant δ is the small probability of failure we tolerate. For
all results, we assume A is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner. For simplicity, we assume the noisy
estimate Aˆ also satisfies the Λ1 inequality. We will also assume a uniform bound on ‖Ag‖ ≤M =
O(
√
Γ).
The proofs rely on a few other quantities that we optimally determine as a function of the
problem parameters: fthresh is a threshold on the function value progress, and gthresh = fthresh/tthresh
is the time-amortized average of fthresh. We specify the precise values of all quantities in the proof.
Theorem 4.4. Consider Algorithm 4 with inexact preconditioner Aˆt and exact preconditioner At
satisfying the preceding requirements. Suppose that for all t, we have ‖Aˆt − At‖ = O(τ1/2). Then
for small τ , with probability 1− δ, we reach an (τ,√ρτ)-stationary point in time
T = O˜
(
Λ41Λ
4
2Γ
4
λ10− ν4
· L
3
ρδ3
· τ−5
)
. (8)
The big-O suppresses other constants given in the proof.
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Algorithm 4 Preconditioned SGD with increasing stepsize
Input: initial x0, time T , stepsizes η, r, threshold tthresh, matrix error ∆
for t = 0, . . . , T do
At ← A(xt) . preconditioner at xt
Aˆt ← any matrix with ‖Aˆt −At‖ ≤ ∆
gt ← stochastic gradient at xt
if t mod tthresh = 0 then
xt+1 ← xt − rAˆtgt
else
xt+1 ← xt − ηAˆtgt
end if
end for
To prove a result for bona fide RMSProp, we need to combine Theorem 4.4 with an algorithm
that maintains a good estimate of G = E[ggT ] (and consequently A = (G + εI)−1/2). This is
more delicate than the first-order case because now the stepsize varies. Whenever we take a large
stepsize, the estimation algorithm will need to hallucinate S number of smaller steps in order to
keep the estimate accurate. Our overall scheme is formalized in Appendix B, for which the following
convergence result holds:
Corollary 4.2. Consider the RMSProp version of Algorithm 4 that is described in Appendix B.
Retain the same choice of η = O(τ5/2), r = O(τ), and T = O(τ−5) as in Theorem 4.4. For small
enough τ , such a choice of η will yield ∆ < λ−/2. Choose W = Θ(η−2/3) = Θ(τ−5/3) = O(T ) for
the burn-in parameter Choose S = O(τ−3/2), so that as far as the estimation scheme is concerned,
the stepsize is bounded by max{η, r/S} = O(τ5/2) = O(η). Then as before, with probability 1 − δ,
we can reach an (τ,
√
ρτ)-stationary point in total time
W + T = O˜
(
Λ41Λ
4
2Γ
4
λ10− ν4
· L
3
ρδ3
· τ−5
)
, (9)
where Λ1,Λ2,Γ, ν, λ− are the constants describing A = (G+ εI)−1/2.
Again, as in the first order results, one could substitute in any other estimable preconditioner,
such as the more common diagonal version A = (diag(G) + εI)−1/2.
5 Discussion
Separating the estimation step from the preconditioning enables evaluation of different choices for
the preconditioner.
5.1 How to set the regularization parameter ε
In the adaptive methods literature, it is still a mystery how to properly set the regularization
parameter ε that ensures invertibility of G+ εI. When the optimality tolerance τ is small enough,
estimating the preconditioner is not the bottleneck. Thus, focusing only on the idealized case, one
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could just choose ε to minimize the bound. Our first-order results depend on ε only through the
following term:
Γ
λmin(A)
≤ dλmin(G)
ε+ λmin(G)
· (λmax(G) + ε), (10)
where we have used the preconditioner bounds from Proposition 4.4. This is minimized by tak-
ing ε → ∞, which suggests using identity preconditioner, or SGD. In contrast, for second-order
convergence, the bound is
Λ41Λ
4
2Γ
4
λ10− ν4
≤ d4κ(G)4(λmax(G) + ε), (11)
which is instead minimized with ε = 0. So for the best second-order convergence rate, it is desireable
to set ε as small as possible. Note that since our bounds hold only for small enough convergence
tolerance τ , it is possible that the optimal ε should depend in some way on τ .
5.2 Comparison to SGD
Another important question we make progress towards is: when are adaptive methods better
than SGD? Our second-order result depends on the preconditioner only through Λ41Λ
4
2Γ
4/(λ10− ν4).
Plugging in Proposition 4.3 for SGD, we may bound
Λ41Λ
4
2Γ
4
λ10− ν4
≤ E[‖g‖
2]4
λmin(G)4
≤ d4κ(G)4, (12)
while for full-matrix RMSProp, we have
Λ41Λ
4
2Γ
4
λ10− ν4
≤ d4κ(G)4(λmax(G) + ε). (13)
Setting ε = 0 for simplicity, we conclude that full-matrix RMSProp converges faster if λmax(G) ≤ 1.
Now suppose that for a given optimization problem, the preconditioner A is well-aligned with the
Hessian so that Λ1 = O(1) (e.g. if the natural gradient approximation holds) and that near saddle
points the objective is essentially quadratic so that Λ2 = O(1). In this regime, the preconditioner
dependence of idealized full matrix RMSProp is d4λmax(G)
5, which yields a better result than SGD
when λmax(G) ≤ λmin(G)−4. This will happen whenever λmin(G) is relatively small. Thus, when
there is not much noise in the escape direction, and the Hessian and G−1/2 are not poorly aligned,
RMSProp will converge faster overall.
5.3 Alternative preconditioners
Our analysis inspires the design of other preconditioners: e.g., if at each iteration we sample two
independent stochastic gradients g1 and g2, we have unbiased sample access to (g1− g2)(g1− g2)T ,
which in expectation yields the covariance Σ = Cov(g) instead of the second moment matrix of g.
It immediately follows that we can prove second-order convergence results for an algorithm that
constructs an exponential moving average estimate of Σ and preconditions by Σ−1/2, as advocated
by Ida et al. [2017].
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5.4 Tuning the EMA parameter β
Another mystery of adaptive methods is how to set the exponential moving average (EMA) pa-
rameter β. In practice β is typically set to a constant, e.g. 0.99, while other parameters such as
the stepsize η are tuned more carefully and may vary over time. While our estimation guarantee
Theorem 4.1, suggests setting β = 1−O(η2/3), the specific formula depends on constants that may
be unknown, e.g. Lipschitz constants and gradient norms. Instead, one could set β = 1 − Cη2/3,
and search for a good choice of the hyperparameter C. For example, the common initial choice of
η = 0.001 and β = 0.99 corresponds to C = 1.
6 Experiments
We experimentally test our claims about adaptive methods escaping saddle points, and our sug-
gestion for setting β.
Escaping saddle points. First, we test our claim that when the gradient noise is ill-conditioned,
adaptive methods escape saddle points faster than SGD, and often converge faster to (approximate)
local minima. We construct a two dimensional2 non-convex problem f(x) = 1n
∑n
i=1 fi(x) where
fi(x) =
1
2x
THx+ bTi x+‖x‖1010. Here, H = diag([1,−0.1]), so f has a saddle point at the origin with
objective value zero. The vectors bi are chosen so that sampling b uniformly from {bi}ni=1 yields
E[b] = 0 and Cov(b) = diag([1, 0.01]). Hence at the origin there is an escape direction but little
gradient noise in that direction.
We initialize SGD and (diagonal) RMSProp (with β = 1 − η2/3) at the saddle point and test
several stepsizes η for each. Results for the first 104 iterations are shown in Figure 1. In order
to escape the saddle point as fast as RMSProp, SGD requires a substantially larger stepsize, e.g.
SGD needs η = 0.01 to escape as fast as RMSProp does with η = 0.001. But with such a large
stepsize, SGD cannot converge to a small neighborhood of the local minimum, and instead bounces
around due to gradient noise. Since RMSProp can escape with a small stepsize, it can converge
to a much smaller neighborhood of the local minimum. Overall, for any fixed final convergence
criterion, RMSProp escapes faster and converges faster overall.
Setting the EMA parameter β. Next, we test our recommendations regarding setting the
EMA parameter β. We consider logistic regression on MNIST. We use (diagonal) RMSProp with
batch size 100, decreasing stepsize ηt = 0.001/
√
t and ε = 10−8, and compare different schedules
for β. Specifically we test β ∈ {0.7, 0.9, 0.97, 0.99} (so that 1−β is spaced roughly logarithmically)
as well as our recommendation of βt = 1 − Cη2/3t for C ∈ {0.1, 0.3, 1}. As shown in Figure 2, all
options for β have similar performance initially, but as ηt decreases, large β yields substantially
better performance. In particular, our decreasing β schedule achieved the best performance, and
moreover was insensitive to how C was set.
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Figure 1: SGD (left) vs RMSProp (right) performance escaping a saddle point with poorly condi-
tioned gradient noise. Compared to RMSProp, SGD requires a larger stepsize to escape as quickly,
which negatively impacts convergence to the local minimum.
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A More Insights from Idealized Adaptive Methods (IAM)
Suppose for now that we have oracle access to Gt = E[gtgTt ]. Why should preconditioning by
A = E[ggT ]−1/2 help optimization? The original Adam paper [Kingma and Ba, 2014] argues that
Adam is an approximation to natural gradient descent, since if the objective f is a log-likelihood,
E[ggT ] approximates the Fisher information matrix F , which captures curvature information in the
space of distributions. This connection is tenuous at best, since the approximation F ≈ E[ggT ] is
only valid near optimality. Moreover, the exponent is wrong: Adam preconditions by E[ggT ]−1/2,
but natural gradient should precondition by E[ggT ]−1. But using the exponent −1 is reported
in the literature as unstable, even for Adagrad: “without the square root operation, the algorithm
performs much worse” [Ruder, 2016]. So the exponent is changed to −1/2 instead of −1.
Both of the above issues with the natural gradient interpretation are also pointed out in Balles
and Hennig [2018], who argue that the primary function of adaptive methods is to equalize the
stochastic gradient noise in each direction. But it is still not clear precisely why or how equalized
noise should help optimization.
By assuming oracle access to E[ggT ], we can immediately argue that the exponent cannot be
more aggressive than −1/2. Suppose we run preconditioned SGD with the preconditioner G−1t
(instead of G
−1/2
t as in RMSProp), and apply this to a noiseless problem; that is, gt always equals
the full gradient ∇t = ∇f(xt). The preconditioner is then
At = (E[gtgTt ] + εI)−1 = (∇t∇Tt + εI)−1. (14)
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Algorithm 5 BurnIn
function BurnIn(burn-in length W , β)
for t = 0, . . . ,W do
gt ← stochastic gradient
Gˆt ← βGˆt−1 + (1− β)gtgTt
end for
return Gˆt
end function
Taking ε→ 0, the idealized RMSProp update approaches
xt+1 ← xt − η ∇t‖∇t‖2 . (15)
First, the actual descent direction is not changed, and curvature is totally absent. Second, the
resulting algorithm is unstable unless η decreases rapidly: as xt approaches a stationary point, the
magnitude of the step ∇t/‖∇t‖2 grows arbitrarily large, making it impossible to converge without
rapidly decreasing the stepsize.
By contrast, using the standard −1/2 exponent and taking ε → 0 in the noiseless case yields
normalized gradient descent:
xt+1 ← xt − η ∇t‖∇t‖ . (16)
In neither case do adaptive methods actually change the direction of descent (e.g. via curvature
information); only the stepsize is changed.
B Algorithm Details
Per our estimation results in Section 4.1, we must alter RMSProp to ensure it achieves an accurate
estimate of the preconditioner. Namely, before updating the parameter xt, we need to burn-in the
estimate for several iterations so the initial estimate Gˆ0 is accurate. This subroutine is given in
Algorithm 5.
Later, when we prove second-order convergence, we need to modify RMSProp to occassionally
take a large step. However, this complicates estimation: per Theorem 4.1, estimation quality
deteriorates as the step size increases. Naively applying Theorem 4.1 to the large stepsize yields an
estimate of G that is not accurate enough. To get around this, every time RMSProp takes a large
step, we will hallucinate a number of smaller steps to feed into the estimation procedure. This is
formalized in Algorithm 6. Overall, the variant of RMSProp we study is formalized in Algorithm 7.
C Curvature and noise constants for different preconditioners
Our analysis for general preconditioners depends on constants Λ1,Λ2,Γ, ν, as well as λ− = λmin(A)
that measure various properties of the preconditioner A. For convenience, we reproduce the defi-
nition:
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Algorithm 6 Hallucinate
function Hallucinate(hallucination length S, β, Gˆ, xstart, xend)
for s = 0, . . . , S do
gs ← stochastic gradient at xstart + sS (xend − xstart)
Gˆ← βGˆ+ (1− β)gsgTs
end for
return Gˆ
end function
Algorithm 7 Full-matrix RMSProp with increasing stepsize
Input: initial x0, time T , stepsizes η, r, threshold tthresh, time S, burn-in length W , momentum
β
Gˆ0 ← BurnIn(W,β) . Algorithm 5
for t = 0, . . . , T do
gt ← stochastic gradient at xt
Gˆt ← βGˆt−1 + (1− β)gtgTt
At ← Gˆ−1/2t
if t mod tthresh = 0 then
xt+1 ← xt − rAtgt
Gˆt ← Hallucinate(S, β, Gˆt, xt, xt+1) . Algorithm 6
else
xt+1 ← xt − ηAtgt
end if
end for
Definition C.1. We say A(x) is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner if, for all x in the domain,
the following bounds hold. First, ‖A∇f‖2 ≤ Λ1‖A1/2∇f‖2. Second, if f˜(x) is the quadratic
approximation of f at some point x0, we assume ‖A(∇f − ∇f˜)‖ ≤ Λ2‖∇f − ∇f˜‖. Third, Γ ≥
E[‖Ag‖2]. Fourth, ν ≤ λmin(AE[ggT ]AT ). Finally, λ− ≤ λmin(A).
As before, we write G = E[ggT ] throughout.
C.1 Constants for identity preconditioner
In the simplest case, A = I and we merely run SGD. We reproduce Proposition 4.3:
Proposition C.1. The preconditioner A = I is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner, with Λ1 = Λ2 =
1, Γ = E[‖g‖2], ν ≤ λmin(G), and λ− = 1.
The overall second-order complexity depends on
Λ1Λ2Γ
ν
=
E[‖g‖2]
λmin(G)
, (17)
as well as λ− = λmin(A) = 1.
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Proof of Proposition C.1. Clearly, Λ1 = Λ2 = λ− = 1. Then,
E[‖Ag‖2] = E[‖g‖2] =: Γ. (18)
Finally,
λmin(AGA
T ) = λmin(G) =: ν. (19)
C.2 Constants for full matrix IAM
Write G = E[ggT ], and define the preconditioner A by A = (G + εI)−1/2. We reproduce Proposi-
tion 4.4:
Proposition C.2. The preconditioner A = (G+εI)−1/2 is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner, with
Λ1 = Λ2 = (λmin(G) + ε)
−1/2, Γ =
dλmax(G)
ε+ λmax(G)
, ν =
λmin(G)
λmin(G) + ε
, (20)
and λ− = (λmax(G) + ε)−1/2.
Overall, the complexity depends on Λ1Λ2Γ/ν:
Λ1Λ2Γ
ν
=
1√
λmin(G) + ε
· 1√
λmin(G) + ε
· dλmax(G)
ε+ λmax(G)
· λmin(G) + ε
λmin(G)
(21)
=
dλmax(G)
(ε+ λmax(G))λmin(G)
. (22)
Therefore
Λ41Λ
4
2Γ
4
λ10− ν4
≤
(
dλmax(G)
(ε+ λmax(G))λmin(G)
)4
(λmax(G) + ε)
5 (23)
= d4κ(G)4(λmax(G) + ε) (24)
Note that when ε = 0 and we do not regularize the preconditioner, the complexity bound is
Λ41Λ
4
2Γ
4
λ10− ν4
= d4κ(G)4λmax(G). (25)
If we make the optimistic but often reasonable assumptions that Λ1 = O(1) (if A is aligned well
with the Hessian) and Λ2 = O(1) (the function f is essentially quadratic at saddle points) then all
dependence on λmin(G) vanishes, and the bound is
Γ4
λ10− ν4
= d4λmax(G)
5. (26)
20
Proof of Proposition 4.4. We can bound both Λ1 and Λ2 by
Λ1,Λ2 ≤ λmax(A) = λmin(G+ εI)−1/2 = (λmin(G) + ε)−1/2. (27)
For Γ, we need to bound E[‖Ag‖2] = tr(A2G). Expanding, we may write
A2G = (G+ εI)−1G. (28)
The mapping t 7→ t/(t+ ε) is increasing, so by using the bound λmax(G)I  G, we may bound
A2G  λmax(G)
ε+ λmax(G)
I. (29)
It follows that we can bound the trace of A2G by
Γ = d · λmax(G)
ε+ λmax(G)
. (30)
Next, ν is a bound on the least eigenvalue of
AGAT = (G+ εI)−1/2G(G+ εI)−1/2 = (G+ εI)−1G. (31)
Since t 7→ t/(t+ ε) is increasing, it is minimized when t is small. Therefore
λmin(AGA
T ) ≥ λmin(G)
λmin(G) + ε
=: ν. (32)
C.3 Constants for diagonal IAM
Define the preconditioner A by A = diag(E[g2] + ε)−1/2.
Proposition C.3. The preconditioner A = diag(E[g2]+ε)−1/2 is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner,
with
Λ1 = Λ2 =
(
ε+ min
i∈[d]
E[g2i ]
)−1/2
, Γ =
dmaxi∈[d] E[g2i ]
ε+ maxi∈[d] E[g2i ]
, ν =
λmin(G diag(G)
−1) ·mini∈[d] E[g2i ]
ε+ mini∈[d] E[g2i ]
,
(33)
and λ− = (ε+ maxi∈[d] E[gi]2)−1/2.
Overall,
Λ1Λ2Γ
ν
=
ε+ mini∈[d] E[g2i ]
(ε+ mini∈[d] E[g2i ]) · λmin(Gdiag(G)−1) mini∈[d] E[g2i ]
· d ·maxi∈[d] E[g
2
i ]
ε+ maxi∈[d] E[g2i ]
(34)
=
1
λmin(Gdiag(G)−1) mini∈[d] E[g2i ]
· d ·maxi∈[d] E[g
2
i ]
ε+ maxi∈[d] E[g2i ]
(35)
(36)
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so the overall second-order dependence is
Λ41Λ
4
2Γ
4
λ10− ν4
=
(ε+ maxi∈[d] E[g2i ])5
λmin(Gdiag(G)−1)4(mini∈[d] E[g2i ])4
· d
4 · (maxi∈[d] E[g2i ])4
(ε+ maxi∈[d]) E[g2i ])4
(37)
=
(ε+ maxi∈[d] E[g2i ]) · d4 · (maxi∈[d] E[g2i ])4
λmin(Gdiag(G)−1)4(mini∈[d] E[g2i ])4
. (38)
If we set ε = 0 and do not regularize the preconditioner, the complexity bound is
Λ41Λ
4
2Γ
4
λ10− ν4
=
d4 · (maxi∈[d] E[g2i ])5
λmin(Gdiag(G)−1)4(mini∈[d] E[g2i ])4
. (39)
Proof of Proposition C.3. As before, we can bound both Λ1 and Λ2 by
Λ1,Λ2 ≤ λmax(A) =
(
ε+ min
i∈[d]
E[g2i ]
)−1/2
. (40)
For Γ, using the same manipulations as before, we want to bound
E[‖Ag‖2] = tr(diag(E[g2]) diag(ε+ E[g2])−1) (41)
= tr
(
diag
(
E[g2]
ε+ E[g2]
))
(42)
≤ d · maxi∈[d] E[g
2
i ]
ε+ maxi∈[d] E[g2i ]
. (43)
Again, bounding ν is difficult, as we would need to bound the least eigenvalue of
AE[ggT ]A = E[ggT ] diag(ε+ E[g2])−1 (44)
= G(ε+ diag(G))−1 (45)
= G(diag(G)−1 − diag(G)−1(ε−1I + diag(G)−1)−1 diag(G)−1) (46)
= G diag(G)−1(I − (ε−1I + diag(G)−1)−1 diag(G)−1). (47)
The first two terms are ν if we had not added ε to A. The remaining terms can be bounded as
before by
I − (ε−1I + diag(G)−1)−1 diag(G)−1  mini∈[d] E[g
2
i ]
ε+ mini∈[d] E[g2i ]
· I (48)
so that overall we can take
ν = λmin(Gdiag(G)
−1) · mini∈[d] E[g
2
i ]
ε+ mini∈[d] E[g2i ]
≤ λmin(G(ε+ diag(G))−1). (49)
Finally,
λ− = λmin(A) =
1
(maxi∈[d] E[g2i ] + ε)1/2
. (50)
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D Main Proof
Here we will study the convergence of Algorithm 4. This is the same as Algorithm 1 except that
once in a while we take a large stepsize so we may escape saddlepoints.
In order to unify our results, we prove second order convergence for general preconditioners
A(x). The convergence rate will depend on various properties of A(x), and A = E[ggT ]−1/2 will
turn out to be particularly well-behaved.
D.1 Definitions
Let ρ be the Lipschitz constant of the Hessian H, and let α be the Lipschitz constant of the
preconditioner matrix A(x) as a function of the current iterate x. The usual stepsize is η, while r is
the occasional large stepsize that happens every tthresh iterations. δ is a small probability of failure,
d is the dimension. Since it will recur often, we define κ = (1 + ηγ), where γ is the magnitude
of the most negative eigenvalue of A1/2HA1/2. By the following lemma, we will be able to lower
bound γ by λmin(A)|λmin(H)| ≥ λ−√ρτ :
Lemma D.1. Suppose A and H are symmetric matrices, with A  0 and λmin(H) < 0. Then
there is a negative eigenvalue of A1/2HA1/2 with magnitude at least λmin(A)|λmin(H)|.
Proof. Let v be the minimum eigenvector of H, so that vTHv = −λmin(H)‖v‖2 = −λmin(H).
Define the unit vector u = A−1/2v/‖A−1/2v‖. Then,
uTA1/2HA1/2u =
1
‖A−1/2v‖2 v
THv = − λmin(H)‖A−1/2v‖2 . (51)
The vector u is not necessarily an eigenvector of A1/2HA1/2, but the above expression guarantees
that A1/2HA1/2 has a negative eigenvalue with magnitude at least
λmin(H)
‖A−1/2v‖2 ≥
λmin(H)
λmax(A−1)‖v‖2 = λmin(H)λmin(A). (52)
Throughout, we will assume that A is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner, that Aˆ also satisfies
the Λ1 inequality, and that ‖Aˆ−A‖ ≤ ∆.
Differing from Daneshmand et al. [2018], we will assume a uniform bound on ‖Ag‖ ≤ M . In
general this bound need not depend on either the spectrum of A or any uniform bound on g. For
example, if g were Gaussian, Ag would be a Gaussian with zero mean and identity covariance, so
we would expect ‖Ag‖ = O(√d) with high probability. In general M should have the same scale
as
√
Γ, and the statement of Theorem 4.4 reflects this.
The proofs rely on a few other quantities that we will optimally determine as a function of the
problem parameters: fthresh is a threshold on the function value progress, and gthresh = fthresh/tthresh
is the time-amortized average of fthresh.
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D.2 High level picture
For shorthand we write At := A(xt). Since we want to converge to a second order stationary point,
our overall goal is to study the event
Et := {‖∇f(xt)‖ ≥ τ or λmin(∇2f(xt)) ≤ −√ρτ1/2} (53)
= {‖∇f(xt)‖ ≥ τ or (‖∇f(xt)‖ ≤ τ and λmin(∇2f(xt)) ≤ −√ρτ1/2)}. (54)
(where t is obvious from context, we will omit it. In words, Et is the event that we are not at
a second order stationary point. The main theorem results from bounding the progress we make
when Et does not yet hold, while also ensuring we do not leave once we hit a second order stationary
point:
Lemma D.2. Suppose that both
E[f(xt+1)− f(xt)|Et] ≤ −gthresh (55)
and E[f(xt+1)− f(xt)|Ect ] ≤ δgthresh/2. (56)
Set T = 2(f(x0)−minx f(x))/(δgthresh). We return xt uniformly randomly from x1, . . . , xT . Then,
with probability at least 1− δ, we will have chosen a time t where Et did not occur.
Proof. Let Pt be the probability that Et occurs. Then,
E[f(xt+1)− f(xt)] = E[f(xt+1)− f(xt)|Et]Pt + E[f(xt+1)− f(xt)|Ect ](1− Pt) (57)
≤ −gthreshPt + δgthresh/2 · (1− Pt) (58)
≤ δgthresh/2− (1 + δ/2)gthreshPt (59)
≤ δgthresh/2− gthreshPt. (60)
Summing over all T iterations, we have:
1
T
T∑
t=1
E[f(xt+1)− f(xt)] ≤ gthresh · 1
T
T∑
t=1
(δ/2− Pt) (61)
=⇒ 1
T
T∑
t=1
Pt ≤ δ/2 + f(x0)− f
∗
Tgthresh
≤ δ (62)
=⇒ 1
T
T∑
t=1
(1− Pt) ≥ 1− δ. (63)
Theorem D.1. Write γ = λ−
√
ρτ1/2. Let K be a universal constant. The parameter ω will be set
later and depends only logarithmically on the other parameters. Set
r = γ2 · δνK
54Λ1Λ2ΓLρM
η = γ5 · δ
2ν2K2
324M2L2Λ21Λ
2
2Γ
2ρ2ω
fthresh = γ
4 · δν
2K2
54 · 12Λ21Λ22ΓLρ2M2
.
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Let tthresh = ω/(ηγ), ∆ = O(τ
1/2), and set gthresh = fthresh/tthresh. Then we have both
E[f(xt+1)− f(xt)|Et] ≤ −gthresh (64)
and E[f(xt+1)− f(xt)|Ect ] ≤ δgthresh/2. (65)
Corollary D.1. In the above setting, with probability 1 − δ, we reach an (τ,√ρτ1/2)-stationary
point in time
O˜
(
M4L3
ρδ3
· Λ
4
1Λ
4
2Γ
2
λ10− ν4
· τ−5
)
. (66)
Proof. Simply observe T = C(f0 − f∗)/(δgthresh) and plug in gthresh.
D.3 Amortized increase due to large stepsize iterations
Before we start casework on whether Et holds We want to bound the amortized effect on the
objective of increasing the stepsize every tthresh iterations. By Corollary D.2,
E[f(xt+1)]− f(xt) ≤ 9LΓr
2
8
. (67)
Note that for our particular setting of r and fthresh, we have
9LΓ
8
· r2 = 9LΓ
8
· γ4 · δ
2ν2K2
542Λ21Λ
2
2Γ
2L2ρ2M2
(68)
=
9δ
8
· 12
54
· γ4 · δν
2K2
54 · 12Λ21Λ22ΓLρ2M2
(69)
=
δfthresh
4
, (70)
so also
E[f(xt+1)]− f(xt) ≤ δfthresh
4
. (71)
Therefore on average
E[f(xt+1)]− f(xt)
tthresh
≤ δgthresh/4. (72)
D.4 Bound on possible increase when Ect occurs
For the main result we need to bound
E[f(xt+1)− f(xt)|Ect ] ≤ δgthresh/4. (73)
Note that
Ect = {‖∇f(xt)‖ ≥ τ or λmin(∇2f(xt)) ≤ −
√
ρτ1/2}c (74)
= {‖∇f(xt)‖ < τ and λmin(∇2f(xt)) > −√ρτ1/2}. (75)
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Hence it suffices to bound the function increase conditioned on ‖∇f(xt)‖ ≤ τ . By Corollary D.2
we have
E[f(xt+1)]− f(xt) ≤ 9LΓη
2
8
. (76)
We want this to not exceed δgthresh/4:
9LΓη2
8
?≤ δ
4
gthresh (77)
⇔ 9LΓη
2
8
?≤ δ
4
fthresh · ηγ
ω
(78)
⇔ 9LΓη
2
?≤ δfthresh · γ
ω
(79)
⇔ 9LΓ
2
· γ5 · δ
2ν2K2
324M2L2Λ21Λ
2
2Γ
2ρ2ω
?≤ δ · γ
ω
· γ4 · δν
2K2
54 · 12Λ21Λ22ΓLρ2M2
. (80)
Cancelling like terms, we find that the inequality is equivalent to ω ≥ 9/4, which we can easily
enforce later. Therefore we may indeed write that
E[f(xt+1)]− f(xt) ≤ δgthresh
4
. (81)
D.5 Bound on decrease (progress) when Et occurs
We need to bound
E[f(xt+1)− f(xt)|Et] ≤ −gthresh. (82)
By definition,
Et = {‖∇f(xt)‖ ≥ τ} ∪ {λmin(∇2f(xt)) ≤ −√ρτ1/2 and ‖∇f(xt)‖ ≤ τ}. (83)
In words, we split Et into two cases: either the gradient is large, or we are near a saddlepoint but
there is an escape direction.
D.5.1 Large gradient regime
If the norm of the gradient is large enough, i.e.
‖∇f(xt)‖2 ≥ τ2 (84)
then by Corollary D.4,
E[f(xt+1)]− f(xt) ≤ −ητ
2λ−
4
≤ −gthresh (85)
as long as η ≤ 4λ−τ29LΓ and gthresh ≤ ητ
2λ−
4 . For our choice of η = O(τ
5/2) and gthresh = O˜(τ
5), each
of these will hold for small enough τ .
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D.5.2 Sharp negative curvature regime
We start at a point x0 around which we base our Hessian approximation:
g(x) = f(x0) + (x− x0)T∇f(x0) + 1
2
(x− x0)TH(x− x0) (86)
where we write H = ∇2f(x0). We will also write A = E[g0gT0 ]1/2 as the preconditioner at x0.
Lemma D.3 (Nesterov [2013]). For every twice differentiable ρ-Hessian Lipschitz function f we
have
‖∇f(x)−∇g(x)‖ ≤ ρ
2
‖x− x0‖2. (87)
Lemma D.4. Suppose that ‖∇f(x0)‖ ≤ τ . Also suppose the Hessian at x0 has a strong escape
direction, i.e. λmin(∇2f(x0)) ≤ −√ρτ1/2, and define γ = λ−√ρτ1/2 so that √ρτ1/2 = λ−1− γ. Then
there exists k < tthresh so that
E[f(xk)]− f(x0) ≤ −fthresh (88)
Proof. Suppose not, i.e. suppose that for all t < tthresh it holds that
E[f(xt)]− f(x0) ≥ −fthresh. (89)
Under this assumption we will prove bounds which will imply that the assumption cannot hold. In
particular, we will give a lower bound on E[‖xt − x0‖2] that conflicts with Lemma D.11.
Define the following terms:
ut = (I − ηAH)t(x1 − x0) (90)
δt =
t∑
i=1
(I − ηAH)t−iA(−∇f(xi) +∇g(xi)) (91)
dt = −
t∑
i=1
(I − ηAH)t−iA∇f(x0) (92)
ζt =
t∑
i=1
(I − ηAH)t−iξi (93)
χt =
t∑
i=1
(I − ηAH)t−i(A−Ai)∇f(xi) (94)
ιt =
t∑
i=1
(I − ηAH)t−i(Ai − Aˆi)∇f(xi). (95)
With the above definitions in hand, we will form a stale Taylor expansion of f , and express it in
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terms of the above terms:
xt+1 − x0 = xt − x0 − ηAˆt∇f(xt) + ηξt
= xt − x0 − ηAt∇f(xt) + ηξt + η(At − Aˆt)∇f(xt)
= xt − x0 − ηAt∇f(xt) + ηξt + ηιt
= xt − x0 − ηA∇f(xt) + ηξt + η(At − Aˆt)∇f(xt) + η(A−At)∇f(xt) + ηιt
= xt − x0 − ηA∇g(xt) + η(−A∇f(xt) +A∇g(xt) + ξt) + η(A−At)∇f(xt) + ηιt
= xt − x0 − ηA∇g(xt) + η(−A∇f(xt) +A∇g(xt) + ξt) + ηχt + ηιt
= xt − x0 − ηA(∇f(x0) +H(xt − x0)) + η(−A∇f(xt) +A∇g(xt) + ξt) + ηχt + ηιt
= (I − ηAH)(xt − x0) + η(−A∇f(xt) +A∇g(xt)−A∇f(x0) + ξt) + ηχt + ηιt
= ut + η(δt + dt + ζt + χt + ιt).
To proceed, we must bound all these terms.
Lemma D.5. Under the above conditions, we have
E[‖χt‖] ≤ ατ
√
η3LΓΛ1 · κt ·
(
4
(ηγ)2
+
6fthresh
η3γLΓ
+
2
ηγ
·
√
2r2
η3LΛ1
)
. (96)
Proof. We assume A(x) is α Lipschitz, so that ‖Ai −A‖ ≤ α‖xi − x0‖. Then,
E[‖χt‖] = E
[∥∥∥∥∥
t∑
i=1
(I − ηAH)t−i(A−Ai)∇f(xi)
∥∥∥∥∥
]
(97)
≤
t∑
i=1
(1 + ηγ)t−i E [‖(A−Ai)∇f(xi)‖] (98)
≤
t∑
i=1
(1 + ηγ)t−i E [‖A−Ai‖‖∇f(xi)‖] (99)
≤ τ
t∑
i=1
(1 + ηγ)t−i E [‖A−Ai‖] (100)
≤ ατ
t∑
i=1
(1 + ηγ)t−i E [‖xi − x0‖] (101)
≤ ατ
t∑
i=1
(1 + ηγ)t−i
√
E [‖xi − x0‖2] (102)
≤ ατ
t∑
i=1
(1 + ηγ)t−i
√
6ηfthreshΛ1i+ η3LΓΛ1i2 + 2Γr2 (103)
where for the last identity we have applied Lemma D.11. By Lemma D.12, we may further bound
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this by
E[‖χt‖] ≤ ατ
√
η3LΓΛ1
t∑
i=1
(1 + ηγ)t−i
(
2i+
3ηfthreshΛ1
η3LΓΛ1
+
√
2Γr2
η3LΓΛ1
)
(104)
= ατ
√
η3LΓΛ1
t∑
i=1
(1 + ηγ)t−i
(
2i+
3fthresh
η2LΓ
+
√
2r2
η3LΛ1
)
. (105)
Applying Lemma D.14 with β = ηγ yields:
E[‖χ‖] ≤ ατ
√
η3LΓΛ1 · κt ·
(
4
(ηγ)2
+
2
ηγ
· 3fthresh
η2LΓ
+
2
ηγ
·
√
2r2
η3LΛ1
)
(106)
= ατ
√
η3LΓΛ1 · κt ·
(
4
(ηγ)2
+
6fthresh
η3γLΓ
+
2
ηγ
·
√
2r2
η3LΛ1
)
. (107)
Lemma D.6. Under the above conditions, we have
E[‖δt‖] ≤ Λ2ρκt
[
2Γr2
ηγ
+
6ηfthreshΛ1
(ηγ)2
+
3η3LΓΛ1
(ηγ)3
]
. (108)
Proof. We write
E[‖δt‖] = E
[∥∥∥∥∥
t∑
i=1
(I − ηAH)t−iA(∇f(xi)−∇g(xi))
∥∥∥∥∥
]
(109)
≤
t∑
i=1
(1 + ηγ)t−i E [‖A(∇f(xi)−∇g(xi))‖] (110)
≤ Λ2
t∑
i=1
κt−i E [‖∇f(xi)−∇g(xi)‖] (111)
≤ Λ2(ρ/2)
t∑
i=1
κt−i E
[‖xi − x0‖2] (112)
≤ Λ2(ρ/2)
t∑
i=1
κt−i
(
6ηfthreshΛ1i+ η
3LΓΛ1i
2 + 2Γr2
)
, (113)
where again, the last inequality comes from Lemma D.11. Applying Lemma D.14 with β = ηγ
yields:
E[‖δt‖] ≤ Λ2ρκ
t
2
[
(6ηfthreshΛ1) · 2
η2γ2
+ η3LΓΛ1 · 6
η3γ3
+ 2Γr2 · 2
ηγ
]
(114)
= Λ2ρκ
t
[
2Γr2
ηγ
+
6ηfthreshΛ1
(ηγ)2
+
3η3LΓΛ1
(ηγ)3
]
. (115)
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Lemma D.7. Under the above conditions,
E‖ιt‖] ≤ 2τ(ηγ)−1∆κt. (116)
Proof. Write
E‖ιt‖] = E
[∥∥∥∥∥
t∑
i=1
(I − ηAH)t−i(Ai − Aˆi)∇f(xi)
∥∥∥∥∥
]
(117)
≤
t∑
i=1
(1 + ηγ)t−i E
[∥∥∥(Ai − Aˆi)∇f(xi)∥∥∥] (118)
≤ τ
t∑
i=1
(1 + ηγ)t−i E
[∥∥∥Ai − Aˆi∥∥∥] (119)
≤ 2τ(ηγ)−1κt max
i
E
[∥∥∥Ai − Aˆi∥∥∥] (120)
≤ 2τ(ηγ)−1∆κt. (121)
Lemma D.8. Under the above conditions, E[uTt ]dt ≥ 0.
Proof. We have
E[ut] = (I − ηAH)t E[x1 − x0] = −r(I − ηAH)tA∇f(x0). (122)
For small enough η, we have ‖ηAH‖ ≤ 1 and hence:
E[uTt ]dt = r
[
(I − ηAH)tA∇f(x0)
]T t∑
i=1
(I − ηAH)t−iA∇f(x0) (123)
= r
t∑
i=1
(A∇f(x0))T (I − ηAH)2t−i(A∇f(x0)) ≥ 0. (124)
Lemma D.9. Under the above conditions, we get an exponentially growing lower bound on the
expected squared norm of ut:
E[‖ut‖2] ≥ (1 + ηγ)2tr2ν = κ2tr2ν. (125)
Proof. For unit vectors v, we may write
E[‖ut‖2] ≥ E[(vTut)2]. (126)
In particular, by definition of ut,
E[‖ut‖2] ≥ E[(vT (I − ηAH)t(x1 − x0))2]. (127)
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We wish to choose a unit vector v so that this is as large as possible. If AH were symmetric,
we could choose v to be an eigenvector, but the product of symmetric matrices is not in general
symmetric. However, because A and H are both symmetric, and A is positive definite, it follows
that A1/2 exists and that A1/2HA1/2 is symmetric. Hence for orthonormal U and diagonal Λ, we
have
A1/2HA1/2 = UΛUT (128)
=⇒ A−1/2AHA1/2 = UΛUT (129)
=⇒ AH = A1/2UΛ(A1/2U)−1. (130)
The diagonal matrix Λ contains the eigenvalues of A1/2HA1/2. Without loss of generality, Λ11
corresponds to a negative eigenvalue with absolute value γ. Therefore
(I − ηAH)t = (A1/2U(I − ηΛ)(A1/2U)−1)t (131)
= A1/2U(I − ηΛ)t(A1/2U)−1. (132)
Since we can choose v to be any unit vector we want, we will set it equal to C(UTA1/2)−1e1 so
that UTA1/2v = Ce1. Here e1 is the first standard basis vector and C is a scalar constant chosen
to make v a unit vector. Taking transposes, we have vTA1/2U = CeT1 . Now,
vT (I − ηAH)t = vTA1/2U(I − ηΛ)t(A1/2U)−1 (133)
= CeT1 (I − ηΛ)t(A1/2U)−1 (134)
= C(1 + ηΛ11)
teT1 (A
1/2U)−1 (135)
= (1 + ηγ)t · CeT1 (A1/2U)−1. (136)
Substituting in the definition of v, this is equal to:
vT (I − ηAH)t = (1 + ηγ)t · vT (A1/2U)(A1/2U)−1 (137)
= (1 + ηγ)tvT . (138)
This equality holds for any v of the form specified above; in particular, choose C so that v is unit.
Then, we may finally bound
E[‖ut‖2] ≥ E[(vT (I − ηAH)t(x1 − x0))2] (139)
≥ (1 + ηγ)2t E[(vT (x1 − x0))2] (140)
= (1 + ηγ)2tr2 E[(vTAg0)2] (141)
= (1 + ηγ)2tr2vT E[Ag0gT0 AT ]v (142)
= (1 + ηγ)2tr2vTAE[g0gT0 ]AT v (143)
≥ (1 + ηγ)2tr2λmin(AE[g0gT0 ]AT ) (144)
≥ (1 + ηγ)2tr2ν, (145)
where the last two lines follow by the fact that ‖v‖ = 1 and by definition of ν.
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Lemma D.10. Under the above conditions we have a deterministic bound on ‖ut‖:
‖ut‖ ≤ κtrM (146)
Proof. We write
‖ut‖ = ‖(I − ηAH)t(x1 − x0)‖ (147)
≤ ‖I − ηAH‖t · ‖x1 − x0‖ (148)
≤ (1 + ηγ)t · r‖Ag0‖ (149)
≤ (1 + ηγ)t · rM. (150)
Putting all these results together, we can give a lower bound on the distance between iterates:
E[‖xt+1 − x0‖2] = E
[‖ut + η(δt + dt + ζt + χt + ιt)‖2]
= E[‖ut‖2] + 2η E
[
uTt (δt + dt + ζt + χt + ιt)
]
+ η2 E
[‖δt + dt + ζt + χt + ιt‖2]
≥ E[‖ut‖2] + 2η E
[
uTt (δt + dt + ζt + χt + ιt)
]
= E[‖ut‖2] + 2η E
[
uTt (δt + dt + χt + ιt)
]
= E[‖ut‖2] + 2η E[uTt δt] + 2η E[uTt dt] + 2η E[uTt χt]
= E[‖ut‖2] + 2η E[uTt δt] + 2η E[ut]Tdt + 2η E[uTt χt] + 2η E[uTt ιt]
≥ E[‖ut‖2] + 2η E[uTt δt] + 2η E[uTt χt] + 2η E[uTt ιt]
≥ E[‖ut‖2]− 2η‖ut‖E[‖δt‖]− 2η‖ut‖E[‖χt‖]− 2η‖ut‖E[‖ιt‖]
≥ κ2tr2ν − 2ηκtrM E[‖δt‖+ ‖χt‖+ ‖ιt‖].
Substituting in the bounds for E[‖δt‖], E[‖χt‖], and E[‖ιt‖],we finally have the lower bound:(
rν − 2ηM
[
Λ2ρ
[
2Γr2
ηγ
+
6ηfthreshΛ1
(ηγ)2
+
3η3LΓΛ1
(ηγ)3
]
(151)
+ατ
√
η3LΓΛ1
(
4
(ηγ)2
+
6fthresh
η3γLΓ
+
2
ηγ
·
√
2r2
η3LΛ1
)
+ 2τ(ηγ)−1∆
])
rκ2t. (152)
As long as the sum in the parentheses is positive, this term will grow exponentially and grant us
the contradiction we seek. We want to bound each of the seven terms in brackets by rν/8, so that
the overall bound is r2κ2tν/8. For simplicity, we will write K = 1/8 as a universal constant. Then,
we want to choose parameters so the following inequalities all hold.
We start with the last term (from ιt) because it is the most simple. Since γ = Θ(τ
1/2), we
require that
2ηM · 2τ(ηγ)−1∆ ≤ rνK (153)
⇔ 4Mτγ−1∆ ≤ rνK (154)
⇔ τ · τ−1/2∆ ≤ O(r) (155)
⇔ ∆ ≤ O(τ−1/2r). (156)
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Since we will eventually set r = O(τ), this constraint is simply ∆ ≤ O(τ1/2).
Next we move onto the first three terms, which correspond to δt:
2ηMΛ2ρ · 2Γr
2
ηγ
≤ rνK ⇔ r ≤ γνK
4Λ2ΓρM
(157)
2ηMΛ2ρ · 6ηfthreshΛ1
η2γ2
≤ rνK ⇔ fthresh ≤ γ
2rνK
12Λ1Λ2ρM
(158)
2ηMΛ2ρ · 3η
3LΓΛ1
η3γ3
≤ rνK ⇔ η ≤ γ
3rνK
6MLΛ1Λ2Γρ
. (159)
The first constraint is satisfied for small enough τ because we chose r = O(τ) ≤ O(τ1/2). The
second term is equivalent to
fthresh
?≤ γ
2νK
12Λ1Λ2ρM
· r (160)
⇔ γ4 · δν
2K2
54 · 12Λ21Λ22ΓLρ2M2
?≤ γ
2νK
12Λ1Λ2ρM
· γ2 · δνK
54Λ1Λ2ΓLρM
(161)
⇔ δν
2K2
54 · 12Λ21Λ22ΓLρ2M2
?≤ δν
2K2
54 · 12Λ21Λ22ΓLρ2M2
(162)
which trivially always holds since the two expressions are equal.
Finally, we address the three terms corresponding to χt. For small enough τ , it will turn out
that none of the resulting constraints are tight, i.e. they are all weaker than some other constraint
we already require. First,
2ηMατ
√
η3LΓΛ1 · 4
η2γ2
≤ rνK (163)
⇐ η1/2τ ≤ O(rγ2) (164)
⇔ η ≤ O(r2γ4τ−2) = O(τ2). (165)
Next,
2ηMατ
√
η3LΓΛ1 · 6fthresh
η3γLΓ
≤ rνK (166)
⇐ ητη3/2 fthresh
η3γ
≤ O(r) (167)
⇔ fthresh ≤ O(η1/2rγτ−1) = O(τ7/4). (168)
Finally,
2ηMατ
√
η3LΓΛ1 · 2
ηγ
·
√
2r2
η3LΛ1
≤ rνK (169)
⇐ τ
√
η3 · 1
γ
· r√
η3
≤ O(r) (170)
⇔ τγ−1r ≤ O(r) (171)
⇔ τ ≤ O(γ) = O(τ1/2). (172)
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Hence, for small enough τ , for the above parameter settings, we have
E[‖xt+1 − x0‖2] ≥ r2κ2tνK. (173)
We now have a lower bound and an upper bound that when combined yield (1 + ηγ)2t ≤ C,
where
C =
[
(6ηfthreshΛ1) t+ η
3LΓΛ1t
2 + 2Γr2
] · 1
r2νK
. (174)
We can choose ω that is only logarithmic in all parameters, i.e. ω = O(log(Λ1Λ2ΓLηfthreshνr )), so that
setting t ≥ tthresh = ω/(ηγ) yields (1 + ηγ)2t ≥ C. This contradicts the upper bound, as desired.
Lemma D.11. Assume that Equation (89) holds. Assume also that η ≤ fthreshΛ1Γ . Then,
E[‖xt − x0‖2] ≤ 6ηfthreshΛ1t+ η3LΓΛ1t2 + 2Γr2. (175)
Proof. By Lemma D.16,
−fthresh ≤ E[f(xt)]− f(x0) (176)
= E
[
t−1∑
i=0
f(xi+1)− f(xi)
]
(177)
≤ −η
t−1∑
i=0
E[‖Aˆ1/2i ∇f(xi)‖2] +
η2LΓ(t− 1)
2
+
r2LΓ
2
. (178)
Remember, we are making the simplifying assumption that Λ1 serves as a bound in the same way
for Aˆ as it does for A. This is trivially true if ∆ = 0. Applying the definition of Λ1 yields:
−fthresh ≤ −ηΛ−11
t−1∑
i=0
E[‖Aˆi∇f(xi)‖2] + η
2LΓt
2
+
r2LΓ
2
. (179)
By rearranging, we can get a bound on the gradient norms:
t−1∑
i=0
E[‖Aˆi∇f(xi)‖2] ≤ Λ1
η
(
η2LΓt
2
+
r2LΓ
2
+ fthresh
)
(180)
=
ηLΓΛ1t
2
+
r2LΓΛ1
2η
+
fthreshΛ1
η
. (181)
Before we proceed, note that we already have
δfthresh
4
≥ 9LΓr
2
8
=⇒ fthreshΛ1
η
≥ 9
2δ
r2LΓΛ1
η
≥ r
2LΓΛ1
2η
. (182)
Hence we can further bound equation (181) by
t−1∑
i=0
E[‖Aˆi∇f(xi)‖2] ≤ ηLΓΛ1t
2
+
2fthreshΛ1
η
. (183)
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Now we will work toward bounding the norm of the difference xt − x0. We will first bound the
difference xt − x1, then the difference x1 − x0.
E[‖xt − x1‖2] ≤ E
∥∥∥∥∥
t−1∑
i=1
xi+1 − xi
∥∥∥∥∥
2
 (184)
≤ η2 E
∥∥∥∥∥
t−1∑
i=1
(ξi − Aˆi∇f(xi))
∥∥∥∥∥
2
 , (185)
where ξi = Aˆi(∇f(xi)− gi) is the zero mean effective noise that arises from rescaling the stochastic
gradient noise. We may write
E
∥∥∥∥∥
t−1∑
i=1
(ξi − Aˆi∇f(xi))
∥∥∥∥∥
2
 = E
∥∥∥∥∥
t−1∑
i=1
ξi −
t−1∑
i=1
Aˆi∇f(xi)
∥∥∥∥∥
2
 (186)
= E
∥∥∥∥∥
t−1∑
i=1
Aˆi∇f(xi)
∥∥∥∥∥
2
+
∥∥∥∥∥
t−1∑
i=1
ξi
∥∥∥∥∥
2
− 2
t−1∑
i=1
t−1∑
j=1
〈ξi, Aˆj∇f(xj)〉
 (187)
= E
∥∥∥∥∥
t−1∑
i=1
Aˆi∇f(xi)
∥∥∥∥∥
2
+ E
∥∥∥∥∥
t−1∑
i=1
ξi
∥∥∥∥∥
2
 (188)
because ξi are zero mean. Since E[ξTi ξj ] = 0 for i 6= j, the expression can be simplified as:
E
∥∥∥∥∥
t−1∑
i=1
(ξi − Aˆi∇f(xi))
∥∥∥∥∥
2
 = E
∥∥∥∥∥
t−1∑
i=1
Aˆi∇f(xi)
∥∥∥∥∥
2
+ t−1∑
i=1
E
[
‖ξi‖2
]
(189)
≤ E
∥∥∥∥∥
t−1∑
i=1
Aˆi∇f(xi)
∥∥∥∥∥
2
+ t−1∑
i=1
E
[
‖ξi‖2
]
(190)
≤ E
( t−1∑
i=1
∥∥∥Aˆi∇f(xi)∥∥∥)2
+ t−1∑
i=1
E
[
‖ξi‖2
]
(191)
≤ (t− 1)
t−1∑
i=1
E
[∥∥∥Aˆi∇f(xi)∥∥∥2]+ t−1∑
i=1
E
[
‖ξi‖2
]
. (192)
Note
E[‖ξi‖2] ≤ E[‖Aˆi∇f(xi)‖2] + E[‖Aˆigi‖2] (193)
≤ E[‖Aˆi∇f(xi)‖2] + 9
4
Γ (194)
where we have used Lemma D.15. We can then bound
E
∥∥∥∥∥
t−1∑
i=1
(ξi − Aˆi∇f(xi))
∥∥∥∥∥
2
 ≤ (t− 1 + 1) t−1∑
i=1
E
[∥∥∥Aˆi∇f(xi)∥∥∥2]+ 9tΓ
4
. (195)
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Plugging in Equation (183) we get:
E
∥∥∥∥∥
t−1∑
i=1
(ξi − Aˆi∇f(xi))
∥∥∥∥∥
2
 ≤ t(ηLΓΛ1t
2
+
2fthreshΛ1
η
)
+ tΓ. (196)
Plugging this into Equation (185) yields:
E[‖xt − x1‖2] ≤ tη2
(
ηLΓΛ1t
2
+
2fthreshΛ1
η
)
+ η2Γt (197)
=
(
4ηfthreshΛ1 + η
2Γ
)
t+
η3LΓΛ1t
2
2
. (198)
Then we may write
E[‖xt − x0‖2] ≤ 2E[‖xt − x1‖2] + 2E[‖x1 − x0‖2] (199)
≤ (4ηfthreshΛ1 + 2η2Γ) t+ η3LΓΛ1t2 + 2Γr2. (200)
We are almost done. By our additional assumption that η ≤ fthreshΛ1Γ (which will wind up being
true for small enough τ), it also follows that
2η2Γ ≤ 2ηfthreshΛ1 (201)
and therefore
E[‖xt − x0‖2] ≤ 6ηfthreshΛ1t+ η3LΓΛ1t2 + 2Γr2. (202)
D.6 Auxiliary lemmas
Lemma D.12. For z,A,B,C ≥ 0,√
Az2 +Bz + C ≤
√
A ·
(
2z +
B
2A
+
√
C
A
)
. (203)
Proof. Note the following two facts:
Az2 +Bz + C = A(z2 +B/Az + C/A) = A[(z +B/(2A))2 + C/A−B2/(2A)2] (204)
and
Az2 +Bz + C = A(z2 +B/Az + C/A) = A[(z +
√
C/A)2 − 2
√
C/A+B/A]. (205)
If B2 ≥ 4AC, then C/A−B2/(2A)2 ≤ 0. Otherwise, −2√C/A+B/A ≤ 0. Hence,
√
Az2 +Bz + C ≤
{√
A · (z +B/(2A)) case 1√
A · (z +√C/A) case 2. (206)
≤
√
A ·
[
(z +B/(2A)) + (z +
√
C/A)
]
. (207)
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Lemma D.13. Let 0 < x < 1. For t ≥ 2 logC/x, we have (1 + x)t ≥ C.
Proof. For x < 1 we have log(1 + x) ≤ x− x2/2 ≤ x/2. Hence,
t log(1 + x) ≥ tx/2 (208)
≥ logC, (209)
and the lemma follows by exponentiating both sides.
D.6.1 Series lemmas
Lemma D.14 (As in Daneshmand et al. [2018]). For 0 < β < 1 the following inequalities hold:
t∑
i=1
(1 + β)t−i ≤ 2β−1(1 + β)t (210)
t∑
i=1
(1 + β)t−ii ≤ 2β−2(1 + β)t (211)
t∑
i=1
(1 + β)t−ii2 ≤ 6β−3(1 + β)t. (212)
D.7 Descent lemmas
First we need a quick lemma relating the constants of the true preconditioner to those of an
approximate preconditioner:
Lemma D.15. Let Γ be an upper bound on E[‖Ag‖2]. Let Aˆ be another matrix with ‖Aˆ − A‖ ≤
∆ < λ−/2. Then, E[‖Aˆg‖2] ≤ 94Γ.
Proof. The proof is straightforward:
E[‖Aˆg‖2] ≤ E[‖(A+ ∆I)g‖2] (213)
≤ E
[∥∥∥∥32Ag
∥∥∥∥2
]
(214)
=
9
4
E[‖Ag‖2] = 9
4
Γ (215)
where the penultimate line follows by ∆ < λ−/2 and ∆I  12At.
Note that in the noiseless case ∆ = 0, all the below results still apply, and we only lose a
constant factor compared to the typical descent lemma.
Lemma D.16. Assume f has L-Lipschitz gradient. Suppose we perform the updates xt+1 ← xt −
ηAˆtgt, where gt is a stochastic gradient, At is a (Λ1,Λ2,Γ, ν, λ−)-preconditioner, and ‖Aˆt −At‖ ≤
∆ < λ−2 . Then,
E[f(xt+1)] ≤ f(xt)− ηλ−
2
‖∇f(xt)‖2 + 9η
2LΓ
8
(216)
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Proof. We write
E[f(xt+1)] ≤ f(xt) + 〈∇f(xt),E[xt+1 − xt]〉+ L
2
E[‖xt+1 − xt‖2] (217)
= f(xt)− η〈∇f(xt), Aˆt∇f(xt)〉+ η
2L
2
E
[
‖Aˆtgt‖2
]
(218)
≤ f(xt)− η(λ− −∆)‖∇f(xt)‖2 + 9η
2LΓ
8
(219)
≤ f(xt)− ηλ−
2
‖∇f(xt)‖2 + 9η
2LΓ
8
(220)
where the third line follows by Lemma D.15.
Corollary D.2. Always
E[f(x1)]− f(x0) ≤ 9η
2LΓ
8
. (221)
Corollary D.3. Suppose η ≤ 4λ−‖∇f(x0)‖2/(9LΓ). Then,
E[f(x1)]− f(x0) ≤ −ηλ−
4
‖∇f(x0)‖2. (222)
Corollary D.4. Suppose ‖∇f(x0)‖2 ≥ τ2. Then if η ≤ 4λ−τ2/(9LΓ)
E[f(x1)]− f(x0) ≤ −ηλ−
4
‖∇f(x0)‖2 ≤ −ηλ−
4
τ2. (223)
E Convergence to First-Order Stationary Points
E.1 Generic Preconditioners: Proof of Theorem 4.2
Proof. Let g be the stochastic gradient at time t. We will precondition by At = A(xt). We write
E[f(xt+1)] ≤ f(xt) + 〈∇f(xt),E[xt+1 − xt]〉+ L
2
E[‖xt+1 − xt‖2] (224)
= f(xt)− η〈∇f(xt), At∇f(xt)〉+ η
2L
2
E
[‖Atgt‖2] (225)
≤ f(xt)− η〈∇f(xt), At∇f(xt)〉+ η
2LΓ
2
(226)
≤ f(xt)− ηλmin(At)‖∇f(xt)‖2 + η
2LΓ
2
(227)
≤ f(xt)− ηλ−‖∇f(xt)‖2 + η
2LΓ
2
. (228)
Summing and telescoping, we have
E[f(xT )] ≤ E[f(x0)]− ηλ−
T−1∑
t=0
E
[‖∇f(xt)‖2]+ η2LTΓ
2
. (229)
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Now rearrange, and bound f(xT ) by f
∗ to get:
1
T
· λ− ·
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤ f(x0)− f∗
Tη
+
ηLΓ
2
. (230)
and therefore
1
T
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤ (f(x0)− f∗
Tη
+
ηLΓ
2
)
· 1
λ−
. (231)
Optimally choosing η =
√
2(f(x0)− f∗)/(TLΓ) yields the overall bound
1
T
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤√2(f(x0)− f∗)LΓ
T
· 1
λ−
. (232)
Rephrasing, in order to be guaranteed that the left hand term is bounded by τ2, it suffices to choose
T so that √
2(f(x0)− f∗)LΓ
T
· 1
λ−
≤ τ2 (233)
⇔ T ≥ 2(f(x0)− f
∗)LΓ
τ4λ2−
(234)
and
η =
√
2(f(x0)− f∗)
TLΓ
(235)
≤
√
2(f(x0)− f∗)
LΓ
· τ
4λ2−
2(f(x0)− f∗)LΓ =
τ2λ−
LΓ
. (236)
E.2 Generic Preconditioners with Errors: Proof of Theorem 4.3
Proof. Let g be the stochastic gradient at time t. We will precondition by Aˆt which satisfies
‖Aˆt −At‖ ≤ ∆ < λ−/2. We write
E[f(xt+1)] ≤ f(xt) + 〈∇f(xt),E[xt+1 − xt]〉+ L
2
E[‖xt+1 − xt‖2] (237)
= f(xt)− η〈∇f(xt), Aˆt∇f(xt)〉+ η
2L
2
E
[
‖Aˆtgt‖2
]
(238)
≤ f(xt)− η(λ− −∆)‖∇f(xt)‖2 + η
2L
2
E
[‖(At + ∆I)gt‖2] (239)
≤ f(xt)− ηλ−
2
‖∇f(xt)‖2 + η
2L
2
E
[∥∥∥∥32Atgt
∥∥∥∥2
]
(240)
= f(xt)− ηλ−
2
‖∇f(xt)‖2 + 9η
2LΓ
8
(241)
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where the penultimate line follows by ∆ < λ−/2 and ∆I  12At. Summing and telescoping, and
further bounding 9/8 < 2, we have
E[f(xT )] ≤ E[f(x0)]− ηλ−
2
T−1∑
t=0
E
[‖∇f(xt)‖2]+ 2η2LΓ. (242)
Now rearrange, and bound f(xT ) by f
∗ to get:
1
T
· λ−
2
·
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤ f(x0)− f∗
Tη
+ 2ηLΓ (243)
and therefore
1
T
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤ (f(x0)− f∗
Tη
+ 2ηLΓ
)
2
λ−
. (244)
Optimally choosing η =
√
(f(x0)− f∗)/(2TLΓ) yields the overall bound
1
T
T−1∑
t=0
E
[‖∇f(xt)‖2] ≤√32(f(x0)− f∗)LΓ
T
· 1
λ−
. (245)
Rephrasing, in order to be guaranteed that the left hand term is bounded by τ2, it suffices to
choose T so that √
32(f(x0)− f∗)LΓ
T
· 1
λ−
≤ τ2 (246)
⇔ T ≥ 32(f(x0)− f
∗)LΓ
τ4λ2−
(247)
and
η =
√
f(x0)− f∗
2TLΓ
≤
√
(f(x0)− f∗)τ4λ2−
32(f(x0)− f∗)L2Γ2 =
τ2λ−
4
√
2LΓ
. (248)
F Online Matrix Estimation
We first reproduce the Matrix Bernstein inequality as presented by Tropp [2015]:
Theorem F.1 (Matrix Bernstein). Let Zi ∈ Rd×d for i = 1, . . . , n be independent, random, sym-
metric matrices. Assume E[Zi] = 0 and ‖Zi‖ ≤ R for all i. Define v = ‖
∑n
i=1 E[Z2i ]‖. Then for
all k ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Zi
∥∥∥∥∥ ≥ k
)
≤ d exp
( −k2/2
v +Rk/3
)
.
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Corollary F.1. Let Zi ∈ Rd×d for i = 1, . . . , n be independent, random, symmetric matrices.
Assume E[Zi] = 0 and ‖Zi‖ ≤ R for all i. Assume ‖E[Z2i ]‖ ≤ σ2max. Let w ∈ ∆n in the simplex.
Then for all k ≤ 3‖w‖22σ2max/R,
P
(∥∥∥∥∥
n∑
i=1
wiZi
∥∥∥∥∥ ≥ k
)
≤ d exp
( −k2
4‖w‖22σ2max
)
.
Proof. Simply apply Theorem F.1 with Zˆi = wiZi.
Now we can apply the above matrix concentration results to prove Theorem 4.1:
Proof of Theorem 4.1. First we separately bound the bias and variance, then use Corollary F.1.
The bias is: ∥∥∥∥∥
T∑
t=1
wtf(xt)− f(xT )
∥∥∥∥∥ =
∥∥∥∥∥
T∑
t=1
wt(f(xt)− f(xT ))
∥∥∥∥∥ (249)
≤
T∑
t=1
wt‖f(xt)− f(xT )‖ (250)
≤ L
T∑
t=1
wt‖xt − xT ‖ (251)
≤ L
T∑
t=1
wt
T∑
s=t+1
‖xs − xs−1‖ (252)
≤ ηML
T∑
t=1
wt(T − t) (253)
= ηML · 1∑T
t=1 β
T−t ·
T∑
t=1
βT−t(T − t). (254)
Note that by a well-known identity,
T∑
t=1
βT−t(T − t) =
T−1∑
s=0
sβs ≤
∞∑
s=0
sβs =
β
(1− β)2 . (255)
Hence, the bias is bounded by
ηML · 1∑T
t=1 β
T−t ·
β
(1− β)2 = ηML ·
1− β
1− βT ·
β
(1− β)2 (256)
= ηML · 1
1− βT ·
β
1− β (257)
≤ML · η
(1− β)(1− βT ) . (258)
Applying Corollary F.1 to Zt = Yt − f(xt), we have that
P
(∥∥∥∥∥
T∑
t=1
wt(Yt − f(xt))
∥∥∥∥∥ > k
)
≤ d exp
( −k2
4‖w‖22σ2max
)
.
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Now note that
‖w‖22 =
T∑
t=1
w2t =
1
(
∑T
t=1 β
T−t)2
T∑
t=1
(β2)T−t (259)
=
(1− β)2
(1− βT )2
T∑
t=1
(β2)T−t (260)
=
(1− β)2
(1− βT )2 ·
1− β2T
1− β2 (261)
=
1− β2T
(1− βT )2 ·
(1− β)2
1− β2 (262)
=
1 + βT
1− βT ·
1− β
1 + β
(263)
≤ 2(1− β)
1− βT . (264)
Setting the right hand side of the high probability bound to δ, we have concentration w.p. 1 − δ
for k satisfying
δ ≥ d exp
( −k2
4‖w‖22σ2max
)
. (265)
Rearranging, we find
log(d/δ) ≤ k
2
4‖w‖22σ2max
(266)
⇔ k ≥ 2σmax‖w‖2
√
log(d/δ). (267)
Combining this with the triangle inequality,∥∥∥∥∥
T∑
t=1
wtyt − f(xT )
∥∥∥∥∥ ≤
∥∥∥∥∥
T∑
t=1
wtyt −
T∑
t=1
wtf(xt)
∥∥∥∥∥+
∥∥∥∥∥
T∑
t=1
wt(f(xt)− f(xT ))
∥∥∥∥∥ (268)
≤ 2σmax‖w‖2
√
log(d/δ) +ML · η
(1− β)(1− βT ) (269)
≤ 23/2σmax
√
1− β√
1− βT
√
log(d/δ) +ML · η
(1− β)(1− βT ) . (270)
with probability 1− δ. Since 1/
√
1− βT ≤ 1/(1− βT ), this can further be bounded by(
23/2σmax
√
1− β
√
log(d/δ) +ML · η
(1− β)
)
· 1
1− βT . (271)
Write α = 1− β. The inner part of the bound is optimized when
23/2σmax
√
α
√
log(d/δ) = ML · η
α
(272)
⇔ α3/2 = MLη
23/2σmax
√
log(d/δ)
(273)
⇔ α = M
2/3L2/3η2/3
2σ
2/3
max(log(d/δ))1/3
(274)
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for which the overall inner bound is
2 · 23/2σmax
√
α
√
log(d/δ) = 4σ2/3max(log(d/δ))
1/3M1/3L1/3η1/3. (275)
If T is sufficiently large, the 1/(1− βT ) term will be less than 2. In particular,
T >
2
log(1 + α)
=⇒ 1
1− (1− α)T < 2. (276)
Since log(1 + α) > α/2 for α < 1, it suffices to have T > 4/α.
G Converting Noise Estimates into Preconditioner Estimates
Lemma G.1. Suppose ‖G− Gˆ‖ ≤ ε, i.e. Gˆ is a good estimate of G in operator norm. Assume ε
is so small that ε‖G−1‖ < 1/2. Then,
‖G−1 − Gˆ−1‖ ≤ ε
2(λmin(G))2
. (277)
Proof. Observe
G−1(Gˆ−G)Gˆ−1 = G−1 − Gˆ−1. (278)
Therefore,
δ = ‖G−1 − Gˆ−1‖ = ‖G−1(Gˆ−G)Gˆ−1‖ (279)
≤ ε‖G−1‖‖Gˆ−1‖ (280)
≤ ε‖G−1‖(‖G−1‖+ δ). (281)
Grouping δ terms together, we find
(1− ε‖G−1‖)δ ≤ ε‖G−1‖2 (282)
=⇒ δ ≤ ‖G
−1‖2
1− ε‖G−1‖ · ε. (283)
By assumption ε is small enough so that ε‖G−1‖ < 1/2, so overall we have
δ ≤ ‖G
−1‖2
2
· ε = 1
2(λmin(G))2
· ε. (284)
Lemma G.2. Suppose ‖G− Gˆ‖ ≤ ε, i.e. Gˆ is a good estimate of G in operator norm. Assume ε
is so small that ε < 34λmin(G). Then,
‖G1/2 − Gˆ1/2‖ ≤ ε
(λmin(G))1/2
. (285)
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Proof. We can equivalently write
G− εI  Gˆ  G+ εI. (286)
By monotonicity of the matrix square root,
(G− εI)1/2  Gˆ1/2  (G+ εI)1/2 (287)
and therefore
(G− εI)1/2 −G1/2  Gˆ1/2 −G1/2 (288)
 (G+ εI)1/2 −G1/2. (289)
At this point we can bound each side by applying Lemma G.3 to G and to G − εI. The result is
the bound
−ε
2(λmin(G)− ε)1/2
 Gˆ1/2 −G1/2  ε
2(λmin(G))1/2
.
The lower bound is looser, so the operator norm of the difference is bounded by
ε
2(λmin(G)− ε)1/2
<
ε
2(14λmin(G))
1/2
=
ε
(λmin(G))1/2
.
Lemma G.3. Let A  0 and ε > 0. Then
‖(A+ ε)1/2 −A1/2‖≤ ε
2(λmin(A))1/2
. (290)
Proof. The bound reduces to plugging in the eigenvalues of A to a scalar function f : R → R.
Define f(x) = (x+ ε)1/2 − x1/2. Note that
f(x) =
((x+ ε)1/2 − x1/2)((x+ ε)1/2 + x1/2)
(x+ ε)1/2 + x1/2
(291)
=
(x+ ε)− x
(x+ ε)1/2 + x1/2
(292)
=
ε
(x+ ε)1/2 + x1/2
(293)
≤ ε
2x1/2
, (294)
from which the result follows.
Corollary G.1. Suppose ‖G− Gˆ‖ ≤ ε, for small enough ε. Then,
‖(G+ δI)−1/2 − (Gˆ+ δI)−1/2‖ ≤ ε
2(δ + λmin(G))3/2
.
Proof. Simply apply Lemma G.1 and Lemma G.2 to G+ δI.
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