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Abstract
This project presents an innovative way of solving the inexact graph matching
problem for weighted graphs. The goal is to find the correspondence between the
vertices of two similar graphs. This problem is solved through a multi-resolution
approach in the spectral domain. Spectral graph matching provides a framework
that allows to represent both graphs in a space of different dimensions where the
problem is more tractable. Furthermore, the multi-resolution approach improves
the performance of the graph matching algorithm, since lower resolutions reveal
new structural patterns. To obtain lower resolutions of both graphs, the proposed
graph downsampling methods must make sure that the vertices selected for the
lower resolutions should be the ones that are more likely to be correctly matched.
If this property is not accomplished, the matching in this lower resolution will
not provide useful information for the final matching. A novel solution to common
challenges in graph matching, i.e., sign ambiguity of the eigenvectors, is provided in
order to improve the correspondence between the vertices of both graphs. Different
graph matching applications are presented to illustrate the effectiveness of the
proposed technique. A comparison with other spectral graph matching algorithms
demonstrates the benefits of the proposed approach.
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Chapter 1
Introduction
Many problems in areas such as 2D/3D image analysis, document processing,
biometric identification, biological and biomedical applications, image databases
and video analysis can be formulated as a graph matching problem. A graph is
used to represent information about elements (concepts, locations, etc.) and their
relationships. The set of elements is represented by vertices and the relationships
between pairs of elements are denoted by edges.
The large number of applications where graph matching is used has motivated
us to investigate this problem. For instance, in the field of 2D image analysis,
previous works [31] have proposed a method for pattern recognition that divides
a scene graph into many sub-scene graphs, and an algorithm to get local matches
between each sub-scene graph and the model graph. Regarding 3D image analy-
sis, graph matching has been proposed for 3D object recognition [3] and 3D object
reconstruction [18]. Graph matching has also been used in document processing
applications such as handwritten recognition [16]. In the field of biometric ap-
plications, graph matching has been widely used for face authentication [13] and
facial expression recognition [50]. Graph matching is also employed in biological
applications to identify diatoms [17]. Graph based techniques have also been em-
ployed for image databases for indexing and data retrieval [40], [22]. Finally, in the
video analysis area, motion estimation, object tracking and retrieval from video
databases have been also addressed through graph matching techniques [15], [9],
[46].
The graph matching problem [11], [21], [24] consists of finding the optimum
alignment (a.k.a., matching, mapping, correspondence) between two weighted
graphs. That is, certain substructures in one graph are mapped to similar sub-
structures in the other graph. In many applications, the graph matching algorithm
needs to be efficient and robust in the presence of structural noise or deformations,
both in the weights of the nodes and the edges. In this case, the two graphs to be
matched are not identical and the problem is referred to as inexact graph match-
ing. Inexact graph matching is an important problem in practice since in most
applications the graphs to be matched have different sizes, as they are constructed
from real data such as visual sensors that incur in some noise and deformations
[34].
Finding the best correspondence between the vertices of two graphs according
to a score function has been proven to be an NP-hard problem with exponential
computational complexity [37]. Most of the previous works have focused on solving
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this problem using heuristics [6], [14]. Unfortunately, some of these techniques
incur in significant errors. For this reason, we propose to use spectral graph
theory combined with Graph Signal Processing (GSP) as a powerful approach
to find a better solution within an acceptable computational cost. The algorithm
for solving the alignment between two graphs is based on a quadratic programming
formulation that generalizes the classical graph matching problem.
In this thesis we present a novel approach for inexact graph matching based on
matching representations of both graphs using multiple resolutions. The proposed
method combines the information provided by all the resolution levels in order
to find a better alignment between the two graphs being matched. Moreover,
once the correspondence in each resolution has been decided by the algorithm,
we measure objectively the quality of the alignment, so that we give additional
weight to the information provided by the resolutions with better alignment. In
this way, the multi-resolution approach results in improved matching accuracy: if
the alignment achieved in lower resolutions is not good enough, this resolution is
given lower weight in the final matching.
To define the resolution levels of each graph, two new graph downsampling
methods are presented. These graph downsampling methods are designed so that
if two vertices are correctly matched in a specific resolution level, either both of
them or none of them should be selected for the lower resolution.
Our proposed multi-resolution approach can be used in combination with any
existing graph matching methods. Nonetheless, in this project we present a novel
spectral graph matching algorithm. This new technique, which is applied in each
resolution level, efficiently tackles the common challenges in graph matching, and it
results in an increased performance when compared with previous methods using
random graphs and 3D point-clouds. The main difference between the spectral
graph matching algorithm we use in each resolution level and existing algorithms
is how the alignment is decided, which in our proposal is based on weighting more
the frequencies less affected by the dissimilarity between the two graphs.
There are other techniques that seek to find the best mapping between two
graphs. A popular approach is based on the graph edit distance, which searches
for the minimum distortion that transforms one graph into another one [29]. Each
operation (i.e., insertions, substitutions and deletions of graph vertices and edges)
has an associated cost. The transformation with lower cost determines the cor-
respondence between the nodes. Other techniques are based on the Expectation
Maximization algorithm [32], replicator equations [39], and graduated assignments
[20]. Some of these techniques are critically dependent on initial model estimates,
and others suffer from their computational complexity. On the other hand, since
the computation of eigenvectors used in spectral graph matching is a well studied
problem that can be solved in polynomial time, there is a great interest in using
them for graph matching [11]. Our proposal is the first attempt to the best of our
knowledge that combines a spectral analysis with a multi-resolution approach to
solve this problem.
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The rest of this thesis is organized as follows. Chapter 2 reviews basic concepts
of graphs and defines the notion of frequency in graphs. Chapter 3 describes
the proposed multi-resolution technique including the novel graph downsampling
methods. Chapter 4 presents the new spectral graph matching scheme. Chapter
5 describes a point set registration algorithm that is used with the spectral graph
matching algorithm. Chapter 6 shows the performance of the proposed scheme for
a variety of graphs. Chapter 7 compares our framework with some of the most
popular spectral graph matching algorithms and Chapter 8 summarizes the main
conclusions of this work.
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Chapter 2
Background
2.1 Graphs and Graph Signals
A graph G is defined as G = (V,E), where V corresponds to the set of vertices, V =
{v1, v2, ..., vN}, and E ⊆ V ×V corresponds to the set of edges, E = {e1, e2, ..., eM}.
The i-th vertex can be denoted as vi ∈ V and the i-th edge as ei ∈ E. An
edge represents a connection between two vertices. If we have a graph with no
directed edges (edges that have a direction associated with them), the graph is
called undirected. Otherwise, the graph is called directed. In our case, we work
with undirected graphs. Furthermore, we do not consider graphs with self-loops,
meaning that an edge will never connect a vertex with itself.
A graph can have some weights assigned to the vertices and the edges. Vertex
weighting is a function µ : V → R, whereas edge weighting is a function w : E → R.
Consequently, the weight of a vertex is denoted as µ(vi) and the weight of an edge
is denoted as w(vi, vj) or wij for short. The aggregation into a vector, f s, of all
the weights of the vertices of the graph defines a graph signal : if we work with
graphs of N vertices, f s ∈ RN . These graph signals can be analyzed in order to
derive different interpretations depending on the particular graph.
There are many applications where the information is represented by a graph.
For example, a graph can represent a set of temperature sensors of a particular
city, and the information defined by the graph signal could be the temperature
that each sensor measures. On the other hand, the weights assigned to the edges
can be a function of the distance between the temperature sensors, giving higher
values to edges connecting closer nodes. Other applications where the information
is represented by graphs are: a subset of the web, online social networks, an image
and a chemical compound. These examples are shown in Figure 2.1. Note that
classical signals cannot represent a set of elements and a set of pairwise relation-
ships among them, as required by the examples mentioned above. On the other
hand, graphs and graph signals can efficiently represent this type of information
and Graph Signal Processing provides methods to analyze these systems.
The problem of finding a graph matching between two graphsG1 = (V1, E1, µ1, w1)
and G2 = (V2, E2, µ2, w2) consists of finding a function f : V1 → V2 that minimizes
a given error cost. If the two graphs have the same number of vertices, f is a
bijection (one-to-one matching). In case that the number of nodes is different, the
algorithm must find a many-to-many vertices correspondence. In the former case,
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Figure 2.1: Applications where the information is represented by graphs: a) a
subset of the web, b) an online social network, c) an image and d) a chemical
compound.
this problem is referred to as exact graph matching, whereas in the latter case, it
is called inexact graph matching.
The problem of exact graph matching is also known as subgraph isomorphism.
It aims at finding a mapping between the nodes of the first graph and the nodes
of the second graph such that the edge structure of the graphs is preserved. For
example, if there is an edge between two nodes of the first graph, there must be
an edge between the mapped nodes of the second graph. Nonetheless, in real
world applications, the constraint of exact graph matching is too rigid. In many
applications, the observed graphs are subject to deformations due to the intrinsic
variability of the data or noise in the acquisition process. For this reason, inexact
graph matching or error-tolerant graph matching tries to find ‘the best’ alignment
by relaxing the constraints of exact graph matching. The matching between two
nodes that do not satisfy the edge-preservation requirements is not forbidden.
Instead, it is penalized by assigning to it a cost that takes into account their
differences. That is, the goal is to find a mapping f from one graph to another
one such that the overall cost is minimized.
In this thesis, we present a novel effective solution for the inexact graph match-
ing problem that makes use of spectral graph matching. Background on this tech-
nique is provided in Chapter 4. Spectral graph matching is still on an early stage
and some of its challenges have not been correctly solved yet. In Chapter 4 we
also explain how we effectively solve these challenges in a more effective way than
previous approaches.
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2.2 Frequency in Graphs
The proposed graph matching algorithm makes use of the frequency of a graph
signal derived from the original graph. We measure the frequency of a graph
signal as the variation of the signal in adjacent nodes. In particular, the variation
of the graph signal for a node vi (4vi) is defined as the difference between the
signal at this node and the signal at its neighbors (Ni, set of vertices connected
to vertex i by an edge), with each difference being multiplied by the weight of the
corresponding edge. That is:
4 vi =
∑
k 6=i
wikf s(i)−
∑
k 6=i
wikf s(k) (2.1)
4 vi = dif s(i)−
∑
k 6=i
wikf s(k) (2.2)
where di =
∑
k 6=iwik is defined as the degree of vertex i. Note that the variation
is the difference in the signal amplified by the weight of the edges. Therefore, the
variation over vertices connected by an edge with a high weight will contribute
more to the final variation.
The variation of the graph signal for each individual node of the graph with
their respective neighbors can be represented by a vector4 = [4v1,4v2, ...,4vN ]:
4 (i) =
∑
k∈Ni
wik(f s(i)− f s(k)) = Lf s (2.3)
where L is called the Laplacian matrix. The graph Laplacian is a difference oper-
ator and it is defined as:
Lij =

di if i = j
−wij if eij ∈ E
0 otherwise
(2.4)
Finally, the total variation of a graph signal associated to the graph G is defined
as:
4G (fs) = fstLfs (2.5)
Due to the fact that the graph Laplacian is a real symmetric matrix, it has a
complete set of orthonormal eigenvectors {u1,u2, ...,uN}. Furthermore, if we order
the eigenvectors according to the magnitude of their eigenvalues, from smaller to
larger, the variation of the graph signal defined by the entries of the eigenvectors
(given by (2.5)) is also ordered from lower to higher [48], [26, Theorem 4.2.11],
That is,
0 = ut1Lu1 ≤ ut2Lu2 ≤ ... ≤ utNLuN = λmax (2.6)
In Fig. 2.2 we can see an example of this notion of variation over a random
graph with 30 vertices. In this example, the graph signal is defined by the entries
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of four different eigenvectors: u1,u2,u15 and u30. Positive graph signal values are
shown in red while negative graph signal values are shown in blue. Depending on
the eigenvector, we can see a substantial difference in the variation of the graph
signal [41], the smallest being for u1 and increasing successively until u30.
Figure 2.2: Representation of the graph signal’s variation (low to high) defined by
the entries of four different eigenvectors: u1,u2,u15 and u30.
This notion of variation of the eigenvectors of the graph Laplacian is essential
for our graph matching technique. In particular, our algorithm exploits the fact
that for two similar graphs with minor changes in their edge weights, the entries
of their respective eigenvectors, ordered according to their eigenvalue, are very
similar [49]. That is,
ui ≈ P iu′i (2.7)
where P i is a permutation matrix that minimizes the Euclidean distance between
ui and P iu
′
i, and ui and u
′
i are the i -th eigenvectors of G1 and G2 respectively.
Furthermore, if we compare the eigenvectors of the two graphs being matched,
we have experimentally observed that the similarity of the eigenvectors associated
to small eigenvalues (i.e., those with low variation) is higher than for those associ-
ated to large eigenvalues (those with high variation). This is due to the fact that:
a) low frequencies are more global while high frequencies are more local and b)
the graphs being matched, since one of them is a noisy version of the other one,
are more similar in a global scale than in a local scale. In other words,
dist(ui,P iu
′
i) < dist(ui+k,P i+ku
′
i+k) (2.8)
where the Euclidean distance is used and k is a positive integer.
These two properties, (2.7) and (2.8), will be used to improve the alignment
between both graphs, as detailed in Chapter 4.
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Chapter 3
A Multi-Resolution Approach
We propose a graph matching algorithm using the eigenvectors of the graph Lapla-
cians of multiple resolutions of the two graphs being matched. This is in contrast
with most existing methods, which consider only matching the original graphs.
Consequently, if for example we use three different resolution levels for G1 and G2,
then we compute a matching between G
(1)
1 and G
(1)
2 , G
(2)
1 and G
(2)
2 , G
(3)
1 and G
(3)
2 ,
where (i) indicates the resolution level.
In each resolution level a probability matrix is computed, Pr(i). If G1 has M
nodes and G2 has N nodes, then Pr
(i) ∈ RM×N , and Pr(i)(m,n) indicates the
certainty that the node vm of G
(i)
1 is assigned to the node v
′
n of G
(i)
2 , being a low
value very provable. The final alignment between the vertices of G1 and G2 will
be given by a linear combination of the probability matrices computed in all the
resolution levels.
The reason for combining the graph matching result of different resolutions is
the fact that multi-resolution methods can reveal structural information such as
irregular structural patterns. At the same time, they provide a way to reduce the
complexity and dimensionality of the graph matching task, resulting in a better
matching.
Computing different resolutions of a particular graph involves three steps:
graph downsampling, graph reduction and graph sparsification. We describe these
three steps next.
3.1 Graph Downsampling
To obtain a lower resolution of a graph G, it is necessary to decide which nodes
from the vertex set V = {v1, v2, ..., vN} will be maintained in the lower resolution.
To downsample classical signals, such as a discrete-time signals, we remove every
other component of the signal. Nevertheless, since there is not a predefined order
of the vertices of a graph, it is not obvious which nodes should be selected [47],
[38].
There are two desirable properties for the graph downsampling method in the
specific case of graph matching:
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• Remove approximately the same percentage of vertices (e.g., half) in both
graphs.
• The vertices selected from G(i)1 and G(i)2 should be the ones that are more
likely to be correctly matched in the next resolution level. That is, if vi and
v′j belong to V
(i)
1 and V
(i)
2 respectively and are the correct matching, then
either both of vi and v
′
j belong to V
(i+1)
1 and V
(i+1)
2 or neither of them are.
Clearly, the second property is the most challenging, since we do not know the
correct correspondence between the vertices of G1 and G2 (fcorrect). In fact, this is
the problem we are trying to solve. Nonetheless, with the spectral information of
both graphs we will be able to approximate a good solution to achieve this property.
Note that this property, although being essential for our graph downsampling
algorithm, is not required in other existing graph signal sampling methods.
One way to downsample graphs, applied for example in compression of graph
signals defined by data acquired from different applications (weather data, sensor
networks data, social network data, transportation data), is the spectral method,
which selects the vertices to keep based on the polarity of their corresponding
entries in the largest eigenvector of the graph Laplacian (u
(i)
max):
V (i+1) = {vl ∈ V (i) : u(i)max(l) > 0} (3.1)
This is a popular method because the polarity of the largest eigenvector splits
the graph into two sets of similar size. In the particular case where the graph is
bipartite, it selects all the vertices from one subset [47]. A bipartite graph is a
graph such that the set of vertices V can be partitioned into two subsets Va and Vb
so that there are only edges between the vertices of Va and Vb, and no edges within
the nodes of each of the two subsets. For example, in Fig. 3.1 we can observe the
result of downsampling a graph representing a 2D image using (3.1).
Figure 3.1: Example of partitioning a bipartite graph into two sets (red and grey)
according to the polarity of the largest eigenvector of the graph Laplacian.
Note, however, that the spectral downsampling method does not fulfill the
second property required for the graph matching problem.
Other graph sampling methods exist as well [1], [19], [10]. Nevertheless, none
of these algorithms are designed to accomplish the second property. Instead, we
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propose two new algorithms to perform downsampling for the specific case of
graph matching focusing on solving the two properties mentioned above. The
most effective one depends on the type of graph, as we will show later. We refer to
them as: Maximum Degree Gap (MDG) and Corrected Second Eigenvector (CSE).
The first one is very robust against noise in the edge weights of small graphs (e.g.
graph matching of random graphs or graph matching of 3D point-clouds). The
second one is more efficient when dealing with deformations, that is, the two graphs
are similar but some of the edge weights have changed substantially (e.g. graph
matching of articulated objects represented by point-clouds). Noise is common
in applications that use a graph to represent a point-cloud of a rigid object; for
example, when we try to match two similar cars represented as two point-clouds.
On the other hand, deformations may appear when working with point-clouds
that represent articulated objects or persons, since some of their parts can be in a
completely different position.
A comparison between the two graph downsampling methods we propose and
other existing graph sampling methods is provided in Chapter 7.
3.1.1 Maximum Degree Gap (MDG)
In order to generate a new resolution level G(i+1), we must decide which vertices
we keep from G(i). That is, we must select a subset of vertices from V
(i)
1 and V
(i)
2
to generate V
(i+1)
1 and V
(i+1)
2 respectively.
The Maximum Degree Gap (MDG) is based on selecting the vertices with higher
degree (di) of the graphs in the original resolution, G
(i)
1 and G
(i)
2 . Since a high
degree node of G
(i)
1 is normally associated with a high-degree node in G
(i)
2 , this
heuristic tends to favour that in the lower resolution, the vast majority of the
nodes will be able to find their right pair.
More specifically, if G
(i)
1 and G
(i)
2 have N nodes:
V
(i)
1 = {v1, v2, ..., vN}
V
(i)
2 = {v′1, v′2, ..., v′N}
The first step of the MDG is to compute the degree of each set of vertices:
d
(i)
1 = {d1(v1), d1(v2), ..., d1(vN)}
d
(i)
2 = {d2(v′1), d2(v′2), ..., d2(v′N)}
Then, for one of the two graphs being matched, we sort the degree vector from
bigger to smaller and compute the differences between consecutive elements:
sd1 = sort(d1) = {a1, b1, ..., z1}
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rest1 = {(a1 − b1), (b1 − c1), ..., (y1 − z1)}
The last step is to select approximately half of the vertices with higher degree
from the set V
(i)
1 . Note that instead of selecting exactly N/2, it is better to stop
the selection at a node whose degree is significantly higher than for the next node.
This results in improved robustness to noise. Since there is a significant difference
in the degree of the selected vertices with respect to the non-selected ones, even
in the presence of noise, it is highly likely that we select in both graphs the nodes
that form each one of the pairs. Finally, we select the same number of vertices
of G
(i)
2 , by choosing those with the highest degree. In case there is not a node
whose degree is significantly higher than for the next node, the algorithm may not
perform as expected. For this reason, in some types of graphs, the other graph
downsampling method we propose obtains better results.
The proposed method is summarized in Algorithm 1, where arrows denote
which variables are needed to compute the variable on the left.
Algorithm 1 MDG Graph downsampling algorithm
Input: G
(i)
1 = (V
(i)
1 , E
(i)
1 , w
(i)
1 ), G
(i)
2 = (V
(i)
2 , E
(i)
2 , w
(i)
2 )
Output: V
(i+1)
1 , V
(i+1)
2
1: d1
(i) ← G(i)1
2: d2
(i) ← G(i)2
3: sd1 = sort(d
(i)
1 )
4: rest1 ← sd1
5: [V
(i+1)
1 , V
(i+1)
2 ]← rest1
An example that illustrates this graph downsampling method is shown in Fig.
3.2, where each column represents a different resolution level of two similar graphs.
The edges are not plotted since they would make it more difficult to visualize the
results. As can be seen in the last column (resolution 3), the selected vertices in
both the top graph and the bottom graph are very similar, meaning that nodes
are likely to be correctly matched. Furthermore, matching the vertices in this
resolution simplifies the graph matching problem, since there are fewer nodes to
decide their alignment.
Next we show a concrete example to give a better intuition of why this method
works. In the case of graphs representing 2D point-clouds, we can determine when
the selected vertices from the two graphs being matched are the correct pairs
with very high probability. For this purpose, we first define GAP as the difference
between the degree of the vertex with lowest degree from the selected set of vertices
and the degree of the vertex with highest degree from the non selected vertices.
If one of the graphs is created based on the other graph but has Gaussian noise
added to the x-y coordinates (bounded by 3σ), then for the worst case scenario
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Figure 3.2: Example of the Maximum Degree Gap method applied to two similar
graphs.
(which is very unlikely to occur):
dist(v′, v′i) = dist(v, vi)± 2
√
(3σ)2 + (3σ)2 =
= dist(v, vi)± 8.49σ (3.2)
where v, vi are two vertices of G1 and v
′, v′i are the corresponding vertices of G2.
Consequently, using a Gaussian kernel to compute the weights, we can define
the degree of vertex v and v′, which are connected to its k closer vertices, as follows:
d(v) =
k∑
i=1
w(v, vi) =
k∑
i=1
exp(−dist(v, vi)2/σ′) (3.3)
d(v′) =
k∑
i=1
w(v′, v′i) =
k∑
i=1
exp(−dist(v′, v′i)2/σ′) =
=
k∑
i=1
exp(−(dist(v, vi)± 8.49σ)2/σ′) (3.4)
Therefore, if G2 is a noisy version of G1, the degree of a node in G2 (d(v
′)) is
bounded around the degree of the correct node in G1 (d(v)), as shown in Fig. 3.3.
In the case that GAP is greater than γ (parameter shown in Fig. 3.4), then
we can be sure that the selected vertices of both graphs have their corresponding
pairs. Otherwise, we still may have selected the correct pairs since the above case
is the very worst scenario. Finally, note that even in the case that a few nodes do
not have their corresponding pairs, the final outcome of the graph matching may
not be the best one but it will be very close to it.
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Figure 3.3: Example of the variability of the degree of a particular vertex due to
Gaussian noise.
Figure 3.4: Example of the variability of the degree due to Gaussian noise. Note
that this is a simplified figure, since the base of each triangle should have different
length.
3.1.2 Corrected Second Eigenvector (CSE)
The other method we propose to downsample graphs for graph matching consists
of selecting the vertices based on the polarity (sign) of the components of the
second eigenvector of the graph Laplacian, also known as the Fiedler eigenvector:
u
(i)
2 = Fiedler eigenvector of G
(i)
1
u′(i)2 = Fiedler eigenvector of G
(i)
2
V
(i+1)
1 = {vl ∈ V (i)1 : u(i)2 (l) > 0} (3.5)
V
(i+1)
2 = {vl ∈ V (i)2 : αu′(i)2 (l) > 0} (3.6)
where the value of α is +1 or -1 and it is decided according to a criteria that is
explained later in this section. With this downsampling method, if the value of
α is correctly chosen, we will select a connected region from the graph G1 and
the same connected region for G2. This is due to the fact that the graph signal
defined by the entries of the Fiedler eigenvector for each node of G1 and G2 is
approximately the same, even if the labels assigned to the nodes are not the same.
Furthermore, for a more mathematical justification, the best permutation ma-
trix that decides the alignment (if P ij 6= 0 then (vi ∈ V1)→ (v′j ∈ V2)) can be
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found by: P = U 1SU
T
2 (detailed in Chapter 4.1), where S = {diag(s1, s2, ..., sN)|si =
1 or−1}. This implies that U 1S = PU 2. Therefore, since u2 = αPu′2 (α = ±1),
the vertices with a positive graph signal defined by the Fiedler eigenvector of u2
and αu′2 are the same for isomorphic graphs even if the vertices in each graph
have different labels, and are likely to be the same for non isomorphic graphs.
Nevertheless, the novelty of this algorithm is not the fact of selecting the ver-
tices based on the polarity of the Fiedler eigenvector, but how we combine it with
a sign ambiguity detector to correctly decide the sign of the eigenvector of G
(i)
1 to
be equal to the sign of the eigenvector of G
(i)
2 (parameter α). In fact, since in our
case we are downsampling the two graphs being matched, it is a must to correct
the sign of the Fiedler eigenvector of both graphs in order to select the right pairs
of nodes for the lower resolution.
As shown in Fig. 2.2, the second eigenvector of the graph Laplacian is the one
with less variation over the vertices of the graph, if we ignore the first eigenvector,
since this eigenvector has all the components equal, and does not allow us to
discriminate among them. The Fiedler eigenvector divides the graph in two subsets
where each of the subsets is connected with edges of high weight, while the weight
of the edges crossing the two subsets is low.
The two main challenges to apply this method are: a) the arbitrary determina-
tion of the signs of the components of the eigenvectors by the eigenvalue program
(also known as sign ambiguity, i.e., an eigenvector can be multiplied by -1 and it
will result in an equivalent eigenvector); and b) the permutation of the entries of
the Fiedler eigenvectors of the two graphs. This latter problem occurs because the
vertices in each graph have arbitrary labels which are different for each of them.
The two Fiedler vectors are expected to be similar only if the labels are the same
in both graphs. In other words,
u
(i)
2 ≈ {Pu′(i)2 or P (−u′(i)2 )} (3.7)
In order to solve the sign ambiguity problem for u2 and u
′
2, some techniques
have been proposed. All of them may lack good performance in particular cases. A
comparison of the performance between these techniques and the one we present is
shown later in this section. Caelli and Kosinov propose a dominant sign correction
[7], assuming that there are different number of positive and negative entries in
the Fiedler eigenvector. If u2 has more positive entries and u
′
2 has more negative
entries, they flip the sign of one of the Fiedler eigenvectors, either u2 or u
′
2. This
is unreliable since most of the Fiedler eigenvectors have about the same number
of positive and negative entries, and given the presence of noise, a small difference
between the number of positive and negative entries may not be due to the sign
of the vector but to the noise. Other techniques [34] propose to compute three
histograms: hist(u2), hist(u
′
2) and hist(−u′2). Then, they calculate a similarity
function and decide whether hist(u′2) or hist(−u′2) is more similar to hist(u2).
This technique, although having a better performance than the dominant sign
correction method, is very sensitive to the number of bins one chooses in each
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resolution to represent the histogram, which often results in unsatisfactory results,
as depicted in Fig. 3.5. In this example, the nodes in the third resolution have
not been correctly selected, which will make the graph matching algorithm fail in
this resolution.
Figure 3.5: Example of the Corrected Second Eigenvector method applied to two
similar graphs but using histograms to correct the sign ambiguity.
We propose a novel scheme to solve at the same time the sign ambiguity prob-
lem and the fact that the order of the entries of the Fiedler eigenvector are ar-
bitrary. It is based on sorting the entries of the eigenvectors and computing a
similarity measure of the sorted vectors, for the original Fiedler vectors u and u′.
In other words,
C1 =
∥∥∥sort(u(i))− sort(u′(i))∥∥∥2 (3.8)
C2 =
∥∥∥sort(u(i))− sort(−u′(i))∥∥∥2 (3.9)
Then, if C1 > C2, we multiply the Fiedler eigenvector of G2 by -1. Otherwise,
the vector is left unchanged. The two resulting Fiedler eigenvenctors are used to
select the vectices according to (3.5) and (3.6).
The proposed method is summarized in Algorithm 2.
An example of the performance of this graph downsampling method is shown
in Fig. 3.6, where each column represents a different resolution of two similar
graphs. Note that for each resolution, the two graphs are very similar, which
means that the vertices selected for each resolution are the ones that should be
correctly matched. Note also that the vertices selected in each resolution using
the Maximum Degree Gap method for the same graph (see Fig. 3.2) are not the
same as the ones selected by the Corrected Second Eigenvector method. In MDG,
the selected vertices are distributed over the graph whereas in CSE the selected
vertices are all from a sub-area of the graph.
We evaluate our novel CSE method using the above three different techniques
for the sign ambiguity detector: the dominant sign correction, the comparison of
the histograms and our approach based on sorting each vector. The evaluation
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Algorithm 2 CSE Graph downsampling algorithm
Input: G
(i)
1 = (V
(i)
1 , E
(i)
1 , w
(i)
1 ), G
(i)
2 = (V
(i)
2 , E
(i)
2 , w
(i)
2 )
Output: V
(i+1)
1 , V
(i+1)
2
1: L
(i)
1 ← G(i)1
2: L
(i)
2 ← G(i)2
3: u
(i)
2 ← L(i)1
4: u′(i)2 ← L(i)2
5: C1 =
∥∥∥sort(u(i)2 )− sort(u′(i)2 )∥∥∥2
6: C2 =
∥∥∥sort(u(i)2 )− sort(−u′(i)2 )∥∥∥2
7: V
(i+1)
1 = {vl ∈ V (i)1 : u(i)2 (l) > 0}
8: if C1 > C2
9: V
(i+1)
2 = {vl ∈ V (i)2 : u′(i)2 (l) < 0}
10: else
11: V
(i+1)
2 = {vl ∈ V (i)2 : u′(i)2 (l) > 0}
12: end
Figure 3.6: Example of the Corrected Second Eigenvector method applied to two
similar graphs.
is done over different random graphs for a maximum of five resolution levels, and
each of the experiments uses graphs with different number of vertices (ranging
from 30 vertices to 5000 vertices). In each experiment we decide which technique
has better performance (e.g. Fig. 3.5 has better performance than Fig. 3.6,
since the highest correct resolution is 2 for Fig. 3.5 whereas it is 3 for Fig. 3.6).
Indeed, this is a binary decision (right or wrong) for each resolution level since
u
(i)
2 ≈ {Pu′(i)2 or P (−u′(i)2 )}. That is, as mentioned before, the Fiedler eigenvector
divides the graph in two sets. Since we are matching two similar graphs, it is
straightforward to decide if the selected set is the same for G
(i)
1 and G
(i)
2 . If the
algorithm has correctly chosen the sign of Pu′(i)2 to be the same as u
(i)
2 , the nodes
selected will be the ones that are more likely to be correctly aligned. After 200
experiments, the results are the following: for 70% of the graphs our approach has
achieved better performance, whereas for 18% of the graphs the technique based
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on the comparison of the histograms performs better, and in 12% of them our
approach was the best but equal to some of the other two techniques.
3.2 Graph Reduction
Once we have selected the nodes that are kept in the lower resolution, we need
to compute the edges that connect these vertices. This is done by computing the
graph Laplacian of this lower resolution graph, which includes the edge weight
information. That is, given L(i) ∈ RM×M , the Laplacian of the lower resolution
will be defined as L(i+1) ∈ RM ′×M ′ , where M ′ < M .
An effective method for computing the Laplacian of the reduced graph is de-
scribed by Shuman et al. [47]. Among the properties described in that method,
the ones that are relevant to the specific case of the graph matching problem are
the following:
• The graph defined by the new Laplacian has to preserve connectivity. That
is, if the original graph is connected, the reduced graph is also connected:
λ1(L
(i) > 0)→ λ1(L(i+1) > 0) (3.10)
• Edges in the original graph that connect vertices that are also present in the
reduced graph are preserved.
• There is a correspondence between the spectral properties of the reduced
graph Laplacian and the original one. For example, the spectral interlacing
theorem [23] is preserved.
• Two vertices of the reduced graph are connected if there is a path between
them in the original graph where the vertices along the path have not been
selected by the graph downsampling method (Figure 3.7).
Figure 3.7: Example of graph reduction. In this case, since there is a path between
node 1 and node 4 (selected vertices) and along the path there are vertices which
have not been selected, there is an edge between node 1 and node 4.
One method that satisfies these properties is the Kron Reduction. If we have
a graph G and its set of vertices V = Vk ∪ Vnk, where Vk are the subset of vertices
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selected by the graph downsampling method, then the Kron Reduction of L is the
Schur complement of L relative to LVk,V ck [12], [8]. That is,
L(i+1) = L
(i)
Vk,Vk
−L(i)Vk,Vnk(L
(i)
Vnk,Vnk
)−1L(i)Vnk,Vk (3.11)
where LA,B denotes the submatrix consisting of all entries of L whose row index
is in A and whose column index is in B.
3.3 Graph Sparsification
Due to the last property of the graph reduction method, repeated applications of
Kron Reduction, one for each lower solution, results in graphs that become denser
(the number of edges increases). To counter this effect, different algorithms have
been proposed to remove the less important edges from the reduced graph [42].
Nevertheless, graph sparsification harms the performance of the graph matching
algorithm, since the deleted edges should be the same for the two graphs being
matched and this is difficult to achieve. For this reason, no graph sparsification
has been applied in our multi-resolution approach.
Figure 3.8 illustrates how when performing graph sparsification to two similar
graphs, the graphs in the lower resolution are not similar any more.
Figure 3.8: Graphical demonstration that shows why graph sparsification modifies
the structure of two similar graphs.
Figure 3.9 illustrates how when performing repeated applications of Kron Re-
duction, one for each lower solution, results in graphs that get every time denser.
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Figure 3.9: Graphical demonstration that shows the effect of Kron reduction over
multiple resolutions.
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Chapter 4
Weighted Graph Matching Problem
4.1 Isomorphic Graphs
This chapter describes how to decide the alignment in each resolution level. This
task is solved using the spectral graph matching technique. Consider two identical
graphs G1 and G2 where each of them has an Adjacency matrix W defined as:
W ij =
{
wij if eij ∈ E
0 otherwise
(4.1)
Since the labels given to the nodes may not match, if G1 and G2 are isomorphic
weighted graphs (graphs which contain the same number of vertices connected in
the same way), this will imply that the Adjacency matrix of G2 is a permuta-
tion of rows and columns of the Adjacency matrix of G1. If W 1 and W 2 are
their Adjacency matrices respectively, then the problem of finding a one-to-one
correspondence between V1 and V2 can be formulated as the problem of finding a
permutation matrix P that minimizes the following error:
J(P ) =
∥∥PW 2P T −W 1∥∥2 (4.2)
where ‖·‖ is the Frobenius norm and P is a matrix with just one entry equal to 1
per row and column and the rest of the entries equal to 0 [49], [45] (example shown
in Figure 4.1). In the case of matching two isomorphic graphs, J(P ) = 0 for the
best P . If G1 and G2 are not isomorphic, the goal of the graph matching problem is
still to find P that minimizes J(P ). Trying all the possible permutation matrices
is computationally unfeasible since, if P is a permutation matrix of dimension
N ×N , it entails the computation of N ! different error functions.
Having computed the permutation matrix with an heuristic algorithm such as
in [49] or [45], it is straightforward to find the alignment between the vertices,
f : V1 → V2, since:
if P ij 6= 0 then (vi ∈ V1)→ (v′j ∈ V2) (4.3)
In the case of matching two isomorphic graphs, the best permutation matrix
that minimizes the error J(P ) can be found by
P = U 1SU
T
2 (4.4)
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Figure 4.1: Illustration of the spectral graph matching problem. From the permu-
tation matrix we obtain the final alignment: node 1 of G1 is aligned to node 3 of
G2, node 2 of G1 is aligned to node 1 of G2, node 3 of G1 is aligned to node 2 of
G2, and node 4 of G1 is aligned to node 4 of G2.
where U i is an orthogonal matrix whose columns correspond to the eigenvectors
of the Adjaceny matrix W i or the graph Laplacian Li. In this thesis we will work
with the eigenvectors of Li. Furthermore, S is defined as:
S = {diag(s1, s2, ..., sN)|si = 1 or − 1} (4.5)
and it is necessary to take into account the arbitrary determination of the signs of
the eigenvectors by the eigenvalue program (sign ambiguity). Finding the right S
is not an easy task.
In summary, the graph matching problem can be reformulated as the problem
of finding the right sign of the eigenvectors and the permutation of rows in the
matrix U 2 that results in U 1.
Proof Eq. 4.4:
The graph matching problem consists of finding:
P ∗ = arg min
P
∥∥PW 2P T −W 1∥∥2
but can also be reformulated as
P ∗ = arg min
P
∥∥PL2P T −L1∥∥2
Below we proof that P ∗ = U 1SUT2 , where U i is an orthogonal matrix whose
columns correspond to the eigenvectors of the graph Laplacian Li.
Theorem 1 [25]: If A and B are Hermitian matrices with respective eigenvalues
α1 ≥ α2 ≥ ... ≥ αN and β1 ≥ β2 ≥ ... ≥ βN , then:
‖A−B‖2 ≥
N∑
i=1
(αi − βi)2 (4.6)
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Theorem 2 : Let A and B be real symmetric matrices with n distinct eigenvalues
and their eigendecomposition be given by:
A = UAΛAU
T
A (4.7)
B = UBΛBU
T
B (4.8)
where UA and UB are orthogonal matrices and ΛA = diag(αi) and ΛB = diag(βi).
Then, the minimum value of
∥∥RART −B∥∥2 (where R is an orthogonal matrix)
is given by any R that can be decomposed as:
R = UBSU
T
A (4.9)
where S = {diag(s1, s2, ..., sN)|si = 1 or − 1}.
Proof Theorem 2 : Since the eigenvalues of RART are the same as the eigen-
values of A, then (using Theorem 1 ):
∥∥RART −B∥∥2 ≥ N∑
i=1
(αi − βi)2 (4.10)
Then,∥∥RART −B∥∥2 = ∥∥(UBSUTA)(UAΛAUTA)(UBSUTA)T − (UBΛBUTB)∥∥2 =
=
∥∥(UBSUTA)(UAΛAUTA)(UASUTB)− (UBΛBUTB)∥∥2 =
=
∥∥UBSΛASUTB −UBΛBUTB∥∥2 = ∥∥UB(SΛAS −ΛB)UTB∥∥2 =
= ‖SΛAS −ΛB‖2 = ‖ΛA −ΛB‖2 =
N∑
i=1
(αi − βi)2
Therefore, when R = UBSU
T
A, the lower bound of
∥∥RART −B∥∥2 is achieved.
The graph matching problem is based on finding the permutation matrix P
that minimizes
∥∥PW 2P T −W 1∥∥2. Furthermore,
PUA = UBS → P = UBSUTA
because the eigenvectors of a matrix are uniquely determined except for their
negative and positive directions (sign ambiguity) and rows are differently ordered
due to the different labels assigned to the nodes of the two graphs being matched.
Consequently, since R = UBSU
T
A is a permutation matrix, the lower bound of
the graph matching error is achieved for P = UBSU
T
A.
There is a situation where the method of using P = UBSU
T
A as the permuta-
tion matrix to solve the graph matching problem does not work. In case A and
B do not have n distinct eigenvalues, we cannot guarantee that UTU = I (as has
been assumed above).
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Proof: If UTU = I, then the eigenvectors must be orthogonal among them.
Moreover, for any real matrix A and any vectors x and y we have that:
< Ax,y >=< x,ATy >
Now assume A is symmetric, and x and y are distinct eigenvectors of A corre-
sponding to distinct eigenvalues λ and µ. Then,
λ < x,y >=< λx,y >=< Ax,y >=< x,ATy >=< x, µy >= µ < x,y >
Therefore,
(λ− µ) < x,y >= 0→< x,y >= 0
since (λ − µ) 6= 0. Consequently, we have shown that different eigenvectors are
orthogonal if they have different eigenvalues. Nevertheless, two eigenvectors asso-
ciated to the same eigenvalue may not be orthogonal.
Fortunately, the fact of having repeated eigenvalues is highly unlikely for irreg-
ular graphs, which makes this problem a minor issue.
Instead of finding the correct sign of the eigenvectors which allow us to com-
pute S and then P (P = U 1SU
T
2 ), [49] provides another solution: the optimum
permutation matrix is obtained as the one that maximizes tr(P |U 1||UT2 |), where
|U | is the absolute value of all the entries. Nevertheless, as mentioned in [49], this
way of finding P only works for isomorphic graphs and it is far from optimal when
the two graphs are not identical or when they have different number of nodes. A
comparison between the method of [49] and our method can be found in Chapter
7.
4.2 Non Isomorphic Graphs
In this project we propose a different way of approaching the graph matching
problem for non isomorphic graphs by exploiting the observation that the varia-
tion (frequency interpretation) over the graph, defined by the entries of the eigen-
vectors of two similar graphs, is almost the same: ui ≈ P iu′i (see Chapter 2.2).
Consequently, the vertex with the largest graph signal as defined by the Fiedler
eigenvector of G1 is likely to be correctly aligned with the vertex with the largest
graph signal as defined by the Fiedler eigenvector of G2 (example in Fig. 4.2).
These two nodes are likely to be in different positions (i.e., different labels) in
their respective graphs. The same happens for the rest of the nodes: the two
nodes with the second highest magnitude in both graphs are aligned and so on for
the following ones.
Furthermore, if in addition to using the frequency information given by the
Fiedler eigenvector we use other frequencies, the alignment is more likely to be
more precise. For example, the vertex with the highest graph signal defined by
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Figure 4.2: Representation of the graph signal defined by the entries of the Fiedler
eigenvector of two similar graphs. Node 1 of G1 will be assigned to node 2 of G2,
node 2 of G1 will be assigned to node 3 of G2 and node 3 of G1 will be assigned
to node 1 of G2.
the Fiedler eigenvector and the third eigenvector of G1 is more likely to be cor-
rectly aligned with the vertex with the highest graph signal defined by the Fiedler
eigenvector and the third eigenvector of G2. In other words, what we propose is
to embed the two graphs and use a distance measure in the embedded space.
A novel approach of our algorithm will be to put more weight on the information
given by the frequencies less affected by the dissimilarity of the two graphs being
matched. These frequencies are often the lowest frequencies (the ones associated
to small eigenvalues). In a way this is expected, since when matching two similar
graphs the major changes will be observed in the higher frequencies.
4.3 Proposed Approach
The algorithm begins either with two graphs, or with two point-clouds of 2- or
3-dimensional elements, X1 and X2. In the latter case, the point-clouds are first
transformed into a graph representation where the weights of the edges are defined
as:
wij = exp(−dist2ij/σ′) (4.11)
where dist() corresponds to the Euclidean distance. To avoid having an edge
between all pairs of vertices of the graph, we only connect each node to its k
closest neighbors.
Based on the above observations, below we present the steps to find a near-
optimal correspondence between the graphs in each resolution level: G
(i)
1 and G
(i)
2
(f : V
(i)
1 → V (i)2 ). This procedure at repeated in each resolution.
Fig. 4.3 illustrates a summary of the spectral graph matching algorithm
through a multi-resolution approach, which is detailed below.
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Figure 4.3: A multi-resolution approach for spectral graph matching algorithm.
4.3.1 Step 1: Compute and order the eigenfunctions
The first step is to compute the eigenfunctions of the graph Laplacian of the
two graphs being matched. If G
(i)
1 and G
(i)
2 have M and N vertices respectively,
then U 1 ∈ RM×M and U 2 ∈ RN×N are the matrices that store the eigenvectors
by columns for each of the two graphs. Eigenvectors are ordered according to
the magnitude of their associated eigenvalues, from smaller to larger, obtaining
U c1 ∈ RM×M and U c2 ∈ RN×N , where{
U c1 = [u1, ...,uM ]
U c2 = [u
′
1, ...,u
′
N ]
(4.12)
4.3.2 Step 2: Select the first K eigenfunctions
Once the eigenvectors have been ordered, we select the first K (K  min(M,N))
eigenvectors from both U c1 and U
c
2, obtaining U
rc
1 ∈ RM×K and U rc2 ∈ RN×K ,
where {
U rc1 = [u1, ...,uK ]
U rc2 = [u
′
1, ...,u
′
K ]
(4.13)
Therefore, its rows represent the coordinates of each of the two sets in the
embedded K-dimensional space. We choose the first K eigenvectors of the graph
Laplacian because the variation (frequency interpretation) of the first eigenvectors
is often similar when matching similar graphs, while the last eigenvectors tend to
be less consistent, providing wrong information, as defined in (2.8). In addition,
it helps to reduce significantly the computational complexity of the algorithm.
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4.3.3 Step 3: Remove the less similar eigenfunctions
Although the first K eigenvectors (the ones associated with smaller eigenvalues)
tend to be more consistent between the two graphs being matched, still some of
the eigenvectors of G
(i)
1 do not match with the eigenvectors of G
(i)
2 . There are
two different reason why this may happen. On the one hand, some eigenvectors
(i.e., frequencies) may have been strongly affected by the noise and deformations
in the graphs, and they may be quite dissimilar, in spite of being associated to
relatively low frequencies. For example, as depicted in Figure 4.4 and 4.5, aligning
the points using the first three eigenvector (Fig. 4.4) of a particular graph is harder
than aligning the points using only the first two eigenvectors (Fig. 4.5) [33]. In
other words, the frequency information given by the third eigenvector has been
strongly affected by the differences between the two graphs being matched (for
instance, due to noise and graph deformations).
Figure 4.4: Graphs G
(i)
1 and G
(i)
2 embedded with the first three eigenfunctions.
On the other hand, although it is highly unlikely for irregular graphs, we may
have repeated eigenvalues. The problem with repeated eigenvalues is the arbitrary
determination of the eigenvectors by the eigenvalue program. That is, the eigen-
vectors associated to a multiple eigenvalue may be different in the two graphs,
even if the graphs are identical. Therefore, an easy way to solve this problem is to
remove the eigenvectors associated to repeated eigenvalues.
To remove these not well matched eigenfunctions between G
(i)
1 and G
(i)
2 (e.g.,
select an embedding based on only some frequencies), we compute a similarity
measure between all pairs of eigenvectors. The most similar ones are kept and
the other ones are excluded. Nevertheless, we face the same two obstacles as in
the SCE graph downsampling method (see Chapter 3.1.2). That is, the entries
of the eigenvectors are in different order due to the different indices associated
to the two graphs being aligned. Besides, we have the arbitrary determination
of the signs of the eigenvectors by the eigenvalue program (sign ambiguity). To
overcome them, we use the same technique as in (3.8) and (3.9), where we sort the
components of both vectors and compute two different costs. Therefore, we define
Chapter 4. Weighted Graph Matching Problem 28
Figure 4.5: Graphs G
(i)
1 and G
(i)
2 embedded with the the first two eigenfunctions.
two new matrices H and S where H measures the similarity between all pairs of
eigenvectors and S stores the sign that has given a lower cost. That is,
Hmn = min(dist(um,u
′
n), dist(um,−u′n)) (4.14)
Smn =
{
+1 if Hmn = dist(um,u
′
n)
−1 if Hmn = dist(um,−u′n)
(4.15)
where
dist(a, b) = ‖sort(a)− sort(b)‖2 (4.16)
The lowest K ′ (K ′ < K) values of Hmn indicate the K ′ pairs of eigenvectors
from G
(i)
1 and G
(i)
2 that are more similar. We use this information to order the K
′
eigenfunctions from both G
(i)
1 and G
(i)
2 so that eigenvectors in the same position
are likely to match. Besides, the sign ambiguity problem is solved by using the
information provided by S. Combining all this, we generate the new matrices
U rcK
′
1 ∈ RM×K′ and U rcK
′
2 ∈ RN×K′ , where{
U rcK
′
1 = {[a1, ...,aK′ ] : ai = uj}
U rcK
′
2 = {[b1, ..., bK′ ] : bi = u′l ∗ Sjl}
(4.17)
4.3.4 Step 4: Find the best alignment between two graphs
As discussed in Chapter 4.1, to find the best alignment between the vertices of
G
(i)
1 and G
(i)
2 , the graph matching problem can be reformulated as the problem
of finding the right sign of the eigenvectors (already solved in the above step)
and the permutation of rows in the matrix U 2 that makes it more similar to U 1
(P = U 1SU
T
2 ). To do so, one could compute the Euclidean distance between the
rows of U 1 (which in our case corresponds to U
rcK′
1 ) and SU 2 (which in our case
corresponds to U rcK
′
2 ). Nonetheless, we compute a modified Euclidean distance
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between the rows of U rcK
′
1 and U
rcK′
2 defined as
dist(U rcK
′
1 (m, :),U
rcK′
2 (n, :)) =
K′∑
i=1
γi(ai(m)− bi(n))2 (4.18)
where γi is directly proportional to the similarity between the pairs of eigenvectors
of U rcK
′
1 and U
rcK′
2 (i.e. ai and bi). The similarity information is provided by the
matrixH . In this way, we give more importance to the information provided by the
eigenvectors that represent frequency information less affected by the dissimilarity
of the two graphs being matched. That is, in the previous step we removed the less
similar eigenvectors between G1 and G2 before computing the Euclidean distances
between all the rows so as to find P , which has the same meaning as using equation
(4.18) with γi = 0 for these dissimilar eigenvectors. Now, although having the
most similar eigenvectors, some of the pairs are more similar than others. For this
reason, γi is proportional to the similarity between each pair of eigenvectors (ai,
bi). Experimentally, we have seen an increased performance of the graph matching
when using γi .
Finally, we store the modified Euclidean distances between all the rows in a
matrix Pr(i) where Pr(i)(m,n) indicates the certainty that node vm of G
(i)
1 is
assigned to node v′n of G
(i)
2 , being a low value very provable. Therefore, using
dist() defined in (4.18),
Pr(i)(m,n) = dist(U rcK
′
1 (m, :),U
rcK′
2 (n, :)) (4.19)
4.3.5 Step 5: Combining multi-resolution information
The final goal of the matching algorithm is to compute the probability matrix Pr
that indicates the likelihood that each node of G1 is associated with a node in G2.
We will compute this probability matrix (Pr) by combining the probability matrix
of each of the resolution levels (Pr(i)). To compute the final probability matrix,
for each pair of nodes we combine the probabilities computed in all resolutions
where these pair of nodes appear. These probabilities are weighted according to
the goodness of the alignment in each resolution.
More specifically, we first compute the permutation matrix for each level, P (i).
Each (i, j) entry of this matrix indicates whether node i of G
(i)
1 is aligned with
node j of G
(i)
2 . If this is the case, the entry is set to 1; otherwise it is set to zero.
To generate this matrix, we start by setting all entries equal to zero. Then, we
search in Pr(i) for the smallest entry (i, j), and we set to 1 the corresponding
entry in P (i). Then, we proceed to find the next smallest entry in Pr(i), with the
constraint that the nodes of the largest graph can have only a single assignment.
We repeat this process until all nodes have been aligned.
Then, we compute the performance of the matching in each resolution, as
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defined in (4.2):
αi = J(P
(i)) =
∥∥∥P (i)W (i)2 P (i)T −W (i)1 ∥∥∥2
Finally, the probability matrix that combines the information obtained in all the
resolution levels is defined as:
Pr(m,n) =
∑
{∀res(i)|vm&v′n∈res(i)}
αiPr
(i)(m,n) (4.20)
That is, for each pair of vertices (vm, v
′
n), we combine the probabilities of match-
ing these nodes in all the resolution levels that they appear, each one weighted by
the performance of the matching in that particular resolution.
Finally, we compute the permutation matrix of the complete graphs P in the
same way as explained above for each resolution, based on the probability matrix
Pr. Having computed the permutation matrix we find the alignment between the
vertices, f : V1 → V2, as:
if P ij 6= 0 then (vi ∈ V1)→ (v′j ∈ V2)
An important benefit of this approach is that multi-scale methods reveal struc-
tural information such as irregular structural patterns. Each different resolution
provides complementary information that enrich the final alignment of the two
graphs. Moreover, due to the graph downsampling method, the vertices in each
resolution are often the ones that should be correctly matched, and this matching
is easier since graphs are smaller.
Additionally, if we still want to reduce more the computational complexity of
the algorithm, instead of computing a probability matrix in each resolution, we
can fix the alignments already decided in lower resolutions, and simply compute
the alignment for the new vertices.
4.3.6 Step 6 (optional): Improvement against graph defor-
mations
In order to avoid poor results due to graph deformations, the final probability
matrix Pr can be computed slightly differently [28]. The goal is to perform a
global alignment between some percentage (X) of the vertices of G
(i)
1 and G
(i)
2 .
These vertices, which we call secure vertices, are far from each other and are the
ones that the algorithm is more sure of their correct matching. Then, as described
later in this section, the vertices that have been more affected by the presence of
noise or articulated objects (the ones that create the deformation of the graph)
will be matched the last.
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The first secure vertex sv1 in resolution i can be computed as follows:
Y (i) = Pr(i) (4.21)
sv1 = (a1, b1) = arg min
(m,n)
(Y (i)) (4.22)
Afterwards, to compute the second secure vertex sv2, we find a pair of vertices
with high certainty of being mapped correctly but at the same time far away from
the previews secure vertex sv1. Consequently,
Y
(i)
ij = Y
(i)
ij − β1(distG
(i)
1 (i, a1) + dist
G
(i)
2 (j, b1)) (4.23)
sv2 = (a2, b2) = arg min
(m,n)
(Y (i)) (4.24)
where dist(x, y) corresponds to the geodesic distance and β1 is a parameter that
decides how much we penalize vertices close to the secure vertex. This process is
repeated in order to find more secure vertices. Once all secure vertices are found,
we define a new matrix T so as to reduce the certainty in the vertices that have
been more affected by noise or articulated objects. That is,
T
(i)
i,j =
|sv|∑
l=1
|distG(i)1 (i, al)− distG
(i)
2 (j, bl)| (4.25)
Then, the final Pr is computed as
Pr(m,n) =
∑
{∀res(i)|vm&v′n∈res(i)}
(
αiPr
(i)(m,n) + β2T
(i)(m,n)
)
(4.26)
where β2 is a parameter that allow us to modulate how much we correct the
probabilities of the alignments using the information provided by the secure nodes.
A summary of the graph matching method proposed in this project is shown
in Algorithm 3.
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Algorithm 3 Graph matching algorithm
Input: X1 and X2 (2D/3D coordinates of G1 and G2), RN (number of resolu-
tions), β2 (improvement against graph deformations), Z = X/100 (% of secure
vertices)
*If the graphs are provided (instead of 2D/3D coordinates) jump to line 3.
Output: f : V1 → V2
1: W
(1)
1 ←X1
2: W
(1)
2 ←X2
3: L
(1)
1 ←W (1)1
4: L
(1)
2 ←W (1)2
5: for i = 1 : i < (RN + 1) do:
6: % Compute and order the eigenfunctions
7: [U
(i)
1 , e
(i)
1 ]← L(i)1
8: [U
(i)
2 , e
(i)
2 ]← L(i)2
9: U
c,(i)
1 ← [U (i)1 , e(i)1 ]
10: U
c,(i)
2 ← [U (i)2 , e(i)2 ]
11: % Select the first K eigenfunctions
12: U
rc,(i)
1 ← U c,(i)1
13: U
rc,(i)
2 ← U c,(i)2
14: % Remove the less similar eigenfunctions
15: [H(i),S(i)]← [U rc,(i)1 ,U rc,(i)2 ]
16: U
rcK′,(i)
1 ← [H i,U rc,(i)1 ]
17: U
rcK′,(i)
2 ← [H(i),S(i),U rc,(i)2 ]
18: % Find the best alignment between G
(i)
1 and G
(i)
2
19: Pr(i) ← [U rcK′,(i)1 ,U rcK
′,(i)
2 ]
20: % Combining multi-resolution information
21: P ← Pr(i)
22: αi =
∥∥∥P (i)W (i)1 P (i)T −W (i)2 ∥∥∥2
23: if β2 = 0
24: Pr = Pr + αiPr
(i)
25: else
26: % Improvement against graph deformations
27: Y (i) = Pr(i)
28: T (i) = 0
29: for j = 1 : j ≤ Z[size((W )(i)1 , 1)] do:
30: svj = (aj, bj) = argmin(m,n)(Y
(i))
31: Y (i+1) ← [Y (i), svj, β1]
32: T i ← [T i, svj,W i1,W i2]
33: end for
34: Pr = Pr + (αiPr
(i) + β2T
(i))
35: end
36: % Graph downsampling method (MDG or CSE) & Kron Reduction
37: L
(i+1)
1 ← L(i)1
38: L
(i+1)
2 ← L(i)2
39: end for
40: P ← Pr
41: f ← P
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Chapter 5
Point Set Registration
In computer vision and pattern recognition, point set registration is the process
of finding a spatial transformation that aligns two point sets. The problem can
be summarized as follows: let define two finite size point sets {S1, S2} in a finite
dimensional vector space Rd, which contain M and N points respectively. The
problem is to find a transformation to be applied to one of the point sets, for
example S1, such that the difference between the transformed S1 and S2 is mini-
mized. Typically, the set that is transformed is called the data set while the other
one is called the model set. The point set registration algorithm can be applied
in addition to the spectral graph matching algorithm to slightly improve the per-
formance in some cases of the final matching. Nevertheless, the computational
complexity is increased due to the point set registration step.
There are two types of point set registration methods: rigid and non-rigid
registration. On the one hand, rigid registration applies a rigid transformation
which consists of a translation and a rotation. On the other hand, non-rigid
registration uses a non-rigid transformation which includes affine transformations
such as scaling and shear mapping. Figure 5.1 illustrates an example of a rigid
registration.
Figure 5.1: Original and transformed model set and data set
As defined in Chapter 4, we use (4.18) to compute the Euclidean distance be-
tween the rows of U rcK
′
1 and U
rcK′
2 , where U
rcK′
1 ∈ RM×K′ and U rcK
′
2 ∈ RN×K′ .
This problem can be understood as finding the closest points between the two
point sets defined by U rcK
′
1 and U
rcK′
2 , where each K
′-dimensional point is defined
by a row of these two matrices. Since U rcK
′
1 and U
rcK′
2 represent the frequency
information of the two graphs being matched, the object created by the points
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defined by U rcK
′
1 should be similar to the object created by the points of U
rcK′
2 .
Nevertheless, if one of the objects is slightly displaced, the final matching using
the euclidean distance can be considerably harmed. Consequently, the final per-
formance can be improved by applying a point set registration algorithm to these
two point sets before computing the Euclidean distance.
The method we use to perform the point set registration is called robust reg-
istration of point sets using iteratively reweighted least squares [4], which is a
modified version of the Iterative Closest Point (ICP), one of the best known algo-
rithms to perform a point set registration [5].
As mentioned above, to perform a rigid registration, we must find a rotation
and translation that produces the best fit between a set of data points and a
set of model points. To simplify the notation, we define the set of data points
(U rcK
′
1 (i, :)) as pi and the set of model points (U
rcK′
2 (i, :)) as xi. Since we consider
robust registration of point sets in RK′ , the rotation matrix is defined as R ∈
{RK′×K′|RTR = I, det(R) = +1} and the translation vector is defined as t ∈ RK′ .
The point registration algorithm is iterative and consists of two principal stages
in each iteration. The fist step is to find the closest model points to the data points.
The second step is to find a rigid body transformation such that the data points are
fitted to the closest model points. Therefore, we begin initializing the parameters
R0 = I and t0 = 0. Then, for each data point pi we find which is the model point
that is closest to it. We refer to this model point as yi = xj(i). Next, we find R
and t that minimizes the following error:
E =
N∑
i=1
||(Rpi + t)− yi||2 (5.1)
Finally, we apply the rotation R and translation t to all data points pi. These
two steps (finding the closest model points to the data points and applying the
new R and t computed) are repeated using the new data points until the error E
is below a given threshold or a maximum number of iterations is reached.
To find the rotation matrix and the translation vector that minimizes the error
of equation (5.1) we need to define
p¯ =
1
N
N∑
i=1
pi y¯ =
1
N
N∑
i=1
yi (5.2)
Then, we define a new vector u such as t = −Rp¯ + y¯ + u. Consequently,
equation (5.1) can be reformulated as [4]:
E =
N∑
i=1
||Rpi −Rp¯+ y¯ + u− yi||2 =
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=
N∑
i=1
(R(pi − p¯)− (yi − y¯) + u)T (R(pi − p¯)− (yi − y¯) + u)
Since both the sum of all (pi − p¯) and the sum of all (yi − y¯) are equal to the
zero vector, their scalar product with the u vector disappear. Thus, the expression
of the error can be simplified as
E =
N∑
i=1
||pi − p¯||2 +
N∑
i=1
||yi − y¯||2 +N ||u||2 − 2N(Trace(RC)) (5.3)
where C is defined as
C =
1
N
N∑
i=1
(piy
T
i )− p¯y¯T (5.4)
This error E is minimized when u = 0 (positive term in (5.3)) and by finding
R that maximizes Trace(RC) (negative term in (5.3)). Below we prove that the
optimalR, R∗, is found from the singular value decomposition ofC, C = UΣV T .
That is, R∗ = V UT . Then, from R∗ and u = 0, we obtain the optimal translation
vector t∗, t∗ = y¯ −R∗p¯.
Proof R∗=V UT [2]:
Lemma: For any positive definite matrix AAT , and any orthonormal matrix B,
Trace(AAT ) ≥ Trace(BAAT )
Proof of Lemma: Let define ai as the i-th column of A. We therefore can state
that
Trace(BAAT ) = Trace(ATBA) =
∑
i a
T
i (Bai)
Using the Schwarz inequality: aTi (Bai) ≤
√
(aTi ai)(a
T
i B
TBai) = a
T
i ai
Consequently,
∑
i a
T
i ai = Trace(AA
T ) ≥ Trace(BAAT )
Let the SVD of H be: H = UΛV T , where Λ is diagonal matrix with positive
elements and U and V are orthonormal matrices. Then, if we define R = V UT
(which is orthonormal), we can say that:
RH = V UTUΛV T = V ΛV T
which is positive definite (zTV V Tz = zTV (zTV )T > 0). Consequently, using
the Lemma stated above, for any orthonormal matrix B:
Trace(RH) ≥ Trace(BRH)
Therefore, since BR is any other rotation matrix different to R, if R=V UT ,
Trace(RH) is maximized.
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Chapter 6
Experimental Results
To evaluate the proposed graph matching algorithm we have focused on three
different cases: graphs generated by random coordinates on the space, graphs
generated by 3-dimensional point-clouds of rigid objects and graphs generated by
3-dimensional point-clouds of a video.
6.1 Random graphs
The first set of experiments consists of applying the graph matching algorithm to
graphs such that one of them is generated by random two-dimensional coordinates
over the space and the other is a noisy version of the original one, by applying a
Gaussian noise over the two-dimensional coordinates. The variance of the Gaussian
noise determines the similarity between the two graphs. Once we have defined the
x-y coordinates of the vertices for both graphs, each vertex is connected to its k
nearest nodes. The weights assigned to the edges are computed using (4.11).
To visually measure the performance of our algorithm 1, each pair of aligned
vertices are painted in the same color. That is, if vi is colored in blue and the
graph matching algorithm decides that (vi ∈ V1) → (v′j ∈ V2), then v′j will be
colored in blue as well. We have also numbered the colors to facilitate the location
of the corresponding nodes. Furthermore, the final graph matching error J(P ) is
computed and displayed on top of the graphs.
Figs. 6.1.a, 6.1.b and 6.1.c show the performance of our graph matching algo-
rithm for different levels of noise (from low to high). This final alignment computed
by our scheme combines the information provided by all the resolution levels. Black
arrows pinpoint the vertices that have not been correctly aligned. Fig. 6.2 displays
the details for each resolution level that the algorithm obtains when matching two
random graphs. In this case, we use the DSC downsampling method since it out-
performs the CSE downsampling method when the graphs being matched do not
have many vertices. If we focus on the different resolution levels in our algorithm,
it can be seen that the vertices in each lower resolution are the ones that should
be correctly matched, proving again the effectiveness of the graph downsampling
method.
Matching random graphs is useful in applications such as indoor localization.
1Code available in https://github.com/victor-gonzalez-navarro/TFG
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Figure 6.1: Performance of our graph matching algorithm for a) identical graphs;
b) very similar graphs; c) similar graphs.
Figure 6.2: Details of the resolution levels using the multi-resolution approach for
spectral graph matching.
Previous works generate a semantic map of passable areas and locate the user
within that map. This semantic map is scale and direction free, and matching this
semantic map to the actual floor plan is done manually by finding a direction and
a scale [44]. However, to translate topological indoor localization to geographical
localization we can use a graph matching algorithm, since the semantic map and
the floor plan can be both modeled as graph. In [44], to evaluate the graph
matching algorithm that they propose, one of the graphs is generated randomly
while the other one is a noisy version of the previous graph, as it is done in this
section. We compared our algorithm against theirs for the same graphs, and we
found that our graph matching outperforms considerably their results.
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6.2 3D point-clouds
Another very powerful application in the computer vision field is 3D point-cloud
matching of rigid objects [27], [35]. For example, Yuan et al. [51] proposed a 3D
point-cloud matching based on principal component analysis and iterative closest
point. They generate the second graph by adding random noise to the x,y,z coor-
dinates of one of the point-clouds. Since our graph matching algorithm can handle
3D coordinates, it is also capable of matching point-clouds.
We have evaluated our proposed algorithm using this type of graphs and the
CSE downsampling method. Fig. 6.3, 6.4 and 6.5 illustrate the results of our
graph matching algorithm applied to a rigid object represented by a point-cloud
(the two graphs being matched are less similar for each of the experiments). Figure
6.6 illustrates the results of our graph matching algorithm applied to a different
object. In this case, to facilitate the visualization of the results, we paint the nodes
of the first graph with different colors but using similar colors for nodes that are
close. In this case, we do not show the intermediate resolution levels which have
been obtained using the CSE downsampling method, instead we plot different
perspectives of the same 3D object to better visualize the results.
Figure 6.3: Performance of the graph matching algorithm with very similar 3D
point-clouds (3 different perspectives of bunny).
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Figure 6.4: Performance of the graph matching algorithm with similar 3D point-
clouds (3 different perspectives of bunny).
Figure 6.5: Performance of the graph matching algorithm with not similar 3D
point-clouds (3 different perspectives of bunny).
Figure 6.6: Performance of the graph matching algorithm with 3D point-clouds (3
different perspectives of dragon).
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6.3 Video compression of point-clouds
With the advent of virtual and augmented reality, the captured information needs
to be compressed for transmission and storage [36], [43]. For this reason, the last
application used to test the performance of the graph matching algorithm consists
of applying it to 3D point-clouds obtained from two consecutive frames of a video
2. That is, one of the graphs is created from the 3D coordinates of the frame t while
the other graph is created from the 3D coordinates of the frame t+1. In this case,
the problem is more challenging since the object in the video is an articulated
object (a human) and his position changes between frames. Consequently, not
only we are working with the presence of noise but also with graph deformations.
Between the two proposed graph downsampling methods, we have seen that the
Corrected Second Eigenvector outperforms the Maximum Degree Gap when the
number of vertices is high.
As in the previous example for 3D rigid objects, to visually evaluate the per-
formance of the algorithm we paint closer vertices with a similar color in one of
the two graphs being matched. This facilitates the visualization of the vertices
that are not correctly aligned by the matching algorithm. Figures 6.7 and 6.8
show the result of our graph matching algorithm applied to 3D point-clouds from
a video sequence using the CSE downsampling method and the MDG downsam-
pling method respectively. Three different perspectives are displayed for a better
visualization. The graph matching error is increased in the second case, since
the MDG downsampling algorithm is not as effective as the CSE downsampling
algorithm.
Figure 6.7: Performance of the graph matching algorithm using the CSE down-
sampling method with 3D point-clouds taken from a video (3 different perspectives
of human).
2Point-cloud dataset available in https://jpeg.org/plenodb/pc/8ilabs/
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Figure 6.8: Performance of the graph matching algorithm using the MDG down-
sampling method with 3D point-clouds taken from a video (3 different perspectives
of human).
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Chapter 7
Comparison With Previous Approaches
7.1 Comparison with other spectral graph matching algo-
rithms
In order to have a global perspective of the quality of our graph matching algo-
rithm, we compare the performance using the four graphs generated in Fig. 6.2,
6.3, 6.6 and 6.7 (random graphs, bunny, dragon and human) with other popular
spectral graph matching algorithms. To measure objectively the performance of
each of them, we compute J(P ). The numerical results are presented in Table 7.1,
with one row per graph and one column per method, as follows:
• A: Shinji Umeyama [49]
• B: David Knossow et al. [30]
• C: Caelli & Kosinov [7]
• D: Our algorithm
Table 7.1: Comparison of the graph matching error J(P ) for different spectral
graph matching algorithms
Graph A B C D
Random 5.98 0.43 5.03 0.26
Bunny 85.98 79.40 59.39 57.62
Dragon 97.55 91.75 79.65 79.51
Human 170.49 166.11 136.63 135.41
Table 7.1 shows that our algorithm obtains the best restuls in all the evaluated
graphs, outperforming the other methods.
Umeyama’s method consist of finding the permutation matrix as the one that
maximizes tr(P |U 1||UT2 |), where |U | is the absolute value of all the entries. This
way of approaching the graph matching problem is penalized by not solving the
sign ambiguity of the eigenvectors. For isomorphic graphs, this method is proved
to find the permutation matrix P that minimizes J(P ), which is equal to zero.
Nevertheless, for graphs that are different, the result is far from optimal.
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Knossow’s method is based on keeping the first eigenfunctions and using his-
tograms to correct the sign ambiguity of all the eigenvectors. The histogram
method is very sensitive to the number of chosen bins, resulting often in unsatis-
factory results.
Caelli and Kosinov normalize the first eigenvectors and correct their sign with
the dominant sign correction method, which does not perform well since most
eigenvectors have about the same number of positive and negative entries, and a
small difference between them may just be due to noise.
On the other hand, the algorithm we propose benefits from leveraging three
main techniques:
• Having multiple resolutions of the same graph to perform the matching.
• Combining a sign ambiguity detector with the Fiedler eigenvector to correctly
downsample the two graphs being matched.
• Weighting more the frequencies less affected by the dissimilarity between the
two graphs being aligned.
7.2 Sensitivity Analysis
In this section we evaluate how different components of our scheme contribute to
its final performance.
First, we evaluate the contribution of using one of our two downsampling meth-
ods (MDG and SCE ) versus using other existing graph sampling algorithms: spec-
tral graph downsampling [47] and the downsampling method proposed in [19].
Point registration is not applied in any experiment.
The numerical results are presented in Table 7.2, with one row per graph and
one column per method, as follows:
• a) Our algorithm with the MDG downsampling method
• b) Our algorithm with the CSE downsampling method
• c) Our algorithm with the spectral downsampling method [47]
• d) Our algorithm with an alternative downsampling method proposed in [19]
These results demonstrate the benefit of using one of our graph downsampling
method. Indeed, the other two downsampling methods are not designed for graph
matching, and using them results in lower performance since vertices selected for a
lower resolution are not the ones that are likely to be correctly matched. This loss
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Table 7.2: Comparison of the graph matching error J(P ) for different graph down-
sampling methods
Graph a b c d
Random 0.73 2.7 6.66 5.03
Bunny 64.58 53.22 72.74 66.29
Dragon 88.12 75.88 90.63 91.19
in accuracy is significant in spite of the fact that our algorithm tries to minimize
the weight of the information provided by the resolutions that have really bad
performance.
Second, we evaluate the contribution of three key steps of our proposal: weight-
ing each frequency differently (step 3), allowing to improve against graph deforma-
tions (step 6), and using the multi-resolution approach (step 5). For this purpose,
in table 7.3 we report the performance of the matching in three different scenar-
ios: a) our algorithm, b) our algorithm without steps 3 and 6 and finally c) our
algorithm without step 5. Point registration is not applied in any experiment and
we use CSE downsampling in all cases.
Table 7.3: Comparison of the graph matching error J(P ) for different settings
Graph a b c
Random 2.7 3.01 3.52
Bunny 53.22 56.79 57.45
Dragon 75.88 79.02 80.02
These results demonstrate the benefit of using the full scheme for the graph
matching problem, since the best results are achieved when all the steps are per-
formed. These three steps have a significant contribution to the final performance.
Lastly, we evaluate the contribution of the point set registration algorithm.
For this, we report the performance of the matching in two different scenarios:
a) our algorithm with point set registration and b) our algorithm without point
set registration. CSE downsampling is used in the two cases. The results are
presented in Table 7.4, with one row per graph and one column per method.
Table 7.4: Comparison of the graph matching error J(P ) with and without point
set registration
Graph a b
Random 0.26 2.7
Bunny 57.62 53.22
Dragon 79.51 75.88
These results show that point set registration is useful in some particular graphs
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whereas it is detrimental for others. The reason for not improving the accuracy
when performing point set registration is due to the fact that the two graphs being
matched, although not being identical, could already be in the same rotation and
translation. Therefore, point set registration is not needed.
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Chapter 8
Conclusions
This project describes an unsupervised method for inexact matching of large and
sparse graphs. The proposed method employs an analytic approach based on the
eigen-decomposition of the Laplacian matrix of two similar graphs. The algorithm
differs significantly from previously proposed methods since it finds an alignment
for multiple resolutions of both graphs in order to achieve a better performance.
We have shown that the algorithm is highly effective for both small and large
graphs.
The first contribution of this thesis is to combine the information given by
the matching of different resolution levels of the two graphs so as to decide the
best alignment. The information is weighted proportionally to the performance of
the alignment in each resolution. Consequently, the quality of the graph match-
ing algorithm is improved, since each resolution level contributes according to its
performance.
The second contribution of this thesis are two graph downsampling methods in
order to get a lower resolution level. These downsampling techniques are designed
so as to maximize the number of nodes that can be correctly matched in the lower
resolution.
The third contribution of this thesis is a new interpretation of the graph match-
ing problem, which is the basis for the proposed spectral graph matching algorithm.
This new interpretation is related to the frequency information given by the two
graphs being aligned. The idea is that not all the frequencies provide useful infor-
mation for the graph matching problem. Therefore, removing some frequencies and
weighting differently the remaining ones improves significantly the final alignment.
Experimentally, we have compared our method with some of the most popular
spectral graph matching algorithms using two different types of graphs: graphs
generated randomly and graphs generated through 3D point-clouds. The results
show that the proposed graph matching algorithm has a better accuracy than the
other methods being compared.
As future work, we believe that using the multi-resolution approach in other
fields of Graph Signal Processing can be an alternative way of addressing the
problem. Furthermore, for the specific case of graph matching, combining the
information of 3D coordinates (graph structure) and RGB color from a video (graph
signal) can further improve the performance of the graph matching algorithm since
more information would be taken into account for the final alignment.
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GSP Graph Signal Processing
MDG Maximum Degree Gap
CSE Corrected Second Eigenvector
ICP Iterative Closest Point
