In this paper, we employ a lifting method introduced by the authors in order to study the structured singular value applied to input output operators of control systems. We moreover give a new criterion which guarantees that the structured singular value equals its upper bound de ned by D-scalings.
Introduction
Let A be a linear operator on a Hilbert space E, and let be an algebra of operators on E. The structured singular value of A relative t o i s t h e n umber A = 1 = inffkXk : X 2 ; ,1 2 AXg :
This quantity w as introduced by D o yle and Safonov 6, 12 under a more restrictive context, and it has proved to be a powerful tool in robust system analysis and design. In system analysis, the structured singular value gives a measure of robust stability with respect to certain perturbation measures. Unfortunately, A i s v ery di cult to calculate, and in practice an upper bound for it is used. This upper bound is de ned by b A := inffkXAX , 1 k:X2 0 ; Xinvertibleg; where 0 is the commutant of the algebra .
In 1, 5 , we formulated a lifting technique for the study of the structured singular value. The basic idea is that b A can be shown to be equal to the structured singular value of an operator on a bigger Hilbert space. In 1 this was done for nite dimensional Hilbert spaces, and then in 5 this was extended to the in nite dimensional case. The problem with these results is that the size of the ampliation necessary to get b A equal to a structured singular value, was equal to the dimension of the underlying Hilbert space. Hence in the in nite dimensional case we needed an in nite ampliation. In this work, we will show that in fact, one can always get by with a nite lifting. Note that in this paper we will be using the terms ampliation" and lifting" interchangeably. For the block diagonal algebras of interest in robust control, the ampliation only depends on the number of blocks of the given perturbation structure. See Theorem 1 below. We moreover, give a new result when b A = A , that is, when no lifting is necessary and so b A gives a nonconservative measure of robustness. See Theorem 2. This is then used to derive an elegant result of Shamma 13, 14 on Toeplitz operators. See also 7, 9, 10 for related work in this area.
We n o w brie y sketch the contents of this paper. In Section 2, we give some background results which will be needed in the proof of Theorem 1. In Section 3, we derive a n umber of useful facts about the relative n umerical range. Then in Section 4, we state and prove our new version of the lifting theorem relating the structured singular value and its upper bound. In Section 5, we give new conditions when = . These are applied in Section 6, to give a new proof of the aforementioned result of Shamma. Finally, in Section 7, we give a system-theoretic interpretation of our lifting methodology.
Preliminary Results
Denote by LE the algebra of all bounded linear operators on the complex, separable Hilbert space E. Fix an operator A 2 L E and a subalgebra L E . The numbers A and b
A h a v e already been de ned in the Introduction. Observe that 00 and 000 = 00 0 = 0 so that we h a v e the inequalities A 00 A; b A = b 00 A :
Observe that the algebras considered in 6 consisted of block diagonal matrices, so our approach is more general in this respect. In the following proposition we summarize some of the elementary properties of ; see Doyle 6 or 1 for proofs. We will denote by kTk sp the spectral radius of the operator T.
Lemma 1 i A = supfkAXk sp : X 2 ; kXk 1 g ; ii is upper semicontinuous;
iii If E is nite dimensional, then is continuous; iv A b A.
In our study we will need further singular values which w e n o w de ne.
For n 2 f 1 ; 2 ; : : : ; 1g we denote by E n the orthogonal sum of n copies of E, and by T n the orthogonal of n copies of T 2 L E . Operators on E n can be represented as nn matrices of operators in LE, and T n is represented by a diagonal matrix, with diagonal entries equal to T.
Denote by n the algebra of all operators on E n whose matrix entries belong to , and observe that n 00 = 00 n , and n 0 = 0 n = f T n : T 2 0 g . Therefore we will denote these algebras by 00 n and 0 n , respectively. n!1 hT j h n ; h n i ; j = lim n!1 hT j k n ; k n i ; j = 1 ; : : : ; m ; lim n!1 kQh n k = 0 = l i m n !1 kQk n k; h n ! 0 ; k n ! 0 w eakly: Next for n xed choose N n n such that jhh n ; k N n ij 1 n ; jhT j h n ; k N n ij + jhT j h n ; k N n ij 1 n ; j = 1 ; 2 ; : : : ; m :
Then for any 2 0; 1 g n := p h n + p 1 ,k Nn ; n 2 ;
satis es the following conditions:
kg n k 2 = 1 + 2 q 1 , hh n ; k N n i ! 1 ; k g n k 2 1 2 ;
g n ! 0 w eakly; kQg n k ! 0 ; jhT j g n ; g n i, j ,1, j j jhT j h n ; h n i, j j+ 1, jhT j k Nn ; k N n i, j j + Proof. Let ; = j m j =1 ; = j m j =1 be as above and let the sequence fh n g 1 n=1 H satisfy kh n k = 1 ; h n ! 0 w eakly, Qh n ! 0 strongly, and hT j h n ; h n i ! j for j = Remark. Corollary 1 was proven in 3 using a completely di erent argument, based on an approximation lemma which is of independent i n terest.
Finally, for the proof of our lifting theorem to be given in Section 4, we will need the following elementary fact: Lemma 8 Let Z denote a nite dimensional normed s p ace, and let S be a set of linear functionals on Z. Suppose that for every z 2 Z there exists a sequence`n 2 S such that lim n!1`n z = 0 . Then there exists a sequence`n in the convex hull of S such that lim n!1 k`nk = 0 .
Proof. Since Z is nite dimensional, S is contained in the dual Z 0 of Z.
We m a y also assume that S is a convex set. To prove the lemma we m ust show that the closure of S contains zero. If it did not then the Hahn-Banach theorem would imply the existence of a vector z 2 Z and of a number " 0 such that `z " for all`2 S. This is contrary to the assumption of the lemma. 2 
Ampliations of Perturbations
In this section, we will formulate and prove a new lifting result relating A and b A. For nite dimensional E, a lifting result of this type was rst proven in 1 . The result was then generalized to the in nite dimensional case in 5 . For another proof of this type of lifting result in nite dimensions, see 7 . In these theorems, the lifting or ampliation of the operator A and perturbation structure depends on the dimension of E. T h us if E is in nite dimensional, we get an in nite lifting. In the new result proven below, we only have to lift up to the dimension of 0 which in the cases of interest in the control applications of this theory only depends on the number of blocks of the given perturbation structure.
The notation will be that used in Section 2.
Theorem 1 Assume that 0 is a -algebra of nite dimension n. A ; which completes the proof of the theorem. 2 Remark. In the cases of interest in control, 00 = ; and so one has from Theorem 1 that n A = A :
5 Conditions for =
In this section, we will discuss some new conditions when = without any need for lifting or ampliation. In the nite dimensional case, there have been some results of this kind, the most famous of which is that of Doyle 6 , who showed that no lifting is necessary for perturbation structures with three or fewer blocks. We begin by noting that in the proof of Theorem 1, we established a useful property of the critical operators A 0 in the closed 0 However in equation 6, we can assume that the sequence fh j g 1 j=1 is weakly convergent, say h j ! h weakly. Without loss of generality, w e m a y assume that kA 0 k = 1. Then 6 shows that I , A 0 A 0 h = 0 : Therefore if h 6 = 0 , w e w ould have kA 0 hk 2 = khk 2 = kA 0 k 2 khk 2 6 = 0 ; and so the norm of A 0 would be attained. We conclude that h j ! 0 w eakly, and so A 0 satis es property O 0 . The required result now follows by Theorem 2. 2 Remark. Note that Corollary 2 applies only to in nite dimensional Hilbert spaces E. Example.
where Az = a jk n j;k=1 ; jzj 1; has H 1 entries. Let 0 be any subalgebra of LC n , the elements of which are regarded as multiplication operators on E. Note that in this case, 00 = is the algebra generated by operators of the form Bhz = B z h z ;j z j 1 Proof. Without loss of generality w e m a y assume kA 0 k = 1. Let X 2 0 and let h j ; j= 1 ; 2 ; : : :be a sequence of unit vectors satisfying kI , A 0 A 0 h j k 2 ! 0; hX , A 0 XA 0 h j ; h j i ! 0 : 9 Note that since I , A 0 A 0 0 the rst condition in 9 is equivalent t o h I , A 0 A 0 h j ; h j i ! 0 : Let U denote the canonical unilateral shift on E = H 2 C n ; that is, Uhz : = zhz; jzj 1; h 2 E :
As is well-known, we can view H 2 C n as a subspace of L 2 C n . In particular, in this representation the relations 9 are equivalent t o Proof. First, note that any operator B in L 0 A 0 is also an analytic Toeplitz operator. In particular, the critical operator A 0 obtained in the proof of Theorem 1 is a multiplication operator given by A 0 z = a 0 jk z n j;k=1 ; jzj 1: By Lemma 9, the operator A 0 has property O , and thus also property O 0 , by virtue of Lemma 11. The conclusion now follows from Theorem 2. 2 
Structured Singular Value of Input-Output Operators
In this section, we will put some of the above results into a system-theoretic framework. Accordingly, let`2 + be the space of square summable one-sided sequences in C, let C denote the set of all bounded linear operators on`2 + : Further, let A :`2 + C n !`2 + C n be an arbitrary bounded linear operator. Thus A de nes a possibly time-varying system. Here`2 + C n the space of of square summable sequences in C n ; i.e., the space of nite en- : j 2 g : n 00 is a space of time-varying perturbations and we h a v e from Theorem 1 that b A = 00 n A n :
