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1. Introduction
In the study of ordinary differential equations, integral equations and difference equations one often has to deal with
certain integral inequalities. The Gronwall–Bellman inequality [1,2] and its various linear and nonlinear generalizations are
crucial in the discussion of the existence, uniqueness, continuation, boundedness, oscillation, stability and other qualitative
properties of solutions of differential and integral equations. The literature on such inequalities and their applications is
vast; see [3–5] and the references given therein. A specific case of these types of integral inequalities was originated from
Ou-Iang. In his study of boundedness of solutions to linear second order differential equations, Ou-Iang [6] established and
used the following nonlinear integral inequality which is now known in the literature as Ou-Iang’s inequality.
Theorem A (Ou-Iang [6]). Let u and f be real-valued, nonnegative, and continuous functions defined on R+ = [0,+∞) and let
c ≥ 0 be a real constant. Then the nonlinear integral inequality
u2(t) ≤ c2 + 2
∫ t
0
f (s)u(s)ds, t ∈ R+
implies
u(t) ≤ c +
∫ t
0
f (s)ds, t ∈ R+.
While Ou-Iang’s inequality is having concise form and is interesting in its own right as an integral inequality, its
importance lies heavily on its many elegant applications in differential and integral equations(see, e.g., [5]). Over the years,
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many generalizations of Ou-Iang’s inequality have been established; see for examples [7–23,5,24–26] and the references
cited therein.
Among various generalizations of Ou-Iang’s inequality, its discrete analogues is also interesting. The point is, similar to the
noteworthy contributions of the continuous version of the inequality to the study of differential equations, one naturally
experts that the discrete version of the inequality should also play an important role in the difference equations. In this
respect, fewer results have been established. Recent results in this direction include the works in [23,24,16,20,22,9,10,18],
and the following very recent result of Ma [19]:
Theorem B (Ma [19]). Suppose that u(m, n), a(m, n) ∈ F+(Ω),w ∈ C(R+, R+) is nondecreasing withw(r) > 0 for r > 0 and
k ≥ 0 is a constant. Let ϕ(u) ∈ C1(R+, R+) with ϕ′(u) > 0 and ϕ′(u) is increasing for u > 0, here ϕ′(u) denotes the derivative
of ϕ. If u(m, n) satisfies
ϕ(u(m, n)) ≤ k+
m−1∑
s=m0
n−1∑
t=n0
a(s, t)ϕ′(u(s, t))w(u(s, t))+
M−1∑
s=m0
N−1∑
t=n0
a(s, t)ϕ′(u(s, t))w(u(s, t))
for (m, n) ∈ Ω , and
H2(t) = G1 ◦ ϕ−1(2t − k)− G1 ◦ ϕ−1(t)
is increasing for t ≥ k, where
G1(v) =
∫ v
v0
ds
w(s)
, v ≥ v0 > 0
with
∫∞
v0
ds
w(s) = ∞, then
u(m, n) ≤ G−11
{
G1
[
H−12
(
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
)]
+
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
}
for (m, n) ∈ Ω , where H−12 and G−11 are the inverse functions of H2, G1 and G−11 , respectively.
Theorem B generalizes the discrete version of Ou-Iang’s inequality in two independent variables to Volterra–Fredholm
form for the first time to literature as we know. The aim of the present paper is to give some explicit bounds to some
power nonlinear Volterra–Fredholm type discrete inequalities involving a function of two variables, which is on the one
hand the succeeding work of [19], and on the other hand provides a handy and effective tool for the study of quantitative
properties of solutions of certain classes of partial finite and sum-difference equations. We illustrate the usefulness of
these inequalities by applying them to study the boundedness, uniqueness, and continuous dependence of the solutions
of certain Volterra–Fredholm type sum-difference equations. Other applications of one and two-dimensional Gronwall type
discrete inequalities in numerical analysis, particularly in the study of the convergence of discretisation methods to their
underlying various integral and differential equations, include McKee and Tang’s survey paper [27] and McKee, Tang and
Diogo’s important and interesting article [28] and references cited there.
2. Power nonlinear discrete inequalities
Throughout this paper, I := [m0,M] ∩ Z and J := [n0,N] ∩ Z are two fixed lattices of integral points in R, where
m0, n0 ∈ Z,M,N ∈ Z ∪ {∞}. Let Ω := I × J ⊂ Z2, R+ := [0,∞), R1 := [1,∞) and for any (s, t) ∈ Ω , the sub-lattice
[m0, s] × [n0, t] ∩Ω ofΩ will be denoted asΩ(s,t).
If U is a lattice in Z (resp. Z2), the collection of all R-valued functions on U is denoted by F (U), that of all R+-valued
functions by F+(U), and that of all R1-valued function by F1(U). For the sake of convenience, we extend the domain of
definition of each function inF (U) andF+(U) trivially to the ambient space Z (resp. Z2). So for example, a function inF (U)
is regards as a function defined on Z (resp. Z2) with support in U .
Before providing the main results, we require the following important lemma in the discussion of our proof.
Lemma JM (Jiang–Meng [12]). Let a ≥ 0, p ≥ q ≥ 0 and p 6= 0, then
a
q
p ≤ q
p
K
q−p
p a+ p− q
p
K
q
p
for any K > 0.
Theorem 2.1. Suppose that u(m, n), a(m, n), b(m, n) and c(m, n) ∈ F+(Ω). If u(m, n) satisfies
up(m, n) ≤ a(m, n)+
m−1∑
s=m0
n−1∑
t=n0
b(s, t)uq(s, t)+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)ur(s, t) (2.1)
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for (m, n) ∈ Ω , where p, q and r are constants with p ≥ q ≥ 0, p ≥ r ≥ 0, and
λpqr = rpK
(r−p)/p
2
M−1∑
s=m0
N−1∑
t=n0
c(s, t) exp(Bpq(s, t)) < 1, (2.2)
then
u(m, n) ≤
[
a(m, n)+ Cpr + B¯pq(m, n)
1− λpqr exp(Bpq(m, n))
]1/p
(2.3)
for (m, n) ∈ Ω and any Ki > 0 (i = 1, 2), where
Bpq(m, n) = qpK
(q−p)/p
1
m−1∑
s=m0
n−1∑
t=n0
b(s, t), (2.4)
B¯pq(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t)
[
q
p
K (q−p)/p1 a(s, t)+
p− q
p
K q/p1
]
(2.5)
and
Cpr =
M−1∑
s=m0
N−1∑
t=n0
c(s, t)
[
r
p
K (r−p)/p2 a(s, t)+
p− r
p
K r/p2
]
. (2.6)
Proof. Define
z(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t)up(s, t)+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)ur(s, t), (2.7)
then
up(m, n) ≤ a(m, n)+ z(m, n),
or
u(m, n) ≤ (a(m, n)+ z(m, n))1/p. (2.8)
By Lemma JM and (2.8), for any Ki > 0 (i = 1, 2), we have
uq(m, n) ≤ (a(m, n)+ z(m, n))q/p ≤ q
p
K (q−p)/p1 (a(m, n)+ z(m, n))+
p− q
p
K q/p1 ,
and
ur(m, n) ≤ (a(m, n)+ z(m, n))r/p ≤ r
p
K (r−p)/p2 (a(m, n)+ z(m, n))+
p− r
p
K r/p2 .
Substituting the last two inequalities into (2.7) we have
z(m, n) ≤
m−1∑
s=m0
n−1∑
t=n0
b(s, t)
[
q
p
K (q−p)/p1 (a(s, t)+ z(s, t))+
p− q
p
K q/p1
]
+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)
[
r
p
K (r−p)/p2 (a(s, t)+ z(s, t))+
p− r
p
K r/p2
]
≤ Cpr + B¯pq(m, n)+
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p1 b(s, t)z(s, t)+
M−1∑
s=m0
N−1∑
t=n0
r
p
K (r−p)/p2 c(s, t)z(s, t),
i.e.,
z(m, n) ≤ Cpr + B¯pq(m, n)+
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p1 b(s, t)z(s, t)+
M−1∑
s=m0
N−1∑
t=n0
r
p
K (r−p)/p2 c(s, t)z(s, t) (2.9)
for all (m, n) ∈ Ω .
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Fix any arbitrary (m¯, n¯) ∈ Ω . Since B¯pq(m, n) is nondecreasing for each (m, n) ∈ Ω , then for (m, n) ∈ Ω¯ = I¯ × J¯ , where
I¯ = [m0, m¯] ∩ Z, J¯ = [n0, n¯] ∩ Z we have
z(m, n) ≤ Cpr + B¯pq(m¯, n¯)+
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p1 b(s, t)z(s, t)+
M−1∑
s=m0
N−1∑
t=n0
r
p
K (r−p)/p2 c(s, t)z(s, t). (2.10)
Let
k = Cpr + B¯pq(m¯, n¯)+
M−1∑
s=m0
N−1∑
t=n0
r
p
K (r−p)/p2 c(s, t)z(s, t), (2.11)
then (2.10) can be restated as
z(m, n) ≤ k+
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p1 b(s, t)z(s, t), (2.12)
for (m, n) ∈ Ω¯ = I¯ × J¯ . Now a suitable application (withw(u) ≡ u) of Theorem 2.1 given in [9] yields
z(m, n) ≤ k exp
(
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p1 b(s, t)
)
, (2.13)
for (m, n) ∈ Ω¯ = I¯ × J¯ . Since (m¯, n¯) ∈ Ω is arbitrary, from (2.11) and (2.13) with m¯ and n¯ replaced bym and nwe have
z(m, n) ≤ k exp
(
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p1 b(s, t)
)
, (2.14)
where
k = Cpr + B¯pq(m, n)+
M−1∑
s=m0
N−1∑
t=n0
r
p
K (r−p)/p2 c(s, t)z(s, t), (2.15)
for all (m, n) ∈ Ω . Using (2.14) on the right side of (2.15) and according to (2.2) we have
k ≤ Cpr + B¯pq(m, n)
1− λpqr(m, n) . (2.16)
Now the desired inequality in (2.3) follows by using (2.16) in (2.14) and combining with (2.8). 
When p = 2, q = r = n = 1 in Theorem 2.1 we get a new discrete Volterra–Fredholm–Ou-Iang type inequality in two
independent variables as following.
Corollary 2.2. Let u(m, n), a(m, n), b(m, n) and c(m, n) be defined as in Theorem 2.1. If u(m, n) satisfies
u2(m, n) ≤ a(m, n)+
m−1∑
s=m0
n−1∑
t=n0
b(s, t)u(s, t)+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)u(s, t) (2.17)
for (m, n) ∈ Ω and
λ211 = 12K
−1/2
2
M−1∑
s=m0
N−1∑
t=n0
c(s, t) exp(B21(s, t)) < 1, (2.18)
then
u(m, n) ≤
[
a(m, n)+ C21 + B¯21(m, n)
1− λ211 exp(B21(m, n))
]1/2
(2.19)
for (m, n) ∈ Ω and any Ki > 0 (i = 1, 2), where
B21(m, n) = 12K
−1/2
1
m−1∑
s=m0
n−1∑
t=n0
b(s, t), (2.20)
B¯21(m, n) = 12
m−1∑
s=m0
n−1∑
t=n0
b(s, t)
[
K−1/21 a(s, t)+ K 1/21
]
(2.21)
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and
C21 = 12
M−1∑
s=m0
N−1∑
t=n0
c(s, t)
[
K−1/22 a(s, t)+ K 1/22
]
. (2.22)
Corollary 2.3. Let u(m, n), a(m, n), b(m, n) and c(m, n) be as in Theorem 2.1. If u(m, n) satisfies
u(m, n) ≤ a(m, n)+
m−1∑
s=m0
n−1∑
t=n0
b(s, t)uq(s, t)+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)ur(s, t) (2.23)
for (m, n) ∈ Ω , where q and r are constants with 0 < q, r ≤ 1, and
λ1qr = rK r−12
M−1∑
s=m0
N−1∑
t=n0
c(s, t) exp(B1q(s, t)) < 1, (2.24)
then
u(m, n) ≤ a(m, n)+ C1r + B¯1q(m, n)
1− λ1qr exp(B1q(m, n)) (2.25)
for (m, n) ∈ Ω and any Ki > 0 (i = 1, 2), where
B1q(m, n) = qK q−11
m−1∑
s=m0
n−1∑
t=n0
b(s, t), (2.26)
B¯1q(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t)
[
qK q−11 a(s, t)+ (1− q)K q1
]
(2.27)
and
C1r =
M−1∑
s=m0
N−1∑
t=n0
c(s, t)
[
rK r−12 a(s, t)+ (1− r)K r2
]
. (2.28)
Remark 2.1. (i) When a(m, n) = k (k is a constant), b(m, n) = c(m, n) = d(m, n) and q = r = p, (2.23) will deduce
inequality (2.15) given in [19], so Corollary 2.3 can be taken as a generalization of Corollary 2.3 given in [19]. We also note
that the bound given in (2.25) is not comparable with (2.16) given in [19] in the special case.
Corollary 2.4. Let u(m, n), a(m, n), b(m, n) and c(m, n) be as in Theorem 2.1. If u(m, n) satisfies
u(m, n) ≤ a(m, n)+
m−1∑
s=m0
n−1∑
t=n0
b(s, t)u(s, t)+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)u(s, t) (2.29)
for (m, n) ∈ Ω and
λ111 =
M−1∑
s=m0
N−1∑
t=n0
c(s, t) exp(B11(s, t)) < 1, (2.30)
then
u(m, n) ≤ a(m, n)+ C11 + B¯11(m, n)
1− λ111 exp(B11(m, n)) (2.31)
for (m, n) ∈ Ω , where
B11(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t), (2.32)
B¯11(m, n) =
m−1∑
s=m0
n−1∑
t=n0
a(s, t)b(s, t) (2.33)
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and
C11 =
M−1∑
s=m0
N−1∑
t=n0
a(s, t)c(s, t). (2.34)
Remark 2.2. (i) Though the inequalities discussed in Theorem 2.1 and its corollaries belong to a class of nonlinear
Volterra–Fredholm type discrete inequalities, the estimates obtained in (2.3), (2.19), (2.25) and (2.31) not can be derived
by some known results given in [19]; (ii) using the similar procedures to the proof of Theorem 2.1, we can get a more
general result as follows.
Theorem 2.5. Suppose that u(m, n), a(m, n), bi(m, n) and cj(m, n) ∈ F+(Ω), i = 1, 2, . . . , l1, j = 1, 2, . . . , l2 (l1 and l2 are
some positive integers). If u(m, n) satisfies
up(m, n) ≤ a(m, n)+
l1∑
i=1
m−1∑
s=m0
n−1∑
t=n0
bi(s, t)uqi(s, t)+
l2∑
j=1
M−1∑
s=m0
N−1∑
t=n0
cj(s, t)urj(s, t) (2.35)
for (m, n) ∈ Ω , where p ≥ qi ≥ 0, p ≥ rj ≥ 0 K1i > 0, K2j > 0, p, qi, ri, K1i and K2j (i = 1, 2, . . . , l1, j = 1, 2, . . . , l2) are
constants and
λ =
l1∑
j=1
rj
p
K
(rj−p)/p
2j
M−1∑
s=m0
N−1∑
t=n0
cj(s, t) exp(B(s, t)) < 1, (2.36)
then
u(m, n) ≤
[
a(m, n)+ C¯ + B¯(m, n)
1− λ exp(B(m, n))
]1/p
(2.37)
for (m, n) ∈ Ω , where
B(m, n) =
l1∑
i=1
qi
p
K (qi−p)/p1i
m−1∑
s=m0
n−1∑
t=n0
bi(s, t), (2.38)
B¯(m, n) =
l1∑
i=1
m−1∑
s=m0
n−1∑
t=n0
bi(s, t)
[
qi
p
K (qi−p)/p1i a(s, t)+
p− qi
p
K qi/p1i
]
(2.39)
and
C¯ =
l2∑
j=1
M−1∑
s=m0
N−1∑
t=n0
cj(s, t)
[
rj
p
K
(rj−p)/p
2j a(s, t)+
p− rj
p
K
rj/p
2j
]
. (2.40)
Theorem 2.6. Suppose that u(m, n), a(m, n), b(m, n) and c(m, n) ∈ F+(Ω). If u(m, n) satisfies
up(m, n) ≤ a(m, n)+
m−1∑
s=m0
n−1∑
t=n0
b(s, t)uq(s, t)+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)H(s, t, u(s, t)) (2.41)
for (m, n) ∈ Ω , where p and q are constants with p ≥ 1, p ≥ q ≥ 0 and H, L : Ω × R+ → R+ satisfying
0 ≤ H(m, n, u)− H(m, n, v) ≤ L(m, n, v)(u− v), (2.42)
for u ≥ v ≥ 0 and
λ∗pq =
K (1−p)/p1
p
M−1∑
s=m0
N−1∑
t=n0
c(s, t)L
(
s, t,
p− 1
p
K 1/p1 +
K (1−p)/p1
p
a(s, t)
)
exp(B∗pq(s, t)) < 1, (2.43)
then
u(m, n) ≤
[
a(m, n)+ C
∗
p + B¯∗pq(m, n)
1− λ∗pq
exp(B∗pq(m, n))
]1/p
(2.44)
2176 Q.-H. Ma / Journal of Computational and Applied Mathematics 233 (2010) 2170–2180
for (m, n) ∈ Ω and any Ki > 0 (i = 1, 2), where
B∗pq(m, n) =
q
p
K (q−p)/p2
m−1∑
s=m0
n−1∑
t=n0
b(s, t), (2.45)
B¯∗pq(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t)
[
q
p
K (q−p)/p2 a(s, t)+
p− q
p
K q/p2
]
(2.46)
and
C∗p =
M−1∑
s=m0
N−1∑
t=n0
c(s, t)H
(
s, t,
p− 1
p
K 1/p1 +
K (1−p)/p1
p
a(s, t)
)
. (2.47)
Proof. Define a function z¯(m, n) by
z¯(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t)uq(s, t)+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)H(s, t, u(s, t)), (2.48)
then
up(m, n) ≤ a(m, n)+ z¯(m, n)
or
u(m, n) ≤ (a(m, n)+ z¯(m, n))1/p. (2.49)
By Lemma JM, for any Ki > 0 (i = 1, 2), we have
u(m, n) ≤ (a(m, n)+ z¯(m, n))1/p ≤ 1
p
K (1−p)/p1 (a(m, n)+ z¯(m, n))+
p− 1
p
K 1/p1
and
uq(m, n) ≤ (a(m, n)+ z¯(m, n))q/p ≤ q
p
K (q−p)/p2 (a(m, n)+ z¯(m, n))+
p− q
p
K q/p2 .
Substituting the last relations into (2.48) and using (2.42), it follows that
z¯(m, n) ≤
m−1∑
s=m0
n−1∑
t=n0
b(s, t)
[
q
p
K (q−p)/p2 (a(s, t)+ z¯(s, t))+
p− q
p
K q/p2
]
+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)H
(
s, t,
1
p
K (1−p)/p1 (a(s, t)+ z¯(s, t))+
p− 1
p
K 1/p1
)
−
M−1∑
s=m0
N−1∑
t=n0
c(s, t)H
(
s, t,
p− 1
p
K 1/p1 +
1
p
K (1−p)/p1 a(s, t)
)
+
M−1∑
s=m0
N−1∑
t=n0
c(s, t)H
(
s, t,
p− 1
p
K 1/p1 +
1
p
K (1−p)/p1 a(s, t)
)
≤ C∗p + B¯∗pq(m, n)+
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p2 b(s, t)z¯(s, t)
+
M−1∑
s=m0
N−1∑
t=n0
K (1−p)/p1
p
c(s, t)L
(
s, t,
p− 1
p
K 1/p1 +
1
p
K (1−p)/p1 a(s, t)
)
z¯(s, t),
i.e.,
z¯(m, n) ≤ C∗p + B¯∗pq(m, n)+
m−1∑
s=m0
n−1∑
t=n0
q
p
K (q−p)/p2 b(s, t)z¯(s, t)
+
M−1∑
s=m0
N−1∑
t=n0
K (1−p)/p1
p
c(s, t)L
(
s, t,
p− 1
p
K 1/p1 +
1
p
K (1−p)/p1 a(s, t)
)
z¯(s, t), (2.50)
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where C∗p and B¯∗pq(m, n) are defined in (2.47) and (2.46), respectively. From (2.50) and employing similar procedure from
(2.9)–(2.16), we obtain the desired inequality (2.44). 
Remark 2.3. Following and using similar arguments to that in the proof of Theorem 2.6, we can get a more general version
of (2.41) as given below, but to save space, the details of proof are omitted.
Theorem 2.7. Suppose that u(m, n), a(m, n), bi(m, n) and cj(m, n) ∈ F+(Ω), i = 1, 2, . . . , l1, j = 1, 2, . . . , l2 (l1 and l2 are
some positive integers). If u(m, n) satisfies
up(m, n) ≤ a(m, n)+
l1∑
i=1
m−1∑
s=m0
n−1∑
t=n0
bi(s, t)uqi(s, t)+
l2∑
j=1
M−1∑
s=m0
N−1∑
t=n0
cj(s, t)Hj(s, t, u(s, t)) (2.51)
for (m, n) ∈ Ω , where p ≥ qi ≥ 0, K1i > 0, K2j > 0, p, qi, K1i and K2j (i = 1, 2, . . . , l1; j = 1, 2, . . . , l2) are constants and
Hj, Lj : Ω × R+ → R+ satisfying
0 ≤ Hj(m, n, u)− Hj(m, n, v) ≤ Lj(m, n, v)(u− v), (2.52)
for u ≥ v ≥ 0, j = 1, 2, . . . , l2 and
λ˜∗ = 1
p
l2∑
j=1
M−1∑
s=m0
N−1∑
t=n0
K (1−p)/p2j cj(s, t)Lj
(
s, t,
p− 1
p
K 1/p2j +
K (1−p)/p2j
p
a(s, t)
)
× exp(B¯(s, t)) < 1, (2.53)
then
u(m, n) ≤
[
a(m, n)+ C˜ + B¯(m, n)
1− λ˜∗ exp(B(m, n))
]1/p
(2.54)
for (m, n) ∈ Ω , where
B(m, n) =
l1∑
i=1
qi
p
K (qi−p)/p1i
m−1∑
s=m0
n−1∑
t=n0
bi(s, t), (2.55)
B¯(m, n) =
l1∑
i=1
m−1∑
s=m0
n−1∑
t=n0
bi(s, t)
[
qi
p
K (qi−p)/p1i a(s, t)+
p− qi
p
K qi/p1i
]
(2.56)
and
C˜ =
l2∑
j=1
M−1∑
s=m0
N−1∑
t=n0
cj(s, t)Hj
[
s, t,
1
p
K (1−p)/p2j a(s, t)+
p− 1
p
K 1/p2j
]
. (2.57)
3. Some applications
In this section, we apply our results to study the boundedness, uniqueness, and continuous dependence of the solutions
of certain Volterra–Fredholm sum-difference equations of the form
up(m, n) = a(m, n)+
m−1∑
s=m0
n−1∑
t=n0
F(s, t, u(s, t))+
M−1∑
s=m0
N−1∑
t=n0
G(s, t, u(s, t)) (3.1)
for (m, n) ∈ Ω , where u, a : Ω → R, F ,G : Ω × R→ R and p > 0 is a constant.
The following theorem gives a bound on the solutions of Eq. (3.1).
Theorem 3.1. Assume that the functions F and G in (3.1) satisfies the conditions
|F(m, n, v)| ≤ b(m, n)|v|q, (3.2)
and
|G(m, n, v)| ≤ c(m, n)|v|r , (3.3)
for (m, n) ∈ Ω, v ∈ R, where a(m, n), b(m, n), c(m, n), p, q and r are same as in Theorem 2.1, if
λpqr = rpK
(r−p)/p
2
M−1∑
s=m0
N−1∑
t=n0
c(s, t) exp(Bpq(s, t)) < 1,
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then all solutions of (3.1) satisfy
u(m, n) ≤
[
|a(m, n)| + Cpr + B¯pq(m, n)
1− λpqr exp(Bpq(m, n))
]1/p
(3.4)
for (m, n) ∈ Ω and any Ki > 0 (i = 1, 2), where
Bpq(m, n) = qpK
(q−p)/p
1
m−1∑
s=m0
n−1∑
t=n0
b(s, t), (3.5)
B¯pq(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t)
[
q
p
K (q−p)/p1 |a(s, t)| +
p− q
p
K q/p1
]
(3.6)
and
Cpr =
M−1∑
s=m0
N−1∑
t=n0
c(s, t)
[
r
p
K (r−p)/p2 |a(s, t)| +
p− r
p
K r/p2
]
(3.7)
Proof. Using the conditions (3.2) and (3.3) to (3.1) we have
|u(m, n)|p ≤ |a(m, n)| +
m−1∑
s=m0
n−1∑
t=n0
b(s, t)|u(s, t)|q +
M−1∑
s=m0
N−1∑
t=n0
c(s, t)|u(s, t)|r
for (m, n) ∈ Ω . A suitable application of Theorem 2.1 to u(m, n) in the last inequality follows the desired (3.4)
immediately. 
Secondly, we consider the uniqueness of the solutions of (3.1).
Theorem 3.2. Assume that the functions F and G in Eq. (3.1) satisfy the conditions
|F(m, n, v)− F(m, n, v¯)| ≤ b(m, n)|vp − v¯p|, (3.8)
|G(m, n, v)− G(m, n, v¯)| ≤ c(m, n)|vp − v¯p|, (3.9)
for (m, n) ∈ Ω, v, v¯ ∈ R and some a, b ∈ F+(Ω), and if
λ(M,N) =
M−1∑
s=m0
N−1∑
t=n0
c(s, t) exp(B(s, t)) < 1,
where
B(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t),
then (3.1) has at most one positive solution onΩ .
Proof. Let u(m, n) and u¯(m, n) be two solutions of (3.1). By (3.1) and conditions (3.8) and (3.9), we have
|up(m, n)− u¯p(m, n)| ≤
m−1∑
s=m0
n−1∑
t=n0
b(s, t)|up(s, t)− u¯p(s, t)| +
M−1∑
s=m0
N−1∑
t=n0
c(s, t)|up(s, t)− u¯p(s, t)|.
An application of Corollary 2.4 to the function |up(m, n)− u¯p(m, n)| in the last inequality yields that
|up(m, n)− u¯p(m, n)| ≤ 0 for all (m, n) ∈ Ω.
Hence u(m, n) = u¯(m, n) onΩ . 
Finally, we investigate the continuous dependence of the solutions of (3.1) on the function F and G. For this we consider
the following variation of (3.1):
up(m, n) = a¯(m, n)+
m−1∑
s=m0
n−1∑
t=n0
F(s, t, u(s, t))+
M−1∑
s=m0
N−1∑
t=n0
G(s, t, u(s, t)) (3.1)
for (m, n) ∈ Ω , where F ,G : Ω × R→ R and p > 0 is a constant as in (3.1).
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Theorem 3.3. Consider (3.1) and (3.1). If
(i) |F(s, t, v1)− F(s, t, v2)| ≤ b(s, t)|vp1 − vp2| and |G(s, t, v1)− G(s, t, v2)| ≤ c(s, t)|vp1 − vp2|;
(ii) |a(m, n)− a¯(m, n)| ≤ ε2 ;
(iii) λ(M,N) =∑M−1s=m0∑N−1t=n0 c(s, t) exp(B(s, t)) < 1, where B(m, n) =∑m−1s=m0∑n−1t=n0 b(s, t);
(iv) for all solutions u of (3.1),
m−1∑
s=m0
n−1∑
t=n0
∣∣F (s, t, u)− F (s, t, u)∣∣ ≤ ε
4
and
M−1∑
s=m0
N−1∑
t=n0
∣∣G (s, t, u)− G (s, t, u)∣∣ ≤ ε
4
for all (m, n) ∈ Ω and v1, v2 ∈ R, where ε > 0 is an arbitrary constant, then
|up(m, n)− up(m, n)| ≤ ε
[
1+ C(M,N)+ B(m, n)
1− λ(M,N) exp(B(m, n))
]
, (3.10)
where
B(m, n) =
m−1∑
s=m0
n−1∑
t=n0
b(s, t), (3.11)
and
C(M,N) =
M−1∑
s=m0
N−1∑
t=n0
c(s, t) (3.12)
for (m, n) ∈ Ω . Hence up depends continuously on F and G. In particular, if u does not change sign, it depends continuously
on F and G.
Proof. Let u(m, n) and u(m, n) be solutions of (3.1) and (3.1), respectively. Then u(m, n) satisfies (3.1) and u(m, n) satisfies
(3.1). Hence
|up(m, n)− up(m, n)| ≤ |a(m, n)− a(m, n)| +
m−1∑
s=m0
n−1∑
t=n0
|F(s, t, u(s, t))− F(s, t, u(s, t))|
+
M−1∑
s=m0
N−1∑
t=n0
|G(s, t, u(s, t))− G(s, t, u(s, t))|
≤ ε
2
+
m−1∑
s=m0
n−1∑
t=n0
|F(s, t, u(s, t))− F(s, t, u(s, t))| +
m−1∑
s=m0
n−1∑
t=n0
|F(s, t, u(s, t))− F(s, t, u(s, t))|
+
M−1∑
s=m0
N−1∑
t=n0
|G(s, t, u(s, t))− G(s, t, u(s, t))| +
M−1∑
s=m0
N−1∑
t=n0
|G(s, t, u(s, t))− G(s, t, u(s, t))|
≤ ε +
m−1∑
s=m0
n−1∑
t=n0
b(s, t)|up(s, t)− up(s, t)| +
M−1∑
s=m0
N−1∑
t=n0
c(s, t)|up(s, t)− up(s, t)|,
i.e.,
|up(m, n)− up(m, n)| ≤ ε +
m−1∑
s=m0
n−1∑
t=n0
b(s, t)|up(s, t)− up(s, t)| +
M−1∑
s=m0
N−1∑
t=n0
c(s, t)|up(s, t)− up(s, t)|
for (m, n) ∈ Ω; herewehave used the conditions (i)–(iv). Nowby applying Corollary 2.4 to the function |up(m, n)−up(m, n)|,
the last inequality provides the desired inequality (3.10).
Evidently, if the function B(m, n) =∑m−1s=m0∑n−1t=n0 b(s, t) is bounded onΩ , then
|up(m, n)− up(m, n)| ≤ εK
for some K > 0 and (m, n) ∈ Ω . Hence up depends continuously on F and G. 
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