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Abstract 
Quantum computation holds the promise of efficient solutions to currently formidable problems. A 
prospective technology is that of computing using quantum states, which may dramatically speed up 
or otherwise reduce the complexity for the solution of some hard problems. Of the many different 
schemes proposed, shallow substitutional donors in Silicon hold great attractiveness for the detailed 
study of the medium, high industrial capacity, and ubiquity of raw materials. We develop control 
over the quantum orbital and spin states of bound electrons using the THz ultrafast laser FELIX.  
Manipulation of orbital states is studied using interferometric methods to produce Ramsey fringes, 
read out using optical and electrical methods. Contactless electrical measurement of free charge 
carriers is implemented, and the details of its advantages and limitations are explored. Both types of 
readout are used to demonstrate a coherent 3-level orbital manipulation, otherwise known as a 
quantum beat. The work constitutes a nontrivial control over the spatial distribution of the 
wavefunction of the atom which may enable error correcting surface code implementations. 
Spin dynamics are then explored in the presence of FELIX using donor-bound exciton techniques, 
which allow a sensitive and fast control over the electron spin states. The implementation is used to 
probe whether orbital excitation has a strong effect upon the spin states of the donor electrons, and 
it is shown that any modification of the spin is negligible. Experimental measurements of optically 
gated spin-exchange coupling are enabled by this methodology, and a roadmap to future 
implementation is discussed in the context of the present work. 
Overall, the work advances the state of spin and orbital control of neutral donor states for the 
purposes of optically gated quantum computing. Combined spin and orbital manipulations are now 
possible in the system, which will allow a more advanced implementation of quantum computation 
using orbital states than was previously possible. 
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Glossary 
 
  
Abbreviation Full Phrase Explanation
1s{(A),(T),(E)} - Notations for Si:D0 ground states where the degeneracy is broken by 
symmetry considerations of the local crystal structure. A, T, and E refer to 
different symmetry groups.
ABG Around Band Gap Light near to the Silicon band gap used in D0X spectroscopy to increase the 
signal quality.
Bi Bismuth
CW Continuous Wave
dme Dipole matrix element
D0X Donor Bound Exciton
FZ Float zone Method for growing high purity crystals of Silicon
FTIR Fourier Transform Infra-Red Spectroscopic method relying on the properties of the Fourier transform to 
obtain spectral information from interferometry.
FELIX Free Electron Lasers for 
Infra-Red Experiments
HITRAN High resolution 
transmission
Refers to an open database of spectroscopic absorption properties of gases 
kept by the Harvard-Smithsonian Center for Astrophysics
Macropulse Pulse train of approx. 110 micropulses separated at 45 ns intervals. 
Macropulse repetition rate is approx. 10 Hz.
Micropulse Coherent pulse of radiation from FELIX, approx. 10 ps long.
Modulation Frequency Frequency of AC voltage supplied to electrical circuit for contactless 
detection experiments.
D0 Neutral Donor
P Phosphorous
PTIS Photo-Thermal Ionization 
Spectroscopy
RFTIR Ramsey FTIR FTIR using coherent pulsed light.
SNR Signal to Noise Ratio
Si Silicon
Spin Imbalance Degree to which the spin states of a donor are differently populated.
P Spin Polarization see Spin Imbalance
UKUS UK User Station Specific laboratory at FELIX. Useful to distinguish due to different optical 
layouts in each lab.
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1. Introduction 
Since the dawn of time, humanity has sought to solve problems. One of our greatest successes is the 
use of computation to solve increasingly complicated questions, such as navigation and optimal 
control of machines. As our ability and ambition has grown, so have the scale of our questions. The 
computation power required for some of the most useful modern questions – such as the discovery 
of novel materials using Density Functional Theory [2] – has grown at a pace which now outstrips the 
available computation time using our current technologies. At the same time, classical computation 
technology is reaching the physical limitations of the paradigm [3]. Transistor scaling at the current 
trend is unsustainable, with modern manufacturers already moving towards new types of transistor 
design to keep up with demand for improvement. The demand is clear, then, for a new technology. 
Quantum computing is a potential solution to this problem. Proposed as early as the 1960’s by 
Feynman [4], the idea is to take advantage of the properties of quantum mechanical objects in order 
to store and process data in a ways which may offer dramatic improvements in computation for 
some problems [5-8]. This scalability opens up computational problems which would be impractical 
or impossible under classical computing regimes. 
The implementation of practical and useful quantum computers is embodied in a set of criteria 
stated by DiVincenzo [9]. In short, a practical quantum computer must be [6]: 
1. Scalable – The computational power available with 𝑁 qubits must scale exponentially 
without the need to increase the resources used exponentially; 
2. Universal – The entire Hilbert space of the computer must be accessible using a finite set 
of control operations; 
3. Correctible – The system must be tolerant to (correct for) errors introduced by 
dephasing of the quantum state; 
4. Stable – The operation time of the quantum logic must be significantly smaller than the 
characteristic dephasing time of the qubits. 
One significant element of the requirement for (2) is that the system must allow for a complete set 
of single-qubit operations and any single 2-qubit operation. The latter is achieved by controllably 
entangling two individual qubit states. 
Many types of system have been shown to satisfy (1) and (2) and can be made to satisfy (4) – some 
of the most stable quantum systems are nuclear spin based [10] and microwave cavity resonator 
based [11, 12]. Recent research has demonstrated significant advances towards (3), with error 
correcting strategies such as surface code quantum error correction [13-15] leading the way in terms 
of implementation. 
There are multiple different types of scheme for the implementation of practical quantum 
computation; the most famous being the adiabatic approach of D-Wave [16, 17]. Gate-based 
computation is much closer in analogy to our current ways of thinking about classical computers [6] 
and a more diverse array of technologies are suited to the gate-based scheme. Cluster-state 
computation is another scheme with equivalent properties, where the calculation is made by non-
universal measurement of an entangled quantum state such as a large molecule [18, 19]. 
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One aspect which is not mentioned in the DiVincenzo criteria explicitly is the purely practical 
consideration of ease of recovery from disturbances. For example, one would like to have a 
computer which is robust to unexpected power cycles, or may be physically transported with 
minimal disturbance to the qubits. Here we encounter the main advantage of quantum computation 
using solid state systems, which are generally robust to such disturbances in the sense that the 
qubits are permanent parts of the system once fabricated. In contrast, any quantum computer which 
uses free space atoms or ions will probably lose its qubits during a power cycle, requiring a complete 
replacement at additional cost to the user. 
Finally, there are two additional desiderata for widespread application: the system should be 
practical to manufacture, and the system should interface easily with classical computation 
technology. It is in this context that we are motivated to research quantum computing systems using 
Silicon. Modern computation technology is built using the wildly successful doped Silicon microchips, 
which allows for electronic manipulation of logic gates, memories, and error correction, in a small 
volume with high efficiency. Since Silicon is the second most abundant element in the Earth’s crust 
[20, 21], a multi-billion dollar industry has grown up around the production, refinement, and growth 
of Silicon crystals for electronics purposes. This yields two distinct advantages over other media for 
quantum computing: firstly that the raw material is unlikely to ever have supply uncertainty (as is 
the case with Indium for use in modern consumer electronics [22]). More importantly, they may 
eventually be directly integrated with classical computer chips, either as complementary 
computation units or for efficient transmission of information between the quantum computer and 
the user. 
Multiple strategies exist for producing quantum computers in systems using Silicon, shown in Table 
1-1. The schemes shown can be grouped conceptually into two categories; the production of a 
mesoscopic object which holds a quantum state (quantum dots and superconducting circuits), and 
the use of a quantum object’s inherent states (donor nuclear/electron spins). We are particularly 
interested in the use of quantum objects for computing because we have minimal engineering to do 
regarding the production of the states – the challenge is to develop our ability to produce and 
manipulate structures around these objects which will take advantage of their inherent properties. 
Table 1-1 – Different schemes for achieving quantum computation using Silicon. 
Scheme Type Example Advantage Disadvantage 
Quantum Dots Dzurak [23] Tuneable, simpler fabrication Noise coupling 
Superconducting Circuits D-Wave [16] Stable implementation for 
commercialization 
Challenging fabrication, rare 
earth elements 
Donor Nuclear Spin Kane [24] Very long coherence times & 
stability (hours) [25] 
Isolation makes readout 
more difficult 
Donor Electron Spin Stoneham-Fisher-Greenland [26] Optically accessible and readable Strong sensitivity to local 
volume 
 
Our interest is in the final scheme listed in Table 1-1 – donor electron spins. Donor dopants in Silicon 
introduce an extra electron into the material without modifying total charge. At extremely low 
temperatures, these donors “freeze out” by falling from the conduction band into lightly bound 
states around the donor ions, which behave as hydrogen orbital wavefunctions to first order [1]. The 
bound state energies of donors are roughly cubically dependent upon the principal quantum 
number and are well characterized in terms of binding energy as shown in Table 1-2. 
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For atoms where there exist a number of tightly bound electrons in full shells and one electron in an 
unfilled shell, the approximation may be made that the outer electrons screen the nuclear charge to 
+1e. This leaves the outer electron less strongly bound, in a state of large orbital radius known as a 
Rydberg state. Silicon donor systems (Si:D0) are analogous to free atoms in this respect, although 
corrections must be made in terms of the effective mass of the electron and the permittivity of the 
crystal [1], as well as symmetry terms which lift some of the ground state degeneracies [1, 27, 28]. 
 
The orbital radii of these hydrogenic states are of high importance to the field of quantum 
technology using Silicon. The orbital Bohr radius of a Rydberg atomic state is inversely proportional 
to the binding energy; hence the strongly bound ground states of Table 1-2 correspond to well 
isolated orbitals of order 1 𝑛𝑚. By contrast, the excited 3p+- states correspond to some 20 𝑛𝑚. 
Larger orbital radii correspond to larger volumes over which the orbital electrons may interact with 
neighbours, thus giving a measure of control over whether qubits interact by choosing their relative 
positions and orbital states. 
When considering this first-order approximation, we find that the expected size of any qubit in Si:D0 
schemes is of the order a few nm, on roughly the scale of current transistor technology and many 
times smaller than microwave resonator qubits, which are of visible size. This implies that the total 
volume required to build a quantum computer using this technology may be of the order of a 
modern desktop computer. Since the donor atoms must be separated by approximately their ground 
state radii, one might also infer that the precision to which atoms must be placed when fabricating 
such devices is again of the order of nm, which does not appear to be significantly harder than 
modern fabrication techniques. 
Rydberg atoms in free space are researched as a route to quantum computation in their own right, 
with their main advantage lying in the controllable Rydberg blockade [29, 30] which prevents two 
nearby atoms entering the same orbital state. Quantum computation schemes using Rydberg atoms 
tend to rely on the controlled interaction between two local atoms in an array [31-33]. Relating this 
to the scheme of interest – Si:D0 qubits – it is clear that as part of a scalable quantum computer in 
Silicon, any scheme must be able to control the overlap of wavefunctions in neighbouring qubits. 
The demonstration of control over the wavefunction’s size and shape (spatially and temporally) 
forms a central theme for this thesis. 
Table 1-2 – Binding energies of the main observable transitions featured in this thesis (meV), which have a handy 
conversion to orbital Bohr radii (nm) by 𝑟 = 104 × (45 𝐸)−1 correct to roughly 2 significant figures and specific to 
donors in Silicon according to [1]. 
State P As Sb Bi 
1s(A1) 45.59 53.76 42.74 70.99 
1s(T2) 33.89 32.69 33.16 32.89 
1s(E) 32.55 31.26 30.55 29.9 
2p0 11.48 11.50 11.51 11.44 
2p+- 6.40 6.40 6.38 6.37 
3p0 5.47 5.49 5.50 5.48 
3p+- 3.12 3.12 3.12 3.12 
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An essential component to quantum computation in Si:D0 systems is that of the measurement of the 
quantum state. Electron (or otherwise nuclear) spin must be measured in order to determine the 
outcome of a quantum measurement. Spin is not a quantity which we can normally select for or 
measure using intra-donor optical transitions due to extremely small spin-orbit interaction in these 
systems. It is in this context that we introduce the concept of donor-bound exciton (D0X) 
spectroscopy, which allows the detection of donor electron spin by generation of electrons in the 
conduction band. A D0X is a compound quasiparticle composed of an electron-hole pair (exciton) 
bound to the electron-nuclear system formed by the resonant absorption of a photon [34] or by 
relaxation of free excitons from the conduction band [35]. D0X systems are unstable, and undergo 
Auger recombination whereby the donor-bound electron is promoted to the conduction band at a 
rate several orders of magnitude faster than radiative recombination [36, 37]. If there is a splitting of 
the spin states of the donor electron (either due to a strong hyperfine interaction or the presence of 
a magnetic field), donor spin population may be measured by choosing to pump the D0X system at 
transitions which are spin-up or spin-down only, selected energetically with narrow-band 
illumination (see Figure 1-1). D0X techniques have been demonstrated as the basis for qubit readout 
in some architectures very recently, firstly on the bulk scale [25, 34, 38, 39] and thereafter on the 
device scale [40]. Rather than using Si:D0 state spin-orbit coupling, the D0X method takes advantage 
of the small valence band spin-orbit coupling of holes. 
 
Figure 1-1 – Donor bound excitons. (A) Splitting in a magnetic field according to spin (s) and total angular momentum (j) 
quantum numbers in Si:P. (B) Splitting structure of the Si:Bi 1sA and D
0
X states at zero field due to the hyperfine interaction. 
(C) Example of excitation process (red) and relaxation process (blue) which converts one donor electron into one conduction 
band electron. The x-axes of (B) and (C) are not designed to be representative of any physical quantity. 
We have so far reviewed the general concepts relating to quantum computation in Silicon using 
donor electron spins, and discussed an optical method for spin readout. How may we leverage these 
techniques to develop a quantum computer in Silicon? A commonly cited proposal for this system 
[26] involves three donors, arranged as shown in Figure 1-2. Two computation qubits are placed 
either side of a control qubit, with separation high enough that their ground state wavefunctions do 
not overlap. If the control qubit is excited into a higher lying orbital state, its wavefunction may 
overlap with those of the computation qubits – this induces a spin exchange interaction between the 
three qubits. This excitation, which may be induced optically, allows a 2-qubit operation to be 
induced without the influence of the control qubit [41]. The scheme is known as the “Stoneham-
Fisher-Greenland” scheme, which is abbreviated in this text to “SFG”. 
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The donor Bismuth (Bi) is thought to be an excellent candidate species for computation qubits in this 
SFG scheme for two significant reasons. Firstly, the donor ground state is much more strongly bound 
than other shallow donors (see Table 1-2) due to the size of the atom and its interaction with the 
tetrahedral symmetry groups of the crystal, which necessitate corrections to the first order theory 
[28]. Relatively tight binding means a small spatial extent of the wavefunction, which effectively 
isolates the Si:Bi donor electron from its environment. In turn, this causes the electron spin state 
lifetimes to be usefully long. In addition, since the donor electron is tightly confined near the 
nucleus, the hyperfine interaction coefficient for Si:Bi is unusually strong and there is a strong 
splitting of the 𝐹 = 4 and 𝐹 = 5 total spin angular momentum states at zero applied magnetic field. 
The strong splitting allows spin states to be resolved using D0X spectroscopy under relatively poor 
environmental conditions, and for the spins to be pumped using the same method [39]. 
 
 
Figure 1-2 – Diagram of the SFG scheme in action. We have assumed the control qubit to be an atom of phosphorous, and 
the memory qubits to be atoms of bismuth. The qubits in their ground states do not mutually overlap, and therefore do not 
entangle. Upon excitation to the 2p+-, however, the control qubit wavefunction overlaps both memory qubits and allows 
them to interact via the exchange interaction. 
It is clear that the SFG scheme necessitates coherent control over the control atom, which must be 
achieved optically. As such, it is interesting and topical to develop and demonstrate control over the 
donor wavefunction using coherent pulsed light – this is part of the field of quantum optics. Modern 
work relating to the orbitals in Si:D0 systems follows two distinct tracks: determination of lifetimes & 
demonstration of control. The orbital excited state lifetimes are generally determined using a pump-
probe technique, whereby a strong short light pulse (the pump) is used to bleach a particular 
transition in the system, and a weak but otherwise identical probe beam is used to measure the 
gradual recovery of the absorption.  Since the two beams are non-colinear, there is no consistent 
phase relationship between the two beams throughout the sample under examination. This allows 
the isolation of the 𝑇1 relaxation time (known as the spin-lattice time in NMR), which describes the 
characteristic rate of relaxation to the orbital ground state. Such techniques have allowed the 
sensitive determination of orbital lifetimes for several types of donor including P & As [42], Sb [43], 
Bi (unpublished). The technique has also been used to demonstrate photon-assisted tunnelling of 
donor electrons to neighbouring donors [43], which is suggested as a method for spin-to-charge 
readout in some computing schemes. 
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The second branch of this work revolves around the proof of coherent manipulation of these orbital 
states. The general goal being that improved or arbitrary manipulation of these states may allow us 
to obtain better gate operations in future. Coherent manipulations were first shown in these 
systems by implementation of a photon echo [44-47], an ensemble effect characteristic to coherent 
manipulation. These types of measurements are quite difficult to implement due to a very precise 
angular requirement, low efficiency of radiative processes, and the requirement for large 
inhomogeneous broadening in the sample in order to optimize the photon echo. Experimental 
implementation of quantum control then implemented a collinear 2-beam experiment known as the 
Ramsey pulse sequence, using contacted electrical detection to improve the sensitivity of the 
measurement [48] and showing that such measurements are inherently traceable to the quantum 
optics of the system [49]. These experiments, however, were limited by a large density of dopants 
and slow reaction times of the sample through the electrical contacts. Ideally, we should move 
towards situations where the dopant density is sufficiently low as to well isolate the donors even in 
their excited states. Further, direct electrical contacts induce a strain in the body of the sample 
which causes shifting and broadening of the transitions. This was minimally problematic when 
studying strong transitions in Si:P without applied magnetic field, but small quantities of 
inhomogeneous strain cause the Si:Bi hyperfine split states to broaden sufficiently that they are no 
longer observable under D0X spectroscopy. Single dopants may be placed at appropriate distances 
from contacts such that their transition energies are not affected [40, 50], but sensitive studies in 
bulk require a measurement technique which utilizes contactless measurement of conduction band 
charge density. The implementation and study of this contactless technique is a major theme of this 
thesis. 
It is therefore proposed that a straightforward demonstration of such control – absent of ambiguity 
related to background processes or noise – is desirable. This thesis aims to address the gap in the 
research by showing unambiguous control over the Si:P impurity centres at a level of complexity 
which has not so far been seen in these systems. 
Of central importance to this work is the light source. The regimes of interest for orbital 
manipulation span the region 2 − 20 𝑇𝐻𝑧, a region known colloquially as the “THz gap” due to the 
dearth of good sources. There exist two main sources of light which span the region of interest, 
namely blackbody sources and free electron lasers (FELs). The former lack coherence, are of low 
intensity, and have extremely broad bandwidth – all features unsuitable for coherent control 
experiments. FELs, in contrast, output highly coherent and intense pulses of light over a narrow 
bandwidth (~0.005𝜆 FWHM) and are in principle tuneable to any wavelength. Our experimental 
work takes place at the Free Electron Laser Facilities for Infra-Red Experiments (FELIX) located in 
Nijmegen, The Netherlands; a world renowned facility. The nature of FEL operation places practical 
limitations upon the experimental work undertaken in this thesis; the work presented here attempts 
to compensate for these limitations where possible. We find many experimental quirks which could 
be much better compensated elsewhere, and care is taken to outline further work which may 
achieve improvements on a more normal lab scale. Current work at the University of Surrey and 
elsewhere seeks to develop and improve THz light sources with the aim of allowing local facilities to 
act as test-beds for complex experimental work, whereupon suggested future work in this thesis 
may be achieved. 
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Separate work has focused on the fabrication and measurement of device-scale physics for quantum 
computing using Silicon. Single-atom devices in Silicon have been fabricated using implantation 
techniques [51] or by relying on bulk substrate doping [52, 53] which suffer from inevitable 
stochastic variations and are not generally considered a fully scalable technology. More recently, a 
technique was pioneered using hydrogen passivation as an effective mask of a clear Si surface, with 
a scanning-tunnelling microscopy (STM) tip used to pattern holes in the mask. This “hydrogen 
lithography” has been shown to enable deterministic placement of P donors down to an uncertainty 
of a single atomic radius [54, 55]. Such devices have shown advanced manipulation of quantum 
states such as the violation of Bell’s inequality [56] using nuclear spin states and have been 
measured with exquisite phase sensitivity [57], but have so far not been translated into large scale 
structures. Further study uses STM techniques to study the wavefunctions of donors near the 
surface and relate these to the physics of the donor states [58-60]. Despite the relative scarcity of 
appropriate devices, there is still room for exploring coherent control over Si:D0 systems on the bulk 
scale. The work in this thesis uses bulk materials as a test bed for future coherent manipulation of 
device-level qubits which may be implemented soon. One major advantage of this approach is that 
the relative requirements for charge sensing (low noise & low temperature amplification, etc) may 
be relaxed somewhat when studies are implemented in bulk. 
Other donor types are also relevant to quantum technology, with the deep double-donor Selenium 
being the subject of recent proposals as a well-isolated electron spin system which can be 
manipulated at much higher energies [61, 62], and with coherence lifetimes measuring in the 𝑚𝑠 
which are acceptably long in comparison to the manipulation time ~ 20 𝜇𝑠. Acceptors such as Boron 
have also been studied [63-65], and found to have an exceedingly short lifetime in comparison to the 
typical manipulation times available from FELs (~60 𝑝𝑠). 
This chapter has covered a wide array of topical matter by way of providing the appropriate context 
for the following chapters. Our picture of quantum technologies in Silicon, and specifically shallow 
donor electron spins as qubits, shows room for relevant advancement in the field. Each chapter 
hereafter opens with a short introduction which addresses the relevant problem in more specific 
detail. The overall goal of the work is to bring together spin and orbital control over the shallow 
donor states in a manner which may eventually demonstrate spin exchange interaction gated using 
optical pulses of THz radiation. Such spin-spin interaction has so far been modelled [26, 66, 67] and 
measured using transistor structures [68] but not yet controlled optically. 
Chapter 2 describes relevant theoretical matters as a background to the experimental work which 
we undertake in this thesis, specifically focussed on giving the reader and understanding of the 
underlying physics behind some of the more complicated experimental results which we show. This 
comes in particularly useful in the discussions of Chapter 5 and Chapter 7. Chapter 3 covers the 
experimental implementation and calibration of a coherent interferometer at FELIX and validates 
the implementation by observing the transmission spectra of donors in silicon. We show a resolution 
capable of distinguishing the hyperfine splitting of the Si:Bi 1sA ground state and discuss the 
implications of measurement of this system using coherent techniques. Chapter 4 presents a 
discussion of contactless electrical detection and its multiple aspects. We particularly focus on the 
benefits and flaws of the technique, and show measurements which demonstrate the 
responsiveness and remarkable flexibility of the contactless detection combined with FELIX. Chapter 
5 uses the developments of theory from Chapter 2, interferometry from Chapter 3, and electrical 
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detection from Chapter 4 to study a three-level quantum system induced by Zeeman splitting. The 
system is discussed in the context of coherent control over the spatial distribution of the electron 
wavefunction with applications to computation using a SFG-like scheme. The thesis then turns 
towards the use of D0X techniques in the presence of FELIX to study the dynamics of spin in D0 
systems under different conditions. We study Si:P under applied field in Chapter 6 in a flawed study 
which is then improved upon in Chapter 7 by studying Si:Bi at zero magnetic field. These two 
chapters demonstrate that the implementation of D0X readout in a dynamic environment is quite 
difficult when coupled with measuring the effects of FELIX upon the sample. Overall Chapter 6 and 
Chapter 7 advance the state of the field towards a demonstration of controlled spin exchange in 
Si:D0 systems. We conclude in Chapter 8 and offer a summary of our achievements and commentary 
on the prospects for future work in the field. 
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2. Theory 
 
 Introduction 2.1
Our aim in the thesis is to study the behaviours of Si:D0 systems, and specifically their control. 
Without some understanding of how these systems are described, we can neither identify 
challenging experiments nor clearly understand those experiments. In this chapter, a theoretical 
treatment of the relevant system is given in terms of the state vector representation of a quantum 
3-level system. Discussion of the treatment includes its consequences and limitations of the 
treatment. We go on to identify some characteristic challenges of the translation between 
theoretical treatment and physical implementation of the experiment in bulk Si:D0 systems which 
are not generally appreciated, particularly in the achievement of a 𝜋 − 𝑝𝑢𝑙𝑠𝑒. The chapter then 
branches into a discussion of the occupation of D0 orbital states and the conduction band at thermal 
equilibrium, and how this varies when spin becomes involved (especially under the application of a 
strong magnetic field as used in Chapter 6). Spin is important, of course, because we intend to 
control it using recent advances in spin pumping using donor-bound exciton (D0X) techniques. We 
therefore develop a differential equation representation of the D0X pumping technique and its 
dynamics as an explanation for the pumping and readout experiments presented in Chapters 6 & 7. 
Overall, we show that the systems studied in this thesis each have representations which are 
fundamentally reconcilable but simpler when understood separately. Such simplification does not 
hinder the usefulness of these models in the experiments presented in the rest of the thesis. 
 Neutral Donor States 2.2
Before embarking upon advanced pieces of theory relating to this work, it is useful to give an 
overview of a simple theory of neutral donor states in Silicon. It should be noted that the theory 
presented here is meant as a brief introduction for the reader, in contrast to the following sections 
which seek to give more focused accounts of specific details. We remarked in Chapter 1 that donor 
states can be thought of to first order as simple Hydrogen atoms scaled by the material parameters. 
One can see that replacing any single Silicon atom (group 4) in a crystal with one of Phosphorous 
(group 5) would allow all of the same bonds to be made and leave a single outer-shell electron which 
is not involved in the bonding. 
Let us take the assumption that the final electron is screened from the nucleus by the other 
electrons in the atom, leaving an effective charge on the nucleus of +1e. We may then observe that 
the system has a coulombic potential, with the field modified by the effective permittivity of the 
crystal, and which varies slowly over the length scale of the lattice constant. Solutions to this 
potential are well known, and yield the spherical harmonic solutions analogous to the hydrogen 
wavefunction. However, there is an additional variation in the theory which must be made to 
account for the effective mass of the electron, since the electron’s dispersion is not the same as that 
of free space. This effective mass is in fact a tensor, when sitting at the conduction band energy 
minima (1,0,0) on the reciprocal lattice they take the form: 
𝑚1 = 0.916𝑚,𝑚2 = 0.191𝑚 
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Where 𝑚1 is the effective mass in the principal axis of the minimum (the longitudinal effective 
mass), 𝑚2 along the two orthogonal vectors (the transverse effective mass), and 𝑚 is electron mass 
in free space. Intuitively, one can see that any wavefunction will be deformed along axes with larger 
effective masses. Kohn and Luttinger first predicted this type of effect theoretically, finding solutions 
for the wavefunctions while the masses are anisotropic [27]. The Hamiltonian of the Schrodinger 
equation transforms from: 
?̂? = −
ℏ2∇2
2𝑚∗
− 𝑉(𝑟) 
To: 
?̂? = −
ℏ2
2𝑚2
(
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑦2
) −
ℏ2
2𝑚1
𝜕2
𝜕𝑧2
− 𝑉(𝑥, 𝑦, 𝑧) 
Resulting solutions for 𝑚1 > 𝑚2 (providing 0 < 𝑚2 < ∞) are not known exactly, but in practice one 
replaces the polar co-ordinate 𝑟 with its Cartesian equivalents such that: 
 𝑟
𝑎∗
→ √
(𝑥2 + 𝑦2)
𝑎2
+
𝑧2
𝑏2
 
Where 𝑎∗ is the Bohr radius calculated assuming an isotropic effective mass. 𝑎 and 𝑏 are scaling 
factors which relate to the effective masses, but are usually used as fitting parameters to reach the 
appropriate energy [28]. For example, the state with principal quantum number 𝑛 = 1, zero angular 
momentum 𝑙 = 0, and zero projection of angular momentum along the z-axis 𝑚 = 0 (i.e. the 1s 
state) has the following wavefunction in the isotropic effective mass approximation: 
1
√𝜋𝑎∗3
𝑒−𝑟 𝑎
∗⁄ 𝐵(𝑘, 𝑟) 
The function 𝐵 represents the appropriate Bloch function. The equivalent solution in the anisotropic 
effective mass theory is: 
1
√𝜋𝑎2𝑏
𝑒
−√
(𝑥2+𝑦2)
𝑎2
+
𝑧2
𝑏2𝐵(𝑘, 𝑟) 
i.e. we have rescaled the wavefunction’s envelope term in the appropriate axis. Some orbitals are 
degenerate in energy in the isotropic approximation (e.g. the 2p states with 𝑚 = −1,0,+1), but will 
have their symmetry broken in different ways by this rescaling. In this instance, since the 2p0 state 
has a larger variation in the z-axis than the other two, its wavefunction will deform in a different 
way. One thus obtains a more strongly confined 2p0 state compared to the 2p+- states, hence the 
classic Hydrogen transition series splits into two complementary series, with one roughly twice the 
strength of the other. 
Figure 2-1 shows the absorbance spectrum of Bismuth donors in Silicon taken using high-resolution 
Fourier Transform Infra-Red (FTIR) spectroscopy, showing the 1s to np+ and 1s to np0 transitions 
(labelled) as well as plots of the appropriate wavefunctions to demonstrate the principle of 
anisotropic scaling. Notably, when one measures the transition energies and compares to the 
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variational results from effective mass theory, one finds that the experimental transition energies do 
not agree. One can understand this by considering that effective mass theory assumes that the 
donor potential varies slowly on the scale of the lattice constant. While this is valid far from the 
nucleus, there is a singularity in the potential near 𝑥 = 𝑦 = 𝑧 = 0, and the effective mass theory 
breaks down. This will be insignificant for any wavefunction which has a node near the nucleus, but 
for s-like states there must be a correction. To complicate things further, on this smaller scale the 
tetrahedral symmetry of the crystal becomes a significant perturbation. There are six irreducible 
representations in the tetrahedral symmetry group (A1, T2
x, T2
y, T2
z, Ez, Exy) and the resultant 
wavefunctions have either A, T, or E symmetry with different degeneracies. Each degenerate set has 
different amplitude near the nucleus, hence a different correction to the eigenstate energy. It 
suffices for this thesis to state that these are different, and that all optical transitions studied 
correspond to the 1s state in the A1 symmetry (1sA for short), which is singly degenerate and has the 
lowest energy ground state by a significant margin [27, 28, 69]. 
The final perturbation to the system is the hyperfine coupling of nuclear and electron spin states, 
which depends strongly upon the overlap of the electron wavefunction with the nucleus. 1sA states 
are therefore split by the hyperfine coupling much more strongly than any other state, and in p-like 
states this splitting is entirely negligible. Careful inspection of the transitions shown in Figure 2-1 will 
reveal that each major peak is in fact a doublet, caused by the hyperfine splitting of the 1sA state in 
Si:Bi which is of the order 7.37 𝐺𝐻𝑧 [39]. 
 
Figure 2-1 – Absorbance spectrum of Bismuth donors in Silicon measured using high resolution FTIR at liquid Helium 
temperatures, as reported in [39], with some of the transitions labelled using their final states. Inset are heat maps of the 
scaled Hydrogenic orbitals on the x-z plane. Colour bars are scaled such that the red contour encloses 50% of the total 
probability in the calculation. The anisotropy used for these calculations was 𝑎 𝑏⁄ = 0.56, taken from [28]. The z-axis in the 
heat maps (along which the longitudinal effective mass is important) is parallel to the Absorbance axis. The Bloch functions 
are not included in this calculation. For scale, we show red crosses at (±1,0,0)𝑎∗ & (0,0,±1)𝑎∗. The 1s to 2p0 transition is 
not observable on this axis, & should appear at approximately 14.5 THz (see Table 1-2). 
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 Rabi and Ramsey  2.3
In this section, an overview is given of the coherent control of quantum systems. We show the basic 
theoretical treatment of a driven quantum n-level system, and aim to establish a notation which will 
be used throughout the proceeding chapters1. 
An unperturbed quantum n-level system may be represented by its time independent basis states 
|𝜓𝑖⟩ with 𝑖 ∈ 0,1,… , 𝑛 − 1 and 𝑖 = 0 denoting the ground state of the system. In this basis, we may 
write an arbitrary superposition of the basis states as |𝜓⟩ = 𝑐0|𝜓0⟩ + 𝑐1|𝜓1⟩ + ⋯+ 𝑐𝑛−1|𝜓𝑛−1⟩, 
which is more conveniently denoted as: 
𝑐 = [
𝑐0
⋮
𝑐𝑛−1
] 
The Time Independent Schrödinger Equation (TISE) may then be written in the form: 
?̂? 𝑐 = 𝐸 𝑐 
𝐸 = [
𝐸0 0 0
0 ⋱ 0
0 0 𝐸𝑛−1
] 
Such equations are useful for the determination of the basis wavefunctions of atoms, but is not 
useful in the case where one might want to study dynamics. We may also choose to represent the 
system in the basis states of the Time Dependent Schrödinger Equation (TDSE), |𝜙⟩ = 𝑎0|𝜙0⟩ +
𝑎1|𝜙1⟩ + ⋯+ 𝑎𝑛−1|𝜙𝑛−1⟩, such that: 
?̂? 𝑎 = 𝑖ℏ
𝜕 𝑎
𝜕𝑡
 
Assuming that the wavefunction |𝜙⟩ can be decomposed into components which depend purely on 
spatial or temporal variation (i.e. |𝜙⟩(𝒙, 𝑡) = |𝜃⟩(𝑡) |𝜓⟩(𝒙) ), it may be shown that the solutions to 
the TDSE may be represented directly in the basis 𝑐 using the relation: 
𝑎 = [
𝑒
𝑖
ℏ⁄ 𝐸0𝑡 0 0
0 ⋱ 0
0 0 𝑒
𝑖
ℏ⁄ 𝐸𝑛−1𝑡
] 𝑐 
The notation (𝒙) is used as a shorthand for (𝑥, 𝑦, 𝑧), i.e. a fully 3D spatial dependence. The basis 𝑎 is 
thus convenient for the representation of the time dependent system with a simple conversion 
giving a phase relation between the stationary states of 𝑐. Having established the notation for this 
basis state, we may look at the TDSE in the case of a perturbing potential caused by an 
electromagnetic wave. A matrix 𝑉 is constructed which represents the effect of the periodic 
potential ℰ(𝒙, 𝑡), whose elements are defined by the electric dipole interaction with a dipole aligned 
along the vector 𝑟: 
𝑉𝑖𝑗 = ⟨𝜙𝑖|−𝑒ℰ(𝒙, 𝑡) ∙ 𝑟|𝜙𝑗⟩ 
                                                          
1
 The theoretical work for this section was undertaken in direct collaboration with Prof. B. N. Murdin. 
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For an arbitrarily polarized wave (i.e. not necessarily aligned with 𝑟), one must specify the form of 
the field ℰ and obtain the result of the integral of 𝑉𝑖𝑗. It is often assumed for simplicity that the 
spatial and temporal components of ℰ are separable (i.e. ℰ is linearly polarized along 𝑟) and the 
result is then simply: 
𝑉𝑖𝑗 = ℰ(𝑡)⟨𝜙𝑖|−𝑒𝑥 ∙ 𝑟|𝜙𝑗⟩ = ℰ(𝑡)𝜇𝑖𝑗  
𝜇𝑖𝑗  is known as the dipole matrix element. Due to orthonormality, 𝜇𝑖𝑖 = 0. The TDSE under 
illumination is written: 
(?̂? + 𝑉) 𝑎 = 𝑖ℏ
𝜕 𝑎
𝜕𝑡
 
The problem is then set up in a form which may be solved analytically or numerically by writing: 
Equation 2-1 
𝜕 𝑎
𝜕𝑡
= −
𝑖
ℏ
[
𝐸0 ⋯ ℰ(𝑡)𝜇1,𝑛−1
⋮ ⋱ ⋮
ℰ(𝑡)𝜇𝑛−1,1 ⋯ 𝐸𝑛−1
] 𝑎 
Various analytical solutions to this equation have been found in different regimes, especially in the 
two-level system. It has been shown that the Einstein equations may be derived for the case of low-
amplitude perturbation [69], but the field of quantum optics is most interested in the high-
amplitude perturbation case. The Rabi [70] experiment treats a 2-level system with a single coherent 
pulse of light, and can be analytically described by implementing some assumptions about the form 
of ℰ(𝑡). This was developed by Ramsey [71, 72] into an analytical description of a pair of pulses 
separated by a period in the dark. The Ramsey theory is the underpinning of atomic clock 
implementations [69, 73, 74], as well as the basis for quantum control in Si:Donor systems reviewed 
in the previous chapter. We shall briefly review, without further derivation, these effects and 
present equivalent calculations made using theory consistent with the derivation presented in the 
next section for three-level systems. 
The Rabi theory for a 2-level system gives the evolution of the complex coefficients 𝑎0, 𝑎1 as a 
function of the field amplitude of the pulse under the assumption that the complex coefficients obey 
the standard normalization condition. Assuming that the system begins in the ground state, 
 |𝑎1|
2 = 0: 
|𝑎1|
2 = sin2 (
Ω𝑡
2
) 
The “Rabi frequency”, Ω, depends on the electric field amplitude and so it must be stated that we 
have assumed an electric field envelope which does not vary as a function of time. Ω𝑡 is known as 
the “pulse area”, since it describes the area under the field amplitude of a wave with constant 
amplitude. What is remarkable about this is that it predicts a sufficiently strong field may leave an 
ensemble of atoms entirely in their excited states with 100 % certainty, which is not intuitive from 
the point of view of statistical methods involving the Einstein coefficients. Even more unintuitive 
from this point of view is that making the light more intense can decrease the final probability of 
finding the system in the excited state! 
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Figure 2-2 – Calculation of the effect of a coherent pulse of light upon a 2-level atom as a function of time, using a theory 
consistent with the derivation to follow. The initial state is completely in the ground state (i=0), and the pulse remains at a 
constant amplitude for its duration of 10 ps. The simulation is continued for a further 10 ps after the pulse is switched off so 
that the reader may observe the phase evolution of the excited state (i=1) in the dark, even though the total probability of 
finding the system in the i=1 state, |𝑎1|
2 is constant. 
Further to this, a pulse pair may be used to leave the system in an arbitrary superposition. Whether 
the Rabi pulse excites or de-excites the system depends upon the relative phase of the excited state, 
so an evolution in the dark (as shown in Figure 2-2) will change the degree to which the Rabi pulse 
can affect the excited state occupancy. This can be demonstrated by repeating the calculation of 
Figure 2-2 with the addition of a further identical pulse at the end of the simulation. We compare 
this in Figure 2-3 with the same situation where we have allowed the system to evolve in the dark 
for only 6.3 ps, rather than the 10 ps above. The difference in phase affects the amplitude of the 
Rabi oscillation even when the two light pulses are identical, and not mutually interfering. By 
plotting this, we have demonstrated neatly the concept of matter interference: the concept that the 
phase of the wavefunction is crucial to the effect of the second pulse, in direct analogy to an optical 
interference experiment. 
Finally, to extend this analogy, we show the final population of the excited state for this experiment 
at the end of the second Rabi pulse, as a function of the delay between the two pulses in Figure 2-4 
modelling a real FELIX experiment at different intensities. The sinusoidal interference effect has 
constant amplitude at arbitrary timescales, as long as dephasing effects are ignored. Also of 
importance for the next section is the behaviour under different laser intensities: the effect is to 
modify the amplitude of the oscillation but not introduce any additional long-term variation. The 
next section gives a derivation of the theory for 3-level systems, which is sufficiently general that it 
has allowed us to plot these results for 2-level systems by the deletion of the relevant matrix 
element. 
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Figure 2-3 Calculation showing the Ramsey effect; an effective interference between Rabi pulses caused by allowing a 
variation in the phase of the excited state in the system: the maximum amplitude of the second Rabi oscillation varies as a 
function of the delay between the two pules. Here, we compare a pulse applied at the end of the 10 ps rest time of Figure 
2-2 (thick lines) to an identical calculation where the rest time between pulses is only 6.3 ps (narrow lines). The effective 
difference in phase of the excited state controls the final amplitude of the system. 
 
Figure 2-4 – Simulation of interferograms showing the interference effect of a 2-level system under a Ramsey experiment in 
the absence of dephasing effects. The amplitude of the oscillation is independent of the delay over arbitrary time scales 
unless there is a coherent dephasing effect in the system. We model the interaction using appropriate laser characteristics 
for Si:P under FELIX illumination under different attenuations. The effect of a change in intensity is solely to modify the 
amplitude of the oscillation. 
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 Three Level Systems 2.4
This thesis shall seek to utilize Equation 2-1to predict the results of coherent 2-pulse experiments on 
3-level systems, which do not have such a straightforward analytical description. Our particular 
interest is in arbitrarily polarized light, so the specific case that 𝑉𝑖𝑗 = ℰ(𝑡)𝜇𝑖𝑗  does not hold. Instead, 
we will evaluate the integral using the field: 
ℰ(𝒙, 𝑡) = [
𝐸𝑥 cos𝜔(𝑡 − 𝑡𝑥)
𝐸𝑦 cos𝜔(𝑡 − 𝑡𝑦)
0
] 
This field is linearly polarized in the x-y plane and incident along the z-axis. We also consider 
specifically the case where the matter wavefunctions are hydrogen-like, for interactions between 
the 1s and np+-1 states, where we may hence evaluate 𝑉1±, the potential term for the 1s to 2p+-1 
transition: 
𝑉1± = 𝜇12 [
1
±𝑖
] ∙ [
𝐸𝑥 cos𝜔(𝑡 − 𝑡𝑥)
𝐸𝑦 cos𝜔(𝑡 − 𝑡𝑦)
] 
The dipole matrix element 𝜇12 is the same quantity, but the difference in phases between 
the 𝑚 = ±1 states causes the separation of x- and y-components of the field. Clearly, 𝑉1+ = 𝑉1−
∗ =
𝑉, and due to the Hermitian nature of the perturbation 𝑉1± = 𝑉±1
∗. This allows us to obtain results 
for the theory in the case of multiple pulses with different polarizations and phases. The system we 
study here is further reduced by the neglect of other transitions (e.g. the 2p+ to 2p- transition, which 
is parity disallowed). Our system reduces to the matrix representation: 
Equation 2-2 
𝜕 𝑎
𝜕𝑡
= −
𝑖
ℏ
[
𝐸0 𝑉
∗ 𝑉
𝑉 𝐸− 0
𝑉∗ 0 𝐸+
] 𝑎 
The rotating wave approximation (RWA) takes two steps. Firstly, the vector 𝑎 is identified as 
containing an inconvenient global phase depending on the ground state energy 𝐸0. Global phase is 
removed using a unitary transform from the basis 𝑎 to that of 𝑏 using: 
𝑎 = 𝑒−
𝑖
ℏ⁄ 𝐸0𝑡 [
1 0 0
0 𝑒−𝑖𝜔−𝑡 0
0 0 𝑒−𝑖𝜔+𝑡
] 𝑏 = 𝑈 𝑏 
ℏ𝜔± is the energy difference between the eigenenergy 𝐸± and the ground state. The basis 𝑏 is now 
in a frame rotating at the rate 
𝐸0
ℏ⁄ . By substituting into our Schrodinger equation: 
𝜕
𝜕𝑡
𝑈 𝑏 = −
𝑖
ℏ
[
𝐸0 𝑉
∗ 𝑉
𝑉 𝐸− 0
𝑉∗ 0 𝐸+
] 𝑈 𝑏 =
𝜕𝑈
𝜕𝑡
 𝑏 + 𝑈
𝜕𝑏
𝜕𝑡
  
This implies that we may rewrite the Schrodinger equation in the form: 
𝜕𝑏
𝜕𝑡
= −𝑖 𝑊 𝑏 
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𝑊 =
1
ℏ
 𝑈† ?̂? 𝑈 − 𝑖 𝑈†  
𝜕𝑈
𝜕𝑡
 
This leaves for 𝑊: 
𝑊 =
1
ℏ
[
0 𝑉∗𝑒−𝑖𝜔𝑡 𝑉𝑒−𝑖𝜔𝑡
𝑉𝑒𝑖𝜔𝑡 𝐸− − 𝐸0 − ℏ𝜔 0
𝑉∗𝑒𝑖𝜔𝑡 0 𝐸+ − 𝐸0 − ℏ𝜔
] 
The off-diagonal matrix elements are: 
𝑉𝑒∓𝑖𝜔𝑡 = 𝜇12 [
1
+𝑖
] ∙ [
𝐸𝑥 cos𝜔(𝑡 − 𝑡𝑥)
𝐸𝑦 cos𝜔(𝑡 − 𝑡𝑦)
] 𝑒∓𝑖𝜔𝑡 
By expanding and identifying that the quickly-varying parts of the expansion will average to zero 
over large times: 
cos𝜔(𝑡 − 𝑡𝑥) 𝑒
±𝑖𝜔𝑡 =
1
2
(𝑒±2𝑖𝜔𝑡𝑒∓𝑖𝜔𝑡𝑥 + 𝑒±𝑖𝜔𝑡𝑥) ≈
1
2
𝑒±𝑖𝜔𝑡𝑥 
𝑉𝑒∓𝑖𝜔𝑡 = 𝜇12 [
1
+𝑖
] ∙ [
𝐸𝑥
1
2
𝑒±𝑖𝜔𝑡𝑥
𝐸𝑦
1
2
𝑒±𝑖𝜔𝑡𝑦
] 
We therefore define the parameter Ω± such that: 
Ω± =
1
ℏ
𝑉𝑒∓𝑖𝜔𝑡 =
𝜇12
ℏ
[
1
+𝑖
] ∙ [
𝐸𝑥𝑒
±𝑖𝜔𝑡𝑥
𝐸𝑦𝑒
±𝑖𝜔𝑡𝑦
] 
This allows us to write our transformation matrix 𝑊 in the much simpler form: 
𝑊 =
[
 
 
 
 
 0
1
2
Ω+
∗ 1
2
Ω−
1
2
Ω+ ∆− 0
1
2
Ω−
∗ 0 ∆+ ]
 
 
 
 
 
 
∆± are the photon energies for the transitions from the ground state to the excited state. Earlier we 
had the expression: 
 
Equation 2-3 
𝜕𝑏
𝜕𝑡
= −𝑖 𝑊 𝑏 → 𝑏 = 𝑒𝑥𝑝 (−𝑖𝑊𝑡) 𝑏𝑡=0 
In this case the exponential is the matrix exponential function, whose series expansion is defined 
identically to the scalar exponential with scalar multiplication replaced by matrix multiplication. In a 
case where the drive pulses are linearly polarized (𝑡𝑥 = 𝑡𝑦) and the detunings are equal (∆±= Δ), the 
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transfer matrix may be written in a reasonably simple analytic form by spotting the relationship 
between the matrix powers of the series expansion. Specifically: 
𝑒𝑥𝑝 (−𝑖𝑊𝑡) = 𝐼 − 𝑖
sin(Ω′𝑡)
Ω′
𝑊 −
1 − cos(Ω′𝑡)
Ω′2
𝑊2 = 𝑇 
Ω′
2
= |Ω|2 2⁄ + Δ2 
Ω± =
𝜇12
ℏ
[
1
+𝑖
] ∙ [
𝐸𝑥
𝐸𝑦
] 𝑒±𝑖𝜔𝑡𝑥 = Ω𝑒±𝑖𝜔𝑡𝑥  
𝑇 is effectively a transfer matrix which is time independent thanks to the rotating frame and our 
application of the rotating wave approximation. Any series of similar manipulations may be made by 
consecutively applying their respective transfer matrices to the initial state 𝑏𝑡=0. We may therefore 
consider the case of several experiments shown in this thesis, namely the Ramsey pulse sequence of 
a pair of identical pulses of length 𝑡𝑎 separated by a wait in the dark (Ω = 0) of length 𝑡𝑏 and 
succeeded by another wait of length 𝑡𝑐, i.e.: 
𝑏𝑡=2𝑎+𝑏+𝑐 = 𝑇𝑐  𝑇𝑎 𝑇𝑏 𝑇𝑎 𝑏𝑡=0 
This treatment allows us to write a relatively straightforward set of expressions for the state vector 
of the system at any time under a series of pulses from a resonant laser. In the case of this thesis, 
the resonant laser is assumed to be the free-electron laser FELIX and the eigenstates of the system 
are the 1sA and np+- states of the Si:D
0 system which are of particular interest to our field.  
We here demonstrate the principle of the calculation by taking experimentally relevant parameters 
for the three-level system studied in Chapter 5 and applying the modelling technique as outlined 
above, shown for a large FELIX laser power of 1 𝑚𝐽  (deposited over 100 pulses) in Figure 2-5 
assuming non-interfering laser pulses. We find that at the highest powers, the interferogram takes 
on a shape varying primarily at the difference frequency between the two excited states. The data in 
Figure 2-5 are highly sampled and so are not aliased. This long-period variation has the consequence 
of an asymmetry in the interferogram; at low powers the envelope is symmetric under reflection 
around its mean, but not at higher powers. Such long-term beating has previously been useful in 
optical atomic physics, where the faster oscillations are very difficult to observe due to the relative 
scale of the wavelength (e.g. [75]). The 100 𝑛𝑚 scale of the optical regime is extremely difficult to 
control sufficiently accurately by interference compared to the 100 𝜇𝑚 length scale in the THz 
regime of interest to this thesis. 
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Figure 2-5 – Simulation of an interferogram of a quantity measuring the probability of finding the atom in either of its 
excited states for different incident powers. No lifetime or spatial averaging effects are accounted for. A change in the 
intensity of the incident laser modifies the long-term variation in the system, in stark contrast  to the results for the two-
level system (e.g. Equation 2-4). 
2.4.1 Limitations & Extensions of the Theory 
So far we have obtained a representation of an entirely coherent manipulation of a single atom by 
the incident sinusoidal field, the envelope for which is a constant. These square-wave (or “top-hat”) 
envelopes are reasonable approximations of coherent microwave fields, where pulse shaping 
technology allows for almost arbitrarily controlled fields. Since this thesis is to concern terahertz 
fields, we should recognize that experimentally accessible wavepackets using strong coherent pump 
lasers (i.e. Free Electron Lasers) are in fact much more complicated. Indeed, to a reasonable 
approximation the field envelopes of FELIX are Gaussian. Such a correction introduces longer term 
time dependence into the potential 𝑉; the rotating wave approximation no longer removes the time 
dependence from the matrix 𝑊. 
One might conceive of two methods for overcoming this limitation of the model: firstly, a crude 
numerical solution of Equation 2-1 with the field ℰ(𝒙, 𝑡) defined exactly; secondly, approximation of 
the pulse as a series of appropriately narrow top-hat pulses. For truly arbitrary field envelopes, the 
first option may be somewhat more precise. On the other hand, a top-hat approximation gives an 
analytic (i.e. faster) calculation for the output, which is especially useful in cases such as those of 
well-separated Gaussian pulses  
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A further issue with the model is the absence of terms describing the dephasing characteristics of 
the system. Under experimental conditions, the inhomogeneous broadening of the atomic 
absorption and spin-lattice relaxation both cause relaxations of the atom. The treatment of the 
system given in this chapter is not entirely appropriate to account for lifetime effects due to the 
statistical nature of inhomogeneous broadening: a density-matrix formalism must be used. It suffices 
to observe for this thesis that the lifetime effects cause a decay over time which, when observed in 
an interferogram, appear as an additional Gaussian-like envelope function. 
 Practical Considerations for 𝝅-Pulses 2.5
A useful feature of the Rabi treatment of these systems is the result that under certain assumptions, 
the population of a 2-level system initially in the ground state may be perfectly inverted by the 
application of a suitably strong pulse of coherent (resonant) light. Such a pulse is known as 
a  𝜋 − 𝑝𝑢𝑙𝑠𝑒, since the upper state population is often written: 
|𝑐2|
2 = (sin
𝐴
2
)
2
 
Where 𝐴 is the “pulse area” given by the integral of the Rabi frequency over time. Clearly, 
when 𝐴 = 𝜋 then |𝑐2|
2 = 1. There is a particular divide between experimental practice and 
theoretical analysis, namely that in the latter we mostly discuss the energy in terms of a  𝜋 − 𝑝𝑢𝑙𝑠𝑒, 
but experimentally we neither set nor have any direct control over whether the FELIX power 
corresponds to that of a  𝜋 − 𝑝𝑢𝑙𝑠𝑒. Practically, the variation in power is achieved using calibrated 
wire grid attenuators which allow us some control over the incident pulse energy. One must be able 
to translate between experimental practice and the equivalent required for theoretical analysis. 
The primary obstacle is simply recognizing that there is a difference between the theoretical thinking 
and that of experimentation, and that this is largely a product of two things: the lack of arbitrary 
control; and geometrical considerations which would not be present in the ideal case. More 
specifically, the FELIX beam does not have a uniform distribution of intensity over its cross-section. 
The beam power distribution is roughly Gaussian as a function of the radius 𝑟 from the beam axis. 
Let us assume that we have taken the ideal case of an atomic dipole with exactly resonant excitation 
by the FELIX field. Let ℳ here represent the total energy in a single FELIX pulse, roughly one 𝑛𝑡ℎ of 
the total energy deposited during a power measurement where 𝑛 is the number of pulses which are 
detected during the measurement time (i.e. 𝑛ℳ is the experimentally measurable energy, known as 
the “macropulse” energy). This power is then distributed as: 
ℳ(𝑟) = ℳ𝑒
−
𝑟2
𝑟02 
With 𝑟0 being the e-folding radius of the FELIX power distribution at the sample. Since the pulse area 
is an integral over time, it may be shown that the spatial component separates from the pulse area 
as: 
𝐴(𝑟) = 𝐴0𝑒
−𝑟2
2𝑟02
⁄
 
The factor of two in the exponent arises due to the square root relationship between the power 
density and the field amplitude. The parameter 𝐴0 is the pulse area at the centre of the beam, which 
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is analysed for the case of a single x-polarized pulse with a top-hat envelope function, precisely on-
resonance with the transition of interest: 
Equation 2-4
2
 
𝐴0 = 4𝜋
0.25
𝑑𝑒𝑓𝑓
𝑟0
√
𝛼
ℏ
𝑡0ℳ 
The physical constants ℏ and 𝛼 are the reduced Planck’s constant and the fine structure constant 
respectively. The variable 𝑡0 is the e-folding width of the FELIX power in time, the envelope of which 
is also Gaussian; 𝑡0 =
𝑡𝐹𝑊𝐻𝑀
𝑝𝑜𝑤𝑒𝑟
2√ln2
. The effective dipole moment 𝑑𝑒𝑓𝑓 accounts for the reflectance of the Si 
surface, and similar quantities such as the cryostat window transmission, is related to experimentally 
measured dipole moments by 𝑑𝑒𝑓𝑓 = 𝐹|𝑑|. 𝐹 is a constant factor accounting for transmission 
effects, |𝑑| is the dipole matrix element of the transition. This relationship was first pointed out by 
P.T. Greenland [unpublished communication]. 
If we take the simple Rabi behaviour where the upper level population in a small area |𝑐2|
2 𝑑𝑎 is 
given by the square of the sinusoid of the pulse area, then the statistical mean over the FELIX beam 
is given by: 
〈|𝑐2|
2〉 = ∫𝑑𝑎 ∙ (sin
𝐴(𝑟)
2
)
2
 
The result of this integral depend on the geometry of the system, and we consider two cases which 
might be experimentally realised; a cylindrically symmetric case where a circular aperture affects the 
beam radius, and a less symmetric case where there is an additional rectangular aperture, as used in 
electrically detected experiments later in the thesis. Details of these geometries are given in 
Appendix A alongside a short discussion regarding the effects of random noise upon the calculation. 
After specifying a geometry, one may quite easily numerically integrate these expressions to find the 
mean excitation over the FELIX beam. We find the numerical integral between 𝑟 = 0, 𝑅 where 𝑅 is 
the maximum radius of the FELIX beam. We analyse the results for either a narrow pinhole (2 mm) 
or wide (2𝑟0). We further vary 𝐸, the macropulse energy; 𝑟0, the characteristic radius of the beam 
(denoted as 𝑟 in the figures, the two cases are for a collimated and a focused beam); and |𝑑|, the 
dipole matrix element of the transition (the larger being the Si:P 2p+- and the smaller the Si:P 3p+- 
with the appropriate wavelength substituted when calculating 𝑡0). 
Figure 2-6 shows the calculation in the case of an unconstrained beam, 𝑅 = 2𝑟0, under low power 
FELIX light. This corresponds to an experiment using an interferometric technique in a real 
experiment, such as the work presented in Chapter 3, and we find that all trace of the Rabi 
oscillation is removed due to the spatial averaging of the beam. For most parameters, the behaviour 
instead appears monotonic as a function of attenuation, reaching a maximum excitation of 0.6 in the 
case of the strongest dipole and smallest beam radius. We observe that the primary effect of the 
change in geometry is to act as an aperture and reduce the effective spatial averaging out of the 
Rabi oscillation. 
                                                          
2
 Equation 2-4 and its derivation were originally shown to the author by P. T. Greenland. 
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Figure 2-6 –Mean excitation for a Ramsey pulse of 27 𝜇𝐽 and an unconstrained beam (i.e. no pinhole), a good example of 
the types of powers which we obtain in the Quantum Beats experiment, showing (blue) the cylindrically symmetric case and 
(red) the rectangular geometric case. At 0 dB of attenuation, we obtain an equivalent 
𝜋
2
 pulse on the 2p+- transition in the 
collimated case and not much more in the focused case. In the case of the 3p+-, we see a significant improvement by going 
to the focused case. Inset: visual aid showing approximate scale of apertures used for calculations (coloured shapes) and 
Gaussian beam (grey gradient). 
A simple technique for reducing the importance of this geometric distinction is that of including an 
aperture near the sample of a radius small enough to reduce the integral  radius 𝑅, which we model 
be constraining 𝑅 = 2 𝑚𝑚 in Figure 2-7. The maximum excitation achieved is significantly increased 
due to the constraining of the beam radius, and the monotony of the trend is broken for the large 
dipole moment 1sA to 2p+- transition. We see that there is a much larger gain in |𝑐2|
2(0 𝑑𝐵) for the 
collimated case since the ratio 𝑅 𝑟0⁄  is larger because we have fixed the aperture size. For the 
strongest transition and a collimated beam, it is now possible to observe a  𝜋 − 𝑝𝑢𝑙𝑠𝑒 like excitation 
of all donors from the ground state to the excited state. We find again that the inclusion of the 
rectangular aperture mitigates some of the loss of structure. 
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Figure 2-7 – Mean excitation for a Ramsey pulse of 27 𝜇𝐽 and a constrained beam (i.e. 2 mm pinhole), a good example of 
the types of powers which we obtain in the Quantum Beats experiment, showing (blue) the cylindrically symmetric case and 
(red) the rectangular geometric case. The constraint of the pinhole drastically increases the range of pulses which we can 
achieve. Notably, it is significantly easier to reach a 𝜋 pulse in the collimated case for the 2p+- than in the focused case! This 
is because we have taken a constant 2 mm pinhole size. Inset: visual aid showing approximate scale of apertures used for 
calculations (coloured shapes) and Gaussian beam (grey gradient). 
These results show a quite important and under-appreciated result: it is not always better to 
increase the intensity of the laser by focusing upon the sample. Particularly in the case of a relatively 
low intensity interferometric measurement, the relative pulse area at the sample varies in quite a 
complex way. Considering that there are additional problems with focused beams in THz 
interferometry relating to the resolving power and good metrology [76, 77], it would be unsurprising 
if collimated experiments are more useful in some regimes. Of course, this analysis should be 
repeated for each different experiment and implementation since the FELIX power varies due to a 
number of factors (see Chapter 3). 
24 
 
We have shown this in the low-power case for interferometry, but is the same true for a much 
higher-power single-beam experiment? Figure 2-8 shows a similar calculation in the case of a much 
higher power of 130 μJ, corresponding to an estimate of the maximum FELIX power at a cryostat in 
the absence of the additional optics required to split/recombine pulses. We observe additional 
structure caused by the averaging of multiple sets of Rabi oscillations at different radii over the 
beam. In the case of cylindrical symmetry, these oscillations appear strongly damped due to the 
large beam averaging radius. In the rectangular geometry, the reduction of weighting of the large 
radii causes the damping of the oscillations to reduce significantly and the high-attenuation tail to 
shift outwards by several decibels. 
 
Figure 2-8 – Mean excitation for a Rabi pulse of 130 𝜇𝐽 and an unconstrained beam (i.e. no pinhole), a good idea of the 
energy we are able to get in straight-through experiments at UK User Station 2 (e.g. in our spin pumping experiments using 
FELIX), showing (blue) the cylindrically symmetric case and (red) the rectangular geometric case. Interestingly, the 
maximum equivalent excitation in all cases here is a 
𝜋
2
 pulse. Inset: visual aid showing approximate scale of apertures used 
for calculations (coloured shapes) and Gaussian beam (grey gradient). 
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When we enforce a 2 𝑚𝑚 aperture upon this calculation, i.e. Figure 2-9, we find that Rabi 
oscillations appear with a large contrast. As in Figure 2-7, we find that the collimated data show a 
more simple structure than a focused beam. It is clear that the main advantage of a focused beam is 
really that the transmitted intensity through the sample is higher, and so one might expect the 
signal-noise ratio to be higher. However, if there exist non-resonant processes (e.g. 2-photon 
excitations, free charge carrier absorption, local heating…) due to an intense FELIX beam we will be 
likely to find that a broader collimated FELIX beam with an aperture is a much more desirable setup. 
Results such as those in Chapter 3 and Chapter 5 do indeed utilize collimated beams for 
interferometry. 
 
Figure 2-9 – Mean excitation for a Rabi pulse of 130 𝜇𝐽 in the constrained beam case (i.e. 2 mm pinhole), a good idea of 
what might be possible in UK User Station 2, showing (blue) the cylindrically symmetric case and (red) the rectangular 
geometric case. Significantly higher pulse areas and more structure are shown because of the higher energies (due to fewer 
mirrors). A full 𝜋-equivalent pulse is possible even at 10 dB of attenuation. Inset: visual aid showing approximate scale of 
apertures used for calculations (coloured shapes) and Gaussian beam (grey gradient). 
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 Donor State Populations and Spin Measurement 2.6
When considering experiments at low temperature, it is of general use to establish the occupancy 
rate of various states. For the purposes of most experiments at FELIX using Si:D0 systems, this 
involves the conduction band and the orbital states. While the temperature is low, a rough 
calculation of 𝑘𝑇 =
1.38
1.6
∙ 10−1 ∙ 𝑇  𝑚𝑒𝑉 compares to the binding energy of the 1s state (~45 𝑚𝑒𝑉 in 
Si:Bi) and the splittings between excited states (of order 1 − 10 𝑚𝑒𝑉) especially at temperatures 
approaching 40 𝐾 which show some advantages for a few experiments. Consequently, it benefits us 
to check whether the excited states have much influence on the thermal equilibrium of the system. 
Details of the numerical calculation are given in Appendix B, which includes bound states up to n=6. 
To simplify plotting, we reduce the results to three numbers: the probability of ground state 
occupancy; the probability of bound excited state occupancy (i.e. any D0 state which is not the 1sA); 
and the probability of conduction band occupancy. 
These parameters are plotted in Figure 2-10 for a Si:P system with, and in Figure 2-11 for a Si:Bi 
system of the same parameters. Dotted lines show the sum of the three curves, which stay close to 
unity and demonstrate that the normalization condition is preserved (as expected). We see that Si:P 
begins to change occupancies at much lower temperatures than Si:Bi, and that the change in 
occupancies is primarily accounted for by an increase in the excited state population. It is not until 
around 𝑇 = 70 𝐾 that we find the conduction band begins to have occupancy comparable to that of 
the ground state! This behaviour is not observed very strongly in the Si:Bi case. It is wise to note at 
this juncture that at  𝑇~100 𝐾 the calculations should become inaccurate due to the lack of 
consideration for the valence band. 
These observations go some way to explaining why we see a much stronger dependence on 
temperature of the carrier lifetime in the Si:P samples at FELIX than we do the in the Si:Bi samples. 
This is because in the Si:P case, there is a non-trivial likelihood for the donor electrons to occupy 
states at equilibrium which are not the 1sA. That implies that they may spend more time moving 
between these states while equilibrating. 
The Fermi level in these systems has a strong dependence upon the dopant density (see Appendix 
B), which is a straightforward result of using the dopant density in the normalization condition. The 
lowest temperature behaviour should not vary greatly as a function of dopant density because 𝑛𝑑 
appears in the term which is controlled by the conduction band density of states, and therefore 
should only be important at temperatures 𝑇 ∼ 50 𝐾 (e.g. Figure 2-10). 
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Figure 2-10 – Calculation for Si:P showing the effect of varying the donor density. Solid lines show the results for  2.5 × 1015  
donors per cubic centimetre; dotted lines show the same results for 2.5 × 1014 donors per cubic centimetre. 
It is therefore straightforward to conclude that for these cases, we should see comparatively little 
variance in the free charge carrier decay times for Si:Bi, but can expect that decay times will vary 
somewhat for Si:P donors. This matches nicely with our observations shown in Chapter 4 where we 
have observed the decay of photoelectric signal in different donors after a single FELIX micropulse: 
the relaxation times were observed to be much longer and much more strongly temperature 
dependent in Si:P than in Si:Bi. 
However, the calculation here does not show the same strength of dependence as we would expect 
based on those observations. This might be explained by the fact that the calculation specifically 
does not account for inhomogeneity in the donor energies. Such a consideration might broaden the 
response at low temperatures, where a small shift in the Fermi energy currently has only a small 
effect. 
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Figure 2-11 – Calculation for Si:Bi showing the effect of varying the donor density. Solid lines show the results for 2.5E15 
donors per cubic centimetre; dotted lines show the same results for 2.5E14 donors per cubic centimetre. 
Finally, we comment on the effect of all of the excited states which we have analysed. It is more 
commonly assumed that at low temperatures the excited states 𝑛 > 1 contribute minimally to the 
equilibrium. This assumption is borne out by Figure 2-12, which shows the effect of considering only 
the 1s states in the calculation. As expected, the main process up to 𝑇 = 50 𝐾 is excitation from the 
ground 1sA state to the 1sT and 1sE states. Above this temperature, the excited states are also 
populated. This implies that if the effects of thermal equilibrium are causing the observed 
dependence upon temperature of free carrier relaxation times, then it is primarily through the 1s 
valley-orbit split states rather than through the much higher excited states which we took some care 
to account for earlier. These higher orbital states are dropped for the case of the investigation of the 
following section. 
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Figure 2-12 – Effect of removing the 𝑛 > 1 orbital states from the calculation. Dotted lines show the full calculation, and 
solid lines the calculation using only the 1s valley-orbit states. Differences in the curves are prominent only at high 
temperatures (due primarily to the presence of the states in the occupancy calculation rather than the calculation of the 
Fermi energy). 
2.6.1 Thermal Spin Polarization 
A significant topic for this thesis is an effort to place donor spin populations in a state where more 
than 50% have a particular projection along the z-axis, which we shall call a spin “polarization”. This 
term should not be confused with optical polarization, and might equally be termed “spin 
imbalance”. In the particular case of Chapter 6 such spin polarization is conducted under a strong 
magnetic field and low temperature, where polarizations in the spin arise naturally due to Zeeman 
effects lifting the degeneracy of the electron spin states. It’s therefore useful to extend the same 
approach to the spin states of the system in order that we might decide on how we expect the spin 
polarization to be affected by changes (increases) in temperature, for example by local heating due 
to FELIX. 
Using the prescription described in Appendix B, we are now able to compute the occupation of 
electron spin states in the 1sA ground state as a function of magnetic field and of temperature. They 
shall be plotted as a function of temperature at a fixed magnetic field, since the temperature is the 
variable of particular interest in the magnet at FELIX (since we do not usually sweep the magnet 
field). The occupancies of each spin state are shown in Figure 2-13 (5 Tesla, with different fields 
shown in Appendix B). Some polarization is seen to survive even to high temperatures, even at 
relatively low applied field. In order to quantify this more thoroughly, we can plot the polarization of 
the spin state, 𝑃, mathematically defined as: 
𝑃(𝐵, 𝑇) =
𝑝(1𝑠𝐴, ↑ |𝐵, 𝑇) − 𝑝(1𝑠𝐴, ↓ |𝐵, 𝑇)
𝐶
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𝐶(𝐵, 𝑇) = {
𝑝(1𝑠𝐴, ↑ |𝐵, 𝑇) + 𝑝(1𝑠𝐴, ↓ |𝐵, 𝑇) , "𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡"
1 , "𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒"
 
Apparent polarization measures only the inversion within the 1sA orbital state, whereas absolute 
polarization measures the proportion of the total electron population which is polarized in the 1sA 
orbital state. The distinction is useful because measurements of the D0X population only give us 
information of spins in the 1sA ground state, and are in principle not sensitive to the 1sT,E at all. That 
is, the apparent polarization will be the value measured in an experiment, but the absolute 
polarization is a better measure of what proportion of the total number of electrons in the sample 
are polarized. We also compare these computations to the Brillouin model for the polarization of a 
2-level spin system as a function of temperature. The results are shown in Figure 2-14. We see that 
the primary difference between the two different measures of the polarization diverge at high 
temperatures and at high fields. At low to intermediate temperatures, the two measures are 
identical but somewhat different from the Brillouin function. The difference is actually greatest in 
the region of 𝑇~10 𝐾, where we operate most frequently at FELIX. Data for higher and lower fields 
are shown in Appendix B alongside the form of the Brillouin function. 
At higher applied fields, the polarization is significantly less sensitive to fluctuations in temperature 
(on an absolute scale), but the critical temperature (at which the sensitivity is most severe) increases 
with field. This is clear from considering that the splitting increases with field, and a corresponding 
increase in temperature is required. This increased critical temperature also corresponds with a 
slower variation in population, thus also decreasing the sensitivity to temperature fluctuations. 
Calculations which confirm this are shown in Appendix B. 
 
Figure 2-13 – State occupations for the orbital ground (1sA) and excited states, taking spin into account at 5 Tesla applied 
field. 
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Figure 2-14 – Different measures of polarization of the 1sA ground state at 5 Tesla applied field. 
 
 Donor Bound Exciton Pumping and Readout 2.7
We now discuss the use of models to predict the behaviour of donor-bound exciton (D0X) dynamics 
experiments which we have implemented at FELIX. The main goal is to understand what behaviours 
our experimental results should exhibit if they are governed solely by the effects of resonant D0X 
creation, recombination from the conduction band, and thermal relaxation between spin states. The 
experiments in question are designed to demonstrate a spin polarization of the 1sA ground states 
using a pulsed laser resonant with the D0X transition from one particular spin state and not the 
other. This technique was recently proposed [40] as a technique for controlling qubit devices. These 
experiments are conducted in Si:Bi at roughly 6 K, where there is a splitting between spin states due 
to the hyperfine interaction even at zero applied magnetic field. 
The experiment consists of using contactless electrical detection (see Chapter 4) to observe changes 
in charge density in the conduction band induced by the presence or absence of the D0X resonant 
laser light. The laser is pulsed using an acousto-optic modulator, allowing us to switch the laser on 
and off almost arbitrarily (see Chapter 7). The experiment is configured such that a long pump pulse 
of length 𝑇𝑝𝑢𝑚𝑝 is followed by a dark period of length 𝜏 (the “delay”) and a short probe pulse of 
length 𝑇𝑝𝑟𝑜𝑏𝑒. This pulse sequence is repeated with periodicity 𝑇𝑝𝑢𝑙𝑠𝑒. A typical experiment with 
appropriate timescales is shown in Figure 2-15. 
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Figure 2-15 – Diagram showing the laser intensity pulse train (in arbitrary units). 
The aim of this section is to establish what behaviour one should expect when varying important 
parameters such as 𝑇𝑝𝑢𝑚𝑝 and 𝜏. One can come to an intuitive picture on some consideration, but 
such pictures are better if backed up by an explicit model which can be criticized. Hence, we require 
a model for the system in question. The real system in its simplest form is shown in Figure 2-16 (A) 
schematically, with different transitions labelled by their mechanisms. Experimentally, we find that 
the Auger lifetime appears to be very short at the appropriate temperatures (demonstrated in 
Chapter 7). This leads to a useful simplification which we will use in modelling – we will assume that 
resonantly created D0X states decay instantly and result in conduction band charge. The simplified 
system is shown in Figure 2-16 (B), with the different transitions labelled using 𝐷0𝑋, 𝐶𝐵, and 𝑇1 to 
represent the rate constants of D0X excitation, conduction-band recombination, and thermal 
equilibration respectively. The three relevant states are labelled 𝑛1, 𝑛2, 𝑛3 and we shall assume that 
charge is conserved such that 𝑁 = 𝑛1 + 𝑛2 + 𝑛3 = 1. 
 
Figure 2-16 – Diagram showing the system under consideration in (A) the whole physical model of the resonant D
0
X 
creation, (B) the simplified system with three levels and four transitions due to different processes, labelled by the symbol 
for the rate constants of each transition. 
One may then write down some models for the rate of change of the populations 𝑛𝐽, which we 
denote 𝑛?̇?, with 𝐽 here used simply as an indexing integer when speaking generally about the 
populations. The model assumes that intra-donor relaxation is proportional to the population of the 
source state, and that the relaxation from conduction band to donor is proportional to both the 
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number of free electrons and the number of ionized donors, which gives us a dependence on the 
square of the conduction band population: 
𝑛1̇ = −𝑇1(𝑛1 − 𝑛2) + 𝐶𝐵 ∙ 𝑛3
2 
𝑛2̇ = 𝑇1(𝑛1 − 𝑛2) + 𝐶𝐵 ∙ 𝑛3
2 − 𝐷0𝑋 ∙ 𝑛2 
The solution to the model is not straightforward. Similar models, such as the recombination model 
shown in pump-probe work e.g. Vinh et. al., 2008 [78], model the recombination dynamics in a 
similar way. However, the referenced model differs significantly from our model because the model 
here specifically includes a pumping term, which the Vinh model deliberately excludes. Studies of 
Si:P systems have also considered recombination models in the presence of a pump [49] but 
consider only orbital transitions rather than D0X and spin transitions. This raises the observation that 
the models are mutually compatible and may be combined in future to provide a complete 
description of the processes underlying experiments at FELIX. That work, however, is not within the 
scope of this work. 
Instead, we find a numerical solution for the state vector using Matlab’s stiff differential equation 
solver ode23s, which was also checked against a Runge-Kutta integration algorithm for convergence 
and stability. The primary advantage of the former is a 100x speedup.  
We choose a set of parameters which give a reasonable estimate of the rates shown in Figure 2-16 
(B), specifically that 𝐶𝐵 ≫ 𝑇1~𝐷0𝑋, for example 𝑇1 = 20 𝐻𝑧, 𝐷0𝑋 = 10 𝐻𝑧, 𝐶𝐵 = 200 𝑀𝐻𝑧. The 
relevant timescales are approximately the same as those estimated experimentally (see Chapter 4 
and [49, 79] for conduction band recombination). There is some room for variation in the parameter 
values, since they are not well determined in the literature. The spin 𝑇1 lifetime is examined in 
Chapter 6, but is normally studied under a magnetic field using fitting functions not appropriate for 
zero-field. The excitation rate by D0X illumination is estimated using: 
𝐷0𝑋 = 𝑛1
𝑃
𝑐𝐴 ∙ ∆𝜔
𝑔3
𝑔2
𝜋2𝜆0
3
ℏ
𝜏𝑟𝑎𝑑
−1 ∫ 𝑔(𝜔)𝑑𝜔
𝜔1
𝜔2
~𝑛1 ∙ 20 𝐻𝑧 
Where 𝑔𝐽 is the degeneracy of the state, ∆𝜔 is the bandwidth of the exciting laser, 𝐴 is the laser spot 
area, 𝜆0 is the laser linecenter (assumed to be resonant with the transition energy), 𝑔(𝜔) is the laser 
lineshape function, 𝜏𝑟𝑎𝑑 is the radiative lifetime of the state [37], and 𝑃 is the incident irradiance of 
the laser as measured between the limiting frequencies 𝜔1 and 𝜔2. Estimates were used for the 
parameters which were relevant to the experimental conditions of Chapter 7. 
Figure 2-17 shows a numerical solution with a very long recombination time chosen to exaggerate 
the effects in the populations. Longer recombination times characterize higher populations in the 
conduction band and larger “feet” in the decay of the conduction band population, as well as 
stronger transients in the spin state populations. We observe that the current transients due to the 
probe beam are sufficiently small that the spin state polarization is not strongly perturbed. An 
exponential decay in the spin polarization is observed, as should be expected for the intra-donor 
relaxation which dominates at long timescales. It is clear from this solution that the probe pulse 
serves as a measure of the instantaneous spin state population. 
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Figure 2-17 – Numerical solution of the D
0
X pumping model using a very long recombination time in order to demonstrate 
the relative sharpness of the different effects. 
We illustrate the usage of the probe as a measure of the spin state population by plotting its value as 
a function of the delay (Figure 2-18), where we have used a more appropriately fast recombination 
rate. The spin relaxation manifests as a steadily increasing signal as a function of delay, but the 
strongest dynamic is a very short timescale decrease in the signal at low time delays. This is caused 
by the charge recombination from the conduction band, which was confirmed by modulating the 
recombination rate and observing a corresponding change in the timescale of the initial drop in the 
signal.  
A similar variable scan may be explored by setting the pulse length to be very long and varying the 
pump time up to 500 𝑚𝑠, measuring the corresponding change in the signal of the probe pulse 
some time after the pump. We show a simulation of this type of measurement in Figure 2-19, where 
we observe a drop in the probe signal. This drop is not caused by the dynamics of the recombination, 
but rather due to the change in spin polarization as the pump pulse length increases.  
This modelling serves to demonstrate the principle of using a short probe beam to measure the 
instantaneous population of the spin state which has been pumped. Of primary importance to this 
concept is that one need only use a single D0X laser to study the dynamics of spin in these systems, 
which reduces the optical complexity of experiments wishing to investigate the dynamics of spin 
under different conditions. This is significant for experiments at FELIX, since it minimizes the number 
of free parameters which need to be controlled and therefore increases the speed and reliability of 
such experiments. This has been used to our advantage in Chapter 7 by observing both pump length 
dependence and probe delay dependence in Si:Bi at low temperatures. 
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Figure 2-18 – Delay scan simulation showing characteristic decay due to recombination and characteristic recovery due to 
spin dynamics. The y-axis measures the change in signal relative to the lowest point in the plot. 
 
Figure 2-19 – Simulation of an experiment scanning the length of the pump pulse, showing consequent drop in the probe 
signal as the system is polarized. The y-axis measures the change in signal relative to the lowest point in the plot.
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 Summary 2.8
This chapter has covered various theoretical aspects of the work contained in the thesis, with a focus 
on establishing the expected general types of behaviour which we should expect from varying free 
parameters in the systems under study. We have broken the system down into several different sets 
of models: for the coherent orbital dynamics under THz illumination; for the equilibrium thermal 
population of spin and orbital states; and for the classical dynamics of electron ensemble 
populations under spin pumping using donor bound exciton techniques. 
Our model for coherent dynamics of multilevel systems considered a set of pulses of light acting 
upon a single hydrogen atom. The dynamics are described by a first order perturbation theory to 
account for the effect of the incident illumination, and it is shown that a beating effect is induced by 
the lifting of degeneracy of two np+- states, for example by the introduction of a magnetic field. We 
measure such dynamics using electrical detection in Chapter 5. 
Our assessment of the populations of spin states at thermal equilibrium in Si:D0 systems under 
applied magnetic field allows us to predict the spin population which is the subject of Chapter 6, and 
serves  to show in particular why the system is sensitive to thermal noise as experienced in that part 
of the work. 
The model for donor bound exciton pumping applies in principle to Chapters 6 & 7, although it is 
most relevant to Chapter 7. Delay dependence scans are studied in the latter chapter, showing some 
agreement with the predicted observations. 
Each of these models is useful for the understanding of certain aspects of the system, although we 
have stopped short of a unified model which incorporates all of these considerations. One 
justification for this is that many of the dynamics on the coherent scale are irrelevant on the scale of 
spin pumping, since the former has a scale of picoseconds and the latter some microseconds or 
milliseconds. Future experimental work will involve the combination of orbital and spin manipulation 
by the methodologies studied theoretically in this chapter, and we may then find that the 
combination of all these effects into one large master equation is more useful than a selection of 
simpler models. 
Setting aside combining the models, future advancement upon the work in this chapter might 
involve the development of analytic solutions for the problems which we have solved numerically. 
Specifically, an analytic solution for 𝑛1 & 𝑛2 as a function of time might allow us to express the pulse 
sequences of a D0X experiment as a transfer matrix in the same manner that has been shown for the 
coherent manipulations. 
Our work on the coherent manipulation of the donor states may be advanced by including the 
effects of dephasing into the model, perhaps using the same type of Liovillian technique as discussed 
in the text. The primary challenge here is the inclusion of quite sophisticated mathematics in order 
to arrive at the conclusion, as recently demonstrated in [80]. 
Finally, it would be useful to predict the background conduction band charge density in the system 
due to thermal effects. While we have done so for equilibrium using the relevant partition function, 
the same technique in dynamic situations is not applicable. The principle of detailed balance must be 
considered in this case, and will add some complication to the model which we have sought so far to 
37 
 
avoid. However, a full thermal model may also be informative for understanding the relative 
importance of the D0X processes compared to dynamic thermal effects. 
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3. Interferometry Using FELIX: Implementation & 
Characterization 
 Introduction 3.1
In Section 2.3 we discussed the superpositions of orbital states produced by coherent collinear pulse 
pairs, and declared our intention of studying three-level systems using this method. Coherent pulse-
pair experiments go hand-in-hand with Fourier interferometry, since the experimental 
implementation of producing pulse pairs is almost identical to the continuous wave beam splitting 
and recombination used in FTIR. The contents of this thesis constitute a study of coherent light-
matter interaction using collinear pulse pairs from a free-electron laser, and in implementing such 
experiments we have inevitably built an interferometer with a FEL as the source3. The general 
principle of this experiment is identical to that of the Michelson interferometer, represented in 
Figure 3-1, where a beam of light is split in two and recombined with independent, controllable 
delay. The intensity of the light is recorded as a function of the delay 𝜏 over a finite range in discrete 
steps. The electric field at the detector yields an intensity proportional to: 
𝐼(𝜏) ∝ ∫ 𝐸′
∗
𝐸′𝑑𝑡
∞
0
 
𝐸′(𝑡, 𝜏) ∝ 𝐸(𝑡) + 𝐸(𝑡 − 𝜏) 
Expansion of the integral yields a constant term summed with a variable term, 𝐼𝑣𝑎𝑟(𝜏) ∝
∫ 𝐸(𝑡)𝐸(𝑡 − 𝜏)𝑑𝑡
∞
0
, which is an autocorrelation of the electric field which relates to the frequency of 
the light by the autocorrelation theorem: 
𝐼(𝑓) = Ϝ[𝐼(𝜏)] = Ϝ[𝐸(𝑡)] Ϝ[𝐸(𝑡 − 𝜏)] 
Where Ϝ[𝑥] is the Fourier transform of 𝑥. If the electric field is monochromatic (as it is represented 
in Figure 3-1) this result isn’t very useful, but for any non-monochromatic source this transformation 
yields the spectral power density. In addition, if one places a sample between the beam splitter and 
detector which absorbs or scatters light  intensity according to the transmission function 𝑇(𝑓), the 
measured intensity profile is: 
𝐼(𝑓) = Ϝ[𝐼(𝜏)] = 𝑇(𝑓) Ϝ[𝐸(𝑡)] Ϝ[𝐸(𝑡 − 𝜏)] 
Hence the function 𝑇(𝑓) may be measured by dividing the signal measured in the presence of the 
sample by that in its absence. Fourier transform interferometry is a powerful tool for obtaining 
frequency dependent information about matter, since the separation of datapoints on the frequency 
axis 𝜕𝑓 is dictated by the span in 𝜏 of the data acquired, ∆𝜏, by a reciprocal relationship. Thus, high 
resolution may in principle be obtained by simply obtaining data over a larger translation of the 
moving mirror. 
                                                          
3
 Physical implementation of the interferometer and all data produced by it were obtained in collaboration 
with Dr. N. Stavrias and Dr. K. Saeedi of Radboud University. 
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Figure 3-1 – Diagram showing the working principle of a Michelson interferometer, which is simple and directly analogous 
to the interferometer described in this chapter. A laser (bottom) emits a monochromatic beam of light, which is split into 
two coherent beams by a beam splitter (centre). The beams are directed to separate mirrors with distances from the beam 
splitter which differ by some distance 𝑐𝜏 2⁄ , where 𝑐 is the speed of light. The beams recombine at the beam splitter and are 
directed to a detector, which detects the intensity 𝐼 ∝ 𝐸′2 where 𝐸′ is the total electric field at the detector.  
This chapter is dedicated to the description and characterization of the interferometer at FELIX, 
showing its calibration, and demonstrating its use in the study of Si:Donor orbital transitions. By 
giving a full and thorough description of the considerations which we must account for in the 
implementation of experiments using FELIX, we achieve several objectives: providing a sufficient 
description of the experiment that future work may reliably repeat the experiments contained in this 
thesis; give sufficient information on useful calibration techniques that other researchers may 
implement a comparable instrument and use this as a platform for new developments; satisfy the 
reader that conclusions in other parts of the thesis are well founded. 
This chapter discusses first the implementation of a coherent, pulsed, version of a Fourier Transform 
Infra-Red (FTIR) Mach-Zehnder interferometer using a well-established measurement type; the 
measurement of light intensity transmitted through a sample and its comparison to the same 
measurement without the sample present. Once we have completed the description and study of 
the interferometer and its application to the study of Si:Donor orbital transitions, Chapters 4 and 5 
extend the work using electrical readout. 
The chapter will proceed as follows. We give the physical implementation of the interferometer at 
FELIX, and describe the essential properties and challenges of the FELIX laser. Next, we show 
calibration of the frequency axis; calibrate for the resolving power; confirm that we observe Si:Donor 
transitions in Si:P and Si:Bi; and show that the orbital transitions have a power dependence. We 
finish the chapter by observing the Si:Bi 1sA hyperfine splitting, which is significant for quantum 
optical applications in Silicon. 
 Physical Implementation in UK User Station 1 3.2
This section will outline the physical implementation of the interferometer at FELIX in UK User 
Station 1 (UKUS1) in its most commonly used format. We discuss the main features of the 
interferometer, which varies little over time. This physical implementation has been used for 
Ramsey pulse pair experiments [48, 49] as well as pump-probe experiments [43] with the inclusion 
of additional mirrors but (crucially) no addition of beam splitters or modifications to the discussed 
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optical layout. One should be careful to differentiate between UKUS1 and UK User Station 2 
(UKUS2), which are different physical laboratories within the FELIX facility. UKUS1 is dedicated to 
interferometry and pump-probe measurements using reasonably complex optical layouts and 
consequently sacrificing maximum power incident upon the sample. In contrast, UKUS2 is not 
dedicated to specific experiments and tends to both have simpler optical layouts and to allow more 
flexibility of implementation. The latter is not discussed in this chapter, since it is more appropriate 
to show the implementation in individual chapters. 
The optical layout at UKUS1 is determined in the first instance by the shape of the vacuum tanks 
within which the optical elements are housed. We are able to significantly reduce the amount of 
water vapour in the beamline by sealing the vacuum tanks and removing the air, replacing it with dry 
Nitrogen gas. The tanks are labelled 1 – 3 by their distance from the FELIX beam input. The setup is 
broadly divided into three sections, each of which is implemented in one tank: the alignment stage; 
the interferometer stage; the sample area. They are shown schematically in Figure 3-2, a diagram 
drawn to scale, where we have used pictographic representations of the components with their 
approximate dimensions. Additional components used for pump-probe experiments are omitted.  
 
Figure 3-2 – A diagram showing the optical layout (to scale) of the interferometer at FELIX UKUS1. Three sealable vacuum 
tanks are mounted on an optical bench, and the FELIX beamline feeds directly into the first tank (right) through a window. 
The tanks are linked with beam ports, forming a single contiguous volume. The third tank is often decoupled from the other 
two in order to accommodate cryostats which are of the wrong proportions to be sealed within the vacuum tank – when 
this is the case, the tank is enclosed and continuously purged with dry nitrogen gas. 
Stage 1 – the FELIX input is aligned with a HeNe alignment laser using a pair of mirrors, allowing 
alignment downstream to be optimized to first order using the visible light. 
Stage 2 – the FELIX light is split using a beam splitter and each is aligned to a corner cube 
retroreflector mounted on a computer controlled delay stage. By this method, the relative optical 
path length is controlled. The beams are recombined co-axially using a third beam splitter. 
Stage 3 – the laser is directed onto the cryostat windows. Figure 3-2 shows the use of long focal 
length off-axis parabolic mirrors for this purpose, but flat mirrors are also commonly used depending 
on the desired intensity and spatial distribution of the laser power – a larger beam spot may be 
advantageous for the spatial averaging reasons discussed in Chapter 2. 
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Two reference beams are drawn from the optical setup: the autocorrelation reference; and the 
intensity reference. The autocorrelation reference is used as a simultaneously acquired background 
reference; it measures the light-light interference in the interferometer without interaction with the 
sample. As such, this reference is useful as a measurement of the FELIX lineshape, stability, and 
average linecenter throughout the experiment. The intensity reference can be used to identify 
whether there have been large fluctuations in the FELIX intensity over any given pulse, so that these 
may be accounted for in post-processing. 
 
 The FELIX Laser 3.3
This section will present an overview of the Free-electron Laser for Infrared Experiments (FELIX) 
which is the primary light source used in this work. We will outline: the primary benefits of using this 
type of laser; some of the main characteristics of the FELIX light output in our wavelength region of 
interest; the main challenges from this type of laser which must be compensated for during the 
experiments. 
3.3.1 Primary Benefits 
The most significant benefit to using a free-electron laser in this work is that the frequency range in 
which we are interested (approximately 2 − 20 𝑇𝐻𝑧) there exist no commercial, coherent light 
sources which may be considered “bench-top” size. Coherent sources in this frequency band are still 
an emerging technology. As such, FELIX and other lasers of its type are the only practical coherent 
light sources for pulsed experiments. Further, FELIX can produce very short pulses with a high 
intensity, which are ideal for the types of coherent control experiments which we wish to perform. 
Finally FELIX has a very wide range of wavelength tuning which allows us to address any transition 
line in the donor systems of interest. 
3.3.2 FELIX Output Characteristics 
FELIX’s output is well explained by two sets of parameters; one describing the output pulse 
sequences, and the other describing the structure of the individual pulses. FELIX pulses arrive 
bunched together in short trains (“macropulses”) which arrive at a rate of approximately 5 − 10 𝐻𝑧. 
These pulse trains are comprised of approximately 100 individual light pulses (“micropulses”), which 
are separated by approximately 45 𝑛𝑠, i.e. a repetition rate of 25 𝑀𝐻𝑧. 
Each micropulse is a Fourier transform-limited coherent electric field, which is approximately 
Gaussian. They can therefore be described adequately by either the frequency domain linewidth or 
the time-domain pulse length. Frequency-domain full-width-half-maximum (FWHM) linewidths can 
be varied between 0.2 % − 1.2 % of the centre wavelength, and typical time-domain intensity 
FWHM values are 10 𝑝𝑠. Spectral characteristics and jitter may be estimated using a fast grating 
spectrometer installed at the FELIX output. Even the fast measurement in this manner does not 
resolve the individual micropulses , but gives us a good idea of the systematic variations of the FELIX 
wavelength and intensity throughout the macropulse. An example measurement is shown in Figure 
3-3, where the relative intensity of the macropulse is show as a function of time, alongside the mean 
linecenter value. 
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Figure 3-3 – An example of the FELIX intensity and linecenter over the macropulse, as recorded by the characterization desk 
in the FELIX beamline. The linecenter in this experiment coincides with the Si:Bi 1s to 3p+- transition. The data are averaged 
over several acquisitions, from which the error bars in the linecenter are derived. It is clearly observed that both the 
intensity and the linecenter of the FELIX pulse vary strongly with time throughout the macropulse and between 
macropulses. This exposes the need for steps in the data processing section of this chapter, in particular the use of 
boxcaring the waveform. Axis values are computed directly from data stored in the recorded header files generated by the 
FELIX characterization system. 
 
3.3.3 FELIX Specific Challenges 
Figure 3-3 serves also to show one of the main challenges which is prominent in the experiments in 
this work; FELIX’s intensity and linecenter drift somewhat between micropulses, and the frequency 
of the laser at the start of the pulse may be on or off resonance with the desired transition. In the 
example of Figure 3-3, the FELIX linecenter is seen to drift over the macropulse by a value which is 
on the same order as its linewidth. If FELIX is pumping a sharp transition such as the Si:Bi 3p+-, which 
it is targeting here, successive micropulses will pump the transition with different efficiencies due to 
the detuning from resonance. Additionally, it is not uncommon to observe the occasional failure of 
the laser to produce a pulse train, which can cause large deviations from the intended 
interferogram. Our data analysis process for interferometry shown in this chapter and Chapter 5 is 
shown in Appendix C. 
Another FELIX specific challenge is that of limited experimental uptime. FELIX is a large international 
user facility, where the laser uptime is assigned to research groups in 8 hour shifts. Laser uptime is 
therefore a precious resource, which presents a challenge if high degrees of averaging are required 
in order to compensate for small signal levels. In situations where the experiments cannot be tested 
in some other laboratory, there is little room for iteration or variation upon experimental 
methodology. These are systematic difficulties with the experiments presented in this thesis, which 
frequently limit the experimental efficacy or the range of data which may be acquired. Inevitably, 
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every experiment discussed in this thesis could be improved by repetition and iteration along 
directions which could not be anticipated beforehand.  
 Frequency Domain Calibration 3.4
In this section, we demonstrate calibration of the frequency domain of the interferometery using 
FELIX by observing absorption in the autocorrelation spectrum cause by the presence of water 
vapour in the beam path. We discuss the significance of such calibrations in the context of the 
experiments which we have performed. 
Water vapour is a convenient tool for such calibration due to its prevalence in the atmosphere and 
strong dipole absorption in the THz regime. The absorption lines are common in our region of 
interest; they are sufficiently narrow and disperse to observe them individually, rather than as a 
band. Our calibration standard is a measurement of the absorption spectrum of air under ambient 
temperature and relative humidity in the lab at FELIX, made using a Bruker Vertex 80V commercial 
FTIR device. The FTIR sample chamber was evacuated, leaving a small quantity of water vapour 
present to be measured. The datapoint separation of the dataset is approximately 0.03 𝑐𝑚−1 
(0.001 𝑇𝐻𝑧), which is easily enough to resolve individual water lines and determine their peak 
locations. The manufacturer specifications for the instrument give the resolution as 
approximately 0.06 𝑐𝑚−1 (0.002 𝑇𝐻𝑧), which would not make a significant difference to this 
measurement. 
Figure 3-4 shows a comparison between the FTIR data measured at FELIX and an estimate of the 
expected transmission function of air, based on the HITRAN molecular absorption line database [81]. 
The calculation takes into account all known transitions of the dominant isotopologue, assuming 
Lorentzian lineshapes (pressure broadening), and does not account for pressure or temperature 
effects on the linecenter of the transitions. The comparison between the FTIR data and the database 
is favourable, with the HITRAN linecenter and amplitude very close to those of the measured FTIR 
data. This comparison validates our chosen approach of using the FTIR spectrum as a reference 
dataset.  
Our method for calibration is to pick two lines in the H2O vapour spectrum which are close to 
Si:Donor transitions of interest, and which are also sharp and well isolated. This affords us the least 
ambiguity in comparing the frequency domain measurements from the FELIX interferometer with 
the reference dataset.  
Observations of absorption lines at the frequencies 8.95 𝑇𝐻𝑧 and 9.45 𝑇𝐻𝑧 are shown in Figure 3-5, 
where the FELIX autocorrelation function with H2O in the beam path is compared directly to the 
reference FTIR transmission measurement. The measurements were taken using different 
acquisition settings, including different degrees of band folding, different FELIX pulse intensities, and 
on different days. The correction factor applied to the optical path difference is a multiplicative 
factor of 1.002, and this factor is consistent over all datasets. The discrepancy is approximately 
0.01 𝑇𝐻𝑧 at a central frequency of 8.95 𝑇𝐻𝑧, which is comparable to the FELIX linewidth and also to 
the splitting of the Si:Bi 3p+- hyperfine levels. 
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Figure 3-4 – Comparison of transmission data estimated from the HITRAN molecular transition database [81] for H2O, and 
FTIR data taken at FELIX at low pressure but ambient temperature and humidity. Key parameters for the estimation are 
shown. 
Such frequency calibration is crucial for the accurate placement of the FELIX linecenter. The FELIX 
control software applies a heuristic algorithm to obtain the requested linecenter, and is not reliably 
accurate to such precision. The other standard method for establishing the FELIX wavelength is by 
using a beam-splitter to divert a portion of the beam for analysis in a separate characterization lab. 
However, the data obtained using the FELIX spectral characterization station is of insufficient 
resolution to adequately pin down whether the desired linecenter has been reached. Even if it were 
sufficient, we cannot rely upon the characterization station in interferometric experiments due to 
the beam splitters which are used there – they have sufficient thickness and refractive index to act 
as a Fabry-Perot cavity in the beamline, which introduces a systematic modulation in the measured 
FELIX lineshape which obscures low strength transitions. Such modulations are observed in the data 
presented in Figure 3-5, albeit weakly due to the noise levels and datapoint density. The solution to 
these problems is to remove the beam splitter and render the FELIX characterization station 
inoperable, using the FELIX autocorrelation function measured in our interferometer to obtain a 
more precise positioning of the laser linecenter. 
Precise positioning of the laser linecenter is particularly useful to the coherent experiments 
presented in this thesis because it allows us to most closely replicate the idealised conditions of the 
analytic expressions describing multi-state Rabi interactions; such theories require the laser 
linecenter to be resonant or with minimal detuning from the excited state transition. Additionally, 
due to FELIX’s narrow profile, the relative signal-to-noise in the tails of the frequency distribution are 
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much worse than near the centre – we will obtain significantly better data regarding transitions if we 
have been able to minimize the detuning. 
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Figure 3-5 – Showing frequency calibration of the interferometer using H2O vapour absorption lines at different 
wavelengths. Left column: the H2O absorption line at approx. 8.95 THz. Right column: the line at approx. 9.45 THz. Blue 
data: FELIX autocorrelation function measured using a Ga:Ge bolometer. Red data: FTIR transmission function of air 
measured at the FELIX lab under ambient temperature and relative humidity, with an evacuated FTIR chamber (i.e. low 
water vapour content). 
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 Delay Stage Calibration 3.5
Our linecenter calibration has exposed a systematic difference between the observed linecenter and 
the expected linecenter of FELIX transmission data, which must be corrected by artificially increasing 
the optical path difference. An obvious question is whether this error is caused by a poorly 
calibrated movement stage. The factory calibration (measured using HeNe interference) claims 
errors on the order of 3μm over the whole range, whereas a difference of 0.2% observed in some 
experiments would correspond to 300μm. Nevertheless, instruments may wear over use. A manual 
check of the delay stage calibration was obtained by setting the controller position and measuring 
the offset with a Vernier micrometer. The data were then fit with a linear relation with a gradient 
of −1.0000 ± 0.0004, which corresponds to a percentage deviation of (0.00 ± 0.04)%.  
 
Figure 3-6 – Experimental calibration of the delay stage measured and produced by Dr. E.T. Bowyer, in collaboration with 
the author. 
As a final test the stage was moved to its farthest point and measured. The expected measurement 
from the stage position and the fit was 154.22 𝑚𝑚 while the actual measurement was (154.20 ±
0.05) 𝑚𝑚 whereas an extra 0.2% would have given 154.5 𝑚𝑚. These results suggest the delay 
stage position reliable to under 1μm over its whole range and therefore not the source of the 0.2% 
error in the frequency axis. 
A mis-alignment of the corner cubes mounted upon the delay stage could produce an extra path 
length as the delay stage moves. However, in order to increase the distance by 0.2 % the angle of 
deviation from the axis of motion must be 5.7 °. This deviation from the ideal path would cause the 
FELIX beam spot to move around 10 𝑚𝑚 at the sample position. This movement would mean the 
beam would scan across the aperture behind the sample and therefore appear and disappear. 
Empirically, this behaviour is not observed. We now lack an explanation for the variation in observed 
linecenter, but we nevertheless find that the systematic error may be calibrated and corrected for 
systematically. 
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 Resolution Calibration Using Si Optical Flats 3.6
The concern of this section is to establish bounds for the resolving power of the spectrometry which 
we are able to perform at FELIX using the experimental setup outlined in prior sections. We present 
a set of measurements inspired by calibration methods in terahertz time-domain spectroscopy (THz 
TDS) as outlined recently by research from the National Physical Laboratory [76, 77]. Firstly, 
however, we shall establish the importance of the measurement. 
The “resolution” of an FTIR spectrometer is often quoted as the datapoint spacing in the frequency 
domain when the interferogram has not been zero-padded, i.e. the reciprocal of the maximum 
optical path length difference. However, it is not obvious that the delay stage movement is the 
limiting factor on the linewidth of a delta function absorption feature in most practical experiments. 
Other factors are known to affect the linewidth of the measurement: imperfect beam overlap; sharp 
apertures on the beam; apertures which are asymmetric or non-concentric with the beam [82]. 
Rather than attempt to quantify each feature analytically, we will simply attempt to measure the 
resolution experimentally. In many experiments, this type of measurement can be done using 
externally calibrated gas cells. However, due to the relative obscurity of the frequency range in 
which we are operating, we have been unable to find an acceptable gaseous calibration sample. 
We use the Fabry-Perot interference in a bulk (room temperature) sample of pure Silicon as an 
alternative calibration tool. Fabry-Perot fringes are caused by the interference between successive 
multiple reflections between two refractive index boundaries (such as the surfaces of a Silicon 
wafer). The interference is frequency dependent and periodic in a 𝑠𝑖𝑛2 form, with the spacing of the 
peaks dictated by the optical path length through the material and the coefficients of reflexion at 
the boundaries. Figure 3-7 shows a schematic representation of the Fabry-Perot interference, with 
material refractive indices labelled. The transmission function can be expressed as: 
𝑇(𝜆) = [1 + Ϝ sin2 (
2𝜋
𝜆
∙ 𝑛2𝑙 ∙ cos 𝜃)]
−1
 
Ϝ =
4𝑅
(1 − 𝑅)2
 
The reflectance, 𝑅, depends on the refractive index (and thus 𝜆) by the Fresnel equations. Ϝ is a 
quantity called the finesse, which dictates the contrast of the fringes. The periodicity of the Fabry-
Perot fringes is dictated by the 
2𝜋
𝜆
∙ 𝑛2𝑙 ∙ cos 𝜃 term, where the parameters are defined on the 
diagram in Figure 3-7. 
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Figure 3-7 – Diagram showing a schematic of the multiple-reflection interference effect which causes Fabry-Perot fringes in 
FTIR measurements. Two rays are shown (red and black) incident at identical angles to the sample surface, with an offset in 
the vertical axis. It happens that the 𝑛𝑡ℎ reflection of the black ray coincides with the 𝑛 + 1𝑡ℎ reflection of the red ray, thus 
demonstrating the interference effect for a uniform beam when the sample surface is not normal to the beam. The 
parameters 𝑙, 𝜃, 𝑛1, and 𝑛2 are labelled. 
A sample of Silicon was obtained from Mira Naftaly of the NPL Terahertz research group, which was 
the same as those used in [77] for frequency calibration, albeit thicker (at a thickness of 𝑙 =
3.04 𝑚𝑚), to be used as a calibration tool. The sample was measured in a high resolution FTIR by 
Guy Matmon at University College London (UCL), in ambient conditions, to establish its optical 
transmission spectrum. The sample was then measured at FELIX using the interferometer and FELIX 
light tuned to a spectral region close to the Si:P transition energies but free of any transition, either 
in the Si:P donors or known H2O absorption lines. Measurements were conducted at the highest 
possible data point density in the FELIX interferometer and repeated three times. A fourth 
measurement was made to establish the FELIX spectrum without the presence of the sample. All 
measurements at FELIX were made using a Ga:Ge bolometer. 
We now compare the UCL and FELIX data in Figure 3-8. For better comparison, the UCL data were 
interpolated to the same data point density as the FELIX data and multiplied by the reference scan. 
This process gives two directly comparable Fourier-domain plots, and it is observed in Figure 3-8 that 
the periodicity of the Fabry-Perot fringes in the two plots is the same. The significance of this 
observation is that the limiting factor on the measurement of these peaks is not the resolving power 
of the interferometer at FELIX, putting a well-defined bound on the minimum separation of features 
which we desire to measure. This is measured by the separation of the fringes in the UCL data, a 
value of 0.0146 𝑇𝐻𝑧. 
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Figure 3-8 – Comparison of FELIX transmission data to the transmission data from UCL. Black: Transmission measurements 
using the interferometer and FELIX. Red: Transmission function from the UCL data downsampled to the same resolution as 
the FELIX data and multiplied by the reference scan obtained at FELIX, which did not include Fabry-Perot fringes from the Si 
sample. 
We comment briefly on the differences between the two data sets presented in Figure 3-8. The 
modelled spectral lineshape (red) shows a somewhat higher noise level than that of the transmission 
data (red), caused primarily by the difference in noise between the reference scan and the 
transmission scans. The noise difference is explained by a difference in averaging at FELIX (3x for the 
transmission data, and 1x for the reference scan) which was unavoidable due to beam time 
constraints. We see in Figure 3-8 that most of the features of the FELIX data are reproduced using 
the model, with the only deviations being near 10.8 𝑇𝐻𝑧, which we ascribe again to the difference in 
noise between the reference and transmission scans at FELIX. Even these deviations show 
approximately the same contrast and periodicity in both scans, and so these small deviations do not 
modify our conclusions. The separation of 0.01 𝑇𝐻𝑧 thus demonstrates that small splittings in Si:D0 
transmission spectra (such as those induced under magnetic field in Chapter 5) may be reliably 
observed using this methodology. 
Having investigated in detail the properties of the interferometer setup at FELIX upon which the 
studies in the remainder of this thesis will be based, we may now turn our attention to satisfying 
ourselves that we are indeed able to observe dipole transitions in Si:P bound states. 
 Observations of Intra-Donor Dipole Transitions 3.7
This section is dedicated to initial observations of donor transitions in real samples of FZ Si:P and 
Si:Bi, discussion thereof, and establishing the need for the further work which appears in this 
chapter. Our initial objective is to observe absorption lines through a Si:P sample, and then attempt 
to prove that they are indeed absorption lines from the Si:P. We go on to study similar transitions in 
Si:Bi, attempting to show the 3p+- transition and its hyperfine splitting. 
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3.7.1 Si:P Orbital Transitions 
Our initial observation was made on a sample of Si:P which had been resorted to for its extremely 
high optical density. Early measurements struggled with a mixture of the challenges described in 
previous sections, coupled with a lack of observations of the desired transitions in samples of 
smaller aerial density. As such, this sample (“Thick”) was chosen in order to maximize the signal 
differential between on- and off-resonance. This has allowed us to refine the technique for 
application to samples with lower absorption cross-sections. The initial measurements are presented 
in Figure 3-9, showing the first candidates for the 1s to 2p+-and 1s to 2p0 transitions in Si:P. Neither 
part of Figure 3-9 can be construed as conclusive evidence that we have measured a transition in the 
donor, but we are unable to explain the features in terms of known H2O absorption lines (especially 
in the context of the calibrations shown in previous sections). 
 
Figure 3-9 – First candidate observations of Si:P donor orbital transitions using the interferometer at FELIX. Left: The 1s to 
2p+-wavelength line. Right: the 1s to 2p0 line. The 2p+- transition has a much less ambiguous character than that of the 2p0, 
which has a much smaller dipole moment. Squares: FTIR data measured at the FELIX lab (red: air in ambient conditions; 
blue: measurement of the sample at approx. 10 K). Circles: data measured from the interferometer using FELIX (red: 
autocorrelation function measured inside the vacuum tank using a pyroelectric device; blue: measurement through the 
sample using a Ga:Ge bolometer attached to a spare beam port in the vacuum tank). 
The matter at hand turns to finding a way to show that the absorption lines shown are inherent to 
the Si:P donor states in a way which does not rely on arguments of coincidence with known 
transition energies. One such method is to perform a power dependence measurement on a 
candidate line and show that the absorption amplitude has a dependence upon the incident power 
of the THz beam. At higher powers, we expect the amplitude of the absorption observed in the 
beam to reduce. Such a conclusion can be arrived at qualitatively by considering that there are a 
fixed number of absorption centres in the Si substrate with a lifetime significantly longer than that of 
the incident pulse. Hence, they will become saturated during transmission of the pulses. In contrast, 
H2O absorption lines are unlikely to become saturated due to the sheer number of absorption 
centres in the beamline. Other effects, such as Fabry-Perot interference fringes, do not have power 
dependence at all. 
A power dependence experiment was undertaken in order to establish that the transitions observed 
in Figure 3-9 were not coincidentally agreeing with Si:P transition energies. For this experiment, a 
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thinner sample of similar dopant density (i.e. a lower total absorption cross section) was used. The 
power dependence of the 1s to 2p+- transition is shown in Figure 3-10, where it is observed that the 
observed absorption amplitude varies strongly with applied power. This power dependence 
constitutes evidence that the observed transition is due specifically to the impurity centres in the 
sample, i.e. we have demonstrated that interferometry performed in this setup is sensitive to the 
transitions which we wish to study. One can also show that the absorption disappears as the 
temperature is changed, due to the change in electron occupancy of the ground state as discussed in 
Chapter 2 (and shown in Figure 3-10 (F)). Due to time constraints, it is simpler to measure a power 
variation than a temperature variation. 
53 
 
 
Figure 3-10 – Measurements of the Si:P 1s to 2p+- transition at different incident laser powers, measured relative to the 
maximum available power: (A) 0 dB attenuation; (B) 3 dB attenuation; (C) 5 dB attenuation; (D) 8 dB attenuation; (E) 10 dB 
attenuation; (F) 5 dB attenuation with the sample at 50 K, where the ground state is no longer strongly populated due to 
thermal energy. Parts (A) through to (E) were measured at approximately 10 K. 
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3.7.2 Si:Bi Orbital Transitions 
We now study the Si:Bi 1s to 3p+- transition, which is of interest due to its relevance due to the large 
hyperfine splitting which is observable in FTIR. The splitting, of order 7 𝐺𝐻𝑧, is challenging to 
observe for multiple reasons: the dipole transition strength of the 3p+- in Si:Bi is significantly lower 
than that of the 2p+- in Si:P; the contrast between the hyperfine split states is small under the 
experimental conditions available to us at FELIX (as shown in FTIR at FELIX). If we are able to observe 
the hyperfine split 3p+- state in Si:Bi, we may be able to use the FELIX setup to implement a form of 
coherent control over the two states. 
An experiment was run at FELIX using a sample of Si:Bi which has featured in [39]. The sample 
density is 2 × 1014 𝑐𝑚−3 and it has a thickness of 300 𝜇𝑚. The transmission through the sample 
was measured using the FELIX interferometer while it was kept at 10 𝐾, measuring the transmission 
and autocorrelation interferograms three times and averaging. The resulting Fourier data are shown 
in Figure 3-11 alongside a reference dataset from [39] at extremely high resolution, measured using 
FTIR spectroscopy in a He immersion cryostat at 𝑇 = 1.5 𝐾. 
 
 
Figure 3-11 – Fourier data showing the Si:Bi 1s to 3p+- transition measured using the FELIX interferometer. Red: 
Autocorrelation reference of the FELIX lineshape. Blue: spectrum transmitted through the sample. Black: Ultra-high 
resolution spectrum of the Si:Bi 1s to 3p+- hyperfine split transition from [39]. The absorption shows a pair of dips whose 
amplitude extends beyond the noise, and whose peak positions agree with those of the hyperfine split data. 
Figure 3-11 shows absorption coincident with the reference dataset, where two absorption peaks 
are visible. The absorption peaks are not well resolved and there is significant noise, but this noise 
varies somewhat with boxcar position –the two absorption peaks are observed regardless of boxcar 
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choice, implying that they are indeed features of the sample rather than noise. The splitting of the 
two absorption peaks is coincident with that of the transition splitting in the reference dataset. 
Figure 3-12 shows a magnified view of the absorption from Figure 3-11, where it is seen that the 
absorption peaks are not quite coincident with the data of [39]. The offset is small, on the order of a 
datapoint, and since the splitting between the peaks is the same we ascribe the difference to a 
combination of: a frequency axis miscalibration which the measurements in earlier sections were 
insufficiently sensitive to correct for; or a slight effect of the difference in temperature to [39]. 
 
Figure 3-12 – Magnified version of the data presented in Figure 3-11, showing the absorption from the 1s tp 3p+-. Red: 
Autocorrelation reference. Blue: transmission data through the sample. Black: Data from [39] with an offset of 0.5 applied, 
for comparison to the FELIX data. 
The transmission function calculated from the measured data of Figure 3-12 is presented in Figure 
3-13, where we observe that the Si:Bi hyperfine splitting is not quite resolved by a straightforward 
measurement. Despite averaging and our various improvements to the analysis, a combination of 
noise, resolving power, and temperature prevents us from observing an unambiguous hyperfine 
splitting. Consequently, we might consider what steps can be taken to extract a somewhat better 
measurement from the present data. A fitting procedure is applied in order to attempt to extract the 
two peak measurements. The fitting model consists of a transmission function applied to a 
background laser spectrum representing the autocorrelation spectrum, fit to the transmission 
spectrum. Specifically, the model 𝑌(𝑓) = 𝑇(𝑓)𝐴(𝑓) where: 
𝐴(𝑓) = 𝑎1𝑒
−(𝑥−𝑏1)
2
2𝑐12 + 𝑎2𝑒
−(𝑥−𝑏2)
2
2𝑐22  
𝑇(𝑓) = 10−∑𝛼𝑖 
𝛼𝑖(𝑓) = 𝑎𝑖𝑒
−(𝑥−𝑏𝑖)
2
2𝑐𝑖2  
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The absorbance-thickness product of the transition is therefore extracted by fitting it as a Gaussian 
function. This is somewhat more correct than fitting a Gaussian transmission function, since at high 
powers or strong absorptions the shape of the transmission function should deviate from Gaussian. 
This approach allows us to account for H2O lines using the same methodology. 𝐴(𝑓) includes two 
Gaussian terms to account for the spectral non-ideality of the FELIX lineshape, specifically the 
presence of a “shoulder” causing deviation from a single Gaussian. Figure 3-14 shows a fit to the 
experimental data using this procedure, which includes only enough absorption lines to account for 
the hyperfine splitting. 
 
Figure 3-13 –Transmission function calculated from the data presented in Figure 3-12, showing the Si:Bi hyperfine splitting 
as a peak with a shoulder. 
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Figure 3-14 – Results of fitting the absorption model to the experimental data. Blue points: experimental data. Red line: 
Fitting function with optimized parameters. Black lines: fitting function using maximum and minimum values within the 
95% confidence interval, fitted parameters and confidence interval given in Table 3-1. 
The acquired fit to the experimental data is remarkably good considering the low effective signal-to-
noise ratio and low contrast of the desired splitting. The uncertainty in the fit is quite large, as 
reflected by the black plots in Figure 3-14, but this is in line with the expected difficulty of the fit. 
Overall, the fitting parameters and their uncertainties yield the values and uncertainties presented in 
Table 3-1. We compare in Figure 3-15 the fitted absorbance-thickness product with that of the 
measurement from [39], as well as that obtained in the FTIR spectrometer at FELIX. The general 
indication of this measurement is that using FELIX as a spectrometer can yield transmission functions 
at least as good as those obtained from a commercial device, with potential room for improvement. 
If such improvements are found, it is absolutely conceivable that coherent control over the Si:Bi 
hyperfine split states is possible. The fitting parameters allow us to extract the hyperfine splitting of 
the Si:Bi orbital ground state to find 7.6 ± 0.1 𝐺𝐻𝑧; quite a remarkably close agreement with 
published value of 7.37 𝐺𝐻𝑧 [39] considering the relative challenges of the technique in comparison 
to standard FTIR techniques. 
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Figure 3-15 – Comparison of published data for the hyperfine splitting in the 1sA to 3p+- transition to measurements 
obtained at FELIX. Black: published data. Red: FTIR data obtained at FELIX. Green: absorption components of the fitting 
model of Figure 3-14. 
A particular weakness of the fitting analysis shown in this section is that the model for the FELIX 
spectrum is known to be inaccurate – FELIX does not have a perfectly Gaussian lineshape, even 
when the “shoulder” is accounted for or discarded. However, the main benefit of this type of 
analysis is that we try to avoid compounding noise problems in the autocorrelation spectrum with 
noise in the transmission measurement, hopefully avoiding the type of noisy transmission spectrum 
shown in Figure 3-13. We do see a slight improvement in the resolution of the splitting, although the 
difference is admittedly small. On the other hand, using the fitting method has also allowed us to 
assign some uncertainties to the measured splitting, which we would not be able to do so easily 
Table 3-1 – Fitting parameters and extracted uncertainties for the fitting model and data shown in this section. 
Parameters are rounded according to their uncertainties. Indices 1-2 represent the laser autocorrelation spectrum and 
indices 3-4 represent the fitted absorption lines from the hyperfine splitting. 
Index 
𝑎 ∆𝑎 𝑏 ∆𝑏 𝑐 ∆𝑐 
(unitless) (𝑇𝐻𝑧) (𝑇𝐻𝑧) 
1 0.54 0.02 16.395 0.001 0.025 0.001 
2 0.37 0.02 16.388 0.002 0.076 0.002 
3 0.14 0.02 16.409 0.001 0.003 0.001 
4 0.07 0.03 16.417 0.001 0.002 0.001 
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without the fitting process. 
 Summary & Further Work 3.8
This chapter discusses the setup and calibration of an interferometer at FELIX, which has been used 
to produce an analogue of FTIR using coherent pulses. Such interferometry has previously been 
performed at FELIX for coherent experiments, but comparatively little effort has been made to 
ensure the calibration and repeatability of the experiments. This chapter laid out in writing the 
entire procedure, including metrological processes which have allowed us to be sure that the 
interferometry is consistent. Such work must not be undervalued – as experiments using FELIX for 
quantum technology become more complex and sophisticated, so the tolerances for errors are 
reduced. Equally, experiments which add complication – especially by expanding the parameter 
space of the experiment – require that fewer mistakes are made in supposedly trivial matters such 
as the FELIX wavelength, power, and so on. More room to make mistakes of this type leads directly 
to wasted beam time and failed experiments. 
Further, exposing the methodology and calibration in this way improves the reproducibility of the 
techniques used in this thesis. While in the short term this may mean little, it is quite healthy for the 
expansion of the field in the long run. Other THz sources, as they are produced, can apply similar 
calibration methods in order to arrive at measurably similar results. This is quite the important 
feature, since our observations of the absorption of D0 transitions in the penultimate section shows 
that limited FELIX beam time constrains our possible averaging time too tightly to be able to observe 
coherent power dependence effects such as a Rabi process. Experiments in laboratories where laser 
time is less precious may be able to show a power dependent coherent measurement using 
transmission measurements such as those shown in the latter part of this chapter. Indeed, the study 
of these transitions’ power dependences should allow us to infer how reliable our quantum control 
over donor orbital states can be. If a much more well averaged experiment is unable to observe Rabi 
oscillations in the transmission (and can eliminate problems such as spatial averaging which we 
quantified theoretically in Chapter 2), they will have shown that the fundamental noise in amplitude 
and linecenter of the laser source is really the limitation to quantum control in these systems. 
We have shown measurements which demonstrate that the interferometer is sensitive and high 
resolution, resolving down to ~ 7 𝐺𝐻𝑧, showing that our experiment is comparable to all but the 
most rare world-class interferometers which resolve in the ~ 1 𝐺𝐻𝑧 region. Since we have 
demonstrated the spectroscopy of very fine absorption lines in this system and resolved a splitting of 
considerable interest to the field of quantum technology in Silicon, we have demonstrated a form of 
time-resolved FTIR (t-FTIR). t-FTIR is a technique used to obtain spectrally resolved dynamics of 
notable systems, which is most often used for the study of chemical reaction rates. The work in this 
chapter shows an equivalent implementation in the 𝑇𝐻𝑧 regime which may be used to probe the 
quantum systems we study in this thesis. A review given by [83] shows that temporal resolution 
down to 50 𝑛𝑠 has been achieved using step-scan methods and electronic gating of fast detectors. In 
comparison, our experimental implementation takes advantage of the inherently short 𝑝𝑠 pulses of 
the FELIX output (and coherence lifetimes on the sub-𝑛𝑠 scale) to achieve a sensitive spectrally 
resolved measurement in the sub-𝑛𝑠 timescale. It should be noted that in the case of the present 
work, we have detected macropulse trains lasting 𝜇𝑠, which would limit the temporal resolution for 
any system where the excitation causes dynamics. In the case of this chapter, we have used a weak 
pulse which minimally perturbs the system.  
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The main promise in this context is that the manipulation of spin polarizations can be observed with 
a very high temporal precision in comparison to the spin 𝑇1 & 𝑇2 lifetimes, which range from 𝑛𝑠 −
𝑚𝑠 depending on the environment. Such studies clearly require long averaging times, and would 
benefit from broader band coherent sources. Broader band lab-scale sources of the appropriate 
wavelength are a current research question in the field, and may be significantly weaker than the 
pulses available with FELIX – less problematic if the interferometry demonstrated here is used as a 
probe. An additional benefit to this type of future work is that it is already quantitative in the sense 
that relative polarization is well-defined providing that the optical detector is linear, in contrast to 
electrical measurements as discussed in Chapter 4 and later. This type of experiment therefore 
serves as a complimentary technique to the other techniques shown in this thesis, rather than a 
competitor. Additionally, large parts of this thesis (Chapters 6 & 7) attempt to probe how the FELIX 
pulse affects the spin polarization in the Si:D0 systems, and any null results will imply that probing 
Si:D0 systems using this technique may be used effectively without significant further modification of 
the system. We show in Chapter 4 that we may effectively observe single FELIX micropulses using AC 
electrical detection, which could enable true realization of a sub-𝑛𝑠 interferometric method.  
Finally, let us comment further on the calibration of resolving power shown in this chapter. We have 
shown that our interferometry setup is limited in resolution to roughly the separation of the Si:Bi 1sA 
hyperfine splitting, which we wish to study. The resolving power is not simply the result of the 
number of datapoints in the interferogram, but also a consequence of the alignment of the 
interferometer. The first step to improvements upon alignment is to identify a measurement which 
can be optimized, which we have shown here. The utility of this work is that the calibration sources 
are robust, ubiquitous, and work perfectly well at room temperature. Such properties make 
calibration by this method simple and transferrable to setups in other locations with minimal 
additional expertise. One major limitation of the Si optical flats is their significant absorption in the 
region of the Si:Bi D0 transitions, which has prevented us from a very thorough measurement of the 
resolving power near the lines we actually wish to study. Future work along this route might be to 
find a different common material (perhaps KBr) which has a large refractive index in the appropriate 
region but lacks an absorption feature in the region of 19 𝜇𝑚.  
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4. Electrical Detection of Coherent Experiments at FELIX 
 Introduction 4.1
A relevant topic in modern SI:D0 quantum technology is how to obtain spin manipulation and 
readout. Single-electron transistors [55-57, 68] show great promise as device-scale testbeds for spin 
to charge conversion, but require significant effort and fabrication skill which is not yet routine. 
Recent work in the UK in collaboration with the author’s university aims to develop such devices for 
use with FELIX, but device production by this technique is inherently slow and anyway has so far not 
reached maturity. On the other end of the scale, bulk samples of Si:D0 have not yet been exhausted 
as a source of interesting physics, as recent work has only just started to explore the control of 
superpositions of orbital states [48, 49]. A recent proposal and proof-of-concept for device level 
physics [40] promises to relieve some of these difficulties using donor bound excitons (D0Xs), which 
can be manipulated to add free charge to the conduction band of the Si depending on the spin state 
of the donor electrons.   
The electrical detection of free charge in the conduction band is therefore a topical and useful 
technique for the study of Si:D0 systems and their coherent manipulation4. Electrical detection also 
holds the promise that it is in some sense “background free”, by which we mean that the number of 
charges in the conduction band at low temperatures is strictly related to how the sample is 
illuminated. It is therefore logical that we should attempt to implement these techniques at FELIX, 
and this has enabled other parts of the present work. During the course of these experiments, it was 
realised that there is more to think about in terms of contactless electrical detection than has been 
generally acknowledged, as well as further challenges specific to the use of the technique at FELIX. 
More specifically, of the several high profile publications [25, 39, 40, 84] relating to D0X and 
contactless detection, none spend effort to make clear whether the detection technique is well-
behaved. One might believe from the literature, therefore, that the technique is routine and well 
understood – this is not the case from the author’s experience with the technique and consequent 
discussions relating to the physics underlying the technique. One should be able to look up the 
detection mechanism and find sufficient data & theory to make it a problem of engineering, rather 
than an object of study in its own right. This chapter sets out to address this vacancy by dealing with 
the electrical detection which we use at FELIX: the general concepts; the specific implementation; 
calibration measurements and proof of concept; identification and understanding of general issues; 
FELIX specific challenges. 
The overall aim of the chapter is to establish a direct connection between the excited state 
amplitude in a coherent experiment, 1 − |𝑏0|
2, and the current supplied to the experiment. Such a 
calibration will allow a direct, no-background measurement of the coherent dynamics which we wish 
to study in our samples. This involves a major step; the conversion between charge density in the 
conduction band and the current supplied to the experiment, which is the key step in translating and 
microscale model (either coherent manipulation as in 2.4 or spin readout as described in 2.7). 
Chronologically speaking, the work in this chapter spans the length of the thesis. Some of the 
information and understanding shown here were only acquired after the measurements and data 
                                                          
4
 All data in this chapter were obtained in collaboration with Dr. N. Stavrias and Dr. K. Saeedi of Radboud 
University. 
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shown in later chapters (especially Chapters 5 & 6). On the other hand, this chapter makes clear 
some of the challenges and problems associated with the later chapters which provides context for 
their results. This chapter is therefore anachronistic, regardless of the order of presentation. 
4.1.1 Concepts 
In this section, we introduce the principal concepts involved in electrical detection of free charge. 
Foremost among these concepts are the physical processes which produce free charge for us to 
detect, and therefore why it is useful and relevant to do so. There are two physical processes to 
discuss: the photo-thermal ionization of donors; and the Auger recombination of donor-bound 
exciton complexes. We then go on to discuss some of the benefits of electrical measurement as 
opposed to optical measurement, and finally comment on the significance of “contactless” as a 
descriptor. 
4.1.1.1 Photo-Thermal Ionization 
A measurement of particular interest to the measurement of orbital Si:D0 states is the number of 
donors which can be observed in the excited state. In a coherent experiment without entanglement, 
this is equivalent to measuring |𝑐2|
2, the magnitude of the component of the excited state in a 
coherent superposition. Such measurements have been historically made optically using a weak 
probe pulse to measure the population difference between the ground and excited state. Especially 
in atomic physics, where the atoms are usually gaseous, this is the obvious method for readout. To 
measure the excited state populations of gases, very high electric fields are applied [85] to ionize the 
gases and infer the state population. For hydrogenic D0 states in semiconductors, however, we find 
that electrons appear in the conduction band when there are donors in their orbital excited states. 
The number of free electrons correlates negatively with the binding energy of the orbital state and 
positively with temperature, suggesting that these effects are induced by thermal effects. Hence, 
this is termed “photo-thermal ionization” (PTI). Since the process relies upon a pair of interactions in 
sequence, the lifetime of the donor state is important in this process. PTI spectroscopy (PTIS) is a 
technique which has seen use mostly with direct contact to the sample, giving previous workers the 
ability to study Ramsey fringes [48, 49] and device transport characteristics [79]. 
4.1.1.2 Donor-Bound Exciton 
The alternative type of measurement which we may be interested in with regards to Si:D0 states is 
that of the spin of the electron, which is controlled and measured in some proposals for quantum 
computing. There is plenty of precedent for using donor-bound excitons (D0X) for this purpose, 
originally by measuring their photoluminescence [35, 38, 86]. Recently, electrical measurements 
have been utilized because the Auger relaxation of the D0X structures is many times more efficient 
than radiative recombination, leading D0X structures to generate free charge carriers by ionizing 
their host donor atoms [36, 37]. The process constitutes a direct 1-1 spin to charge conversion once 
the D0X state has been formed. This method is useful because under an applied magnetic field, the 
Zeeman splitting causes there to be very well distinguished transitions corresponding to spin aligned 
and spin anti-aligned with the field. The readout technique has even been used to measure the 
nuclear spin state in 28Si [38, 86]. We resonantly excite the D0X transitions using a tuneable infra-red 
diode laser with a parametric amplifier and high finesse cavity, fabricated by Toptica. The laser has a 
spectral linewidth on the scale of a few MHz, which is small in comparison to the linewidths and 
splitting of a few GHz which we wish to study. The maximum power of the laser is 50 𝑚𝑊 in 
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continuous wave mode, and the linecenter is controlled in small increments by adjusting the cavity 
size using a piezoelectric material. 
Figure 4-1 shows the D0X and PTI compared diagrammatically using Si:Bi at zero field as an 
exampleThe pumping laser wavelength for the D0X is shown to be 1080 𝑛𝑚 (~1 𝑒𝑉) even though 
the binding energy of the D0 state is on the scale of a few 𝑚𝑒𝑉. This is because the pump laser is 
resonantly forming an exciton using an electron from the valence band, which leads to bound to the 
state with a small binding energy. Since the state is bound, it is represented below the conduction 
band. Diagrams in the literature appear in several different formats, none of which are very 
satisfactory at showing the relative energy level structure of the states. 
 
Figure 4-1 – Diagram comparing the D
0
X and PTI physical processes and their related laser pumping energies. The energy 
levels represented are the Si:Bi states absent of a magnetic field. (A) The D
0
X excitation process, showing (blue) photo-
excitation using a near-IR source, (green) relaxation of the D
0
X state liberating energy to excite the nearby D
0
 state (light 
blue). (B) The PTIS excitation process, showing (blue) the two-stage excitation process by first exciting a donor into an 
orbital state proximate to the conduction band and then using a photon of blackbody radiation from the laboratory 
environment to excite to the conduction band, and (green) thermal relaxation from the excited states back to the ground 
states. 
4.1.1.3 Benefits of Electrical Measurement 
The main justification for electrical measurement in the context of D0X spectroscopy is that the 
efficiency of radiative recombination is very low in comparison to that of the Auger recombination, 
and since the latter gives exactly one electron in the conduction band for each Auger recombination 
the number of charge carriers in conduction band is a good (and low noise) measure of the actual 
population of the spin states. In the case of experiments which involve FELIX, the argument is a little 
less straightforward. 
Of the three different optical methods of detection which have been used at FELIX, all suffer from 
significant difficulties. These methods are: photon echo detection [44], which is a very challenging 
technique to align; probe transmission [42, 65, 78], which gives the relative difference in population 
between the ground and excited state but struggles to account for any electrons in states which are 
not probed; and transmission Ramsey detection, the challenges of which were shown in Chapter 3. 
Contrast these issues to the idea of an electrical detection where we take advantage of a process 
which is already happening in the bulk, does not need extra alignment, and appears on the surface 
64 
 
level to have a very straightforward relationship between signal and excited state occupancy. In 
addition, the PTI process is much more sensitive to states with lower binding energies, which have a 
much smaller dipole matrix element – this allows us to compensate somewhat for the otherwise low 
sensitivity of optical techniques to states such as the Si:Bi 1sA to 3p+- transition. 
An obvious disadvantage to electrical detection in this context is that both the D0X and PTI generate 
signal which is inseparable; if we attempt to measure them simultaneously, we cannot differentiate 
between the two signal sources. 
4.1.1.4 Contacted vs. Contactless 
Finally for this section, we discuss the significance of the term “contactless” in this thesis. 
Experiments have been performed [48] and rigorously analysed [49] which show that Ramsey 
behaviour is observable at FELIX using PTI in the case where the free charge carriers were detected 
by a change in the DC conductivity of the sample. There are several weak points to this type of 
experiment, however. Firstly, the time constant involved in the experiments is very high due to the 
generally low levels of conductivity which follows due to low numbers of charge carriers. This causes 
a long-term change in the Voltage over the sample as a function of time through the FELIX 
macropulse, which necessitates complications to the analysis which take into account the variation 
of the charge density over long timescales. Secondly, the addition of contacts to a sample with 
differing mechanical properties is thought to induce local strain upon cooling which increases the 
linewidth of the transitions which we wish to study, as well as shifting the linecenters. In the case of 
Si:Bi, where we might be interested in making measurements to do with the hyperfine splitting, 
inducing an inhomogeneous strain broadens the transitions and removes any hope of performing 
such measurements. 
The motivation is obvious, then, for the usage of a method of electrical readout of the sample which 
does not utilize direct contacts to the sample. Other workers have implemented [25] methods of 
electrical detection using a capacitor structure in which the Si sample is the dielectric, which we have 
implemented at FELIX with the intent to use for coherent experiments. 
We shall also distinguish this contactless detection by comparison to the different types of contact; 
Schottky and Ohmic. Ohmic contacts have a linear I-V curve, i.e. a real constant impedance. Schottky 
contacts, by contrast, behave effectively as simple diodes due to pinning of the center of the 
semiconductor’s band gap to the Fermi level in the metal contact. This causes the continuum to 
bend upwards near the interface, producing a barrier to conduction which must be overcome by 
applying a potential bias to raise the energy of carriers in the semiconductor. The impedance of the 
Schottky barrier is complex, frequency dependent, and extremely large under reverse bias. One 
might suspect that these properties can help explain the impedance characteristics of our 
measurements in this chapter, but it is crucial to realise that this measurement is literally contactless 
– the copper foil used to create our “contacts” need not actually make contact with the Silicon to be 
effective. Indeed, the presence of an oxide layer at the surface of the semiconductor must also 
impede the formation of a Schottky contact.  
  Implementation 4.2
In this section, the physical implementation of the electrical detection is outlined. The experimental 
layout is shown diagrammatically and discussed in relation to the circuit diagram for the experiment. 
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We discuss the measurement technique and show impedance curves for the sample holder system. 
Finally, we discuss adaptations to this setup which were implemented in order to sync the 
measurement with FELIX, how these differ from contemporary equivalents in the literature, and 
what effect these adaptations have on the measurements. 
4.2.1 Experimental Layout 
The experimental layout for PTIS measurements is shown schematically in Figure 4-2. An AC sine 
wave voltage is supplied by a HAMES HMF2550 function generator, and applied to a capacitor plate 
one side of the sample. The induced current to ground on the other side of the capacitor is 
measured using a FEMTO DHCPA-100 transimpedance amplifier with variable bandwidth and gain 
(200 𝑀𝐻𝑧 ↔ 10 𝑉 𝐴⁄ ). A National Instruments PXIe-5162 oscilloscope records the resultant 
waveform, which is stored and analysed using the same software which control the function 
generator. The transimpedance amplifier is calibrated so that the measured voltage is directly 
related to the current by the amplification factor. 
 
 
Figure 4-2 – Diagram showing the connection layout between principal components of the PTIS measurement 
implementation at FELIX. The sample is mounted with two capacitor plates formed around it from copper foil. Both sides 
are connected to the outside through the sample insertion stick, allowing a voltage to be applied to one plate and the 
current from ground to be measured to the other. Current is measured using a transimpedance amplifier connected to the 
same oscilloscope which measures the waveform from the photodetectors for the transmission experiments shown above. 
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Figure 4-3 (A) shows a schematic picture of the capacitance setup used in this experiment at FELIX, 
and part (B) shows the real physical implementation. Copper tape is used for the capacitor plates, 
and FELIX is aligned to hit the centre of the sample such that transmitted light may pass through an 
aperture in the sample holder to the detector. This allows us to measure simultaneously the 
transmitted light through the sample and the electrical signal due to absorption. 
Figure 4-4 shows an oscilloscope trace for the simultaneous PTI and transmission readout. For this 
experiment typical boxcared integration of the waveform would yield noise around zero due to the 
sinusoidal nature of the signal. A choice must clearly be made regarding the periodicity of the input 
waveform, and in order to have a hope of observing the FELIX macropulse using this method we are 
constrained above a frequency of 𝑓𝑖𝑛~300 𝑘𝐻𝑧 for any measurement investigating the effect of 
FELIX. Frequencies up to 50 𝑀𝐻𝑧 are available using the bench-top waveform generator, and the 
FELIX micropulse repetition rate is 25 𝑀𝐻𝑧. 
 
 
Figure 4-3 – Schematic diagram showing the capacitor formed from copper tape wrapped around the sample. Each plate is 
electrically isolated from the bulk of the sample by the adhesive layer, which is not conductive. (B) photograph recording a 
physical implementation. A hole is made in the PCB ground plane behind the sample in order to allow the transmission of 
light. 
In initial experiments, the approach was simply to optimize the frequency to yield the largest 
difference between signal amplitude when FELIX was incident and when it was not. This was 
approximately 18 𝑀𝐻𝑧, with the resulting waveform observable in Figure 4-4. Since an average or 
sum of a sinusoid is zero, initial experiments used the sum of the absolute value of the waveform. 
Later experiments use the RMS of the waveform, since the latter is a better measure of the 
amplitude of an AC sinusoid. 
It is worth mentioning that these experiments were originally implemented with direct current, and 
we were unable to observe any current or Voltage transients. This has been explained by the 
masking of charge transients by the build-up of charge from low-energy trapping states in the bulk. 
These charges are gradually ionized thermally and swept from recombination centres by the field, 
aggregating at the edges of the sample and effectively screening transients in the bulk. 
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Figure 4-4 – First observation of change in current amplitude to a sample of Si:P in response to the FELIX macropulse 
intensity, with FELIX pumping the 2p+- transition. The waveform is aliased in this experiment because the electrical 
modulation frequency is comparable to the sampling rate, which is set to the same as used in optically detected 
experiments. 
4.2.2 Equivalent Circuit Representation 
The ideal result of this chapter is the conversion from measured current to conduction band charge 
density, from which it will be possible to infer details of the underlying quantum optics. Similar 
calibrations have been shown for contacted methodologies [49], and engineering smaller structures 
or measuring smaller effects such as a spin exchange will require similar efforts using contactless 
techniques. The challenge is therefore to obtain a suitable calibration of the system. The best 
methodology for this is to know the effective circuit inside which the sample is located, which will 
allow us to predict the effect of the sample properties upon the current. 
This is challenging for a few reasons. In particular, the experimental methodology used at FELIX 
prevents the use of lock-in amplification to detect changes due to the incident light. The reason for 
this is quite clear when one considers the duty cycle of the FELIX macropulse: 10𝜇𝑠 100𝑚𝑠⁄ = 10−4. 
Synchronized detection in these experiments is only possible using a triggered oscilloscope to record 
the electrical waveforms, but this leaves us without a reliable measurement for the relative phase in 
the system. A second challenge is that the specific circuit properties must depend upon parasitic 
impedances (capacitance, inductance, etc) in the electrical system, which vary significantly between 
cryostats. Variation in cryostats is essential for several reasons, in particular some cryostats 
incorporate strong magnets such as those required in Chapter 6, or others fit between the poles of 
electromagnets as used in Chapter 5. This variance between cryostats necessitates independent 
calibration for each setup. 
A proposed methodology for this calibration is to use our data acquisition system to measure the 
current amplitude through the circuit as a function of the electrical modulation frequency 
applied, 𝑓𝑚𝑜𝑑. It might be hoped that this yields the appropriate information for determining the 
effective circuit inside which the sample sits by specifying a circuit model and fitting to the data. An 
example of such an observation is shown in Figure 4-5, where we measure this circuit response at 
different applied laser powers, with the highest attenuation effectively blocking the laser. When the 
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laser is off-resonance, we find that further attenuation in the FELIX beam does not affect the 
impedance characteristics. The resonance peak around 30 𝑀𝐻𝑧 is a feature which one should model 
in the effective circuit approach, as is the capacitor-like decay in impedance at low modulation 
frequencies. We have found in all cases that our efforts to model the impedance by this method do 
not produce functions which fit the data. Effective circuit models using up to seven passive 
components (𝐿, 𝐶, 𝑅) do not allow for appropriate curves to be reproduced. We have chosen for the 
sake of brevity to omit specific fitting results. 
Nevertheless, our observations allow us some room for interpretation. We observe that as the pump 
intensity increases (and hence the charge carrier density), the resonance peak shifts to higher 
frequencies while broadening and reducing in strength. In addition, the capacitor-like decay at low 
frequencies sharpens dramatically. We might reasonably understand this as an increase in the 
capacitance or inductance of a resonant RLC circuit. Addition of charge to the conduction band 
therefore modifies the electrical properties of the sample, and these changes are significant enough 
to drastically modify the properties of the effective circuit. Note also that there are small spikes in 
the impedance curves which correspond to harmonics of the FELIX micropulse repetition rate 
of 25 𝑀𝐻𝑧 (a subject to which we return later in this chapter). 
 
Figure 4-5 – Response of the magnitude of the circuit impedance as a function of electrical modulation frequency. Left: 
FELIX tuned sufficiently far from resonance with the Si:P system that it does not excite Si:D
0
 states. Right: FELIX tuned to 
resonance with the direct ionization pathway from the 1sA state, putting a large quantity of donors into the conduction 
band. Measurements were made inside the FELIX macropulse and at 𝑇 = 10 𝐾 in all cases. 
This failure forces us to consider whether there are alternative characterisations available, or 
whether some more complicated consideration must be made. The use of a lock-in amplifier would 
allow the recovery of the full complex impedance of the circuit in question, but is constrained to the 
low frequency regime ~100 𝑘𝐻𝑧 − 1 𝑀𝐻𝑧 which is of interest under some circumstances (e.g. 
Chapters 6 & 7) but in general is an unfortunate constraint upon the modulation frequency. One 
should not expect a calibration at these frequencies to be sufficiently predictive at the higher 
frequencies in the 𝑀𝐻𝑧 region of interest for a significant part of this thesis. Alternatively, we might 
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consider whether the lack of fit is caused by some non-passive components in the circuit. A pre-
amplifier is a good example of this type of component, but the types of transimpedance amplifiers 
used in this study tend to have flat impedance over their rated bandwidth (80 𝑀𝐻𝑧 in the case of 
these experiments). Finally, there is a possibility that the response is unconventional due to a 
frequency-dependent term in the data sample’s electrical properties such as a Drude type 
behaviour. We make some predictions to this effect in Section 4.3.1 which may be integrated into 
the appropriate model and tested in future work. 
Two more observations may be made from the present data. Firstly, the circuit response varies while 
FELIX shows a high level of illumination regardless of whether the incident light is resonant with a 
Si:D0 transition. This result is quite surprising, since it implies that there are background processes in 
the system, which come into effect at relatively high intensities. 2-photon processes may cause this 
observed signal increase, but the effect is unlikely to be caused by heating since the local heating 
required in order to increase the equilibrium conduction band charge density is several degrees, as 
observed in Chapter 2. Secondly, if we measure at a fixed electrical modulation frequency (for 
example 35 𝑀𝐻𝑧), we will find that as the conduction band charge density is increased the current 
will change non-linearly due to the shift of the resonance peak. Such non-linearity may be calibrated 
out in post-processing providing that a full circuit model is obtained and the non-linearity remains 
monotonic. It is possible to conceive of sharper lines than those observed in Figure 4-5 where fixing 
the measurement frequency above the resonance peak location could cause the current to vary non-
monotonically as a function of conduction band charge density. Indeed, this is observed in some 
experiments and must be compensated for by choosing a lower modulation frequency. 
Finally, it is worth noting that the particular electrical parameters of the capacitances and 
inductances vary between FELIX shifts. Our samples are removed/replaced frequently, with the 
capacitors being rebuilt entirely on a regular basis. This is due to practical considerations of day-to-
day experimental implementation. It may be advantageous to build a sample holder which is both 
well characterized and sturdy, in such a way that removing/switching samples does not change the 
circuit parameters. Further, it would be good further work to deliberately couple the circuit to a 
more dominant oscillator with a well calibrated frequency response, so that we can measure the 
change in a well calibrated signal. 
4.2.3 First Measurements 
While we may still be uncertain regarding the effective circuit surrounding the sample, and therefore 
by what process we really observe a change in signal, some straightforward proof-of-concept 
measurements are achievable without requiring a good understanding of the readout mechanism. 
These can at least give us an indication that we are observing a response to the resonant excitation 
by FELIX, and therefore that this chapter is worth pursuing.  
For the purposes of simple experiments using FELIX, there is little more straightforward than 
recording the signal amplitude as a function of FEL wavelength setpoint. We confirm that the signal 
amplitude has strong temperature dependence and that the more tightly bound states show a lower 
PTI signal. Figure 4-6 gives this measurement between 8 − 30 𝐾 in Si:Bi and shows unambiguously 
that an increase in temperature leads directly to an increase in signal from the resonant peaks and 
not the background. The resonant peaks correspond very closely to the Si:Bi D0 transition energies, 
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with discrepancy small enough to be ascribed to the error in the FELIX linecenter positioning 
algorithm. 
It is observed experimentally that smaller FELIX light intensities appear more linear. This is best 
demonstrated by observing the Ramsey PTIS spectrum of the 1sA to 2p+- transition in Si:P at varying 
intensities, shown in Figure 4-7. We observe a form of power broadening in the Ramsey PTI signal – 
lower powers correlate with thinner absorption linewidths. The 0 dB case of is FELIX bandwidth 
limited, and it is interesting to observe the interferogram for this case, shown in the right half of 
Figure 4-7. The nonlinearity in the interferogram for the PTIS is extremely pronounced, and we 
should expect this to cause some significant perturbations in the Fourier space. This is also further 
evidence that the PTIS measurement is nonlinear as a function of charge density (or equivalently; 
laser power). 
 
 
 
Figure 4-6 – PTI signal as a function of FELIX scanned wavelength (as reported by the FELIX control algorithm), showing the 
change in sensitivity of the measurements as a function of the temperature of the sample. 
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Figure 4-7 – Left: Non-normalized PTIS Ramsey spectra resonant with the 2p+- transition in Si:P at zero applied field, shown 
for several different incident powers. Right: The post-processed interferograms corresponding to the 0 dB attenuation (high 
power) spectrum.  
 The Measurement Mechanism 4.3
Thus far, we have observed and commented on the implementation and initial observations using 
contactless electrical detection without really discussing the mechanism for the detection. One 
would be forgiven, upon surveying the literature, for concluding that there is little need to 
understand the mechanism in detail. Studies show measurements such as D0X spectroscopy are able 
to obtain very good resolution of hyperfine split states in Si:D0 systems, yielding measurements of 
the g-factor of the system [84], decay times, and polarization [39] as well as control and readout [25, 
40]. None of these studies discusses or references details of the mechanism for measurement 
beyond the details discussed so far in this chapter. 
On the other hand, we have already seen some experimental results in this chapter which indicate 
that something about the experiment is nonlinear in a way which we had not anticipated from the 
measurements made optically in Chapter 3. This leaves us in some doubt over whether or not the 
measurement mechanism must be thought about in detail. Is there an explanation for some 
fundamental deviation from a linear, passive component in this measurement? If we assume that 
our amplifier is not the cause, we might search for nonlinearities in more fundamental physics of the 
system. 
We break down the task of understanding the detection mechanism by ordering the research 
questions according to scale. That is: 
 The optics involving donors, either FELIX transitions or D0X formation, giving excited state 1.
population; 
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 The excitation of electrons from the bound states to the conduction band (and relaxation back 2.
into bound states); 
 The effect of free carrier charge density upon the electrical properties of the sample; 3.
 Translation of sample permittivity to electrical circuit properties. 4.
The physics of (1) were covered in other parts of this thesis and are relevant to other chapters, and 
will not be repeated here. The details of calculation of (2) are best considered in the same structure 
as (1), which we can begin to infer from experimental data once we have a scheme for (3) and (4). In 
the meantime, an estimate can be found in a rigorous analysis of DC experiments [49, 79]. While the 
experiment described there differs substantially from the present thesis, particularly in terms of 
dopant density and electrical matters, good estimations of the order of the recombination 
parameters can be obtained as we need them. The main volume of this section considers the 
calculations required for (3), since this is the most tractable problem. Finally, the consideration (4) 
depends strongly on the equivalent circuit description of the experiment which we have already 
seen is not yet understood. It does turn out that there are experiments which relate to (4) which do 
not rely on impedance measurements, but these are sufficiently different that they merit their own 
section, next. 
4.3.1 Drude Model for Free Charge Carriers 
We do know some details about the circuit, namely that we have formed a non-conducting capacitor 
around the Si:D0 bulk sample. A simple approach to understanding the detection mechanism might 
be to treat the capacitor as parallel-plate and assess its change in electrical properties when free 
charges are introduced into the bulk. Since the impedance of a capacitor is related reciprocally to its 
capacitance, if we can relate the charge density to relative permittivity then we may find expressions 
for changes in the impedance once we have full knowledge of the circuit. 
The Drude model treats free charge carriers as damped oscillators driven by an applied electric field, 
giving a solution for the displacement amplitude as a function of frequency of the applied field. This 
allows us to write the polarization 𝑃 of the system as: 
𝑃 = 𝐸 (𝑛0𝛼 +
𝑛1𝑒
2
𝑚
𝑓(𝜔, 𝛾)) 
Where 𝑛0𝛼 expresses the specific polarizability of the bulk crystal. If the Lorentz correction is 
neglected, we may apply the standard analysis to obtain: 
𝜀𝑟 = 𝜀∞ + 𝐾𝑓(𝜔, 𝛾) 
𝑓(𝜔, 𝛾) =
1
(𝜔𝑐2 − 𝜔2) + 𝑖𝜔𝛾
 
The equation has been reduced for convenience, with 𝐾 =
𝑛1𝑒
2
𝜀0𝑚
. Free charge carriers are typically 
treated with 𝜔𝑐 = 0 since there is no restoring force, and 𝛾 =
−𝑒
𝑚𝜇
 with 𝜇 denoting the carrier 
mobility, and 𝑚 is the effective mass.  
Finally, it serves at this point to connect the permittivity explicitly to another quantity which is more 
commonly plotted in the literature – the conductivity. By using the Drude model’s equation for the 
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displacement of the electrons along the field direction, 𝑥, we can write an expression for the 
conductivity 𝜎(𝜔, 𝛾): 
𝜎(𝜔, 𝛾) =
𝑁𝑞
𝑑𝑥
𝑑𝑡
𝐸(𝑡)
 
Since 𝑥 is proportional to the applied field 𝐸(𝑡) = 𝐸0𝑒
𝑖𝜔𝑡, the expression reduces to: 
𝜎(𝜔, 𝛾) = 𝜀0𝐾𝑓(𝜔, 𝛾) ∙
𝑖𝜔𝐸(𝑡)
𝐸(𝑡)
≡ 𝜎0
1
1 − 𝑖 𝜔 𝛾⁄
 
Where 𝜎0 = 𝜀0𝐾 ∙ 𝛾
−1 is termed the DC conductivity, which has the nice benefit of not becoming 
infinite under experimental conditions and is measurable using simple DC measurements such as 4-
point resistance measurements. 
4.3.2 Electrical Properties of the Sample 
Given the discussion above, it seems that we can approximate our sample’s effect on the electrical 
detection as a parallel plate capacitor whose capacitance varies with all of the free parameters 
identified above. Since 𝐶 = 𝜀𝑟 𝐴 𝑑⁄  for a parallel plate capacitor with surface area 𝐴 and thickness 𝑑, 
we might assume that the capacitance of the sample varies in the same manner. This allows us to 
start to investigate how the total circuit impedance should behave (useful for calibration and 
assessment of the D0X measurements which we have made) and feeds into modelling the transient 
behaviour of the current under FELIX micropulse illumination, which is shown later. 
We demonstrate this type of calculation in Figure 4-8 by showing the impedance of a capacitor 
under this approximation, for reasonable parameter estimates based on the real system. Three 
different modulation frequencies are shown, corresponding to different orders of magnitude used in 
the real experiment and each showing a quite distinct behaviour. It should be noted that at high 
carrier densities 𝑁 ≥ 1010 𝑐𝑚−3, this model predicts that the impedance does not vary strongly 
with frequency. Indeed, the conductance of the capacitor increases with increasing charge carrier 
density. At lower charge densities, modulation frequencies below 500 𝑘𝐻𝑧 appear to show little 
deviation from the 500 𝑘𝐻𝑧 curve of Figure 4-8. One might also consider that for low charge carrier 
densities, modulation frequencies in the region of 25 𝑀𝐻𝑧 are not very useful since the impedance 
curve appears almost flat in comparison to that of the low frequencies. Comparing to predictions in 
the absence of free charge in Table 4-1 shows that the y-intercept of Figure 4-8 correlates to the 
zero-charge impedance for the two higher frequencies. In other words, as charge density is 
increased the impedance of the capacitor drops. The rate of this drop depends upon the modulation 
frequency. 
If we choose to plot the same data with a lower mobility, as in Figure 4-9, we find that the 
impedance varies more at lower frequencies. Indeed, if we were to lower the modulation frequency 
to 100 𝑘𝐻𝑧 under the same conditions as Figure 4-9, we would find qualitatively the same behaviour 
as we did for 500 𝑘𝐻𝑧 in Figure 4-8. Clearly, anything which lowers the DC conductivity of the 
sample causes there to be higher variation in the impedance at lower frequencies. 
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Figure 4-8 – Calculated magnitude of the impedance of a capacitor of area 𝐴 = 1𝑐𝑚2 and plate separation 𝑑 = 1 𝑚𝑚 
under the simple Drude model with 𝜇 = 2 × 105 𝑐𝑚2𝑉−1𝑠−1 at three different modulation frequencies. Complex 
components are not shown for simplicity. 
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Figure 4-9 – Calculated magnitude of the impedance of a capacitor of area 𝐴 = 1𝑐𝑚2 and plate separation 𝑑 = 1 𝑚𝑚 
under the simple Drude model with 𝜇 = 2 × 104 𝑐𝑚2𝑉−1𝑠−1 at three different modulation frequencies. Complex 
components are not shown for simplicity. 
We are now in the position of having testable predictions for the variation of impedance with 
modulation frequency, and even find that the most basic form of the theory gives us an 
understanding of the observed improvement in signal quality at some frequencies. We find in 
general that there is frequency dependence even at very high charge densities, for instance the work 
presented in Chapter 5 and in the section below. It is suggested that this variation has more to do 
with the effective circuit inside which the capacitor is mounted than the physics of the sample, 
which further clarifies the need for a predictive model of the effective circuit. 
Our prediction is limited mostly by the assumption of a parallel plate capacitor with a uniform 
charge density – certainly not the case in the real system as implemented at FELIX, but applicable to 
those of other workers who do not benefit from multiple optical axes. On the other hand, a more 
complete model would start with a well-defined geometry and solve for the polarization in the bulk 
spatially, calculating the induced current directly through Maxwell’s equations. On the other hand, 
this type of implementation follows a route of increasing specificity at the cost of increasing effort, 
where the simpler model in this section gives us sufficient information to explain the measurement 
Table 4-1 – Comparison between y-intercept values of Figure 4-8and carrier-free impedance calculated by 
setting 𝑁 = 0. 
Modulation 
Frequency  
Impedance 
at N=0 
Impedance 
from Figure 
(𝑀𝐻𝑧) (Ω) (Ω) 
0.50 300 80 
5.00 30 29 
25.00 6 6 
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mechanism. The simple model even shows that there must be limits to the sensitivity of the 
measurement in terms of charge density, and that the response function is unlikely to be linear. This 
approach is therefore sufficient for the immediate requirements of the modelling, especially 
considering that the primary limitation on modelling the response function is that of the effective 
circuit. For a fuller discussion of the Drude model, modifications and limitations, see Appendix D. 
4.3.3 DC Conductivity Model 
One might question whether a simpler model for the system applies, which might be advantageous 
due to the reduction in free parameters. Specifically, might the conductance of the sample be well 
approximated by a DC model of conductivity (as obtained by setting 𝜔 → 0 in the Drude model). In 
this type of model, one would express the sample as a pair of circuit elements in parallel: a capacitor 
for the bulk polarization and a resistor expressing the loss via DC conductance. The main practical 
problem with this approach in the context of the present chapter is that the impedance curve for 
any set of capacitors and resistors must fundamentally appear capacitative, i.e. one should not 
expect any resonance peak. This directly contradicts our observations of Section 4.2.2, but may be 
appropriate at some very low modulation frequencies where one does not observe resonances. 
 
Figure 4-10 – Simple effective circuit representation of the DC conductivity model for the sample, representing the foil plates 
as separate capacitors, and the sample as a pair of parallel circuit elements. 
 
 FELIX Micropulses 4.4
This chapter has so far focused on the analysis of the electrical response of the measurement system 
to a changing equilibrium charge density. That consideration is particularly relevant for D0X 
measurements, where there is a continuous pumping by the resonant excitation laser. We are also 
interested in measuring the electrical response to a laser impulse, namely the incidence of FELIX 
upon the sample. Previous analysis of DC electrical measurements in the presence of FELIX [49] 
found that there was a very slow electrical response to the FELIX micropulses, and it could be 
effectively assumed that charge was accumulating in the conduction band over the macropulse. This 
information informed the methodology of experimentation using the contactless electrical detection 
to measure excitation due to the FELIX macropulse. We were able to perform measurements under 
this assumption, which are shown in Chapter 5, where the electrical modulation frequency is chosen 
purely to maximize the RMS current contrast between FELIX on and FELIX off. This approach makes 
sense when the electrical signal is sinusoidal, since the RMS current is proportional to the amplitude. 
It was discovered somewhat later that this assumption does not hold in the case of the contactless 
77 
 
electrical detection, and this section is dedicated to the characterization of the transient behaviour 
of the waveform under FELIX illumination. The fact that this was discovered some time after 
implementing the experiment shown in Chapter 5 underlines the anachronistic nature of this 
chapter; newly understood best practice cannot be retrospectively applied, but knowing best 
practice helps us to understand some of the outcomes of those experiments. 
The fundamental observation which led to this section of the chapter relates to an accidental 
discovery: when the modulation frequency set to 25 𝑀𝐻𝑧 and detuned very gently, the macropulse 
reduces significantly in noise and becomes asymmetric about the time axis, as shown in Figure 4-11. 
It was observed that between macropulses, the amplitude and sign of the asymmetry shown in 
Figure 4-11 varied dramatically. Very careful detuning around this frequency revealed that the effect 
behaved as a sort of aliasing between the FELIX repetition rate (approx. 25 𝑀𝐻𝑧) and the input 
waveform. Since this appeared to be important, an experiment was devised to investigate the 
causes of this effect in detail. 
 
Figure 4-11 – Left: Full waveform recorded using the method described in text, showing the asymmetry of the FELIX 
macropulse over a single shot. The y-axis is voltage measured by the oscilloscope in real units, corresponding to current 
input to the transimpedance amplifier. Right: Magnified view showing a sine wave fit to the data in the region 0 − 2 𝜇𝑠 
(red), demonstrating that the start of the FELIX macropulse induces deviation from the input sinusoid. 
The modulation signal which is used to generate the FELIX micropulses is available as a reference 
signal in the laboratory, and can be used as the electrical modulation signal for the contactless 
electrical detection. By using a phase controlled balancing amplifier it is possible to finely control the 
relative phase between the FELIX arrival and the electrical modulation signal at the sample, which 
are now at precisely the same frequency. 
The experiment recorded the waveforms of several macropulses, from the FELIX trigger signal to 
about halfway through the macropulse, sampled at the maximum rate of 1𝐺𝑆 𝑠−1 (1 𝑛𝑠 between 
samples). Samples of Si:Bi and Si:P were used, which are the same as those used in other chapters 
and sections of this thesis. Since the micropulses last only a few picoseconds, it would be surprising 
to observe the micropulses at their true length. Indeed, with the fastest optical detection which we 
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have implemented at FELIX we do not resolve the micropulses entirely independent from each 
other. In contrast, using the contactless electrical detection we are able to observe single well-
separated micropulses.  
We show the power dependence for all three major transition lines in Si:Bi at 10 𝐾 in Figure 4-12. An 
increase in the incident power from FELIX corresponds to an increase in the amplitude of the 
transient features which deviate from the input sinusoid, with the maximum deviation at any given 
power most strongly related to the relative number of donors ionized due to the photo-thermal 
processes.  
 
 
Figure 4-12 – Higher power measurements of the power dependence of the waveforms at 10 K at different Si:Bi transitions. 
 
Whether the main limitation on the width of the peak is due to recombination time can be assessed 
by implementing a temperature dependence measurement, which is shown in Figure 4-13, with data 
shown between 2 𝐾 and 40 𝐾. Significantly, the width of the perturbation due to the laser increases 
with temperature up to 40 𝐾, after which the waveform appears to have more or less consistent 
amplitude over time. This confirms the hypothesis that the charge carrier recombination time is 
limiting the pulse shape, and provides some useful information on the characteristic time of the 
circuit response in comparison to the recombination time. In the high-temperature regime, charge 
does not recombine sufficiently quickly to isolate micropulses, so the conduction band charge 
density increases to a long-term equilibrium over the macropulse. 
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An related observation here is that the 1sA direct ionization pathway, 𝜆 = 17.5 𝜇𝑚, also shows a 
strong temperature dependence. If the primary difference in signal as a function of temperature is 
caused by increased rate of ionization, one should expect that the direct ionization pathway will not 
show temperature dependence. Since we observe temperature dependence, the mechanism for 
increase in signal is due to a larger equilibrium charge density and slower recombination rate at 
higher temperatures. Recalling Chapter 2, we found that a slower recombination rate caused a 
higher charge density in the conduction band. Note also that the mobility of the sample is a strong 
function of temperature [87, 88], and consequently any conductive signal increases in amplitude as 
the temperature drops. These two effects oppose each other, and it is suggested that this causes the 
relative drop in transient amplitude compared to the long-term variation as the temperature is 
increased. 
 
Figure 4-13 – Waveforms recorded at constant power with varying temperature and for different transitions in Si:Bi. 
It has been somewhat more difficult to obtain the same sets of measurements for Si:P as we have 
shown so far for Si:Bi. The interesting observation is that the temperature dependence of the carrier 
lifetime in Si:P is a lot stronger than in Si:Bi, with the carrier lifetime much longer in Si:P at ~10 𝐾 
and above. At significantly lower temperatures, the Si:P peak becomes far sharper than the 
equivalent Si:Bi observations, as shown in Figure 4-14. The apparent sharpness of the Si:P 
waveforms is partially due to the much stronger dipole matrix element, although the observations 
shown in Figure 4-14 are also at a lower laser power. The Si:P and Si:Bi samples have a doping 
density & purity of the same order, so one would normally expect that the recombination times are 
similar. Nevertheless, the plainest explanation for the observed data is that the recombination rate 
differs significantly between the two species. Although the Fermi level of Si:P differs significantly 
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from Si:Bi at these temperatures, we saw in Chapter 2 that the temperature dependence 
around 10 𝐾 is negligible, hence this is unlikely to cause our observations. Neither is the variation 
due to a difference in the excited state energy levels, since the excited states above 2p+- share the 
same energies between species to a close enough approximation that they are irrelevant. 
Nevertheless, this is a useful observation. It appears that in the 𝑇~10 𝐾 regime for Si:P where our 
experiments of Chapter 5 and Chapter 6 were implemented, the charge density much more closely 
approximates an average value over the entire waveform rather than a dynamic variation, allowing 
us to use the RMS of the waveform as a measure of its amplitude. This reduces some considerations 
which might have to be made regarding the appropriate mathematical approach to obtaining an 
excitation amplitude measurement from raw waveform data such as shown in this section. 
 
Figure 4-14 – Measurements of the Si:P transitions covering different temperatures at constant power. 
 
 Summary & Further Work 4.5
This chapter has focused on an extensive investigation into electrical detection synchronised with 
FELIX. We have given a description of the experimental setup involved in making electrical 
measurements at FELIX and described how our setup differs from other implementations. The 
relatively unique property of FELIX is the macropulse duty cycle, which prevents us from using a lock-
in amplifier to measure the signal. On the other hand, the use of an oscilloscope to record the 
waveforms has allowed us to observe the detailed and rich behaviour of the transients in current to 
the sample which arise as a result of FELIX, which we otherwise might have missed. This is perhaps 
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the most interesting and complex behaviour which we have observed in the real time domain at 
FELIX, and we are able to explain some of the observations which we have made.  
A part of this chapter has been dedicated to the study and explanation of charge carrier effects in 
the absence of a transient, which is useful for predicting the behaviour of donor bound exciton 
studies as well as being a stepping stone to explaining the more complex transient behaviour. We 
showed that the measurement can be understood as a change in the electrical properties of an 
effective circuit, where the sample is represented by a capacitor with complex impedance. This 
impedance may be thought of either as due to a Drude free-charge type of behaviour, or as a 
consequence simply of the DC conductance regime, depending upon the specific cryostat in which 
the experiment is carried out. The Drude model leaves a specific and well characterized result which 
can be tested in relation to these systems under more well-optimised conditions, which is one of the 
useful positive outcomes of this chapter’s work. 
There are some significant assumptions made in the analysis, which future work should attempt to 
test and improve upon, such as the assumption that the mobility is a constant. Indeed, a tacit 
assumption of the analysis is that the permittivity of the sample as a whole is simply the permittivity 
of the part of the sample which has been excited by the laser. For a first analysis, this assumption 
allows us to make a simple and informative discussion. However, for a truly quantitative 
measurement of the charge density in the sample, the sample geometry and the geometry of the 
charge density distribution will have to be taken into account. This may be implemented analytically 
in the case of a parallel plate capacitor, but may require a full 3D finite-element simulation for more 
complex geometries which we use at FELIX. 
This chapter has not considered the effect of a magnetic field upon the charge carriers in the bulk, 
which one should expect to modify the frequency dependence of the response function. Such 
treatment is possible (e.g. the approach in [89]), but does not currently limit the progress of this 
work. Observations in Chapters 6 and 7 do use much lower frequencies than the 25 𝑀𝐻𝑧 used in 
most of this chapter, to mitigate effects of high magnetic field and to allow us to be sensitive to 
much smaller charge densities. 
We went on to show measurements of the transient current induced by FELIX in an experiment 
where we were able to control the phase between the electrical modulation of the sample and the 
arrival of the FELIX micropulses. We found a rich and complex variation in the amplitude of the 
primary peak of the transient, as well as the longer scale behaviour. This longer timescale behaviour 
has now been observed to occur for timescales up to and in excess of the FELIX micropulse spacing, 
and the timescale is temperature dependent. We have been able to explain, qualitatively, the 
observations by invoking a variation in the relaxation time and the mobility as a function of 
temperature and donor species. While we did not expect that the donor species would be an 
important factor in this study, a target for further work might be to replicate and explain this 
dependence. A system of differential equations modelling thermal excitation using the principle of 
detailed balance may inform such an analysis and allow us to infer the  charge density, or at least its 
variation up to a scaling constant, based on the data contained herein. 
We stated in the introduction that the primary aim of the chapter is to establish a calibration 
between the measured current supplied to the system and the charge density in the sample. While 
we have established that the variation in current is caused by elevation of charge carriers, and even 
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shown that this is in principle possible to model using an effective circuit, the single most significant 
problem with the work presented in this chapter is that there is a lack of ability to explain and fit the 
observable frequency dependent impedance. Fitting this will allow us to understand the equivalent 
circuit representation of the system, and the place of the sample inside it. An alternative to this 
approach would be to deliberately build a resonant circuit to include into the electrical 
measurement system which is very well characterized, thus removing the major source of 
uncertainty in this analysis. Once this has been achieved, future workers will be able to apply a 
Kirchoff model of the circuit and solve for the total current. This will then allow a test of the 
equations which we have given for the permittivity of the sample, and in turn this will eventually 
yield a measurement of the current density in the sample. The goal of achieving a full microscale-to-
macroscale description of the system will then be achievable using the same type of master-
equation methodology shown in [49]. 
Despite these setbacks to the work, we have enough information to understand how to operate 
contactless electrically detected experiments with FELIX. The general idea is that because we 
currently lack the ability to linearize the measurements in post-processing, we must try not to rely 
on amplitude or lineshape measurements. 
For experiments with the D0X detection of spins, it will be much more reliable to try to observe a 
change in the frequency dependence of the sample due to some effect such as the incidence of 
FELIX. This has consequences in terms of what measurements are plausible – a full parameter scan 
through the D0X wavelength and modulation frequency is lengthy and impractical if other 
parameters must also be explored. These parameters might include temperature, phase, time delay, 
FELIX laser power, and magnetic field. It is clearly impractical to try to obtain full parameter scans 
and so the experimental work must be limited in its exploration of the parameter space. The 
experiments in Chapters 6 follow this type of experimental procedure. However, we found in the 
experiments of Chapter 7 that such frequency variation was insufficiently time-efficient. Optimizing 
this trade-off is an unsolved problem. 
For experiments where we investigate the PTI of donors during the FELIX macropulse, we must take 
a somewhat different strategy. Normally, the experiments which we wish to perform are 
interferometric – we cannot avoid relying on the amplitude of the measured data. In this case, the 
best mitigation tactic is to find a combination of modulation frequency and incident FELIX power 
where we observe a minimally nonlinear response. In practice, this limits the power of the FELIX 
laser which we are able to use. The work in Chapter 5 follows this type of procedure. Future work 
will use the same scheme which we used in this chapter to sync FELIX and the modulation signal in 
the hope that future work will allow us to analyse the waveforms in more detail. 
Further, given our understanding of the pulse structure under FELIX illumination, it is not entirely 
clear what strategy should be for obtaining a measurement of the amplitude under FELIX 
illumination. We have not stepped into a discussion of this question in the text, but at the relatively 
high temperatures in Si:P of Chapter 5, we have found these considerations to be less important and 
therefore simply use the RMS. 
Speaking more generally, this chapter has shown how careful future work must be to address the 
nonlinearity and potential non-monotony of electrical detection for experiments relating to 
quantum optics and quantum technologies. Experimental procedure must either be designed with 
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the nonlinearity in mind (i.e. by including modulation frequency dependence measurements) or 
setup must be modified so that the sample and its properties are directly traceable. Further, work 
which does not explicitly consider these details should be treated with caution and repeated with 
variation where possible. 
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5. Quantum Beat Spectroscopy 
 Introduction 5.1
In this chapter, we demonstrate a cutting edge application for the FELIX interferometer which was 
described and calibrated in Chapter 35, which relies upon the coherence of the source as well as the 
high precision and resolving power which we have demonstrated. We investigate the coherent 
control over a three-level system using a FELIX-based Ramsey experiment which we described 
theoretically in Chapter 2. The three-level system is formed from the 1s, 2p+, and 2p- states of the 
Si:P orbitals, with the degeneracy of the 2p+- split using a magnetic field. Our experiment uses the 
optical detection methodology of Chapter 3 combined with the electrical detection methodology of 
Chapter 4 to measure the field splitting and by doing so infer the capability of coherent control over 
the system. 
The development and proof of sensitive control over quantum states is crucial to the 
implementation of future quantum technologies. This might be in the form of controlled quantum 
gating, or readout of quantum memory in a coherent manner. In Si:D0 systems, this takes the form of 
coherent tunnelling between donors [43, 51], semiclassical interaction with metallic contacts [68, 
90], suppression of decay using microwave cavities [91], and control over orbital superposition 
states [44, 45, 48, 49], among other aspects. Spatially constrained or controlled interaction between 
neighbouring quantum systems is particularly relevant to Si:D0 quantum technologies since the 
atoms are irrevocably anchored in place in the Si crystal matrix as substitutional defects: it is 
impossible to move qubits closer together or further away in order to allow them to interact. Part of 
future development will involve the extension of the principles of free-space atomic physics to Si:D0 
systems; such atomic physics has already shown high fidelity gate interactions [33, 92] and fine 
control over electron trajectories [93-95]. 
Current quantum control of orbitals in Si:D0 systems is limited to 2-state superpositions which are 
quite simple to control and describe. These 2-state superpositions require only a single pulse of 
coherent radiation to fully control, but are limited in their spatial complexity. The experiment 
presented in this chapter aims primarily to establish how practical complex quantum control can be 
obtained in Si:Donor systems. By implementing this experiment and demonstrating a quantum 
control over the system, we discuss how the quantum beats of this system compare to similar work 
in other systems. The weaknesses in our experiment are traced to significant challenges in the 
electrical measurement of the system and background processes. 
Consider a simple 2-level system which has been excited into some coherent superposition. We 
showed in Chapter 2 that the relative phases of the two components (the excited state and the 
ground state) will dephase with a characteristic frequency which depends on the difference in their 
eigenstate energies. Assuming that we are discussing simple wavefunctions analogous to Hydrogen 
(therefore neglecting the periodic Bloch component of the wavefunctions of Si:D0 states), we may 
straightforwardly plot the wavefunctions using the spherical harmonics. The superposition state is 
simply an addition of the two wavefunctions, and the time evolution can be accounted for by 
                                                          
5
 All data in this chapter were obtained in collaboration with Dr. N. Stavrias and Dr. K. Saeedi of Radboud 
University. The theoretical results of line splitting under a magnetic field were provided by Prof. B. N. Murdin. 
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introducing an oscillating term. For the 1sA state superposed 2p0 state where a measurement would 
have a 50 % chance of finding the atom in either state, we may write: 
Equation 5-1 
|Ψ⟩ =
1
√2
|1𝑠𝐴⟩ + 𝑒
𝑖𝜔𝑡
1
√2
|2𝑝0⟩ 
Here we are neglecting the global phase in a similar way to that shown more rigorously in Chapter 2 
by using a rotating frame. In a similar manner, under zero applied field we write a superposition of 
the 1sA, 2p+, and 2p- states as: 
Equation 5-2 
|Ψ⟩ =
1
√2
|1𝑠𝐴⟩ + 𝑒
𝑖𝜔𝑡
1
2
(|2𝑝+⟩ + |2𝑝−⟩) 
Here, since the 2p+ and 2p- states are degenerate, they do not dephase. In the case where they are 
not degenerate, i.e. under an applied magnetic field, we must specify the relative populations of the 
states and the dephasing. For example, in the case where we have managed to excite only the 2p+ 
state: 
Equation 5-3 
|Ψ⟩ =
1
√2
|1𝑠𝐴⟩ + 𝑒
𝑖𝜔𝑡
1
2
(√2|2𝑝+⟩ + 0|2𝑝−⟩) 
Finally, in the case where the 2p+ and 2p- states have equal probability and we maintain the 50 % 
probability of finding the atom in the ground state: 
Equation 5-4 
|Ψ⟩ =
1
√2
|1𝑠𝐴⟩ + 𝑒
𝑖𝜔𝑡
1
2
(𝑒−𝑖Δ𝜔𝑡|2𝑝+⟩ + 𝑒
𝑖Δ𝜔𝑡|2𝑝−⟩) 
Thinking in these terms allows us to establish the consequences of creating complicated 
superpositions. We plot in Figure 5-1 (a-d) heat maps of the square modulus of the wavefunctions of 
different superpositions as discussed above, plotted spatially. Part (a) shows the wavefunctons of 
two different eigenstates, while parts (b) and (c) show superpositions of two states (equivalent to 
Equation 5-1 for the 2p0 and the 2p-, respectively). The time evolution is shown given the transition 
energies for the appropriate states, with the time allowed for evolution shown inset in units of 
picoseconds. Part (d) shows the case of a modest applied field allowing a superposition as expressed 
in Equation 5-4, where time steps are short along the rows and large along the columns. The 
calculations utilize the appropriate transition energies from theory at small applied fields along the 
appropriate crystallographic axis to match our experiments, shown in part (e). We have included 
positional markers in the plots to show how the wavefunction’s overlap with different regions 
evolves over time. This is the key point of analogy to this work: by controlling the superposition 
using multiple eigenstates, the spatial distribution of the wavefunction may be made to evolve in a 
quite complex way which might be utilized for the controlled sequential interaction of qubits in the 
SFG scheme. 
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Finally, we show the expected form of the absorption in these experiments from the theory as 
shown in Chapter 2. Here, we have used the simplified transfer matrix representation of the system 
in the case of non-interacting square waves polarized along the x-axis. It may be shown that the 
excited state population is given by: 
Equation 5-5 
1 − |𝑏0|
2 = 𝑠2(2𝑐2 cos ∆𝑡𝑑 cos𝜔𝑡𝑑 − 𝑠
2 cos2 ∆𝑡𝑑 − 𝑠
2 + 2) 
Where we have reduced some parameters into 𝑠 = sin(Ω𝑡𝑝 √2⁄ )  &  𝑐 = cos(Ω𝑡𝑝 √2⁄ ), where Ω𝑡𝑝 
is the effective pulse area. The methodology of this chapter involves measuring the beating 
behaviour as a function of 𝑡𝑑, the delay between the pulses, which clearly has a beat at the 
frequency ∆ (the photon frequency of the excited state energy splitting). Note that the 𝑠2 shared 
prefactor gives us terms which look like 𝑠2 𝑐2 and 𝑠4, of which the latter are much more susceptible 
to noise. The 𝑠2 𝑐2 term has many minima since the cos𝜔𝑡𝑑 factor oscillates at around 9.47 𝑇𝐻𝑧 ↔
0.1 𝑝𝑠, which gives us the main interference features in the data. In contrast, the 𝑠4 terms have no 
fast oscillation and hence give a long-period background term. If we choose low intensities, the 
relative importance of these 𝑠4 terms is lessened in terms of both noise sensitivity and total 
contribution. In addition, our standard data processing algorithm benefits greatly from a background 
subtraction routine designed to remove slowly varying factors from the interferograms which are 
generated by (for example) slight misalignments of the interferometer. Our objective is to observe 
the beating in the 𝑠2 𝑐2 term at low intensities as a demonstration of the principle of control over 
the quantum three-level system using our optical technique. 
The work of this chapter deviates somewhat from traditional quantum beating experiments of free 
space atoms, which tend to observe ground to excited state transition energies in the optical or UV 
regions. Such experiments will clearly struggle to resolve the short-timescale oscillations discussed in 
the previous paragraph, which come from the 𝑠2 𝑐2 term. Instead, the long-timescale 𝑠4 terms are 
more readily accessible. In free space atoms, the luminescent emission is measured, which beats due 
to the varying polarization angle of the dipole oscillation (as is clear in Figure 5-1) [75]. The beat 
frequency is normally used to extract the splitting energy and thus infer details of the atomic 
structure. In the case of this experiment, the structure is already well characterized and we use the 
presence of the fast beat to demonstrate that we have achieved control over the donor atomic 
states. Our experiment is easily able to observe these short timescale oscillations, since a 0.1 𝑝𝑠 
delay in the light path corresponds to 15 𝜇𝑚 in translation of the mirrors in our physical 
implementation of the experiment. Of course this is the same advantage which has been utilized by 
FTIR techniques for many years, but we have translated the advantage into a new context. 
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Figure 5-1 – Spatio-temporal control of hydrogen orbital wavefunctions using superposition states. Heat maps of the 
probability density function are shown (a&b are cross-sections in the x-z plane and c&d are in the x-y plane). Red contours 
enclose 50% of the integrated probability density. Blue crosses show the origin and red crosses are located at (0,±2) and 
(±2,0) in-plane for reference. Each plot is 8x8 atomic units. (a) The ground state 1s and 2p0 excited state are examples of 
states which can be superposed using an intense light pulse. (b) An example of the 1s and 2p0 in an equal admixture, 
generated after applying a z-polarised 𝜋/2-pulse shown as a function of time in ps. The superposition phase, 𝜑 = 𝜔𝑡, 
where ℏ𝝎 is the energy separation between the two basis states. (c) An equal admixture between the 1s and 2p - states 
which could be produced with a 𝜎− circularly polarised light pulse. (d) Admixture between the 1s, the 2p-, and the 2p+ 
following a short pulse with area tp=2/4 (starting from 1s). The fast oscillation along the rows evolves with phase t 
and the slow rotation from row to row evolves with phase t where ℏ𝝎 is the average transition energy (9.47THz) and 2ℏ 
is the difference between the excited states (2=24.2GHz in this example which occurs for B=0.285T). (e) The level 
spectrum. (f) The absorption as a function of delay for a pair of linearly x-polarised pulses of equal area tp=A0 each, 
where A0=2/4 for different values of  (=1 corresponds to both pulses having area equal to the illustration in (d) and 
=1/8 corresponds to the experimental condition in the text). (For clarity, the fast oscillation at 9.47THz has been aliased 
down by a factor 50 by under sampling). 
 
88 
 
 Experimental Details 5.2
This section outlines the primary additional details of the experimental setup which were not 
detailed in the previous chapters. We demonstrate the calibration of the applied magnetic field to 
which we later compare the observed field splitting, and then discuss the matters of electrical 
detection as appropriate after Chapter 4. A diagram showing the modified setup is shown in Figure 
5-2, showing the use of an electromagnet to apply a field to the sample of Si:P. 
 
Figure 5-2 – Diagram showing the setup of the experiment discussed in this chapter. (A) Autocorrelation reference, (B) Delay 
stage, (C) Electromagnet poles around stick cryostat, (D) Bolometer detecting transmitted light. Mirrors are represented by 
rectangles and non-polarizing beam splitters are represented by black lines. 
In Chapter 3 we discussed the implementation of the interferometer in UK User Station 1, and in 
Chapter 4 we discussed the implementation of the contactless electrical detection. This experiment 
takes advantage of the optical detection of the former in order to validate the results of the 
electrical detection in the latter.  Of particular note for this section is the non-linearity induced in the 
electrical detection at high laser powers which we discussed in Chapter 4 – we minimize the impact 
of this nonlinearity by measuring spectra using extremely low incident intensity - 38 𝑑𝐵 attenuation 
or roughly 4.8 − 7.9 𝑛𝐽 of energy per FELIX micropulse. Planar mirrors were used to maximize the 
uniformity of the FELIX beam over the sample, and the effective excitation under these conditions is 
estimated to be 1 − 〈|𝑎0|
2〉~ 1 20⁄  by the same methods shown in Chapter 2. 
5.2.1 Calibration of the Magnetic Field 
 
Table 5-1 – Calibrated field points for the experiments in this section and fitting parameters for the fitted equation 
𝒚 = 𝒂𝒙 + 𝒃. 
I (A) B (mT) Parameter Value 
0.0 10 R2 0.996 
1.0 1434 
  1.5 215 a 1429 
2.0 287 b 10.4 
 
89 
 
The magnet was calibrated using a Hall probe to measure the applied field as a function of the 
current supplied. The calibration measurements are shown in Figure 5-3 and fit using a linear 
function. Fitting parameters are shown in Table 5-1 alongside the calibrated values for field at 
current values of interest for this experiment. 
 
 
Figure 5-3 – Measured field at different magnet current, showing linear fit for calibration purposes. 
The sample of Si:P was mounted in the field in the Voigt geometry with the applied field parallel with 
the crystal axis <111> and perpendicular to the surface normal. An experiment in the Faraday 
geometry would allow variations upon this experiment using different linear polarizations, but this 
requires an optical bore through the magnet poles which is not available in this particular 
implementation. 
5.2.2 Electrical Matters 
Our electrical setup has mostly been described in Chapter 4, where we established that there should 
be a short discussion of some electrical matters in each individual chapter. In the case of the present 
chapter, a small coldfinger cryostat was used which was small enough to fit between the magnet 
poles. As such, our choice of cooling power in the cryostat and our electrical system were 
constrained. We show in Figure 5-4 the impedance curve of the system in the presence and absence 
of FELIX illumination, demonstrating a similar shift as observed in Chapter 4. 
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Figure 5-4 – Measured impedance of the sample at ~ 10 𝐾 measured using oscilloscope cursors. Red: under FELIX 
illumination resonant with the 1sA to 2p+- transition at 25 𝑑𝐵 attenuation. Blue: absence of FELIX illumination. 
The impedance clearly shows a variation with a resonance peak as demonstrated in Chapter 4 in a 
different cryostat. We don’t attempt an in-depth analysis here; it suffices to state that we choose a 
modulation frequency of 15 𝑀𝐻𝑧 for our data collection, which was found over trial and error to 
produce the most linear signal in our region of interest for the experiment. The required gain 
was 102 𝑉 𝐴−1 with a bandwidth of 200 𝑀𝐻𝑧, hence we can be sure that there is minimal 
interference from the amplifier.  
 Observed Field Splitting 5.3
Our first objective is to demonstrate the formation of a non-degenerate 3-level system from the 1s, 
2p-, and 2p+ orbital states. We demonstrate this by studying the 1s to 2p+- transition using 
transmission measurements at the field levels shown in Table 5-1. At each field, an interferogram 
was measured with the experiment repeated to a total of five acquisitions. The measured spectra 
are presented in Figure 5-5, with the transitions of interest highlighted with grey fill. By measuring 
the transition energies and comparing them to a theoretical calculation with the same field 
orientation [96], we demonstrate that measured changes in the system as a function of field are due 
to the Zeeman splitting of the 2p+- state (presented in Figure 5-6). The large (unshaded) dip of Figure 
5-5 is caused by a H2O vapour absorption line as studied in Chapter 3; since the field is applied locally 
to the sample, it this absorption line should not vary with applied field. 
The splitting is also shown in the PTIS spectrum acquired simultaneously, shown in Figure 5-7. We 
thus infer that any splitting observed in the PTIS signal for this experiment is a consequence of the 
change to the orbital states in the Si:P donors rather than due to modifications of the impedance of 
the sample caused by the magnetic field. It is notable that we observe the absorption peaks to be 
somewhat broader in the PTIS measurement of Figure 5-7 than in the transmission measurement of 
Figure 5-5. This may be partially due to differences in the relative noise of the two measurements, 
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since the electrical implementation shows a relatively small difference in the electrical current which 
is more susceptible to noise than the relatively strong variation in optically detected signal. We 
observe side-bands in the electrical signal which are not clear in the optical signal, which may be 
explained by a slight non-linearity in the signal as a function of charge density – we discussed the 
presence of this in Chapter 4. Multiple types of nonlinearity can achieve side-bands in this type of 
measurement, with the simplest being a suppression of data amplitude above the long-term median 
by a factor proportional to the amplitude. 
 
 
Figure 5-5 – The field dependence of the 1s to 2p+- transition measured using the FELIX interferometer. The autocorrelation 
reference shown is averaged over all 20 measurements. The H2O absorption line at 9.45 THz is observed, and was mitigated 
as much as possible by purging the optical setup. 
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Figure 5-6 – Measured field dependence of the transition lines (red points) compared to a theoretical calculation of the 
energies based on [96] provided by B. N. Murdin. 
 
Figure 5-7 – PTIS measurements of the Zeeman splitting of the 1s to 2p+- transition in Si:P, acquired simultaneously with the 
data shown in Figure 5-5. 
Our transmission data of Figure 5-5 clearly show the two absorption lines of interest superposed 
upon the system response function of the laser autocorrelation spectrum. The autocorrelation 
spectrum is additionally perturbed by the H2O vapour absorption line. Since these different features 
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have different linewidths and intensities, it is clear that the time-domain data will show features 
across multiple timescales. Since features in the time domain tend to interfere, it is generally difficult 
to infer many details about the structure directly from the time domain data. Hence, time domain 
data corresponding to these figures is not shown. It is in fact preferable to simply measure the 
absorption inside the sample using our electrically detected PTIS method, which is shown in Figure 
5-7 to somewhat simplify the spectral features of the data. For example, one can see that an 
appropriate fitting process could be applied to the data of Figure 5-7 in a much less complicated way 
than would be required for Figure 5-5. Another factor to consider is that in some experiments the 
pulse power might be very high – even significantly higher than a 𝜋 − 𝑝𝑢𝑙𝑠𝑒 – to a point where the 
total number of absorbed photons from the beam could be eclipsed by intensity noise. This clearly 
makes transmission measurements at high power less accurate for sensitive measurements than a 
direct probe of the absorption using PTIS, as long as second order processes are neglected. 
 Double-Oscillator Measurement 5.4
Having shown the splitting in the RFTIR and PTIS measurements in the previous section, we proceed 
to investigate whether the splitting can be understood as a set of oscillators at two different 
frequencies. A pair of transitions such as the 1s to 2p+ and the 1s to 2p- forms a pair of oscillators 
and produces a set of beats, and we discussed the source of these beats in the introduction to this 
chapter. We aim to show these beating behaviours by inspecting the interferograms produced by 
PTIS at zero field and at the largest possible applied field. 
If the two transitions are pumped together by FELIX, the excited state population should beat with a 
carrier frequency equal to the mean of the two energy levels and with a beat frequency dictated by 
the difference in transition energy. Using PTIS, we expect to measure effects which are at 
significantly longer delays than simply the overlap of the two FELIX micropulses, i.e. effects at a 
greater separation than the width of the optical autocorrelation function. A repeat of the 
measurement shown in Figure 5-7 was carried out at only zero field and maximum field, with a high 
number of repetitions made in order to optimize the signal-to-noise. We present the measurements 
in interferogram form in Figure 5-8. 
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Figure 5-8 – Highly averaged measurements of interferograms at different magnetic fields, with the optical autocorrelation 
function shown for comparison. Inset are the Fourier space representations of each dataset, with fitted Gaussian functions 
shown in grey. 
Our PTIS data in Figure 5-8 are averaged over 20 repetitions of the experiment at each field value. 
The autocorrelation measurement is clearly significantly sharper in the time domain than the PTIS 
measurements. This demonstrates the principle that the measurements which we have obtained are 
investigating a coherent process involving the matter of the sample. In other words, it is evidence 
that the observations are effects of the interference between the matter and light which are 
sustained by the lifetime of the matter states (the 2p+ and the 2p-). 
We show some envelopes in Figure 5-8 which demonstrate the underlying form of the 
interferograms. These were calculated by obtaining the Fourier transform of the data and fitting a 
series of Gaussian peaks: one peak in the case of the 0.00 𝑇 measurement; two peaks in the case of 
the 0.29 𝑇 measurement; one peak and one absorption line (modelling H2O vapour) in the case of 
the autocorrelation measurement. The fits were also repeated with the addition of a background 
Gaussian term, in order to improve the fit. While the fit was improved over those shown in Figure 
5-8, the change in goodness of fit was marginal. However, we show in Figure 5-9 that the agreement 
of the fitted transition energies improved universally when the background was also fit. 
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Figure 5-9 – Comparison of transition energies measured to the nearest datapoint from Figure 5-5 (red) with linecenters of 
fitted Gaussians to the Fourier data in Figure 5-8. The linecenters of data fitted with an additional background term (blue) 
agree much more closely than those fitted without a background term (black). Red error bars show the location of the 
nearest neighbour datapoints. 
All fitting parameters are shown in Table 5-2, where it is found that the background fit does not 
match in linewidth or amplitude between the 0.00 𝑇 and 0.29 𝑇 cases. The fitted widths of the 
peaks representing the transitions agree more closely when the background is fit than when it is not 
fit. Fitting the background in this way is not clearly superior, since the shape of the background is 
chosen arbitrarily. Nevertheless, we find that implementing both fits has allowed us to note the 
strong match between the signal expected from RFTIR and that observed in the PTIS. 
Table 5-2 – Fitting parameters for Gaussian fits of the form ℎ ∙ 𝑒𝑥𝑝(− (𝑥 − 𝑐)2 2𝑤2⁄ ) which were fit to the data of Figure 
5-8. 
 
The peaks from all three fits were Fourier transformed in order to find the envelopes which underlie 
the interferogram datapoints in Figure 5-8. These envelopes serve to highlight the differences 
between each of the three datasets, and underline the observed beat in the envelope of the 0.29 𝑇 
data where the 0.00 𝑇 data are not at a minimum. This is a clear, unambiguous demonstration of 
interference between the three-level system. For the case of the autocorrelation data of Figure 5-8, 
the envelope function neglects the H2O absorption term and hence shows the expected width of the 
laser autocorrelation function in the absence of any absorption. 
We shall briefly comment upon the fidelity of the measurements shown in this section. If one takes 
the value 𝐹 = (𝑚𝑒𝑑𝑖𝑎𝑛 − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚) 𝑚𝑒𝑑𝑖𝑎𝑛⁄  of the central 1 10𝑡ℎ⁄  of the PTIS data, we have a 
representative value for the effective fidelity of the control which this experiment has achieved. In 
this case, the 0.00 𝑇𝑒𝑠𝑙𝑎 data show 𝐹 = 0.95 and the 0.29 𝑇𝑒𝑠𝑙𝑎 data show 𝐹 = 0.82, i.e. the 
fidelity is considerable for a proof-of-principle experiment such as this. The fidelity here is likely 
limited by the deliberate undersampling of the interferogram in order to speed acquisition time, but 
Field Background Background Peak Peak 1 Peak 2
h w c h w c h w c
off yes 0.11 0.0105 9.4754 0.07 0.0036 9.4743 - - -
no - - - 0.16 0.0083 9.4749 - - -
on yes 0.06 0.0129 9.4770 0.07 0.0031 9.4634 0.07 0.0035 9.4860
no - - - 0.10 0.0052 9.4648 0.11 0.0061 9.4843
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may also be improved by finding methods of automated beam alignment or by implementing simple 
experiments upon smaller quantities of donors which do not suffer from the spatial averaging 
discussed in Chapter 2. 
 Discussion 5.5
Our experiment was designed as a proof of principle experiment which shows the significant 
advantages of interferometry at FELIX using contactless electrical detection. Our data of Figure 5-7 & 
Figure 5-8 show that the ability to naturally extract the system response function from the 
absorption function allows for much more straightforward data presentation, as well as mitigating 
the sensitivity to noise which we observed with transmission-only experiments of Section 3.7. We 
have taken advantage of these properties of the interferometer to observe a quantum 3-level 
system beating in a controllable manner under a variable magnetic field. 
Our beats observed in Figure 5-8 correspond to particular phase conditions of the coherent system. 
At some delays, the second FELIX pulse arrives at a time when the 2p+ and 2p- states are of opposite 
phase, leaving one highly excited and one lowly excited – the net result being only a small variance 
in the excited state population with delay (i.e. the nodes in Figure 5-8). In contrast, the antinodes 
correspond to delays where the 2p+ and 2p- states are in phase, so that the second FELIX pulse 
leaves them both either highly or minimally excited. This is the direct physical consequence of 
the 𝑠2𝑐2 term of Equation 5-5. The antinodes of Figure 5-8 therefore correspond to the in-phase 
part of Figure 5-1 (d), shown in row 1, and the nodes to the out of phase component in row 3. 
This is an unambiguous measurement of coherent donor states in the system, the properties of 
which we are able to control using the magnetic field. We therefore infer from these measurements 
that this methodology allows for coherent control over a THz resonant system in a group V 
semiconductor, which compares favourably with existing literature relating to quantum beating in 
semiconductors. Most literature on quantum beating in semiconductors is related to exciton states: 
GaAs quantum wells where the pump frequencies are optical wavelengths and the coherence 
lifetimes are on the order of a picosecond [97]; donor bound excitons and exciton multiplexes in CdS 
and CdSe [98]; and InGaAs quantum dot exciton spin states [80]. All of these systems are III-V or II-VI 
semiconductors with pump wavelengths in the visible or UV ranges, whereas this study has observed 
a quantum beat in a group V semiconductor with a THz pumping wavelength. The lifetimes of the 
beats in the literature vary dramatically, from a few picoseconds in the GaAs quantum wells (due to 
localization only in 1D) to nanoseconds in the case of quantum dots. 
The latter, published most recently, resolved three-level dynamics including long term modulations 
in the average excitation due to high-intensity nonlinear effects. In particular, the InGaAs quantum 
dot system is able to observe such long lifetimes due to the lack of phonon relaxation of the excited 
states. The system can therefore also be measured efficiently by photoluminescence, which is a 
technique not available to studies of neutral donor states in Si. The electrical detection methodology 
used in this study is an attempt to allow a similar type of observation. However, the high powers 
required for the particular long-period oscillations induces secondary excitations in the sample 
which we showed in Chapter 4, which are so far not sufficiently understood to compensate for. 
A major limitation of this study lies in this particular trade-off between the incident power and the 
background noise in the sample, as discussed in previous chapters. In order to observe the data of 
97 
 
Figure 5-8 with minimal background signal, we have minimized the incident power such that our 
background processes are no longer a significant source of signal in the experiment. In the absence 
of a solution to background signal dominance at high intensities, this is our only option for the 
observation of coherent processes in this system using electrical detection. Even in this regime, the 
PTIS Fourier data can be fit with an additional Gaussian component which represents the 
background processes, and such fits increase the goodness of fit statistics. Fits like these decompose 
the peaks into a broader background with a very high width, and one or two very sharp peaks at the 
transition energies. 
We are thus prevented from exploring the regime where nonlinear quantum optics predicts a 
quantum beat to take place – where a coherent population transfer happens between the 2p+ and 
2p- and produces a further beat effect with a characteristic period equal to 𝑇 = ∆−1 (the “difference 
frequency”), which is in this case roughly 22 𝐺𝐻𝑧 → 46 𝑝𝑠 [75, 99, 100]. While we are unable to 
show a difference frequency, and hence prove a quantum beat, this system is sufficiently well 
studied that we know the 1s, 2p+, and 2p- form a V-scheme under applied magnetic fields [96]. It is 
worth noting that other studies showing quantum beating in orbital schemes, even studied 
theoretically, make the same observation as we have made here; an envelope in the carrier 
frequency [101]. As such, the failure to observe a difference frequency in this experiment should not 
be thought of as a fatal flaw. Future work, however can advance upon this position by increasing the 
power incident upon the sample in order to observe the long-period quantum beat predicted in 
Section 2.4. Current limitations to this type of measurement include the spatial averaging described 
in Section 2.5, the non-resonant background described in 4.2, and the non-linearity of the 
measurement. However, the full behaviour under high intensity illumination is sufficiently 
complicated that a well-designed future experiment may overcome these hurdles and observe the 
full coherent beating. Since the available power required to observe these long-period coherent 
beats is on the order of a 𝜋 − 𝑝𝑢𝑙𝑠𝑒 and not more, there is no technological reason that we cannot 
observe the appropriate behaviour at FELIX. This is in contrast to a Rabi 2-level experiment, where 
one would wish to expose the sample to energy up to several 𝜋 − 𝑝𝑢𝑙𝑠𝑒𝑠 in order to be sure that 
the system is coherent. 
Rather than using the long-period quantum beat to infer an energy splitting, we have used our 
knowledge of the energy splitting and a measurement of the short-period behaviour to infer a 
coherent quantum beat. This beat is controllable using the applied magnetic field in agreement with 
our prior understanding of how the system should behave. Since our measurement shows excitation 
on a timescale longer than the autocorrelation of the beam, we can be confident that the 
measurements here are coherent. Hence, we have demonstrated a coherent quantum control over 
the Si:D0 states and extended the analogy between Si:D0 state manipulation and coherent control 
processes in free space atoms.  
Analogies such as this are often useful for the insight they allow into the future work and 
applications of the subject. Fine and complex control over the wavefunction distribution has been 
achieved in free space atoms [93-95], with the partial advantage that the strong spin-orbit coupling 
in free-space systems allows for selective state excitation. Nevertheless, in the case of Si:D0 systems 
one may obtain complete control over the wavefunction of a three-level system by eight 
independent parameters. One requires eight parameters because the system must be able to access 
all unique generators of the SU(3) set, of which there are 23. If we treat the phases, polarizations, 
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amplitudes, arrival times, and wait times of the experiment as independent variables then it is clear 
that eight free parameters may be obtained. Arbitrary control over the superposition state allows 
one to manipulate any wavefunction into any other, but here we need only concern ourselves with 
taking the system from the 1sA ground state into any superposition state: a much less difficult 
matter. Since ∆≪ 𝜔, even if the magnetic field is fixed we can still produce almost any superposition 
state when starting from the ground state by simply controlling the pulse area and wait time in the 
dark. One might also demonstrate that a difference in the phase or amplitude properties of the 
pulses produces significant asymmetries or shifts in the interferogram [102], thus reproducing 
further coherent effects to satisfy the sceptical reader. 
In this specific case, we shall draw parallels with quantum error correction frameworks known as 
surface codes [15], where an error-tolerant qubit is encoded in multiple physical qubits. Surface 
codes are so named for their 2D grid nature, wherein applying sequential operations between 
neighbouring qubits is essential to the maintenance of error-free computation. The control 
(“ficudal”) qubits might in this case constitute Si:P donors and the memory qubits Si:Bi donors, much 
like in the SFG scheme. One may then control the overlap between neighbouring qubits by creating a 
superposition between the 1sA and 2p- states. Let us assume that the memory qubits are placed at 
the points shown with red crosses in Figure 5-1 (c); the overlap between the donors varies as a 
function of time, where at least one donor is left with minimal interaction at any time. This 
behaviour could be used to spatially select atomic interactions.  
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6. Dynamics of Electron Spin States in Si:P 
 Introduction 6.1
Previous chapters have focused on the use of FELIX to produce a coherent superposition of states 
with the aim of improving control of the overlap between donor states in adjacent impurity atoms. 
This feeds into the development of a quantum computer in the Stoneham-Fisher-Greenland (SFG) 
scheme, where one species of dopant mediates the exchange interaction between another species. 
A question of significance is then: what experiments can be implemented which investigate the spin 
dynamics of donors in Si when orbital transitions are in play (i.e. when FELIX is incident on the 
system)6. 
An example of an experiment would be to polarize the spins in species A and species B such that 
they occupy different spin states, as shown in Figure 6-1 (a). In a sample with the appropriate 
density, orbital ground state wavefunctions do not overlap and there is no (or negligible) exchange 
between the species. However, if species A is excited into an orbital state (e.g. the 2p+-) the 
wavefunction may now overlap with those of other donors and result in an exchange interaction. An 
ideal experiment would polarize both species, pump one of them into an orbital excited state, and 
then measure the spin state in other. Observing a change in the spin polarization would constitute 
an observation of optically gated exchange interaction in a real D0 system which can be extended to 
the SFG scheme. 
Let us assume that the ideal experiment is too challenging to be implemented immediately. What 
experiments will suffice? A proposal might be to only polarize and pump species A, hoping that 
enough of the species B donors are in the opposite spin state when species A is orbitally excited, as 
shown in Figure 6-1 (b). The experiment of Figure 6-1 (a) requires two different methods of 
polarization as well as a high magnetic field, whereas Figure 6-1 (b) requires only one method of 
polarization (in principle magnetic field is not necessary). 
While the latter experiment is simpler to implement, there are uncertainties in how well it should be 
expected to work. In this experimental scheme, we would rely on detecting a spin change in species 
A while it is pumped by FELIX. However, it is not immediately obvious that pumping to an orbital 
excited state may not somehow mediate a spin flip even without exchange. We must therefore first 
find out whether we expect species A to change spin if species B is not present. There are two 
potential mechanisms by which we might induce the spin to change on orbital modification. 
 
                                                          
6
 All data in this chapter were obtained in collaboration with Dr. N. Stavrias and Dr. K. Saeedi of Radboud 
University. 
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Figure 6-1 – Diagrammatic representation of two different experiments aiming to show a spin-exchange interaction in a 
multispecies Si:Donor sample. (a) Both species are somehow polarized in opposite spin states, and species A is excited into a 
high orbital state where the wavefunctions overlap with the ground states of species B. The spin polarization of species B is 
then measured in order to establish whether there is a change  due to exchange. (b) Species A is now polarized, but species 
B is not. Species A is pumped into the orbital excited state, and some local Species B donors interact via exchange. The spin 
polarization in Species B is then measured.  
Firstly: does the electron spin change on orbital excitation/relaxation (Figure 6-2 (a))? In personal 
discussions, several people have expressed to the author views which differ dramatically: both yes 
and no. One argument might be that exposing the wavefunction to a larger volume of natSi may 
cause it to interact with defects or unwanted impurities which cause the spin state to change. The 
counterpoint is that exposing the wavefunction to a larger volume reduces the significance of local 
inhomogeneity, thus minimizing the impact of defects (especially upon the transverse relaxation 
time 𝑇2). Another argument is that there is negligible spin-orbit coupling in Si:Donor systems, either 
to the dipole operator or the phonon operator. A negligible spin-orbit coupling would imply that 
orbital transitions cannot carry away spin, and we should therefore never observe a spin change on 
orbital relaxation. On the other hand, at least one optical pumping scheme has been proposed [103] 
where more complicated theory shows spin changes on orbital modification are not entirely 
prohibited when considering the valley states of the 1sT2 manifold. Figure 6-2 (c) shows four 
potential relaxation pathways when the spin state degeneracy is lifted by a magnetic field, of which 
two (red) are not expected to be observed. 
The second is photo-thermal ionization from the excited state (Figure 6-2 (b)), where collisions in the 
conduction band may cause the electron spin to flip. If one assumes that these spin flips happen at 
approximately the zero-field scattering rate of Chapter 4 𝛾~1011 𝑠−1, it is clear that the spin should 
be likely to randomize within its recombination lifetime of order 108 𝑠−1. Such ionization processes 
are limited in cases with low temperature and in the absence of direct photoionization. Experiments 
are never ideal in this sense, so it benefits the work programme to know whether this photo-thermal 
spin relaxation pathway is important for our experimental setup.  
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Figure 6-2 – Showing different processes by which we may observe a spin change related to orbital excitation. (a) Spin flip 
related directly to orbital processes without involving the conduction band. (b) Spin flip observed due to collision processes 
in the conduction band. (c) Intra-donor relaxation pathways when a magnetic field is applied – green lines are first order 
allowed transitions and red lines are not expected to be observed due to lack of spin-orbit coupling. 
We also consider briefly some consequences of an observation of electron spin change on orbital 
relaxation in this system. Clearly, the “easy” experimental scheme for demonstration of spin 
exchange cannot be implemented. However, applications for this spin flip may be found. One such 
application might be to induce a spin polarization using orbital pumping. A Ramsey pair could be 
used to selectively excite a particular spin state from the Si:Bi 1sA1 hyperfine ground states in such a 
way that a spin change on relaxation may induce a non-equilibrium spin population. A second 
potential application is in quantum computing schema where long spin coherence times are already 
taken advantage of, such as those relying on nuclear-electron spin systems. In these cases, spin 
lifetime limits the repetition rates of correlation experiments and thus slows experimental work. A 
spin change on orbital relaxation may allow such experiments to randomize the spin population, 
acting as a “reset button”. 
The main objective of this chapter, therefore, is to attempt to observe a relaxation of spin from non-
equilibrium (induced by FELIX) to its thermal equilibrium. We shall measure time-dependent signal 
from the two different Zeeman split spin states and expect to observe the signal of the spin excited 
state decay just as the signal of the spin ground state increases. Observing a signal correlated in this 
manner will allow us to infer that there is a population transfer due to thermal equilibriation 
between the spin states after the sample has been exposed to FELIX. Such an observation can be 
taken as evidence that FELIX may allow the electron spin state to be modified, thus answering our 
research question as outlined in this introduction. 
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This chapter therefore sets out to measure spin relaxation in Si:P under applied magnetic field, 
where the appropriate processes should be observable in order to answer some of these questions. 
We choose Si:P in this case due to several factors. Firstly, the dipole matrix element for Si:P 
transitions is somewhat larger than in Si:Bi due to the less strongly bound 1sA ground state. 
Secondly, magnetic field spectra of Si:P are well studied and we have some expectation for the 
splitting of the orbital transition lines [96]. Thirdly, the Si:P nuclear spin is 1 2⁄  compared to the 
Si:Bi 9 2⁄ , which leads to a dramatically simplified set of transitions for Si:P compared to Si:Bi [86]   
and removes potential sources of distraction in the experiment. We first outline the experimental 
methodology with a brief diversion into demonstrating that we achieve an equilibrium spin 
polarization. We discuss the impedance and waveforms observable in the experimental setup and 
show D0X spectra under various conditions to establish context for the experiment. Dynamics are 
then studied as the main objective of the chapter. 
 Experimental Setup 6.2
This experiment did not feature the use of the interferometer which has been discussed in previous 
chapters. Instead, we use a donor bound exciton (D0X) spin measurement to measure the effect on 
spin polarization of FELIX. The experimental setup is therefore composed of three principal 
components: a cryostat and high magnetic field to polarize the D0 electron spin states; a near-IR 
continuous wave laser which can be tuned into resonance with different D0X transitions; the FELIX 
laser with a minimised path length. 
 
Figure 6-3 – Diagram showing the experimental setup for the experiment discussed in this chapter. The paths of the lasers 
are shown: red – D
0
X near-IR laser; grey – FELIX. 
Attenuators were available to control the FELIX power onto the sample, and an optical chopper was 
used to sync the measurement donor bound exciton (D0X) laser with the FELIX macropulses. The D0X 
laser wavelength was measurable using a Fabry-Perot interferometry based spectrometer, and 
controllable using PID control software steering the spectrometer measurement to a target 
wavelength. The spectrometer measurement of the D0X laser wavelength was stable to three 
decimal places (~10−5 %), one significant figure less than the spectrometer measurement. Our 
measurement technique is as discussed in Chapter 4, using an oscilloscope to record the current to 
the electrical readout circuit unless otherwise specifically stated. 
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6.2.1 Spin Polarization 
We discussed in Chapter 2 the generation of spin polarization (aka “imbalance”, meaning a net 
difference between the number of spins projected in different directions on the z-axis). Spin 
polarization in this experiment is achieved by applying a high magnetic field to split the donor 
electron spin states by the Zeeman effect. A high field of approximately 6.5 𝑇 is applied and the spin 
states become polarized at thermal equilibrium. The field is measured by observing the D0X 
transitions under the applied field. The transitions are split by the field and expected transition 
energies can be calculated using Zeeman splitting of the D0 spin states and the heavy hole and light 
hole D0X states. 
The splitting of the D0 ground state is defined as a function of: the hyperfine coupling constant; and 
the gyromagnetic ratios of the electron,  𝛾𝑒 = 115.68 × 10
−3 𝑚𝑒𝑉 𝑇−1. 
Δ𝐸𝐷0(𝐵) = ±
𝐵
2
𝛾𝑒 
We choose to neglect the effect of the nuclear spin since the hyperfine coupling constant is of the 
order 10−6 𝑚𝑒𝑉, much smaller than the linewidth of the observed transitions. Likewise, the D0X 
binding energy is given by: 
𝐸𝐷0𝑋(𝐵) = ±𝐽𝐵𝛾ℎ 
The quantity 𝐽 is either 
1
2
 or 
3
2
 depending on whether the hole is light or heavy, and the gyromagnetic 
ratio of the hole is adjusted appropriately. It was found in previous work using this technique [84] 
that the effective masses vary as a function of the angle between the magnetic field and the [001] 
crystal axis, which coincides with the growth direction of the sample. By observing the transitions, 
we can extract the angle of the field to the crystal axis as well as the field magnitude. Figure 6-4 
shows initial measurements of the D0X transitions at the maximum field available, with the fitted 
parameters. The D0X laser is continuous-wave in these measurements, which causes some heating of 
the sample over time. This may explain the deviations of the fit from the measured peak positions. 
Nevertheless, the agreement between theory and observation is adequate for a calibration of the 
field and angle of the sample. 
Having ascertained the field and angle of the sample, it is now possible to determine the effects of 
the field upon the spin polarization of the system. The state populations at thermal equilibrium may 
be determined by considering the Fermi-Dirac distribution throughout the bound states, as shown in 
Chapter 2. The spin polarization is the difference between the probability of finding an electron in 
the 1sA |↑⟩  state compared to that of the 1sA |↓⟩ state, normalized by the probability of finding an 
electron in any 1sA state, i.e.: 
𝑃 =
𝑝(1𝑠𝐴, ↑) − 𝑝(1𝑠𝐴, ↓)
𝑝(1𝑠𝐴, ↑) + 𝑝(1𝑠𝐴, ↓)
 
Figure 6-5 shows the relevant prediction for 𝑃, which is the “apparent” polarization, as a function of 
temperature for the extracted magnetic field. It is compared to the Brillouin function for polarization 
of a 2-level system, where we see that the polarization follows a similar form to the Brillouin 
function but a smaller polarization. The “absolute” polarization (i.e. 𝑝(1𝑠𝐴, ↑) − 𝑝(1𝑠𝐴, ↓)) is also 
shown, which diverges from the Brillouin function even at higher temperature due to filling of the 
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1sT,E states which are not measured by this method. At high temperature, the 1sA state is not 
polarized and most electrons will be found in the higher excited states. 
It is noted that despite the inconsistency of the background in Figure 6-4 and the known nonlinearity 
of the electrical detection, the ratio of the peaks is consistent with approximately 𝑇 = 10 − 12 𝐾 as 
shown in Figure 6-5. 
 
Figure 6-4 – Continuous wave measurement of the D
0
X transitions using the toptica laser and contactless electrical 
detection. The signal is measured using a lock-in amplifier to minimize noise, with a reference signal frequency of 100 kHz. 
Red points show the peak positions extracted by finding the highest datapoint in a small window around the peak. Blue-
green points show the location of the transition energies fit to the data with the parameters shown. 
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Figure 6-5 – Electron spin polarization calculations using different measurements. The Brillouin function is in red. The two 
measures, “absolute” and “apparent” differ by a normalization constant, and are calculated directly from applying the 
Fermi-Dirac distribution over the appropriate states. 
The FELIX intensity was measured and is used here to predict the mean excitation over the sample as 
shown in Chapter 2, with an adjustment for the angle of the sample to the beam (as measured in 
Figure 6-4). Adjustment for sample angle includes two effects: the reduced irradiance in the plane of 
the sample and the change in effective width of the rectangular aperture. The beam was 
uncollimated, hence we show only the prediction for the large radius case. The data are shown in 
Figure 6-6, where we observe that a significant fraction of a 𝜋 − 𝑝𝑢𝑙𝑠𝑒 is reachable and that a Rabi 
oscillation may be observed at the 1sA to 2p+- transition (left) at the highest intensities. More 
importantly for discussion in the later part of this chapter, we see that for the 1sA to 2p+- transition 
a 10 𝑑𝐵 attenuation corresponds to a significant excitation on the same scale as full-power FELIX. If 
the dipole matrix element is reduced by half due to the field, this is no longer the case (right). 
Nevertheless, the excitation due to FELIX even at 10 𝑑𝐵 for a much smaller matrix element 
corresponds to some 10% of the donors excited in any single pulse. 
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Figure 6-6 – Mean excitation over the region of the sample excited by the FELIX beam for the parameters measured in the 
real experiment, calculated for wavelengths and dipole matrix elements corresponding to the zero-field case but using the 
FELIX pulse energy at 𝜆 = 32.5 𝜇𝑚 as used later in the experiment, specifically Section 6.5.2. Parameters given inset are 
reduced due to angle where appropriate. 
 
6.2.2 Spin Measurement Scheme 
The spin state is measured using a tuneable, CW, narrow-bandwidth laser which excites D0X states 
corresponding to a particular spin state. Auger recombination processes generate conduction band 
electrons from the D0X states, which are detected using the non-contact electrical detection. Figure 
6-7 shows the measurement scheme as a pulse diagram, with the appropriate timescales labelled. 
The D0X laser is obstructed by a mechanical shutter, which allows for the control of the readout 
pulse arrival time relative to the FELIX trigger signal. We anticipate that if the FELIX light induces a 
spin change in the material, the spin population will decay to its equilibrium polarization over a 
timescale dictated by 𝑇1. 
Also shown in Figure 6-7 (red) is the amplitude of the AC sine wave observed through the contactless 
electrical detection while the D0X laser is incident upon the sample. We observe that after a slight 
delay, the amplitude of the signal rises over a few microseconds and reaches steady amplitude. The 
amplitude decays once the D0X laser is blocked again by the shutter. This timescale is short relative 
to 𝑇1. The shutter is useful to minimize heating of the sample and to prevent partial polarization of 
the spin states due to pumping, as was demonstrated in [39]. 
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Figure 6-7 – Diagram showing the relative timescales and pulse timings in the experiment. Magnifications in the x-axis are 
shown for the FELIX and D
0
X signal pulses to show the structure on a smaller scale. 
The results are split into several general types of observation. Firstly, we report several different 
phenomena relating to the envelope of the waveform, which prompt us to think about some 
features of the system & how it behaves under the applied magnetic field. Secondly, we measure 
D0X spectra under various conditions in order to establish what limitations to expect from the 
experiment. Thirdly, we attempt a long-timescale dynamics measurement of spin polarization under 
a magnetic field and FELIX pumping. Finally, we attempt to explain the results of dynamical 
experiments by scrutinizing D0X spectra under the high magnetic field. 
 Impedance & Waveforms 6.3
As we have identified in other sections of this thesis, the modulation frequency dependence of the 
impedance is a crucial tool for understanding variations in our signal and their causes. This section 
discusses measurements designed to establish what frequency ranges are appropriate for the 
measurements we wish to undertake, and to establish how the experimental setup described above 
translates into real data and oscilloscope waveforms. Figure 6-8 shows measurement of the 
impedance of the sample inside our electrical circuit at 10 𝐾 and with the maximum field of 6.456 𝑇 
applied. We see that in the high-bandwidth regime (1 − 25 𝑀𝐻𝑧), there is little variation in the 
measured impedance, regardless of the conditions of the incident D0X laser light. This contrasts to 
our findings in other chapters, where there was a large variation in the impedance due to FELIX at 
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these modulation frequencies. In a similar fashion, we find in the low frequency regime (10 −
1000 𝑘𝐻𝑧) there is a very strong variation in the impedance when we apply the D0X laser and 
generate conduction band charge. 
Principal among the changes is the application of a strong magnetic field, which will cause charges in 
the Si bulk to move in helical motion under the Lorentz force. This provides us with some 
understanding of the structure observed in Figure 6-8’s low-bandwidth range. We find, crucially, that 
this structure shifts when the charge density is increased, and that the difference in charge density 
between on-resonance and off-resonance light can be distinguished by this shift. The relative shift 
due to resonance is small compared to that due to the presence of any light, which may be due to 
long-term heating effects of the D0X laser or ionization of trapping states. Similar shifts can be 
observed in the structure of the high bandwidth data of Figure 6-8 under high magnification, which 
indicates that this structure is not caused by a single resonance in the effective circuit, but rather as 
a result of the magnetic field. Such structure was not observable at zero field. 
It is a general statement that conduction band charge appears to increase under D0X laser 
illumination, which shows some dependence on the laser wavelength outside of resonance, and that 
this non-resonant signal is present in all experiments. Other experimenters [25, 40, 84] use 
additional light which is just below band-gap (e.g. 𝜆 = 1047 𝑛𝑚), which appears to remove the 
dependence of the background signal upon the wavelength of the resonant D0X laser. This technique 
was not available at the time of the experiment, and we show in a different chapter that the 
presence of above this 1047 𝑛𝑚 light does not actually improve dynamics experiments. 
Considering the data of Figure 6-8, we chose a modulation frequency of 𝑓𝑚𝑜𝑑 = 200 𝑘𝐻𝑧 for 
experiments involving the high field. In experiments at zero field, we chose a similar frequency to 
the zero- or low-field experiments presented in Chapters 3 & 5 of 𝑓𝑚𝑜𝑑 = 13 𝑀𝐻𝑧, which provides a 
significantly increased signal amplitude. 
The remainder of this section discusses the shape of the waveforms recorded in this experimental 
setup. Figure 6-9 some examples of the waveform at zero field, with FELIX and the D0X laser incident 
on the sample and the shutter opening during the waveform. We see that the FELIX incidence causes 
a decrease in the signal at this particular modulation frequency, and that the change in signal due to 
FELIX is restricted primarily to timescales associated with the FELIX macropulse – some 
microseconds. On the other hand, we find that the signal due to the shutter opening varies on a 
timescale of some milliseconds.  We compare the effect of the D0X laser resonance at zero field, 
where we see that the equilibrium signal amplitude changes significantly depending on the 
resonance condition of the D0X laser. To demonstrate the relative change in a more easily 
comparable format, we plot only the peaks of these data in black, which exposes the relative 
amplitude of the effects of FELIX and the D0X laser. 
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Figure 6-8 – Measured impedance of the system under variations of modulation frequency. Left: Low bandwidth range 
with 1 𝑀𝐻𝑧 low-pass filter used for noise reduction. Right: High bandwidth range using no electrical filters. All data 
obtained at high field. 
Highlighted using green are reference levels showing an approximate equilibrium value for the D0X 
signal while the shutter is open. The signal due to FELIX is clearly observed as significantly stronger 
by some order of magnitude; hence the pumping rate due to FELIX is significantly stronger. This 
agrees with our expectation that the D0X pumping rate is quite weak. 
An interesting first-order investigation can be made by simply translating the shutter opening time 
by a few milliseconds to observe the effect of the FELIX pulse upon the equilibrium D0X signal, which 
constitutes the difference between the two plots of Figure 6-9. FELIX can be seen to have a small 
effect on the equilibrium amplitude of the D0X signal when the laser is on resonance with the Si:P 
bound exciton, but there does not appear to be a significant difference while the laser is non-
resonant. The cause of this phenomenon is not clear, since at zero field we expect that there is no 
net polarization in the spins, and since there is not a significant hyperfine splitting in the ground 
state of Si:P, neither the FELIX nor the D0X laser should affect the spins at all. 
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Figure 6-9 – Effect of resonance of the D
0
X laser on the waveform at zero field. Left: FELIX incident while the D
0
X laser is 
open. Right: FELIX incident before the D
0
X laser is allowed to illuminate the sample. Black points show the local maxima in 
the data, demonstrating the relatively short timescale variation due to FELIX in comparison to the long timescale behaviour 
of the D
0
X laser. The data appear solid due to the high sampling rate; data are not joined by lines. The waveform is 
symmetric about the x-axis. 
Rather, the waveform is better explained by a conflict in timescales. When the D0X shutter opens, 
the signal equilibrates over a few hundred microseconds. FELIX is then incident upon the sample, 
causing a significant increase in conduction band charge over a very short timescale. Since 
recombination rate is proportional to the conduction band charge density, the signal should recover 
extremely quickly, and we observe that the signal very soon after the FELIX macropulse almost 
reaches the no-light equilibrium level. Once this timescale has been surpassed, the only real dynamic 
left is that of the D0X pumping, which then equilibrates over its characteristic timescale. 
Since we do not have a significant zero-field spin splitting, we cannot say that a spin polarization is 
achieved. Nevertheless, if we assume that the broadening of the transition is inhomogeneous we 
can make the approximation that individual donors have relatively well defined transition energies. 
Hence, the donors pumped at this wavelength are depleted at the rate of pumping from the D0X 
laser in the same manner as we described in Chapter 2 as if they were part of an isolated transition. 
It is therefore inferred that the FELIX excitation of Figure 6-9 causes these donors to be repopulated 
through the conduction band, i.e. mechanism (B) of Figure 6-2.  
This observation actually constitutes a measurement of the equilibration time of the D0X signal 
without the additional effect of the shutter. We see that, in the case of the experiments in this 
chapter, the most important timescale for the equilibration of D0X signal is not the shutter opening 
time. Rather, it is the very weak resonant D0X excitation which limits the timescale of the 
measurement. By the same token, however, whichever process is causing this equilibration is not 
solely due to resonant excitation since the off-resonance signal displays the same behaviour. Since 
we expect the equilibration rate to be very short under weak pumping and such high temperature, 
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the characteristic timescale is likely to be due to processes such as the neutralization of charged 
defects or trapping centres by free charge. This explains the similarity in timescale between the on- 
and off-resonance signal. 
 D0X Spectra 6.4
Since we have established zero-field measurements as a good way of identifying processes in these 
dynamics measurements, we continue to measure the D0X spectra at zero field, and now turn to the 
effect of FELIX upon the spectra. We showed in Figure 6-9 that FELIX has a small effect on the 
equilibrium signal of the D0X laser, even after the main timescales of FELIX effects have been 
surpassed. One might then question why this is. By inspecting the D0X spectra measured at 
equilibrium, we shall attempt to explain this. In Figure 6-10, we show the D0X signal measured 10 𝑚𝑠 
after the FELIX pulse under different attenuations of the FELIX beam. We find that at maximum 
power (minimum attenuation), the D0X resonant signal shifts significantly. No shift is detected at 
lower powers. This effect is typical of a small local increase in temperature, which can cause the Si 
bulk band structure to change [104]. Measurements at varying FELIX resonance conditions show that 
keeping the FELIX power at or below the 10 𝑑𝐵 mark was sufficient to remove this effect at any 
FELIX wavelength at zero field. The effect of the alignment HeNe laser on this shift was minimal. 
 
Figure 6-10 – D
0
X spectra of Si:P at zero field under different FELIX powers on resonance with the 1sA to 2p+- transition. 
Having shown that measurements at zero field allow us to diagnose the effect of FELIX power on the 
sample, we now demonstrate that there appear to be small deviations due to FELIX when a field is 
applied, even under the appropriate attenuation discussed above. We have in Figure 6-11 a plot of 
the D0X spectrum of Si:P obtained over the entire range of the splitting at the maximum applied 
field. That there is a difference in state population seems clear, although it is important to reiterate 
that inference of polarization is not possible without further calibration, as discussed at length in 
Chapter 4. The measurement confirms that we have obtained a sufficiently low temperature and 
high field that we have caused the desired spin polarization. 
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We also show in Figure 6-11 that upon the application of FELIX there is a small change in the 
amplitude of one of the peaks. We chose the line at ~ 1078.0 𝑛𝑚 for further measurement due to 
the large signal-noise ratio, although the line at ~ 1078.4 𝑛𝑚 would also have worked well. 
Application of FELIX does not cause a large shift in peak location. Varying the FELIX wavelength, we 
find that there are small increases in the signal when FELIX is resonant with a transition from the 1sA 
to either the 2p+- or 3p+- state in Si:P. These measurements were made with a 2 𝑚𝑠 delay after FELIX 
in an attempt to minimize the amount of spin equilibration before the measurement could be made. 
 
Figure 6-11 – D
0
X spectrum of Si:P under applied field, showing all 6 transitions. 
The relative changes in the signal amplitude on resonance in Figure 6-11 are very small, although still 
above the noise in the y-axis, and on close inspection appear to be a very small broadening in the 
peak. This is of significance because it may allow us to explain the variation in the D0X signal as a 
local heating, albeit a small one, rather than a change in the number of D0 atoms in this spin state. 
The motivation for explaining this signal is clear when one considers that the state we have 
measured is in fact the ground state, i.e. lowest energy. If we were expecting (for instance) a spin flip 
to occur on orbital relaxation, one should expect that on average the number of D0 atoms in the 
ground state to go down, rather than up. In other words, if this change were due to a previously 
unobserved process the amplitude of the peak studied here should go down. Our conclusion from 
this study, then, is that FELIX provides a small amount of heating to the sample even when the beam 
is attenuated significantly. We can estimate that the change in impedance due to this effect is in the 
region of 2.5 % from Figure 6-11. A better measurement, presented in the next section, can instead 
look for a change in the modulation frequency response of the sample as a function of time after the 
FELIX pulse. Such an observation demonstrates at least that there is a dynamic effect involved. 
 
 Dynamical Measurements 6.5
We now wish to vary the delay between the arrival of the FELIX pulse and the measurement window 
of the D0X transition, in the hope that a dynamic effect may be observed or ruled out. We would like, 
initially, to establish that there are some long term fluctuations in signal amplitude which the 
experiment will inevitably suffer. The major cause of these fluctuations is the fact that the sample is 
mounted in a coldfinger cryostat in vacuum, so the temperature of the sample fluctuates somewhat. 
We quantify this long-term fluctuation by repeatedly measuring the impedance of the sample under 
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illumination over ten minutes, with the results plotted in Figure 6-12. Fluctuation in the peak value 
of the impedance reaches roughly 10 % of the measurement. We repeat this measurement with the 
D0X laser resonance conditions varied, with similar results for both wavelengths. The data also show, 
in green, a change over this 20 minute period correlating with an accidental knock to the electrical 
coupling of coaxial cables into the cryostat. To minimize noise due to thermal drift, our experimental 
data searching for a time dependence were acquired in the minimum possible time and sequentially. 
The experiment then consisted of measuring the frequency dependent impedance of the system 
under D0X laser light resonant with two transitions of the same strength. The first is a spin excited 
state transition (line 3), which has low population at thermal equilibrium. The second is a spin 
ground state transition (line 4), which is highly populated in thermal equilibrium. If FELIX disturbs the 
spin populations, we should expect that the D0X signal from line 3 should drop over time, and that 
from line 4 increase until thermal equilibrium is reached. 
 
 
Figure 6-12 – Impedance of the sample under laser excitation – (blue) resonance with line 3, a spin excited state transition, 
(red) resonant with line 4, a spin ground state transition. Green data correlated with a small knock to electrical connections. 
6.5.1 Initial Experiment 
Figure 6-13 and Figure 6-14 show the recorded data for line 3 and line 4, respectively. Due to the 
multi-parameter nature of the data, we plot heat maps of the impedance as a function of the 
modulation frequency and delay. The objective is to find variations in the heat map data along the x-
axis (time delay) which correlate negatively between transitions; this would show one spin state 
repopulating while the other depopulates (i.e. a thermal repopulation). In order to give a sense of 
scale, we take four cross-sections at constant modulation frequency and plot their z-values below. 
We observe broadly constant impedance for line 3, with similar fluctuation patterns in both the 
presence and absence of FELIX. The same correlated fluctuations are observed in the case of line 4; 
we observe strong delay dependence of the data, but the noise is correlated between the two FELIX 
conditions. Datapoints were obtained in pairs of differing FELIX illumination, hence positively 
correlated patterns demonstrate environmental noise. The results here are therefore inconclusive, 
114 
 
with the environmental noise obstructing any potential pattern in the time variation. One 
experimental mistake here is the use of an unattenuated FELIX beam, which we have already shown 
in Figure 6-10 tends to heat the sample. This explains the relative shift in impedances between the 
data with FELIX present and absent in Figure 6-13 and Figure 6-14. This consistent and repeatable 
heating is in contrast to the variation between datapoint pairs, especially as found in Figure 6-13. 
Random thermal fluctuations are likely to cause this, which are ultimately down to the cooling 
power and consistency of the magnet cryostat in which our experiments were implemented. 
 
 
Figure 6-13 – Data showing impedance as a function of frequency and of delay after the FELIX pulse for different conditions 
of FELIX illumination (presence and absence at 0 dB attenuation). Top: Heat maps showing the effect on the impedance of 
exposing FELIX, measured as a function of time after the pulse and as a function of the electrical modulation frequency. The 
main features are the capacitive peak near zero frequency and the first major peak in the impedance curve as seen in Figure 
6-12. We observe a small shift in this smaller feature towards higher frequencies and a drop in the amplitude of the data 
when FELIX is blocked. Coloured contours show cross-sections of the surface which are plotted in the same colours below. 
(Bottom) Cross sections of the heat maps along the coloured contours, demonstrating more clearly the change in 
impedance amplitude but not showing a systematic variation in the impedance as a function of delay. These data were 
recorded with the D
0
X laser light resonant with spin excited state transition (line 3), with the corresponding data for the 
ground state transition (line 4) shown in Figure 6-14. 
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Figure 6-14 – Data showing impedance as a function of frequency and of delay after the FELIX pulse for different conditions 
of FELIX illumination (presence and absence at 0 dB attenuation). Top: Heat maps showing the effect on the impedance of 
exposing FELIX, measured as a function of time after the pulse and as a function of the electrical modulation frequency. The 
main features are the capacitive peak near zero frequency and the first major peak in the impedance curve as seen in Figure 
6-12. We observe a small shift in this smaller feature towards higher frequencies and a drop in the amplitude of the data 
when FELIX is blocked. Coloured contours show cross-sections of the surface which are plotted in the same colours below. 
(Bottom) Cross sections of the heat maps along the coloured contours, demonstrating more clearly the change in 
impedance amplitude but not showing a systematic variation in the impedance as a function of delay. These data were 
recorded with the D
0
X laser light resonant with spin ground state transition (line 4), with the corresponding data for the 
excited state transition (line 3) shown in Figure 6-13. 
 
6.5.2 Improved Experiment 
So far, we have found that variations in the measured D0X population under the application of FELIX 
do not show an obvious dependence upon the time after the FELIX pulse. Our previous 
measurement suffered from significant variation in the signal. This may be partially down to 
temperature fluctuations, but another question is the stability of the D0X laser wavelength over long 
periods of time. The previous experiment aimed to minimize this effect by taking note of the laser 
wavelength on each scan and ensuring that the drift in wavelength was small. However, even a 
relatively small degree of drift over the experiment might exacerbate problems with heating. It is 
116 
 
best to attempt to eliminate this drift entirely. We therefore attempt to improve upon the previous 
observation by implementing PID control over the D0X laser wavelength. The PID control is provided 
by standard software provided by the laser manufacturer, and ensures that there is no drift in the 
actual wavelength of the D0X laser to the 5th decimal place. 
A further change to the experiment involves a somewhat practical consideration. Specifically, the 
cabling length between the sample and the oscilloscope has been shortened by roughly a meter. The 
main consequence of this is that the resonance frequency of the circuit has changed due to the 
smaller parasitic impedance. The modification also improved the noise in our measurement 
significantly. 
Additional care has also been taken to ensure that the appropriate FELIX wavelengths are chosen for 
this experiment. The FELIX macropulse was used to measure the PTIS spectrum of the sample in 
order to ensure that a transition energy was hit appropriately. The PTIS spectrum is shown in Figure 
6-15. For this experiment, we chose the slightly stronger line at 𝜆 = 32.5 𝜇𝑚 instead of the line 
at 𝜆 = 31.6 𝜇𝑚 used in the previous experiment. It is believed that these two lines are in fact two 
split components of a single transition, the 1sA to 2p+- transition which splits into three components 
under the applied field.  
 
Figure 6-15 – FELIX macropulse signal measured at maximum field, showing the transition structure of the Si:P 1sA to np+- 
and np0 states split under the applied field. 
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Figure 6-16 – D
0
X signal amplitude on ground state (line 4) and excited state (line 3) transitions as a function of FELIX laser 
wavelength, correlated with the FELIX macropulse spectrum. 
A previously untested approach is to scan the FELIX laser wavelength and simultaneously measure 
the D0X resonant signal to observe whether there is a correlation. Figure 6-16 shows the 
measurement results at different FELIX attenuations for both lines. This approach was speculated to 
help identify correlations between FELIX resonance and polarization changes. To the contrary, we 
find that features which correlate with FELIX resonance (e.g. 0 dB data in red) show identical 
variation. The implication is, again, that this effect is due to a heating of the sample due to FELIX 
resonance rather than FELIX somehow affecting the polarization. The low-power data of Figure 6-16 
shows significant variance which overcomes any signal increase due to FELIX resonance, which could 
not be mitigated in this experiment by averaging due to time constraints. The scanning of the FELIX 
laser wavelength is quite slow over a broad bandwidth, even with a small sampling rate. We are 
therefore also unable to vary the electrical modulation frequency of the experiment. Consequently, 
the technique is not useful for further experimental work. 
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We return to the methodology of the previous section by scanning the electrical modulation 
frequency and trying to observe a shift in the impedance curves as a function of time after the FELIX 
pulse. Our chosen sampling rate for this experiment reflects the challenge of analysis of the previous 
section, where a dense sampling in the time domain made it difficult to determine whether there 
was a pattern in the data. The D0X signal was measured at 13 𝑚𝑠, 63 𝑚𝑠 & 113 𝑚𝑠 after the FELIX 
pulse, which covers the largest range possible in the experiment at a repetition rate of 5 𝐻𝑧. 
Impedance curves for of 10 𝑑𝐵 FELIX attenuation are presented in Figure 6-17, which are shown in 
the presence and absence of FELIX at different resonant wavelengths of the D0X laser. The figure also 
shows the calculated polarization at different delays over the same frequency band. The variation in 
this figure is also within the variation due to temperature fluctuations, which can be observed by 
comparison to the data with FELIX blocked (black) in the same figure. 
 
Figure 6-17 –Left: Impedance as a function of modulation frequency for the two D
0
X transition lines studied – line 3 (spin 
excited state, left) and line 4 (spin ground state, right) at different times after the FELIX pulse (colour) and with FELIX 
blocked (black), with FELIX attenuated by 10 dB. Right: background-compensated polarization generated from the data on 
the Left. 
 
Figure 6-18 shows the equivalent measurement at full power, showing that the heating effect of 
FELIX is repeatable. The polarization signal shifts significantly as a function of time, with shorter 
delays corresponding to stronger shifts. Hence, we infer a heat dissipation timescale in the region 
of 50 𝑚𝑠.  We find that the variation in the spin on this timescale is negligible. 
Finally, we give the equivalent polarization result for the unattenuated data in Figure 6-19. We 
observe that at shorter delays under full power pumping, the D0X transition lines broaden and shift 
while the background level increases.  
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Figure 6-18 – Left: Impedance as a function of modulation frequency for the two D
0
X transition lines studied – line 3 (spin 
excited state, left) and line 4 (spin ground state, right) at different times after the FELIX pulse (colour) and with FELIX 
blocked (black), with FELIX unattenuated. Right: background-compensated polarization generated from the data on the 
Left. 
 
 
Figure 6-19 – D
0
X spectra obtained at varying delay after the FELIX macropulse showing the effect of heating as a function 
of time at high powers. Modulation frequency is fixed in this experiment and the nominal temperature is 10 𝐾. Large points 
show the datapoint corresponding to the fixed D
0
X laser wavelength used to measure each line in the frequency-dependent 
measurement of Figure 6-18. 
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 Discussion & Further Work 6.6
At the time of the experiment, it was hoped that we would be able to observe a variation in the spin 
as a consequence of FELIX radiation. Such an effect might be taken advantage of for the purposes of 
spin manipulation or spin reset, for example generating a spin polarization by selective pumping 
using a THz Ramsey experiment. A secondary and no less consequential result of the experiment is 
to place bounds on the measurable changes to the sample which FELIX causes, as a point of 
reference for experiments involving D0X spin manipulation, readout, and orbital excitation. Such 
experiments are planned for execution at FELIX, aiming to observe the spin exchange interaction 
between different donor species as a demonstration of the principle behind the Stoneham-Fisher-
Greenland scheme for quantum computing. 
We investigated this effect by looking for a relaxation in the spin excited state signal correlated with 
an increase in the spin ground state signal, as a function of time after exposure to FELIX. The 
experiment as implemented has not been able to show a modification to the spin as a result of FELIX 
pumping of the orbital states. While we should not be surprised by this, it is worth noting that our 
control over the timings involved are relatively crude on the scale of spin lifetimes in these systems. 
Specifically, it is plausible that the spin lifetime of the system may be significantly shorter than 
the 10 𝑚𝑠 scale on which we have been able to probe in this experiment. Since the 𝑇1 (spin-lattice) 
lifetime varies strongly as a function of the temperature, 𝑇1 ∝ 𝑒
126 𝑘𝑇⁄   [105, 106], the relatively high 
temperature of the experiment combined with temperature fluctuation implies 𝑇1 ≅ 2 𝑚𝑠 at 10 𝐾 
with a very strong variation down to 𝑇1 ≅ 10 𝜇𝑠 at 𝑇 = 16 𝐾. 
Extensions to this type of experiment will require significantly improved timing abilities in order to 
rule out spin changes over millisecond or sub-millisecond timescales. Such control is achievable 
using quickly modulated attenuating shutters (e.g. an acousto-optic modulator) rather than 
mechanical devices. Regardless, we have found that the incidence of FELIX does not appear to 
strongly affect the spin populations due to the photo-thermal relaxation pathway suggested in 
Figure 6-2, a useful result which may be understood as a consequence of a low rate of ionization due 
to the relatively large binding energy of the state studied here – states closer to the conduction band 
such as the zero-field 3p+- may ionize significantly more donors and therefore provide stronger 
relaxation. 
Another serious criticism of the experiment outlined in this chapter is that the relative stability of 
the thermal control is inadequate to rule out small effects due to spin, on the order of 5 % or lower, 
which would not be observable under the general fluctuations in temperature of the system. 
Because the high-field magnet’s cooling is achieved using a coldfinger, this experiment is unlikely to 
be improved significantly without the use of a different magnet including a better cooling system. 
Such a system is not currently available at the FELIX lab, and will continue to be absent for the 
foreseeable future. 
There is a clear learning point from this experiment that high field D0X experiments using FELIX will 
not be practical in the near future, and so we must find alternative methods for inducing spin 
polarization in order that the long term goal – observing an inter-species exchange interaction – 
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might be met. In particular, our experimental design must become somewhat more sophisticated in 
the absence of a strong magnetic field or very low temperatures. 
It was during the course of these experiments that it became clear to those involved quite how 
difficult it is to make quantitative statements about the D0X signal and its implications. It should 
clearly be the ambition of any experiment to extract a particular characteristic quantity which can be 
used for comparison with future experiments. No such measurement can be generated with the 
present state of knowledge in the field. A particular difficulty in this specific experiment is the 
additional structure in the impedance under high magnetic field, which is not observed in other 
experiments. This structure may stem from the helical motion of electrons under both electric and 
magnetic fields, and so should be accounted for in an eventual quantitative approach to this type of 
experiment. Such considerations serve to underline the particular difficulties of contactless electrical 
measurements under high fields, and so it is anyway sensible to contemplate analogues of this 
experiment at applied fields which are either small or zero. 
Another long-term goal for the FELIX research programme is to incorporate a dilution refrigerator 
with an inbuilt vector magnet, so that low temperature polarizations may be studied in more detail 
and devices may eventually be tested. If this chapter is correct in inferring that FELIX causes 
nontrivial local heating to the D0 system, the low cooling power of a dilution refrigerator may 
struggle to compensate. Considering that interesting applications of devices include the use of high-
intensity FELIX light to induce a Rabi oscillation, our observations in this chapter will inform 
experimental design in the near future. 
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7. Dynamics of Electron Spin States in Si:Bi 
The previous chapter revolved around an experiment designed to measure the dynamics of Si:D0 
electron spin states using donor bound excitons (D0X) as a readout method. A polarization was 
generated thermally under applied field, and we found that we were unable to measure any change 
in polarization caused by FELIX. We also encountered persistent problems with the measurement 
technique, in particular thermal fluctuations caused by the mounting of the sample in a vacuum on a 
coldfinger. Another significant problem with the technique was the imprecision of the shutter which 
was used to gate the D0X laser pulse. Our experiment, ultimately, was unable to demonstrate an 
effect but was also limited enough that we weren’t able to rule out the effect either. This chapter 
attempts to address some of the more serious issues with the experimental methodology of the last 
chapter by studying a system which is markedly simpler in these respects. 
Specifically, we have moved to the case of zero-field. As we observed in the previous chapter, Si:P 
doesn’t have a sufficient ground state hyperfine splitting in natSi to be interesting to study. On the 
other hand, natSi:Bi has a significant ground-state splitting of the 1sA orbital state into components 
where the electron is either aligned or anti-aligned with the host nucleus. Relaxing the requirement 
for a magnetic field allows us to make significant improvements to the experimental technique by 
simply using a cryostat with more consistent temperature control. 
On the other hand, a great advantage of the presence of a magnetic field and low temperature is 
that the spin states of the donor atoms are naturally polarised. It is of significant interest to the 
development of dynamics experiments at FELIX and elsewhere that a spin state polarization may be 
generated in the absence of a magnetic field. This principle has already been demonstrated [39], and 
a useful step along the program of work at FELIX is to make such spin polarization practical in 
combination with other experiments. This chapter covers the physical implementation of spin 
pumping using D0X resonant lasers, and the demonstration that spin pumping is actually achieved in 
a sample of natSi:Bi at temperatures between 4 − 10 𝐾. 
It was also commented in the previous chapter that laser light very close to the band-gap of silicon is 
used to improve the signal of D0X spectroscopy, which was missing from our experiment. We found 
this to be minimally disruptive to the experiment in question due to the relatively high temperatures 
circa 10 𝐾, but as the temperature of the sample decreases further this light becomes more and 
more necessary. We study the impact of this light, which we shall denote ABG (“Around Band Gap”), 
on the dynamics of the system7. 
Similarly to the previous chapter, we aim to observe a time-dependent change in the D0X signal from 
a specific spin state of Si:Bi after exposure to FELIX. The primary difference here is the method by 
which we have induced the polarization, in the absence of the magnetic field. We are somewhat 
limited by the experimental setup to probe only a single state, so instead of searching for correlated 
variations (as we did in the previous chapter), we are searching for signal variations which follow the 
types of pattern which we identified in Section 2.7. Specifically, we expect the signal from the 
experiment to increase as a function of time appearing roughly exponential and in the region of 
some 𝑚𝑠. Firstly, we must demonstrate that we are able to polarize the spin state using solely the 
                                                          
7
 All data presented in this chapter were obtained in collaboration with Dr. N. Stavrias and Dr. K. Saeedi of 
Radboud University. 
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D0X pumping, i.e. observe this expected behaviour in the absence of FELIX illumination. Then, we 
must show that exposing the sample to FELIX modifies this expected behaviour and eliminate as 
many extraneous effects as possible, such as temperature variations. 
 Experimental Setup 7.1
The experiments of this chapter were implemented in UK User Station 2 at FELIX to benefit from the 
flexible optical layout and higher incident power at the sample. Our experimental setup for this 
chapter is highly similar to that in the preceding chapter, with the aforementioned modification of a 
change in the cryostat. We also took the opportunity in experimental setup to include a much faster 
shutter into the D0X beam which allows in principle a rise time on the D0X light of just 10 𝑛𝑠. This 
liberates some uncertainty from our timing control, giving us the ability to measure D0X light pulses 
on the microsecond scale as the need arises.  
This new system allows us to partition the D0X laser pulse into two, which can have almost arbitrary 
timescales in comparison to one another. In fact, our practical limitation on the pulse sequence is 
limited by the hardware which generates control signal to the shutter8, shown in our revised 
experimental setup diagram in Figure 7-1. 
The work of the previous chapter used a single output from the D0X laser, specifically the weak 
reference output which is meant to be used as an input for the spectrometer. This output does not 
travel through the inbuilt amplifier, which at the time of the experiments of the previous chapter 
was not operational. The experiments implemented in this chapter were able to use the much 
higher output power of the amplified beam, which gives sufficient power to use the D0X laser as a 
pump rather than simply a probe of the D0 spins. This also allows us to use the full fibre coupling into 
the spectrometer, which has slightly improved the PID wavelength control. 
 
Figure 7-1 – Diagrammatic representation of the experimental setup for the experiments shown in this chapter. The primary 
improvements over the work in the last chapter are described in the text. 
                                                          
8
 Gooch & Housego 1060nm Fibre-Coupled Acousto-Optic Modulator T-M200-0.1C2G-3-F2S 
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The cryostat in this experiment is a Janis SVT-200 Helium immersion cryostat, which can also 
function as an exchange gas cryostat by control of a heater positioned next to the He inlet to the 
sample chamber. We use the cryostat in the latter mode for this investigation, since low 
temperature is not in fact an advantage to the experiment as long as the temperature is quite stable. 
Due to the change in shutter, our control over the pulse sequence is now in principle arbitrary. The 
implementation of the experiment used a 2-channel waveform generator to produce a pair of pulses 
synchronized with FELIX. The two outputs each generated one pulse, with independently variable 
parameters. These pulses are combined by connecting the two outputs in parallel with high output 
impedance, essentially summing the two pulse shapes. 
The equipment memory limits the format of the pulse sequence when operating in Burst mode. 
Consequently, we were not able to produce probe pulses arbitrarily far from the FELIX trigger, or 
pump pulses of arbitrarily short length. This limitation prevents us from measuring the effect of very 
short pumping times or probing at very long delays after the pump. However, it is sufficient to 
demonstrate the principle of the control method. Figure 7-2 shows the programmable pulse 
sequence with typical timescales for the experiment. 
 
Figure 7-2 – Diagrammatic representation of the laser pulse sequence and approximate timescales. Height of the line 
represents the relative intensity of the pulse, and we have deliberately drawn all pulses with the same intensity since they 
are essentially sections of the same CW laser output. 
Using the trigger input on the waveform generator, we are able to synchronize the shutter operation 
with the arrival of the FELIX macropulse in such a way that the FELIX beam arrives just after the D0X 
pump pulse has finished. The resulting waveforms show characteristic changes in the current to 
ground due to the three pulses, as shown in Figure 7-3. The sharpness of the change in signal due to 
the probe beam indicates that the lifetime of the D0X excited states are very short, and we can safely 
make the approximation shown elsewhere that the D0X pumping is a direct excitation to the 
conduction band, which we used in Chapter 2 to model the dynamics of this system. The probe pulse 
is distinct for pulse lengths down to 10 𝜇𝑠, indicating that the lifetime of the state is of this order or 
smaller. The probe beam shown in Figure 7-3 lasts for 30 𝜇𝑠 and has relative delay 30 𝜇𝑠 from the 
FELIX trigger. 
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Figure 7-3 – Example waveform showing the D
0
X pump, probe, FELIX, and dark regions of the waveform. The signal due to 
the FELIX beam is cut off in both directions along the y-axis due to maximum Voltage settings in the oscilloscope, but is not 
important in this experiment since we do not intend to measure during the FELIX macropulse. 
ABG light, where used explicitly, was provided by a 1047 nm laser9 and attenuated using neutral 
density filters. The amplifier built into the D0X laser is designed to amplify in a broad band which the 
laser diode operates over. However, there is a side effect of about- and above- band gap light in a 
broad-band “shoulder”. The power in this shoulder was measured using a CW power meter10 and 
found to be similar in power to the single-mode amplified power of 50 ,𝑚𝑊. In order to separate 
the two, a band-pass filter11 was used to reflect the ABG shoulder light into a beam dump, rejecting 
more than 99% of the intensity in the shoulder and a small quantity of the single-mode light. Using 
an optical spectrum analyser12, some of the shoulder light was observed to reach the sample and 
found to be of very low intensity in comparison to the single-mode light, on the order of the noise in 
the measurement. 
The impedance in the new cryostat setup was measured as has been previously described, for 
different illumination conditions of the D0X laser and ABG laser (on & off for both lasers, on- & off-
resonance for the resonant laser); the relevant impedance curves are shown in Figure 7-4. We find a 
familiar structure in the impedance at high modulation frequencies, which appears universal for all 
illumination conditions. The main difference between the presence and absence of ABG light is a 
dramatic drop in the impedance (increase in the current).  
                                                          
9
 Lightwave Electronics Model 131-1047-250 
10
 Spectraphysics Model 407A 
11
 Semrock BLP01‐1064R‐25 
12
 Advantest Q8382 Optical Spectrum Analyser 
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Figure 7-4 – Impedance measured in the Janis He immersion cryostat in the two appropriate frequency ranges. Left: up 
to 1 𝑀𝐻𝑧. Right: up to 50 𝑀𝐻𝑧. The right axis is magnified to show structure in the curves with ABG light applied, which 
mirror the same curves without ABG light. The latter have a scale of 250 𝑘𝛺 around 20 𝑀𝐻𝑧. The D0X light was continuous 
wave for these experiments, and no attenuation was applied to either laser with the exception of the notch filter discussed 
in the text. 
The experiments of this chapter simply are not compatible with the type of acquisition which we 
used in the previous chapter to attempt to skirt the problem of linearity in these systems. Instead, 
we choose a fixed modulation frequency at which all of our experiments are carried out: 500 𝑘𝐻𝑧. 
We have chosen this frequency above others for a few reasons, but most importantly because the 
amplifier allows us to apply a high-frequency noise filter which rejects > 1 𝑀𝐻𝑧 signal, a major 
benefit for small signal amplitudes. 500 𝑘𝐻𝑧 is also beneficial since it corresponds to the highest 
gain in this region for the circuit as a whole. The signal also appears to be monotonic in this 
bandwidth, which mitigates the possibility of a non-monotonic signal as found in Chapter 4. 
Finally, we show in Figure 7-5 the expected mean excitation as a function of attenuation for this 
experiment. FELIX macropulse power was measured at the cryostat window for the two wavelengths 
corresponding to the two strongest intra-D0 transitions (the 1sA to 2p+- and 3p+- respectively). Here 
we were unable to measure the angle of the sample surface normal to the FELIX beam axis due to 
the lack of a magnetic field. We estimate the angle using angle marks on the cryostat to be 
approximately 45 °, and apply our geometric corrections as in the previous chapter. 
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Figure 7-5 – Predicted effective pulse areas for the experiment described in this chapter based on measurements of the 
FELIX macropulse energy at the appropriate wavelengths for the 1sA to 2p+- (left) and 1sA to 3p+- (right) transitions, 
assuming a 45 ° angle between the FELIX axis and the surface normal of the sample. Calculation methodology is shown in 
Chapter 2. 
 D0X Spectra at Fixed Delay 7.2
Our first measurement of the experiment is to establish whether FELIX modifies the D0X spectra at a 
fixed delay 𝜏 = 30 𝜇𝑠 from the FELIX pulse. Our approach is to fix the temperature of the sample at 
around 6.4 𝐾 and scan the D0X laser wavelength while exposing FELIX to the sample at different 
wavelengths. The D0X signal was recorded at different FELIX wavelengths, with a typical result shown 
in Figure 7-6 (left). The two hyperfine components are clearly resolved. In this experiment, we see a 
variation in the non-resonant signal due to the D0X laser. There may be two contributing factors to 
this: firstly, that there are charge traps in the bulk Si which are ionized better at 1080.9 𝑛𝑚 
than 1081.05 𝑛𝑚; secondly, that the power of the D0X laser varies over the range of interest. This 
variation is well calibrated against at most wavelengths within the amplifier’s operating range, but 
here we are operating on the edge of the range and so must accept some variation. We were not 
able to accurately measure patterns in the D0X laser power as a function of wavelength. Regarding 
charge trapping, the use of a 1047 𝑛𝑚 laser in the experiment has been shown by other workers to 
increase the signal and flatten the background, but we find in this chapter that the usage of such 
light has confusing effects upon the result of the dynamics experiments. Hence, we do not use the 
ABG light in this experiment. 
We shall compensate for this variation by applying a normalization operation. The offset of the data 
from zero (at the low energy end of the scale) is subtracted, and the data are divided by the 
maximum remaining value. These quantities are plotted in Figure 7-6 (right) for all data obtained in 
the experiment as a function of the FELIX incident power. It’s notable that both quantities increase 
as the FELIX power is decreased, which reveals that the role of FELIX here is to decrease the 
background. This result was not expected, and could be explained as an effect of FELIX creating 
sufficient charge carriers to neutralize local charge traps, thus increasing the D0X laser pumping 
efficiency. Based on this explanation, we make the testable prediction that the relative signal due to 
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the D0X laser should increase as a function of the degree of ionization of donors during the FELIX 
pulse, which is related foremost to the resonance upon which FELIX is placed. The FELIX power 
certainly plays a secondary role in this quantity; clearly more power will ionize more donors, but 
especially when we are pumping intra-D0 resonances, the binding energy of the final D0 state is a 
much stronger driver of the quantity of ionized donors due to FELIX. 
 
Figure 7-6 – Left: Signal amplitude during probe pulse extracted from waveforms with different FELIX resonances at fixed 
FELIX power. Right: Power dependence of minimum and change in signal over dataset for normalization purposes. 
We have D0X spectra from three FELIX resonance conditions; off-resonance, on-resonance with the 
1sA to 3p+- transition, and pumping to the conduction band. The off-resonance wavelength was 
chosen to be 18.9 𝜇𝑚 for its relatively high power and proximity to the 3p+- transition. 
Our prediction made based on Figure 7-6 can be tested by plotting the data organized by 
attenuation. The prediction is that data from the intra-donor transition will be smaller than that of 
the direct ionization, and larger than that from off-resonance light. Figure 7-7 organizes the data this 
way, showing that the data are similar at high intensities (0 − 5 𝑑𝐵) but differentiate around 10 𝑑𝐵, 
where we see that the data with FELIX resonant (red) lie between those for direct ionization and for 
non-resonant excitation. This result can be understood by recalling our observation in Chapter 4 of 
non-resonant excitation of charge carriers by FELIX at high powers, which we suggest is happening 
at 0 − 5 𝑑𝐵 in this experiment. Once the power is dropped to 10 𝑑𝐵, the non-resonant effects drop 
significantly in strength and we see a differentiation in the signals. Finally, as the power drops 
further the resonant excitation drops according to Figure 7-5 (right). 
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Figure 7-7 – D
0
X spectra for varying FELIX resonance conditions, for different attenuations. 
One must continue to bear in mind the likely lack of linearity in the data as a function of charge 
density. We have given our best interpretation of the data by treating it as linear in the charge 
density. While we believe that the data are monotonic in the conduction band charge density in this 
case, we still cannot guarantee linearity. Let us suppose that the measurement is quite nonlinear, 
and identify parts of the interpretation which might break down. Our discussion of the relative 
amplitude of the resonant transition as a function of power may no longer hold, and would benefit 
from an analysis which involves linearizing the amplitude data. The normalization data shown in 
Figure 7-6 may also take a different form, which would inform us whether the effect of FELIX 
illumination upon the background is linear in intensity. It currently appears that it is not, since the x-
axis of Figure 7-6 is logarithmic in intensity – being able to fit this using a known response function 
may inform us of the underlying physical processes. For example, the FELIX off-resonance condition 
may scale with the square of the intensity due to multi-photon processes. 
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We also note that in this experiment, we do not observe a significant shift in the D0X transition 
linecenter due to high incident FELIX power. It is therefore inferred that FELIX is not significantly 
heating the sample as was the case in the previous chapter. While we have not measured the 
spectra as a function of time in this case, we may be confident of this inference because our 
linecenter shift is negligible even over a 15 𝑑𝐵 change in intensity. 
 
 ABG Light & Dynamics 7.3
Our work so far along this chapter has neglected the use of ABG light in order to increase the D0X 
signal. One motivation for this is that the mechanism by which the signal increases is not entirely 
clear. It is thought that using ABG light increases the signal by providing enough free charge to 
neutralize shallow charge trapping centres, the fields from which disturb the potential landscape 
seen by the D0X. By neutralizing the charge traps, more D0X’s are able to form and therefore the 
signal should improve. However, experience shows us that the addition of ABG light causes 
interesting features in the time domain data.  
7.3.1 Basic Observations 
As an example, we show in Figure 7-8 an experiment where we have recorded the waveforms of a 
simple short probe D0X laser beam. We have used the reflected light from the filter as a source of 
pulsed ABG light. The presence of ABG light introduces two features to the data: monotonic 
increases in the D0X signal over time through the pulse; and long-lived signal amplitude after the 
pulse has finished. Neither of these effects is present while ABG light is absent from the sample. 
Since we know that simple recombination of conduction band electrons with donor ions has a 
lifetime on the ns scale, this longer lived dynamic must have some other cause related to the across 
band-gap excitation. If the excitation rate of this process is relatively slow and the effect is long-lived 
on this 𝜇𝑠 − 𝑚𝑠 scale, the observed behaviour can be understood. 
Shallow ionized charge traps may contribute to the signal in two ways. Firstly, if there are many then 
they may form local perturbations to the donor potential which shifts the D0X resonance frequency 
for nearby donors, thus reducing the number of excitable D0X states. Secondly, since ionized traps 
contribute differently to scattering rates than neutral traps, they may affect the mobility in the 
sample and therefore the sample response while there are free charge carriers. The latter is a 
mechanism by which signal in the experiment may be affected even after the D0X illumination is 
switched off. Due to the low temperature, the re-ionization of the charge traps may take some 
milliseconds to thermally equilibrate, thus giving us a plausible explanation for the observed 
behaviour. 
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Figure 7-8 – Effect of ABG light incident upon the sample simultaneously with resonant D
0
X laser light, both pulsed 
identically but with independently controlled intensities. Left: Measurement with and without ABG light. Right: Variation in 
the intensity of the ABG light applied to the sample. 
To investigate this further, we show the effects of FELIX when applied to the system in the presence 
of ABG illumination. In the case of Figure 7-9, we show an observation of the effect upon the 
electrically detected waveform of FELIX when the system is pumped only by a continuous wave ABG 
light source tuned to 𝜆 = 1047 𝑛𝑚 as described in Section 7.1. We observe that the incidence of 
FELIX (large signal) strongly modifies the equilibrium signal – compare the pre-FELIX signal to that 
post-FELIX. The dramatic difference amounts to an interaction between the FELIX light and whatever 
structure is imposed by the ABG light. 
 
Figure 7-9 – Waveform showing the effect of FELIX upon electrically detected signal generated solely by continuous wave 
ABG light. 
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7.3.2 Power Dependence 
We now show the signal during the pump and probe regions of the waveform in the presence of the 
ABG light, where we define these regions as shown in Figure 7-3. The signal is referenced to a part of 
the waveform after FELIX which is always dark, so a large quantity corresponds to a significantly 
lower signal after FELIX incidence compared to before it. Figure 7-10 shows the results in the 
absence of D0X resonant illumination, i.e. the effect of FELIX on only non-resonantly created features 
of the waveform. We find that FELIX dramatically reduces the background signal in a fashion linear in 
the applied power. The background changes slowly enough under the applied ABG light that the 
probe region does not appear to differ from the measured background. 
Let us assume that the ABG light is neutralizing charge traps as described above. If FELIX has the 
effect of ionizing these traps, the signal amplitude may be affected even after the FELIX pulse has 
passed. In this case the donors must be re-neutralized by the ABG light, which is a slow process 
when the ABG light is strongly attenuated as it is in this experiment.  
 
Figure 7-10 – Change in signal of the pump and probe regions of the waveform in the absence of D
0
X resonant illumination.  
We now measure the same changes in the signal while including D0X resonant illumination in Figure 
7-11, with and without the ABG light. Comparing low-power FELIX measurements, we find that the 
contrast is significantly reduced by application of ABG light. However, as FELIX becomes more 
powerful the contrast increases rapidly in the presence of ABG light. Crucially, the contrast does not 
change strongly as a function of FELIX power if the ABG light is absent. These effects appear 
consistent with the observations of Figure 7-10 where FELIX excitation is re-ionizing charge traps 
which have been neutralized by the ABG light. Note that here we are not plotting signal amplitude – 
both the signal amplitude and background amplitude are higher while ABG light is applied to the 
sample. 
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Figure 7-11 – Change in the signal of the pump and probe regions as a function of relative FELIX macropulse power. The 
resonance condition for FELIX directly ionizes the donors. These data were measured in the presence and absence of 
additional ABG light. 
We can demonstrate this effect further by measuring the signal change under resonant FELIX 
illumination. In this case, we have measured the effect both with and without ABG light, in Figure 
7-12. We find in the case of ABG light (left) that the pattern observed in Figure 7-11 is maintained at 
FELIX wavelengths which don’t directly ionize donors. The power dependence of the ABG case is 
quite linear as a function of applied power. However, when we stop intentionally applying ABG light 
to the sample (right), the distinct linear pattern disappears. We still see that at low FELIX intensities, 
the pump and probe regions are similar in amplitude. The pump and probe regions differentiate at 
higher FELIX intensities, but a straightforward relationship is no longer clear – we may be limited by 
noise in the case of an absence of ABG light upon the sample. Either way, it appears that the relative 
contrast between background and signal increases in the absence of ABG light. Addition of ABG light 
adds stability to the signal (a reduction in noise) and so an overall improvement in the SNR, even 
though the signal amplitude is smaller compared to the background signal. Note that the change in 
contrast under ABG illumination has reduced since Figure 7-11 since the maximum FELIX pulse 
power has dropped from 800 𝜇𝐽 to 600 𝜇𝐽 per macropulse. 
This result may correlate with the degree of background signal in the data of Figure 7-6, and an 
interesting experiment to try in future is a repetition of this measurement while the D0X laser is off 
resonance at a wavelength bracketing the spin state transitions (for example 1080.975 𝑛𝑚). Recall 
also that the resonant D0X laser has a broad-band ABG component which we have removed using an 
edge filter – inevitably, not all of the unwanted light is reflected by the filter. It is suggested that 
some of the remaining signal differentiation observed in Figure 7-12 is caused by this unintentional 
ABG light. If the intensity of the ABG light transmitted by the filter has a dependence upon the 
wavelength of the D0X laser, this could explain a variety of the phenomena observed so far. 
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Figure 7-12 – Change in signal above background for pump, probe, and the background measured at a later time through 
the waveform, for different D
0
X laser and pumped by FELIX resonant with the 1sA to 3p+- transition. Left: ABG laser present 
with ND 4.5 filter. Right: ABG laser blocked. 
 Dynamics Under Low Repetition Rate 7.4
Although D0X spectra are interesting and useful tools, the quantity of data required is not conducive 
to the addition of further variables (such as delay dependence).  We shall look for dynamics without 
scanning the D0X wavelength, instead picking two wavelengths (1081.025 𝑛𝑚 for on-resonance 
and 1081.050 𝑛𝑚 for off-resonance) to switch between and investigate the effect of FELIX upon D0X 
pulse sequences. The line chosen is the lower-energy transition, i.e. the spin excited state. The pulse 
train length was 𝑇𝑝𝑢𝑙𝑠𝑒 = 1000 𝑚𝑠 and pump length 400 𝑚𝑠, such that the system should have 
enough time to re-equilibrate during each cycle. Waveforms were recorded at different delays 
spaced logarithmically over the interval 30 𝜇𝑠 − 90 𝑚𝑠. These experiments constitute a realization 
of the simulated delay-dependence plots shown in Chapter 2 Figure 2-18. 
7.4.1 Experimental Mistakes 
Before we present results, we should also recognize a mistake which was made in the experimental 
setup for this section. While conducting the experiments described above, it was discovered that the 
arbitrary waveform generator used in the experiment erroneously failed to trigger under some sets 
of parameters. This was rectified by inspecting the AWG output waveform using a second 
oscilloscope every time a setting was changed. The oscilloscope was also used to check that the 
control waveform minimum and maximum were correct (0 𝑉 and 1 𝑉, respectively). 
However, it would be discovered later that the common ground of the oscilloscope was offset from 
that of the rest of the experiment by 0.4 𝑉, causing us to artificially add an offset to the control 
Voltage. As a result, the “dark” periods of most of our experiments have the D0X laser illumination 
cut to 40%. These two problems with the experimental setup are shown diagrammatically in Figure 
7-13 (top) and transmission of the acousto-optic modulator as a function of applied Voltage is shown 
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in Figure 7-13 (middle). The latter mistake does not actually prevent us from observing the D0X 
dynamics. We have confirmed this by simulation of the system, shown in Figure 7-13 (bottom); the 
observables of D0X dynamics persist, albeit with smaller amplitude and a somewhat different 
background current. 
 
Figure 7-13 – Top: Diagram showing experimental setup problems discussed in text of Section 7.4.1, (A) missing pulse due to 
triggering errors, (B) waveform offset due to oscilloscope common ground error. Middle: Transmission of acousto-optic 
modulator as a function of the applied Voltage, showing that approximately 40 % of light is transmitted when the control 
signal floor is 0.4 𝑉. Bottom: simulation using the theory of Chapter 2, showing the effect of the type B setup problem: (left) 
the bound spin state populations over one pulse sequence; (right) conduction band charge density for a whole pulse 
sequence and magnification of the probe pulse. 
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7.4.2 Probe Delay Dependence 
The increase in the signal during the probe pulse above the background is calculated as a percentage 
of the background measurement from the same waveform. We observe that the on-resonance 
signal increases slightly over the period in question. The results are presented in Figure 7-14 in the 
absence of FELIX illumination. Addition of ABG light in this case did not modify the relative signal 
amplitude. The background (inset) reduces over time after the pump pulse on a very long timescale, 
in agreement with the charge trap ionization effects discussed above – a gradual ionization of charge 
traps over long timescales reduces the background by modifying the scattering rate. Since these 
effects apply equally to carriers caused by D0X illumination, we find that the non-resonantly created 
D0X signal (right) is flat. This implies that the variation observed in the resonant D0X part (left) is not 
caused by variation in the background. 
 
Figure 7-14 – Dependence of probe signal on the probe delay 𝜏 after the pump pulse, in the absence of FELIX. Left: D0X on-
resonance. Right: D
0
X off-resonance. Inset Left: Examples of exponential decay & recovery on these axes with a 
characteristic rate of 10−3 𝜇𝑠−1. Inset Right: background signal on the same x-axis. 
The data of the figures in this section appear exponential, and in the particular case of Figure 7-14 an 
exponential recovery. We show inset examples of exponential recovery (red) and decay (blue) on the 
appropriate axes for comparison. All data in this section may be fit with the appropriate function, 
but the important timescales of the exponents are ill-determines without access to both the low-
timescale and the long-timescale flat regions. Hence, fitting parameters do not yield informative 
patterns and are not shown here. 
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Our observation on-resonance shows that the D0X signal increases over time after the pump pulse, 
which is an observation of spin recovery. The repeatability of the measurement indicates that this 
result is not simply due to random variations in the experimental conditions. For completeness, we 
show in red a comparison between the background signal in two different locations on the recorded 
waveform, which establishes that the variation in the background is small over this short timescale. 
Having shown the spin recovery, we extend the measurement to include FELIX illumination. The 
measurements show a decrease in the signal over time after the FELIX pulse, which is observed 
under all resonance conditions and with the sample exposed to ABG light. The background in this 
case varies slowly and apparently linearly on the logarithmic x-axis. 
Figure 7-15 shows the case with direct ionization of the donors at full FELIX power. Note that the 
relative signal immediately after the FELIX pulse is stronger than that observed in Figure 7-14. This 
might be understood as an effect of the ionization redistributing population from one spin state to 
the other, although one should still expect a long-term rise in the signal which is absent from the 
data. We can eliminate a spin pumping effect during the “dark” periods since the D0X non-resonant 
data show the same type of decay trend. 
 
Figure 7-15 – Dependence of probe signal on the probe delay 𝜏 after the pump pulse, in the presence of FELIX tuned to 
directly ionize donors at full power. Left: D
0
X on-resonance. Right: D
0
X off-resonance. Inset: background signal on the same 
x-axis. 
138 
 
A similar effect is observed in the data of Figure 7-16 under FELIX illumination at the 1sA to 3p+- 
transition, with a further increased signal in the small-delay limit. Our signal has increased under 
conditions which we would expect to reduce the number of ionized donors. We may therefore 
consider it unlikely that this effect is caused by a redistribution of spin by ionization of the donors 
due to FELIX.  At 10 𝑑𝐵 attenuation, also shown in Figure 7-16, the equilibrium (long-delay) signal 
differs significantly from the full-power case, in a manner not consistent with any mechanism we 
have so far suggested. 
 
Figure 7-16 – Dependence of probe signal on the probe delay 𝝉 after the pump pulse, in the presence of FELIX tuned to the 
D
0
 1sA to 3p+- transition at full power and at 10 𝑑𝐵 attenuation. Left: D
0
X on-resonance. Right: D
0
X off-resonance. Inset: 
background signal on the same x-axis. 
7.4.3 Correcting Experimental Mistakes 
In Section 7.4.1, we explained an experimental error on the part of the author and stated that 
simulation shows that the mistake should not modify the long-term behaviour of the measurements. 
Nevertheless, these simulations account solely for the resonant D0X excitation, and since we have 
established that there is something unexplainable in these terms we would benefit from 
experiments which eliminate this mistake. We were able to rectify the mistake before the end of the 
beam time in which the rest of the data in this section was taken. With the small amount of time 
remaining, a similar dataset to Figure 7-16 was obtained at different FELIX wavelengths for D0X 
resonant pumping only, shown in Figure 7-17. We find that the signal recovery over time is 
repeatable at very low FELIX powers (30 𝑑𝐵 attenuation) at every wavelength, and that full-power 
139 
 
FELIX perturbs the trend even off-resonance, although only slightly for the conditions where few 
donors should be ionized. Further, we find that the data where many donors should be ionized 
(17.5 𝜇𝑚 and 18.3 𝜇𝑚) return to the general trend at long delays after the FELIX pulse arrives. The 
difference between these data and those of Figure 7-16 indicates that the presence of unwanted D0X 
light has affected the results in the last section. In the improved experiment, we have isolated the 
unexplained low-time behaviour from this unwanted D0X creation and observe a behaviour which 
appears to be consistent with the tail-like behaviour at short timescales expected from simulations. 
The fact that this behaviour correlates with the expected proportion of ionized donors suggests an 
explanation in terms of the conduction band relaxation rather than coherent spin effects. 
 
Figure 7-17– Dependence of probe signal on the probe delay 𝜏 after the pump pulse, in the presence of FELIX tuned to 
several different transitions at (left) very low power and (right) full power. Inset: background signal on the same x-axis for 
two of the wavelengths. 
7.4.4 Discussion of Results 
We advance a tentative explanation for the absence of the short-timescale variation predicted in 
Chapter 2 by simulation, but not observed here in the absence of FELIX illumination. Let us assume 
that there is somehow a systematic offset in the relative time between the end of the pump pulse 
and the start of the probe. Only a small offset, of order a few 𝜇𝑠, is sufficient to almost entirely 
eliminate the short-timescale behaviour predicted by shifting all predicted datapoints along the x-
axis. This leaves the long-period variation as the only strong source of signal. We may then explain 
the presence of the short-timescale dynamic of FELIX along the same lines; since the tail of FELIX 
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lasts for some considerable time ~ 10 − 15 𝜇𝑠 (due to cavity ringdown), we should expect to see the 
same type of short timescale decay as predicted in the simulations. Since the rate of decay should 
vary strongly upon the number of charge carriers excited, we obtain a good agreement between the 
expected spin signal and that measured in Figure 7-17. While this doesn’t constitute a numerical fit 
to the data, we have already ruled out that possibility for two reasons. Firstly, since the numerical 
model is not analytic the relevant simulations take many minutes to calculate – finding agreement 
using an iterative fitting technique is clearly inappropriate. Secondly, since we do not yet have a 
sufficient understanding of the transfer characteristics from conduction band charge density to 
experimental current, there remains the question of how to transpose simulation results directly to 
experimental measurements even if the former problem is solved. 
It may also be shown by the same simulation method of Chapter 2 that our experimental mistake as 
described in Section 7.4.1 does not significantly modify the dynamics behaviour which we have 
attempted to measure here, with only two differences. The obvious difference which we 
commented on in 7.4.1 (Figure 7-13) is that the contrast of the changes must reduce, supported by 
simulation in Figure 7-18 where we see the relative amplitude of the long-timescale behaviour 
reduce in the case of 40 % illumination in the “dark” periods. Figure 7-18 also shows a significant 
drop in the short-timescale variation. We can understand this as a result of competing dynamics 
after the change in intensity which doesn’t yield equilibrium, most obvious in Figure 7-13 (bottom 
centre) where we see the “foot” of the pump pulse has a form which appears inverted. This 
demonstrates the principle that competing dynamics in the system may dampen the short-timescale 
variations caused by relaxation dynamics in a manner which is not immediately intuitive. The 
dynamics underlying thermal equilibrium, i.e. the detailed balance of the system, may also 
constitute appropriate competition for the short-timescale tail but were not modelled in the rate 
equations for this simulation. 
 
Figure 7-18 – Simulation of the probe signal as a function of the delay between pump and probe, calculated in the manner 
described in Chapter 2 for two cases: (dashed) when the “dark” periods are in fact illuminated with 40 % intensity of the 
main pump pulse; (solid) when the “dark” periods involve no laser pumping. 
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This section has covered a range of measurements which were designed to try to investigate how 
different illumination conditions affect the dynamics of D0X signal. We have observed a possible spin 
recovery signal as a function of time after the pump pulse in the absence of FELIX, which 
demonstrates nicely the principle of spin manipulation and readout using a single D0X laser. We 
went on to observe how ABG illumination and FELIX interact, in the process showing that the 
dynamics of the system are somewhat more complex than expected. It certainly appears that the 
ABG light is not helpful to the study of dynamics in combination with FELIX, which is particularly 
important knowledge for the implementation of future experiments designed to look for a 
modification in the dynamics caused by FELIX. 
 Conclusions & Further Work 7.5
This chapter intended to address many of the criticisms which were raised in the previous chapter. 
By moving to a significantly simpler system and improving upon the experimental technique, we 
have improved the state of spin control at FELIX to a point where a repeatable and measurable spin 
control has been demonstrated without the requirement for a magnetic field, shown in Figure 7-17 
as a repeatable rise in the D0X signal as a function of time after the polarization pulse. This has 
allowed us to think more carefully about the processes which we are driving in the experiment, and 
when we look to see if there is a spin change due to FELIX under these well controlled conditions we 
find that in fact there is a significant change in the signal due to FELIX (Figure 7-17). The mechanism 
for this change, however, is certainly not related to the spin of the electron. This result, combined 
with the data of the previous chapter, is convincing in ruling out a spin change due to orbital 
relaxation in Si:D0 systems such as Si:Bi or Si:P. While this might not be a surprising result, it at least 
allows us to say that any future spin changes which we may observe, such as in an experiment 
designed to measure spin exchange between different donor species, cannot be from this type of 
source. 
However, during this investigation we have also found that the change in signal due to FELIX 
illumination behaves in a manner quite different from what we would expect. We have previously 
considered (Chapters 4 & 5) that FELIX may locally affect the sample in a manner other than 
interaction with donor orbitals, but in fact in many experiments this possibility is simply discarded as 
negligible (for example, local heating in [49]) or deliberately avoided as in Chapter 5. We have not 
found a satisfactory explanation for this variation in the signal due to FELIX, and have proposed 
several hypotheses which we will now briefly review. 
Firstly: the possibility that FELIX locally heats the sample. We found that the signal effect correlates 
only with particular resonances in the sample which should ionize many donors, and not at all with 
the incident power of FELIX or the proportion of light which one would expect to be absorbed by the 
sample. The particular counterpoint to this hypothesis was the observation that even when FELIX is 
resonant with the 1sA to 2p+- transition, which has double the dipole matrix element of the 1sA to 
3p+- transition, the signal deviation due to FELIX is reduced rather than increased (Figure 7-17). In 
addition, our D0X spectra under FELIX illumination (Figure 7-7) did not shift or broaden as a function 
of FELIX power, in direct disagreement with a hypothesis relating to local heating. 
Secondly: the idea that FELIX has an effect upon the spin population by ionizing the donors and 
allowing a re-equilibration. This fits with the observation mentioned above, but also predicts that 
the signal should end up closer to the long-term mean due to the redistribution of charge out of the 
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polarized spin state. In fact we find in some experiments that the long-term trend after FELIX is even 
lower than the point to which the signal recovers in FELIX’s absence. This hypothesis also predicts 
that the non-resonant D0X signal should observe no change due to FELIX, which again was 
consistently disproven by the data (e.g. Figure 7-16). 
Thirdly: FELIX has an effect upon shallow charge traps, ionizing them and thus modifying the 
electrical properties of the sample. These are the same traps which ABG light is intended to 
neutralize, and our data of Section 7.3 demonstrate that FELIX disrupts this effect. We hence have a 
way to understand our variation in the background measurements of Section 7.4, but this line of 
thinking does not aid in understanding the short-timescale behaviour of the resonant signal.  
Finally: We are able to observe a strong decay in the signal at short timescales and high FELIX powers 
which appears similar to the free carrier recombination with donor ions which we discussed in 
Chapter 2. When competing processes are introduced to the rate equations (Figure 7-13 & Figure 
7-18) the short-timescale tail caused by the  D0X laser should be significantly reduced, which 
combined with a small systematic mistiming of the pulses would leave FELIX as the only source of 
this recombination, in agreement with our observations. 
Notably, multiple different processes are required to explain these observations. The fact is that we 
have observed a variety of different responses under different conditions, including a long term 
variation in the background signal after pumping, which may require multiple different processes to 
be considered to explain. 
In the short term, we have established that good practice for D0X polarization and dynamics 
experiments involves the minimization or exclusion of ABG light, and the reduction of FELIX incident 
power by some significant margin. This should not be a major problem for single-beam experiments, 
which typically reach powers well over a 𝜋 − 𝑝𝑢𝑙𝑠𝑒 in the single donor limit. 
In the longer term, we have raised important questions about the usage and interpretation of D0X 
pumping for meso-scale quantum experiments in these systems. Many workers use ABG light to 
“improve” their signal, and some even measure dynamics to a limited degree [40], but methods are 
currently not standardised. When combined with the previous chapters, our experiments here show 
that there are still systems which must be understood before the D0X technique can be used as a 
quantitative spin pumping or readout technique. This is actually quite a surprising result, since 
reading published work on the subject such as [25, 40] may persuade the reader that the D0X 
technique is routine. To the contrary, while D0X spectroscopy is useful and sensitive, it has not 
displaced photoluminescence excitation spectroscopy or FTIR as the quantitative methodology for 
studying these features. This is a shame, because the inherent time sensitivity of the electrically 
detected D0X work allows for quite specific studies of dynamics, as we have shown in this chapter. 
A persistent flaw in this research was pointed out several chapters ago, but deserves continual 
recognition: we still do not have confirmation that these results are linear in charge density (which 
they may indeed be), and we know that they are not linear in modulation frequency. Our 
experiment here simply chose the modulation frequency at which the highest gain was possible, and 
argued that since the impedance curve of the system was monotonic there should be minimal 
problems with this approach.  
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Of course, this still does not address the issue that the technique is not quantitative – we cannot 
attempt to make a statement about the degree of polarization of the system we have studied, nor 
have we attempted to in this chapter. Such statements for dynamics experiments such as these 
might be made by using two separate D0X lasers, one tuned to each spin transition, used in sequence 
to measure the population of both spin states, and both pulsed independently. Such an experiment 
is clearly superior, but is significantly more difficult to implement in conjunction with other 
interesting experimental variations (such as magnetic field, the presence of FELIX, multispecies 
samples, microwaves…). By implementing a simpler method for spin polarization and measurement, 
we have advanced the FELIX experimental program towards the goal of a multispecies spin exchange 
experiment. 
Future work must focus on filling in the missing spaces between free charge density and total 
current in the circuit. Now that these techniques have been established and the interesting 
questions have been exposed, a program of work away from FELIX could rapidly close in on a 
quantitative system. Firstly, one must establish whether charge density can be measured 
contactlessly in Si samples by use of the Drude model, or whether other models suffice. This is not in 
itself new [107, 108], but extending existing work to low temperatures ~ 10 𝐾 will allow a scale of 
charge density to be established upon which calibrations can be built. At the same time, more work 
towards effective and consistent characterization of the effective circuit must be implemented. We 
have been unable to fit effective circuit models to the observed impedance data, and so it is 
suggested that future experiments begin with simple, controllable effective circuits in the absence of 
a cryostat. One might, for instance, build an effective circuit which includes the sample holder and 
show that when free charge is excited in the sample (for instance by above band-gap illumination), 
the current in the circuit is modified in a way which is explained well by a Drude type model in 
combination with the effective circuit. 
Once these concerns have been addressed, the FELIX experimental programme may move towards 
an attempt at demonstrating the spin exchange interaction gated by optical pulses of the SFG 
scheme. The experiments of this chapter will be fundamentally useful for understanding how to 
implement and analyse this future experiment, even if future experiments are implemented under 
applied magnetic field. [109] 
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8. Conclusions and Further Work 
In the introductory chapter, it was stated that the goals of this thesis revolve around the control and 
understanding of donor atoms in Silicon with the aim of developing optically gated quantum 
computational schemes such as that of Stoneham, Fisher, and Greenland. To that end, we have 
advanced the field by using bulk samples of Si:P and Si:Bi to develop experimental practices which 
will translate into devices with small numbers of dopants. Each individual chapter of the thesis has 
some value when taken alone, but together they represent an effort to implement a set of 
methodologies which have not previously been combined. Combining electron spin control using 
donor-bound excitons with orbital control using FELIX has demonstrated the types of measurement 
which will be required for the first demonstration of an optically gated spin exchange interaction in 
Si:D0 systems.  
We anticipate that such optically controlled spin exchange interactions will first be demonstrated in 
bulk Silicon due to the lack of suitable devices at present. If suitable devices are made, it is expected 
that we should be able to obtain increased fidelity and specificity in the relevant gate operations at 
the cost of including additional experimental parameters. Such additional parameters surely reduce 
the potential complexity of FELIX experiments, and it is therefore important that we have expressly 
tried in this thesis to implement the simplest experiments which can be conceived to meet our 
particular goals. Additional complications may improve the experimental outcome but render the 
complete experiment prohibitively lengthy. 
We have discovered along the way that many of the experiments are more difficult than they would 
at first appear and have made a particular effort to point out why this is so. In most cases, a 
corrected or improved methodology is already known to the author and further implementations 
await the appropriate lab-bench scale sources or otherwise significant quantities of FELIX beam 
time. Where methodologies should be improved and would normally lead to a repetition of the 
experiment, this is not always possible due to the light source. In a similar manner, device physics on 
the microscale in the presence of FELIX is so far untested, and there may be additional challenges to 
such measurements which have not so far been anticipated. All of this serves to emphasize the need 
for coherent lab-scale light sources with properties similar to FELIX, and further work in the field 
must find methods of compensating for a lack of sources. 
Let us assume that appropriate sources exist; smaller scale experiments may be implemented in 
order to sort out many of the questions raised in this thesis. For example, the effect of THz light 
upon the conduction band charge density at wavelengths not resonant with D0 transitions in Silicon 
may be probed in greater detail. We have further been unable to show good data for intensity 
dependence of the transitions studied here, which is again ascribed to the tradeoff between time 
considerations and noise levels. If one were able to implement a full power dependence 
measurement in the Ramsey FTIR experiment of Chapter 3, the dipole moment of the transitions 
could be determined with some precision & its variation tracked with applied magnetic field, strain, 
and temperature. Further, by observing the scaling with power of the mean excitation of the donors 
the models of Section 2.5 may be tested. Finally, we may be able to pin down unexpected features in 
the transmission of the sample at high powers and correlate these with non-linearities in the 
electrically detected data. This will help with identifying whether the non-linearities in the 
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electrically detected data are primarily due to the circuit properties or to some additional physics of 
absorption. 
The biggest failure of this thesis is the absence of a full calibration from measured current at the 
macroscale to the nanoscale quantum optics which we wish to study. Such calibrations have been 
achieved in contacted systems, and the relation of current to charge density in contactless 
methodologies is a current research interest in the field. Our implementation at FELIX has so far 
been ill-suited to characterization using lock-in techniques due to the scale of modulation 
frequencies used in the experiments, so a fruitful line of research may be to more deliberately 
engineer the electrical system surrounding the sample. Such calibrations are useful while the 
measurements of interest involve bulk Si:D0 samples, and may even inspire strategies for 
circumventing strain issues in device-scale experiments. 
Taking this critique one step further, the thesis in general has run up against a dearth of 
standardized metrology in the field which stems partially from the unusual frequency regime of the 
light. In Chapter 3, we showed a calibration technique for the resolution of the interferometer which 
appears robust throughout the THz regime and leads to several interesting questions about the 
information which Fabry-Perot oscillations may give us about systems in the THz regime. In 
particular, the slow variation in absorbance and refractive index in this regime might be extracted 
from the same FTIR data which were used in our calibration technique. The general discussion of 
metrology in this regime is particularly useful for the types of tuneable narrow-band sources which 
are used in our quantum optical experiments, and will become more so if lab-scale sources 
proliferate. 
When it comes to manipulation of the Si:D0 states, the work in this thesis has had some success. The 
combined manipulation of spin and orbital degrees of freedom in Si:D0 systems has not previously 
been reported, and it is clear from the work presented that the degree of control can become quite 
complex. Time constraints aside, there is nothing fundamental preventing a multi-level orbital 
manipulation taking place in the same experiment as spin pumping and readout. Such an 
implementation may allow (for example) a validation of spin-pumping in the system using the 
spectroscopic methods of Chapters 3 & 5. As we have already commented at the end of Chapter 3, 
the Si:Bi hyperfine spectrum may be acquired at different well-characterized times after a spin 
pumping pulse to show a spin recovery. Due to the weak spin-orbit coupling in the system, our 
multi-level manipulation of orbitals from Chapter 5 does not apply to spin states in the same way. 
We spent much of Chapter 6 and Chapter 7 looking for residual or unexpected effects on the spin by 
FELIX, and were unable to observe any new phenomena. While the results are somewhat 
unsurprising, they are also important because we now know that spin effects observed in future 
cannot be caused by the FELIX excitation directly. These results may be applied to the development 
of an experiment demonstrating the optically gated spin-exchange called for by all-optical quantum 
computing schemes. We discussed some of these potential experiments in the introduction to 
Chapter 6. 
Our spin pumping experiments suffered from multiple imperfections which limited the certainty of 
their conclusions, but now that an appropriate experimental methodology is established they may 
be improved upon away from the FELIX beam time schedule. Validation work should involve 
electrical calibration followed by a repetition of the dynamics experiments shown in Chapter 7. One 
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may then extend the work by using a 2-colour illumination scheme to extract spectral data or by 
adding a resonant microwave 𝜋 − 𝑝𝑢𝑙𝑠𝑒 to invert the generated spin polarization. Such an 
implementation will not only validate the results of Chapter 7 but also bring the field closer to a full 
coherently controlled electron spin computer.  
Finally, we briefly reflect upon extensions of our multi-level work of Chapter 5. It is tempting to 
imagine that a complicated pulse scheme using 𝑛 levels may achieve quite arbitrary control over the 
spatial distribution of the electron wavefunction. We have established that in practice one must 
control many different parameters even for only 𝑛 = 3, and by extrapolating this pattern it is 
suggested that by 𝑛 = 5 we may struggle to apply all of the appropriate control pulses within the 
lifetime of the coherent state. Nevertheless, many-state superpositions need not be considered 
useless: one should consider the states and superpositions that may actually be produced 
experimentally. It may turn out that, however limited, multi-state superpositions are quite useful  
due to their complexity. Such research requires broader band sources or working with states closer 
together (e.g. the 4p+- and above states) which are much closer to the conduction band, hence they 
may not be possible to investigate soon. In the shorter term, if calibrations go well then higher-
power implementations of the same 3-level experiment may expose the long-period quantum 
beating and allow us to truly create an arbitrary 3-level superposition for use in device-level 
experiments. 
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11. Appendix A 
Geometrical Details of Spatial Averaging 
 Introduction 11.1
The purpose of this Appendix is to outline in detail the geometrical factors which have been 
removed from the main document for brevity. We pick up the integral where it was left off in 
Section 2.5. 
 Cylindrically Non-Symmetric Case 11.2
We have so far not specified the details of the integral giving |𝑐2|
2. In the case of the cylindrically 
symmetric integration, the integral is: 
|𝑐2|
2 =
2𝜋
𝜋 ∙ 𝑅2
∫ 𝑟 ∙ 𝑑𝑟 ∙ (sin
𝐴(𝑟)
2
)
2𝑅
0
 
The factor of 𝜋 ∙ 𝑅2 arises as a normalizing constant. We have implicitly made the substitution: 
𝑑𝑎 =
2𝜋
𝜋 ∙ 𝑅2
∙ 𝑟 ∙ 𝑑𝑟 
This expression gives the weighted area of an annulus of inner radius 𝑟 and outer radius 𝑟 + 𝑑𝑟. 
However, our experiments do not always obey this cylindrically symmetric setup. In particular, 
electrical detection at FELIX requires the implementation of a capacitor structure around the sample. 
This structure leaves an aperture which is rectangular, of about 1 cm height and 1 mm width. 
Clearly, the integration given above does not suffice for this case due to the breaking of the 
cylindrical symmetry. We therefore also calculate the increment 𝑑𝑎 for this type of geometry, and 
show an implementation. 
Figure 11-1 shows most of the defined quantities in this derivation: 𝑑 is the width of the aperture; 𝑟 
is the radial distance from the centerpoint of the beam, C, of the increment which we will 
calculate; 𝑡 is the distance between points D and P, which lie on intersections of the radius with the 
aperture separated by angle 𝜑 (double line); the area 𝑎𝑡𝑜𝑡 is the total area of the circle which is 
confined within the rectangle (all shaded areas); the darkest shaded area is labelled 𝑎, and is defined 
by the angle 𝜃 (single line). 
The total area bounded within the radius 𝑟 from C and the rectangle (which is assumed to be 
concentric with C) is: 
𝑎𝑡𝑜𝑡 = 2𝑑𝑡 + 2𝑎 
𝑡 = √𝑟2 −
𝑑2
4
 
The area 𝑎 relies upon 𝜃 (in radians) as: 
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𝑎 =
1
2
𝑟2(𝜃 − sin𝜃) 
It is clear from geometry that: 
𝜃 = 2(
𝜋
2
− 𝜑) 
𝜑 = cos−1 (
𝑑
2𝑟
) 
 
Figure 11-1 – Geometric diagram for the case of a cylindrical beam incident on a rectangular aperture, where the beam and 
aperture are concentric. Highlighted in grey are the areas assumed to be irradiated by the incident laser. 
Now we expand the expression for 𝑎𝑡𝑜𝑡: 
𝑎𝑡𝑜𝑡 = 2𝑑√𝑟2 −
𝑑2
4
+ 𝑟2(𝜃 − sin𝜃) 
𝜃 = 𝜋 − 2 cos−1 (
𝑑
2𝑟
) 
The area increase 𝑑𝑎 of 𝑎𝑡𝑜𝑡 upon increasing 𝑟 to 𝑟
′ = 𝑟 + 𝑑𝑟 is simply: 
𝑑𝑎 = {
𝑎𝑡𝑜𝑡(𝑟
′) − 𝑎𝑡𝑜𝑡(𝑟), 𝑟
′ >
𝑑
2
2𝜋𝑟𝑑𝑟, 𝑟′ <
𝑑
2
 
We must also include the normalizing factor of 𝑎𝑡𝑜𝑡(𝑅) in the integral, to weight the area increases 
by the total area over which we integrate. This requires a somewhat more complicated integration, 
since the calculation steps for 𝑑𝑎 have more than one case and are somewhat more complicated 
than in the cylindrically symmetric case. One would naturally prefer an analytic form of the integrals 
given above, especially considering that it may help us analyse uncertainties. Finding such analytic 
solutions is quite challenging, even in the simpler case of the cylindrical symmetry, and we do not 
treat it here. 
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 Uncertainty 11.3
An interesting question may be raised at this juncture relating to the effect which averaging has 
upon the uncertainty in the mean excitation over the beam spot. If we have some uncertainty in the 
macropulse energy, how does the corresponding uncertainty in the mean excitation behave? One 
might consider an analytic expression for the uncertainty in |𝑐2|
2 as: 
∆|𝑐2|
2
|𝑐2|2
= ∆𝐸 ∙
𝑑
𝑑𝐸
|𝑐2|
2 
This requires an analytic solution to our integral for 〈|𝑐2|
2(𝐸)〉, which we have not attempted to 
find. That problem is left open because it is comparatively simpler to obtain an approximation by 
numerical methods. We repeat the calculations of Figure 2-8 at experimentally accessible 
attenuations with values for 𝐸 drawn from a normal distribution with standard deviation 2.5 % of 
the mean. We find in Figure 11-2 that the variance in mean excitation tends to vary strongly based 
on its local derivative, as expected intuitively. This actually exposes a benefit to using a focused FELIX 
beam over a collimated beam, in that some mean excitations can be achieved with significantly 
lower variance by moving to a focused beam geometry. Compare, for instance, the 5 𝑑𝐵 data for the 
1sA to 2p+- transition (top) in the unfocused (left) and focused (right) beam geometries of Figure 
11-2. 
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Figure 11-2– Mean excitation of donors for a Rabi pulse at different experimentally accessible attenuations, with scatter in 
the y-axis showing confidence intervals corresponding to a 2.5% uncertainty in the FELIX macropulse energy. The  
confidence intervals are calculated by taking the standard deviation of a large number of samples from the input 
distribution.  
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12. Appendix B 
Calculation of Fermi Levels & Consequent State Populations 
We are interested in predicting the variation of state population with temperature in our Si:D0 
systems. This will help us to assess whether behaviour we have seen is explained in terms of the 
local temperature in the Si crystal, and its variation with time. This calculation is made by integrating 
the density of states 𝐹(𝐸) by the Fermi-Dirac distribution 𝑔(𝐸) and integrating over energy. The F-D 
distribution is: 
𝑔(𝐸) =
1
1 + 𝑒(𝐸−𝐸𝐹) 𝑘𝑇⁄
 
We have to include in 𝐹(𝐸) the contributions from the D0 bound states as well as the conduction 
band. We denote 𝐹𝐷(𝐸) as the density of states for the bound states and 𝐹𝐶𝐵(𝐸) as that of the 
conduction band.  
𝐹𝐶𝐵(𝐸) = {4𝜋 (
2𝑚∗
ℎ2
)
3
2
𝐸
1
2, 𝐸 > 0
0, 𝐸 < 0
 
The reference level for 𝐸 is the edge of the conduction band, for convenience. This leaves the bound 
states, which we will assume are addressed by: 
𝐹𝐷(𝐸) = 𝑛𝑑 ∑𝛿(𝐸 − 𝐸𝑖)
𝑖
 
We define 𝑖 as an index mapping each state which we are interested in analysing, and 𝑛𝑑 as the 
number (or density) of donors. One might later extend this description to take account of 
inhomogeneous linewidths by substituting a Gaussian function for 𝛿. We will not take account of 
excitation from the valence band to the conduction band because the band gap energy 𝐸𝑏𝑔~1 𝑒𝑉 
and 𝑘𝑇 =
1.38
1.6
∙ 10−4 ∙ 𝑇 𝑒𝑉 ≪ 𝐸𝑏𝑔 for 𝑇~10 𝐾, the cases we are concerned with here. This allows 
me to write a simple equation for the normalization of the distribution of states: 
𝑛𝑑 = ∫ 𝐹𝐶𝐵(𝐸)𝑔(𝐸)𝑑𝐸
∞
0
+ ∫ 𝐹𝐷(𝐸)𝑔(𝐸)𝑑𝐸
0
−∞
 
This simply states that the total number of electrons in those states is equal to the number of donor 
electrons in the system. More explicitly: 
4𝜋
𝑛𝑑
(
2𝑚∗
ℎ2
)
3
2
∫ 𝐸
1
2
1
1 + 𝑒(𝐸−𝐸𝐹) 𝑘𝑇⁄
𝑑𝐸
∞
0
+ ∑
1
1 + 𝑒(𝐸𝑖−𝐸𝐹) 𝑘𝑇⁄
𝑖
− 1 = 0 
Thus, we have defined an equation as a function of 𝐸𝐹 which must be solved in order that we may 
know the Fermi energy. A common process at this juncture is to take 𝑘𝑇 ≫ 𝐸 − 𝐸𝐹  and solve the 
first integral. However, since in our system 𝐸~0 then the inequality does not hold. This makes the 
first integral diverge, and we must find a numeric solution by taking an arbitrary finite limit of the 
first integral. The only job left to do before we can implement a solution is to define the energy 
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levels which we wish to study. Specifically, we investigate all of the odd- and even-parity states from 
n=1 to n=6 in Si:P. We terminate the sum here based on the justification that the states overlap at 
almost any real doping density, effectively forming a continuum rather than a set of discrete staes. 
The energy level values are not trivial to calculate, so we take data from [1], which gives single-valley 
effective mass theory values for the binding energies of these states in “effective Rydberg units”, 
specifically using the value of the effective mass 𝛾
1
3⁄ = 0.5924 and the effective Rydberg 
constant 𝑅∗∞𝑑 = 19.95 𝑚𝑒𝑉. There are 50 lines, and are not presented in full here. Instead, suffice 
it to say that the data for  𝛾
1
3⁄ = 0.5, 0.6 were imported from [1] and linearly interpolated to the 
correct effective mass anisotropy. This is not an entirely satisfactory method (it would be better to 
calculate the values directly), but the precise calculation is quite involved and this suffices in giving 
us a reasonable approximation. The 1s ground state energies are corrected using the values given in 
[28] for the appropriate donor. The bound states used for Si:P are shown in Figure 12-2. 
 
Figure 12-1 
Figure 12-2 – Bound states as a function of energy. The degeneracies are dictated by the type of state: s states are 6-fold 
degenerate; nl0 states are 6-fold degenerate; nl+- states are 12-fold degenerate. The exception is the 1s ground state, which 
is split due to the valley-orbit interaction and other details into three states which have different degeneracies. 
Using the prescription above, it is then possible to use a root-finding algorithm to obtain the Fermi 
energy for different temperatures and donor species. We show in Figure 12-3 the Fermi levels as a 
function of temperature for the Bismuth and Phosphorous species as a function of temperature 
for 𝑛𝑑 = 2 × 10
15. The Si:Bi donor is seen to have a more stable Fermi energy as a function of 
temperature than the Si:P donor, implying that we will observe the Si:P donor to begin to ionize at 
much lower temperatures. 
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Figure 12-3 – Solutions for the Fermi energy as a function of temperature for Si:P and Si:Bi in no applied magnetic field. 
 Thermal Spin Polarization 12.1
It’s now useful to extend the same approach to the spin states of the system in order that we might 
decide on how we expect the spin polarization to be affected by changes (increases) in temperature, 
for example by local heating due to FELIX. For these predictions, we will have to consider the effect 
of a magnetic field which lifts the degeneracy of the spin states and induces a splitting. There are 
three effects of a magnetic field upon the system; 
1. Orbital effects 
2. Electron spin effects 
3. Nuclear spin effects 
Due to the lack of spin-orbit coupling in these systems, the effect of orbital and spin angular 
momentum may be treated separately. The effect of orbital angular momentum is rather complex 
due to its inhomogeneity and nonlinearity at moderate [~10 𝑇] magnetic fields [96]. However, in ref 
[96] the approach was to assume that the 1s ground state(s) was independent of the applied field. 
We will therefore take the first order approximation that, since the primary contribution to the 
Fermi energy and the population distribution is from the 1s states, the orbital splittings can be 
neglected.  
The electron and nuclear spin effects are coupled, and we will use the approximated treatment 
which is found in the literature [110]. Namely, the electron and nuclear spin eigenstates are defined 
by their alignment or anti-alignment with the field (spin “up” and “down”, respectively), the 
combinations of two different spins defining the states: 
|↑⇑⟩  
|↓⇓⟩  
}  𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑠𝑝𝑖𝑛𝑠 
|↑⇓⟩  
|↓⇑⟩  
}  𝑎𝑛𝑡𝑖 − 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑠𝑝𝑖𝑛𝑠 
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Single-line arrows are used to denote the electron spin states and double-line arrows are used to 
denote the nuclear spin state. We will only be considering Si:P in this document because we have 
not performed experiments on Si:Bi at FELIX, and the addition of multiple different nuclear spin 
projections is an additional complication to the theory. The splitting energy is defined as a function 
of: the hyperfine coupling constant, 𝐴 = 486.07 × 10−6 𝑚𝑒𝑉 ; and the gyromagnetic ratios of the 
electron and P nucleus, 𝛾𝑒 = 115.68 × 10
−3 𝑚𝑒𝑉 𝑇−1  &  𝛾𝑃 = 71.346 × 10
−6 𝑚𝑒𝑉 𝑇−1 
respectively. 
Δ𝐸|↑⇑⟩(𝐵) =
𝐴
4
+
𝐵
2
(𝛾𝑒 − 𝛾𝑃) 
Δ𝐸|↓⇓⟩(𝐵) =
𝐴
4
−
𝐵
2
(𝛾𝑒 − 𝛾𝑃) 
Δ𝐸|↑⇓⟩(𝐵) = −
𝐴
4
+ √(
𝐴
2
)
2
+ (
𝐵
2
(𝛾𝑒 + 𝛾𝑃))
2
 
Δ𝐸|↓⇑⟩(𝐵) = −
𝐴
4
− √(
𝐴
2
)
2
+ (
𝐵
2
(𝛾𝑒 + 𝛾𝑃))
2
 
The latter two equations are limiting eigenstate energies at high fields. We may then account for the 
effect of a magnetic field by applying these splitting energies to the ground state 1sA,T,E transitions. It 
turns out that due to the extremely small nature of the gyromagnetic ratio for the P nucleus, the 
hyperfine component is very small in comparison to typical energy scales and resolution with which 
we are concerned at FELIX. 
 Spin Population at Different Fields 12.2
Three plots of the occupancies of each spin state are shown in Figure 12-4, Figure 2-13, and Figure 
12-6 (2, 5, and 10 Tesla respectively). 
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Figure 12-4 – State occupations for the orbital ground (1sA) and excited states, taking spin into account at 2 Tesla applied 
field. 
 
Figure 12-5 – State occupations for the orbital ground (1sA) and excited states, taking spin into account at 5 Tesla applied 
field. 
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Figure 12-6 – State occupations for the orbital ground (1sA) and excited states, taking spin into account at 10 Tesla applied 
field. 
 
 Comparison to the Brillouin Model at Different Fields 12.3
The model takes the form: 
𝐵𝑟𝐽(𝐽, 𝑥) =
2𝐽 + 1
2𝐽
coth (
2𝐽 + 1
2𝐽
𝑥) −
1
2𝐽
coth (
2𝐽 + 1
2𝐽
𝑥) 
𝑥(𝐽, 𝐵, 𝑇) =
𝛾𝐽𝐵
𝑘𝑏𝑇
 
The parameter 𝛾 we take to be the electron gyromagnetic ration and the parameter 𝐽 is the total 
spin which we take to be 
1
2
. The results are shown in Figure 12-7, Figure 2-14, and Figure 12-9. We 
see that the primary difference between the two different measures of the polarization diverge at 
high temperatures and at high fields. At low to intermediate temperatures, the two measures are 
identical but somewhat different from the Brillouin function. The difference is actually greatest in 
the region of 𝑇~10 𝐾, where we operate most frequently at FELIX. 
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Figure 12-7 – Different measures of polarization of the 1sA ground state at 2 Tesla applied field. 
 
Figure 12-8 – Different measures of polarization of the 1sA ground state at 5 Tesla applied field. 
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Figure 12-9 – Different measures of polarization of the 1sA ground state at 10 Tesla applied field. 
 Sensitivity to Temperature Fluctuations 12.4
The temperature sensitivity is essentially defined by the derivative in the polarization as a function 
of field, calculated here numerically from the data in the last section. What is remarkable in 
particular is that the sensitivity of the polarization to a change in temperature is very similar in all 
cases in the region of 𝑇~10 𝐾 at all fields (see Figure 12-10, Figure 12-11, and Figure 12-12). In 
contrast, around 𝑇 = 5 𝐾 and 5 𝑇𝑒𝑠𝑙𝑎 < 𝐵 < 10 𝑇𝑒𝑠𝑙𝑎 the sensitivity is at its maximum, i.e. our 
experiments in this region are quite sensitive to temperature. Of course, as the field tends to zero 
the temperature sensitivity at low temperature greatly increases (Figure 12-10). 
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Figure 12-10 – Derivative of polarization with respect to temperature at 2 Tesla applied field. 
 
Figure 12-11 – Derivative of polarization with respect to temperature at 5 Tesla applied field. 
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Figure 12-12 – Derivative of polarization with respect to temperature at 10 Tesla applied field. 
 
  
A-xv 
 
13. Appendix C 
Data Processing 
This section aims to outline the standard methods with which the interferometric data is processed 
after acquisition. In particular, we give details of several methodologies which have been found to 
improve the quality of the Fourier transformed data without sacrificing the fidelity of the 
measurements. The outline of the data processing algorithm is shown, with the code 
implementation and documentation given in an appendix. We have seen in the previous section that 
our experiment at FELIX has associated challenges, and these data processing steps are designed to 
address those challenges. 
In particular, we will discuss: the process of frequency band folding in relation to reducing 
acquisition time; the boxcaring of waveform data to post-select a particular section of the FELIX 
macropulse; baseline subtraction of the interferogram; contrast normalization of the interferometric 
data. Figure 13-1 shows a flow diagram of the order in which the data processing steps are made. 
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Figure 13-1 – Showing a representative flow chart giving the data processing algorithm depending on user requested 
features (the diagram is not exhaustive, but shows the significant features and their ordering). The principal benefit of user 
input is that the process may be varied depending upon the needs of the data – a user may require a specific output type 
which is not compatible with a processing step (or may with to implement an alternative), or the data may not be suited to 
one or more steps due to some particular quirk. 
1.1.1 Band Folding 
Band Folding is a strategy employed primarily to minimize the data acquisition time, and hence allow 
for a broader range of experiments to be performed. It solves a specific problem relating to the 
resolution which we explain here. Our implementation of Band Folding is hence explained. 
The physical implementation of the delay stages involves a step-scan method which must be synced 
with the FELIX macropulse repetition rate of 5 – 10 Hz. Consequently, there is a minimum acquisition 
time for an interferogram of 𝑁 datapoints on the order of 𝑡𝑚𝑖𝑛 =
𝑁
10⁄  seconds. The number of 
datapoints and the desired datapoint separation in the Fourier domain determine the maximum 
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frequency to which the Fourier axis extends, 𝑓𝑀𝐴𝑋 = 𝑁 ∙ 𝛿𝑓, thus dictating the minimum acquisition 
time. For a frequency resolution of 𝛿𝑓 = 0.0022 𝑇𝐻𝑧 extending to 𝑓𝑚𝑎𝑥 = 10 𝑇𝐻𝑧 in the Fourier 
domain, a sampling rate of 𝑁 = 8913 is required, hence 𝑡𝑚𝑖𝑛 = 15 𝑚𝑖𝑛𝑢𝑡𝑒𝑠. This acquisition time is 
extensive for a comparatively low frequency resolution, and makes averaging to reduce noise 
impractical in a time-constrained experiment at FELIX. 
Band Folding solves this problem by noting that when an interferogram is undersampled, the high 
frequency components above the Nyquist frequency are aliased to lower frequencies. For example, 
if the interferogram is sampled such that the Nyquist frequency is 1 THz, the [1 2] 𝑇𝐻𝑧 band appears 
to be folded back on to the [0 1] 𝑇𝐻𝑧 axis. The same is true for all frequency bands [111, 112]. In 
broad band FTIR, this is a problem, but since the bandwidth of FELIX is small we may take advantage 
of it. Undersampling the interferogram by a factor of 𝑞 folds the 𝑓𝑚𝑎𝑥 ∙ [(𝑞 − 1)  𝑞] 𝑇𝐻𝑧 data onto 
the 𝑓𝑚𝑎𝑥 ∙ [0 1] 𝑇𝐻𝑧 axis. The data is reflected in the y axis dependent on whether 𝑞 is odd or even. 
If it is known, for example, that the FELIX bandwidth is within the [9 10] 𝑇𝐻𝑧 band then we may 
undersample the interferogram by 𝑞 = 10 and recover the frequency information perfectly. 
This strategy is especially useful when the desired resolution is very high, since when 𝑞 = 10 the 
relative saving in 𝑡𝑚𝑖𝑛 is also a factor of 10. By using this strategy, our acquisition time is shortened 
sufficiently to allow multiple repeat experiments, variations (for example intensity scans), and 
averaging to be used without sacrificing resolution. 
1.1.2 Boxcaring 
Systematic variations in the FELIX beam parameters throughout the macropulse may be 
compensated for by keeping the raw oscilloscope waveform information and selecting certain 
subsections of the waveform in post-processing. This may allow the exclusion of regions where the 
bandwidth or linecenter are not as desired. 
1.1.3 Zapping 
When a feature in an interferogram may be clearly identified as one caused by a phenomenon which 
is undesirable, such as a multiple reflection inside the instrument, it is desirable to somehow remove 
that effect from the data. In a clear-cut case, a specific region of the interferogram can be identified 
as the cause of the effect and simply removed, or “zapped”. In our implementation, the zapped data 
are replaced by a dataset generated by interpolating between the bracketing data points. This 
suffices well for regions outside of the centerburst, and where the data are low noise and for well-
defined small regions, having minimal impact on the Fourier transform outside of the intended 
removal of a feature. This is particularly useful in cases where FELIX has been seen to drop out for 
one or several data points, where averaging is insufficient to remove the problem and it is 
undesirable to simply throw away the dataset. 
1.1.4 Baseline Subtraction 
Large baselines and low frequency variations in interferometric data cause a large centerburst 
pattern near zero frequency which gives no useful information. In addition, the large centerburst 
may dominate the data and induce a floating point error into the calculation, thus increasing the 
noise in the data. This can be compensated by applying a baseline subtraction routine, for which 
there are many different strategies. We choose a windowed median subtraction algorithm, where 
each datapoint in the interferogram has the median of its 𝑚 nearest neighbours subtracted. 𝑚 is 
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chosen to be approximately 10% of 𝑁. Median subtraction is chosen because it is less sensitive to 
sharp local variations in the local dataset [113]. 
1.1.5 Contrast Normalization 
The main detector signal, the autocorrelation signal, and electrically detected signal, are all 
measured by detectors with different efficiencies and at points with different signal strengths. 
Consequently, the signals must be normalized in order for them to be displayed together in a 
convenient way. Additionally, the relative strength of the interference detected in the different 
signals tells us useful information about the quality of the interferometer’s alignment.  We choose to 
measure the contrast of the interferograms and to apply simple scaling operations to normalize this 
quantity. 
The primary benefit of this approach is that the Fourier transforms are normalized to each other in a 
consistent and repeatable way, while making use of the measured information. The operation can 
be inverted straightforwardly using the same pieces of information. If 𝑦𝑚𝑖𝑛 is the minimum point of 
the interferogram and 𝑦𝑚𝑒𝑑  is the median of the interferogram, the contrast 𝐶 is calculated as: 
𝐶 = 1 −
𝑦𝑚𝑖𝑛
𝑦𝑚𝑒𝑑⁄  
A contrast of unity gives us the information that the overlap and symmetry of the beams is perfect; 
when there is exactly a pi phase difference between the beams, they mutually cancel each other out. 
Contrast measurements are influenced by two additional factors: the noise in the measurement, 
which may affect the measurement of 𝑦𝑚𝑖𝑛 and thus modify the measured contrast; and 
undersampling of the interferogram, where the first destructive interference in the interferogram 
may not be sampled and the contrast thus deflated. 
For most experiments, with sufficient averaging the noise may be minimized, and minima near time 
zero in the interferogram will usually come very close to the absolute value of the interference even 
with undersampling. Therefore, most significant deviations from unity are due to the imperfect 
alignment of the interferometer and asymmetry of the beams. Since 50:50 beam splitters are not 
obtainable in this wavelength region, we should expect some deviation from unity even when the 
interferometer is aligned satisfactorily. A contrast of 0.95 is an example of an acceptably well aligned 
interferometer. 
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14. Appendix D 
Drude Models 
The main problem is to calculate the effect of free charge carriers on the relative permittivity of the 
Si sample. Various sources give expressions for the change in refractive index due to free charge in a 
semiconductor, but it is hard to find a discussion of the theory involved. Without this knowledge, 
one must take care in blindly applying the equations. Conversely, fairly straightforward textbook 
accounts exist of the bulk dielectric and (separately) the effect of plasmas and non-polar gases [114, 
115], or of free carriers in metals. None of these treatments make it immediately obvious what the 
combined effect is in a semiconductor at arbitrary frequencies and arbitrary charge density. This 
section will now review the two individual effects, and put them together to show a plausible way to 
account for the two effects combined. 
14.1.1 Bulk 
The relative permittivity is defined by the relation of the polarization, 𝑃, to the average electric 
field, 𝐸, in the bulk: 
Equation 14-1 
𝑃 = (𝜀𝑟 − 1)𝜀0𝐸 
Of course, 𝜀0 is the permittivity of free space and 𝜀𝑟 is the relative permittivity. An expression for the 
polarization is then found in terms of some parameters. In the case of the bulk, these parameters 
are 𝑛0, the atomic density, and 𝛼 the atomic polarizability: 
Equation 14-2 
𝑃 = 𝑛0𝛼𝐸𝑙𝑜𝑐 
The quantity 𝐸𝑙𝑜𝑐 denotes that the field which determines the polarization is the local electric field 
to the dipole. This requires a correction factor for other local dipoles. Lorentz showed that for a 
cubical (infinite) array of dipoles aligned with the applied field: 
Equation 14-3 
𝐸𝑙𝑜𝑐 = 𝐸 +
𝑃
3𝜀0
 
This is known as the Lorentz correction. A solution is then found by substituting Equation 14-3 into 
Equation 14-2, and Equation 14-1 into that. For a bulk dielectric: 
𝜀𝑟 − 1
𝜀𝑟 + 2
=
𝛼𝑛0
3𝜀0
 
For reasons that will become apparent, a constant 𝑘 is now defined for a bulk dielectric such that: 
𝑘 =
𝛼𝑛0
𝜀0
= 3
𝜀𝑟 − 1
𝜀𝑟 + 2
 
For the permittivity calculation for bulk Si assuming that there are no free charge carriers, 𝑘~2.343. 
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14.1.2 Non-Polar Gases 
The case of a non-polar gas is analysed by replacing Equation 14-2 by one derived by considering 
charge as a driven, damped, mass on a spring. A differential equation is derived for the displacement 
of the charge, and the macroscopic polarization is given by the product of the displacement, charge, 
and charge density 𝑛1. This analysis is known as the Drude model, accounts of which are given in 
many textbooks. The result comes out as a function of the resonant frequency 𝜔𝑐 and damping 
constant 𝛾: 
Equation 14-4 
𝑃 =
𝑛1𝑒
2
𝑚
1
(𝜔𝑐2 − 𝜔2) + 𝑖𝜔𝛾
𝐸𝑙𝑜𝑐 = 𝜀0𝐾 ∙ 𝑓(𝜔, 𝛾)𝐸𝑙𝑜𝑐  
The equation has been reduced for convenience, with 𝐾 =
𝑛1𝑒
2
𝜀0𝑚
. Free charge carriers are typically 
treated with 𝜔𝑐 = 0 since there is no restoring force, and 𝛾 =
−𝑒
𝑚𝜇
 with 𝜇 denoting the carrier 
mobility, and 𝑚 is the effective mass. This leads to a solution along the lines of: 
𝜀𝑟 − 1
𝜀𝑟 + 2
=
𝐾
3
𝑓(𝜔, 𝛾) 
Note that there is a sign convention in the definition of the applied electric field, where inverting the 
sign changes the corresponding sign of the absorption coefficient. This behaviour is consistent with 
the starting sign convention, and can be ignored provided that the absolute value of the absorption 
coefficient is used. 
It should be noted that the result for lim𝜔→0(𝑓) becomes infinite in the case where 𝜔𝑐 = 0. While 
this initially fails to make sense, it appears to be consistent with the experimental data when 
expressed in terms of refractive index, absorption coefficient, or optical conductivity. The latter has 
the advantage that neither part of the complex conductivity is infinite under typical experimental 
conditions for Si near room temperature or around liquid Nitrogen temperatures [116, 117].  
 Combined Solution 14.2
Putting together the solutions shown above, it seems obvious to treat the two theories in the same 
manner and combine them by assuming that the polarizations are independent: 
𝑃 = 𝐸 (𝑛0𝛼 +
𝑛1𝑒
2
𝑚
𝑓(𝜔, 𝛾)) 
If the Lorentz correction is neglected, we have: 
𝜀𝑟 = 𝜀∞ + 𝐾𝑓(𝜔, 𝛾) 
𝑓(𝜔, 𝛾) =
1
(𝜔𝑐2 − 𝜔2) + 𝑖𝜔𝛾
 
There is an important distinction which we must make. The Lorentz correction applied to dipoles is 
derived by defining a finite spherical surface around the dipole so that Gauss’ Law may be applied. In 
the case of free charge such as in the problem of semiconductors, no such surface can be drawn for 
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any particular charge carrier since the displacement is arbitrary. Indeed, the local sea of charge 
carriers might have no net dipole moment. This is a physical reasoning that leads us to drop the 
Lorentz correction to the free charge term, and write the permittivity in the form: 
𝜀𝑟 = 𝜀∞ + 𝐾𝑓(𝜔, 𝛾) 
Where 𝜀∞ is the permittivity of the sample in the limit 𝜔 → ∞, i.e. 𝐾𝑓(𝜔, 𝛾) = 0. This version of the 
model coincides nicely with experimental evidence [116, 117], obtained using reflectometry and 
transmission THz Time Domain Spectroscopy. However, it would be reasonable to believe that our 
rationalization is simply an excuse to take an easy answer. To show that applying the Lorentz 
correction to the case of our free carriers is incorrect, we consider the case where the Lorentz 
correction is implemented: 
𝜀𝑟 − 1
𝜀𝑟 + 2
=
1
3
(𝑘 + 𝐾𝑓(𝜔, 𝛾)) 
𝜀𝑟 =
3 + 2𝑘 + 2𝐾𝑓(𝜔, 𝛾)
3 − 𝑘 − 𝐾𝑓(𝜔, 𝛾)
 
By taking the limit 𝜔 → 0, i.e. 𝐾𝑓(𝜔, 𝛾) → ∞, we find that 𝜀𝑟 → −
1
2
. On one hand, this is quite 
pleasing since the model gives a finite value when taken to its limit (and infinite physical quantities 
are uncomfortable). On the other, taking the square root to find the refractive index 𝑛 = 0 + 𝑖
1
√2
; 
the real part of the refractive index in this model is zero and the phase velocity is therefore infinite. 
Phase velocity can be almost any number [115], but finding it to be infinite is quite troubling. All 
considered, since the canonical version of the Drude model works well in previously studied systems 
and does not give this odd result, we will discard the Lorentz correction at this point. 
 Mobility & Limitations of the Drude Model 14.3
The effective permittivity of the capacitor is seen in the previous section to depend on a number of 
constants, with one of particular interest being 𝛾 – the rate of scattering in the conduction band. 
Under the simple Drude model, the rate of scattering is related to the mobility as 𝛾 =
−𝑒
𝑚𝜇
, 
and 𝛾 =
1
〈𝜏〉
 for the mean time between scattering, 〈𝜏〉, which is itself a function of the free charge 
carrier energy. We are unable to measure the mobility in the sample electrically due to the same 
arguments which prevent us from carrying out simple DC conductivity experiments - we cannot 
make a contact to the sample. The Drude model can be used to infer charge density and mobility, 
and may eventually be used to generate calibration points. 
In the mean time, we should establish the approximate mobility of the sample. One commonly cited 
source [118] gives an empirical relation known to be valid in the temperature interval 255 𝐾 −
500 𝐾: 
𝜇 = 88 ∙ 𝑇𝑁
−0.57 +
7.84 × 108 ∙ 𝑇−2.33
1 + (𝑁𝑑 (1.26 × 1017 ∙ 𝑇𝑁
2.4)⁄ ∙ 0.88 ∙ 𝑇𝑁
−0.146)
 𝑐𝑚2𝑉−1𝑠−1 
This is not known to suffice at low temperatures, but yields a value of approximately 3 ×
105 𝑐𝑚2𝑉−1𝑠−1. Other much more recent measurements at low temperatures [87] use time of 
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flight measurements to calculate the drift velocity, which is then directly related to the mobility of 
the carriers. The recent analysis of DC measurements at FELIX [49] also involves mobility, referencing 
the same paper and using a value of 105 𝑐𝑚2𝑉−1𝑠−1. All different estimations of the mobility 
summarized here give values between 104 − 106  𝑐𝑚2𝑉−1𝑠−1, which gives us a plausible range of 
mobilities for modelling. 
A more complicated theory involves finding 𝛾 as the sum of components from three main scattering 
processes: from thermal vibrations, 𝛾𝑔; from ionized impurities, 𝛾𝑖; and from neutral impurities, 𝛾0 
[88, 89, 119]. All of these quantities depend upon the charge carrier energy, and therefore to the 
number of charge carriers in the conduction band. Fitting the simple Drude model to experimental 
data does not yield arbitrarily good fits, and the energy dependence of scattering rate is thought to 
be the primary reason [119, 120]. Some recent work has shown that a simple modification to the 
Drude model yields significantly better fits by introducing further parameters which describe the 
relaxation rate varying on a logarithmic scale as a function of the energy [107, 108, 121]. This 
“generalized Drude model” (GD) expresses the conductivity of the sample to depend upon two 
parameters 𝛼 & 𝛽 which effectively control the properties of the distribution of scattering rates: 
𝜎(𝜔, 𝛾) = 𝜎0
1
[1 − (𝑖 𝜔 𝛾⁄ )
1−𝛼
]
𝛽
 
For comparison, one may express the Drude model in the same way by substituting 𝛼 = 0 & 𝛽 = 1 
and knowing the relation 𝜎0 = 𝜀0𝐾 ∙ 𝛾
−1. Various regimes of scattering are achieved by the 
modification of these parameters, especially those corresponding to historically used functions [107, 
108, 121]. It has been proposed that simulations may inform us of the relevant parameters for any 
particular experiment, and interpolation is possible for room-temperature data [107, 108]. 
However, even much research in Silicon finds reasonable to adequate comparison between the 
regular Drude model and experimental data [116, 122]. One study gives mobility measured using a 
fitting process with the regular Drude model, showing results which compare well with Hall 
measurements [116], although they comment that the Drude model becomes less and less adequate 
at lower temperatures. The authors treat the mobility as a function of modulation frequency 𝜇(𝜔), 
finding significant variation at low temperatures. This is another (empirical) method for 
understanding the more complicated relationship above. Interestingly, the variations from the 
Drude model in this study are at “low” frequencies in the GHz regime. There are even quite 
sophisticated studies of mobility in Si:Bi samples [123], although at densities appropriate for 
studying the metal-insulator transition and therefore less useful for our case of very low doping 
densities. 
 
