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Abstract
This paper studies posterior contraction in multi-category logit models with priors
incorporating group sparse structures. We provide a unified platform for contraction
rates in high-dimensional logit models that subsume binary logistic regression under
individual sparsity. No size restriction is directly imposed on the true signal in our study.
In addition to establishing first-ever contraction properties for multi-category logit models
under group sparsity, this work also refines the recent findings on the Bayesian theory of
binary logistic regression.
Keywords: Bayesian inference; High-dimensional regression; Logistic regression; Multinomial
logit models; Posterior concentration rates.
1 Introduction
The theory of high-dimensional sparse regression has recently received a lot of attention in
the Bayesian community. Most existing studies on Bayesian sparse regression have examined
continuous response variables (e.g., Castillo et al., 2015; Gao et al., 2020; Jeong and Ghosal,
2020b). However, discrete response variables are also very useful and essential in many fields;
thus, they deserve more consideration. In particular, the theory of Bayesian high-dimensional
regression for multi-categorical (nominal) responses has not yet been investigated.
In this paper, we aim to fill this gap by considering high-dimensional logit models for
categorical responses under group sparsity. For every i = 1, . . . , n, with a sample size n, let
the response variable be Zi ∈ {0, 1, . . . ,m − 1}, where m ≥ 2 is the number of categories.
Let d be the total number of parameters, Xi ∈ R(m−1)×d be a design matrix for the ith
observation, and β ∈ Rd be a vector of high-dimensional regression coefficients. We can then
write a general logit model for the categorical response Zi as
log
{
P(Zi = ℓ)/P(Zi = 0)
}
= XTi(ℓ)β, ℓ = 1, . . . ,m− 1, i = 1, . . . , n, (1)
where Xi(ℓ) is the ℓth row of Xi and P is the probability operator. The covariate vector Xi(ℓ)
quantifies characteristics of category ℓ against the reference category 0. It is obvious that the
model subsumes high-dimensional logistic regression models for binary response variables.
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Form (1) is general in that the covariate can vary with ℓ, but it is often assumed that the
covariate is not category-specific in many cases. We present the following two examples to
elaborate on this point.
Example 1 (Variable selection in multinomial logit models). The standard multinomial
logit models have a simpler form for the right-hand side of (1), i.e., X˜Ti β˜ℓ for some covariates
X˜i ∈ Rp and parameters β˜ℓ ∈ Rp with p > 0. That is, the covariate of the ith observation is
not choice-specific but rather common to all the categories. The model can be put in form
(1) by writing Xi = Im−1 ⊗ X˜Ti , β = (β˜T1 , . . . , β˜Tm−1)T , and d = p(m− 1), where ⊗ denotes
the Kronecker product. In this situation, it makes sense for the parameters that are linked
to the same covariate to be included or excluded together, a task which can be handled by
group-level sparsity.
Example 2 (Conditional logit models). The general logit model in (1) is often called the
conditional logit model (McFadden, 1973). This model is particularly useful in many obser-
vational studies and decision sciences where choice-specific data are available. We refer the
reader to Hoffman and Duncan (1988) for further discussion. For this framework, individual-
level sparsity is a natural treatment for sensible inference in high-dimensional settings, but
group sparsity may still be of interest, depending on the data and research questions.
In view of Example 1, group sparse modeling is extremely useful for form (1) and is
in fact necessary for variable selection. Hence, we study posterior contraction for model
(1) under group sparsity, possibly with unequal group sizes. We are primarily interested in
the high-dimensional setting for which p > n, where p is the number of groups. Clearly,
p ≤ d. Note that p = d if sparsity is imposed at the individual level only. Using a lasso-
type penalty, the idea of group sparse estimation was first considered for linear models in
Yuan and Lin (2006) and extended to logistic regression in Meier et al. (2008). A group
lasso for multinomial logit models was considered in Vincent and Hansen (2014). However,
even when taking the frequentist perspective, theoretical studies on high-dimensional group
sparse estimation are mostly directed at linear models (Nardi and Rinaldo, 2008; Huang and
Zhang, 2010; Lounici et al., 2011), and extensions are rather sparse; see Blaze`re et al. (2014)
for some findings in the generalized linear model setting. The estimation properties for group
sparse modeling have only recently been studied within the Bayesian framework, even in the
case of linear regression (Ning et al., 2020; Bai et al., 2020; Gao et al., 2020). To the best
of our knowledge, the estimation properties for model (1) with group sparsity have not been
examined previously, not even in the frequentist literature.
Although model (1) has not been scrutinized under group sparsity conditions, some
Bayesian works on posterior contraction in binary logistic regression under individual spar-
sity, which is subsumed by our setup, do exist. Under the high-dimensional generalized linear
model framework, Jiang (2007) established contraction rates relative to the Hellinger metric
with sparsity-inducing priors. More recently, Jeong and Ghosal (2020a) obtained ℓq-type
posterior contraction results directly on regression coefficients under relaxed assumptions.
Wei and Ghosal (2020) examined posterior contraction in logistic regression using contin-
uous shrinkage priors. All these works, however, require some size restrictions on the true
regression coefficients. Such a restrictive requirement is often undesirable in high-dimensional
scenarios. (Castillo et al., 2015). To the best of our knowledge, Atchade´ (2017) is the only
available Bayesian work that makes no direct restriction on size. He obtained a lasso-type
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ℓ2-contraction rate in high-dimensional logistic regression under certain compatibility condi-
tions. However, we find that his results can be refined under our framework, as will be seen
in Section 3. As such, this study improves the findings of Atchade´ (2017) while going beyond
it by studying posterior contraction for model (1) under group sparsity without any direct
size restrictions on the coefficients.
2 Setup and prior specification
2.1 Notation
For sequences an and bn, an . bn (or bn & an) means that an ≤ Cbn for some constant
C > 0 independent of n, and an ≍ bn means that an . bn . an. The expression a∨ b is used
for max{a, b}. The entire design matrix is denoted by X = (XT1 , . . . ,XTn )T ∈ Rn(m−1)×d.
We assume that G1, . . . , Gp forms a partition of {1, . . . , d} such that ∪pj=1Gj = {1, . . . , d}.
We let gj represent the cardinality of Gj , i.e., gj = |Gj |, and write g = max1≤j≤p gj. For
each j = 1, . . . , p, let βj ∈ Rgj be the subvector of β ∈ Rd whose elements are chosen by Gj .
Similarly, we define X·j ∈ Rn(m−1)×gj , j = 1, . . . , p, to be submatrices of X ∈ Rn(m−1)×d,
where the columns of X·j are chosen by Gj . Let β0 denote the true value of β, from which
the observations are generated.
For a vector β ∈ Rd and a set S ⊂ {1, . . . , p} of group indices, we write βS = {βj , j ∈ S}
and βSc = {βj , j /∈ S} to separate β into zero and nonzero coefficients using S. We also
denote by Sβ = {j : βj 6= 0gj} ⊂ {1, . . . , p} the effective group index determined by β, where
0gj is the gj-dimensional zero vector. The cardinalities of S and Sβ are denoted by s = |S|
and sβ = |Sβ |, respectively. In particular, the group index of the true parameter β0 and its
cardinality are written as S0 and s0, respectively. We let dS =
∑
j∈S gj denote the dimension
of βS , and write d0 = dS0 .
Let ‖·‖2 denote the ℓ2-norm of a vector. For a d-dimensional vector β, we write ‖β‖2,1 =∑p
j=1‖βj‖2 to denote the ℓ2,1-norm, which is typically used in the context of group sparsity.
Slightly abusing notation, we also write ‖βS‖2,1 =
∑
j∈S‖βj‖2. For a matrix X with d
columns, we define the matrix norm: ‖X‖∗ = max1≤j≤p‖X·j‖sp, where ‖·‖sp is the spectral
norm of the matrix. This expression is the natural generalization of the norm defined by
the square root of the maximum diagonal entry of XTX, which is used for individual sparse
inference in the literature (e.g., Castillo et al., 2015). Note that our definition of ‖X‖∗ is
reduced to that norm if g = 1.
We define the multinomial response variable Yiℓ = 1(Zi = ℓ), i = 1, . . . , n, ℓ = 1, . . . ,m−
1, such that for any i,
∑m−1
ℓ=1 Yiℓ = 1 if Zi > 0 and
∑m−1
ℓ=1 Yiℓ = 0 otherwise. In what
follows, we work with the response vector Y = (Y T1 , . . . , Y
T
n )
T ∈ Rn(m−1), where Yi =
(Yi1, . . . , Yi,m−1)T ∈ Rm−1, i = 1, . . . , n. We write the density of Y with respect to a
dominating counting measure as fnβ for an arbitrary parameter β and as f
n
0 for the true
parameter β0, respectively. The notations P0 and E0 denote the probability and expectation
operators under the true model, respectively. We also denote by W ∈ Rn(m−1)×n(m−1) the
covariance matrix of Y under the true model, i.e., W = E0{(Y − E0Y )(Y − E0Y )T }.
Some conditions on the design matrix X are required for the estimation of the high-
dimensional regression coefficients. We first define the following compatibility number:
φ(S) = inf
{
‖W 1/2Xβ‖2
√
s
‖X‖∗‖β‖2,1 : ‖βS
c‖2,1 ≤ 7‖βS‖2,1, βS 6= 0
}
.
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The constant 7 is of no particular interest and can be replaced by another constant with
corresponding modifications of the constants in our main results, but it has been adopted
here for the sake of simplicity. To recover the ℓ2,1- and ℓ2-contraction rates, we also define
the uniform compatibility number and the smallest scaled singular value as
ψ1(s) = inf
{
‖W 1/2Xβ‖2√sβ
‖X‖∗‖β‖2,1 : 1 ≤ sβ ≤ s
}
, ψ2(s) = inf
{
‖W 1/2Xβ‖2
‖X‖∗‖β‖2 : 1 ≤ sβ ≤ s
}
.
The definitions of φ, ψ1, and ψ2 are modified from the compatibility conditions in Castillo
et al. (2015) in such a manner that they are suited for our logit models under group sparsity.
More precisely, our φ and ψ1 are defined with the ℓ2,1-norm for group sparse inference,
whereas those in Castillo et al. (2015) are defined with the ℓ1-norm. The covariance matrix
W is also inserted to account for the non-quadratic likelihood ratio. If we plug in the
identity matrix for W while imposing individual sparsity, then our definitions correspond to
the compatibility conditions given in Castillo et al. (2015).
Remark 1 (Rate of ‖X‖∗). The asymptotic behavior of ‖X‖∗ is important for understanding
our compatibility numbers. This behavior also essential, as ‖X‖∗ appears in the main results
on posterior contraction; see Theorem 2 below. If g is bounded, then ‖X‖∗ may be of order of√
n in typical regression settings. This relation may still hold even when g tends to infinity.
For example, if each row of X is independently drawn from a sub-Gaussian distribution, we
still have ‖X‖∗ ≍
√
n with high probability; see Lemma 1 in Appendix.
2.2 Prior specification
A prior distribution should be carefully designed to obtain the desired posterior contraction
rate. As is customary in individual sparse regression, we first select a group dimension s
from a prior distribution πp(s), and then randomly choose a group index set S ⊂ {1, . . . , p}
for given s. The nonzero part βS of the coefficients is then selected from a continuous prior
density hS on R
dS while βSc is set to zero. The resulting prior distribution for (S, β) is
summarized as
(S, β) 7→ πp(s)
(
p
s
)−1
hS(βS)δ0(βSc),
where δ0 is the Dirac measure at zero on R
d−dS .
It remains to specify πp and hS . For the prior πp on the group size, we consider a prior
distribution such that for some constants A1, A2, A3, A4 > 0,
A1
(p ∨ ng)A3 ≤
πp(s)
πp(s− 1) ≤
A2
(p ∨ ng)A4 , s = 1, . . . , p. (2)
This prior distribution is modified from Castillo et al. (2015) to suit our group sparse mod-
eling. The term p ∨ ng holds the key to the adaptation to unknown group sparsity. If g = 1,
i.e., sparsity is imposed only at the individual level, then the prior in (2) is reduced to the
one used in Castillo et al. (2015).
For the prior density hS on the nonzero coefficients, we consider
hS(βS) =
(
λ√
π
)dS ∏
j∈S Γ(gj/2)
2s
∏
j∈S Γ(gj)
e−λ‖βS‖2,1 , λ = 8‖X‖∗
√
log p ∨ g log n. (3)
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It is easy to see that the density in (3) is a product of s-fold symmetric Kotz-type distributions
(Fang et al., 1990). As in the Laplace prior for individual sparse regression in Castillo et al.
(2015), the term e−λ‖βS‖2,1 and the regularization parameter λ play major roles in obtaining
our target rate in group sparse estimation. The constant 8 in λ has no particular meaning and
can be replaced by another constant with appropriate modifications. For linear regression,
note that Castillo et al. (2015) used a wider range of λ that allows decreasing sequences. In
our setup with the logit model, however, it is unclear if λ in (3) can be weakened.
3 Posterior contraction rates
3.1 Main results
With the prior distribution Π specified in Section 2.2, the posterior distribution Π( · |Y ) of
β is defined by Bayes’ rule. In this section, we study contraction properties of the posterior
distribution under suitable assumptions on the design matrix X.
We first establish a bound for the effective group dimension, the number of groups with
nonzero coefficients. The bound allows us to restrict our attention to models of relatively
small size. The following theorem shows that the posterior distribution is concentrated on
much smaller group dimensions than the full size p.
Theorem 1 (Effective group size). For the logit model (1) and the prior specified in Sec-
tion 2.2, there exists a constant M1 > 0 such that for any M2 > 3,
sup
β0∈B1(M1)
E0Π
{
β : sβ > s0 +
M2
A4
(
1 +
33
φ2(S0)
)
s0
∣∣∣∣Y
}
→ 0,
where B1(M) = {β0 ∈ Rd : s0
√
log p ∨ g log nmaxi‖Xi‖∗ ≤Mφ2(S0)‖X‖∗}.
As in Castillo et al. (2015) and Atchade´ (2017), the constants in our threshold are not
optimized and hence have no particular meaning. A close examination of the proof reveals
that the constants can be substantially improved if the response variable is binary, but we
present the results with universal constants for multi-categorical responses for simplicity.
The constants are nevertheless unimportant as A4 can be chosen to be as large as desired.
We are now ready to examine posterior contraction rates for the regression coefficients.
We first define ξ0 = s0 + A
−1
4 {4 + 100/φ2(S0)}s0 such that most of the posterior mass is
concentrated on sβ < ξ0 by Theorem 1. The next theorem shows that the posterior distribu-
tion of β contracts to β0 at the desired rate with respect to the ℓ2,1- and ℓ2-metrics. While
Atchade´ (2017) adopted the general posterior contraction theory with the entropy/testing
approach (Ghosal and van der Vaart, 2007), we deal directly with the expression for the
posterior distribution of our logit model, making our proof much simpler while giving rise to
faster rates. Still, as in Atchade´ (2017), our approach to the proof is based on bounds of the
likelihood ratio derived from self-concordant properties, which we formally provide for our
multi-category logit models in Lemma 3 in Appendix.
Theorem 2 (Posterior contraction). For the logit model (1) and the prior specified in Sec-
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tion 2.2, there exist constants M3 > 0 and M4 > 0 such that
sup
β0∈B2(M3)
E0Π
{
β : ‖W 1/2X(β − β0)‖2 > M4
√
s0(log p ∨ g log n)
ψ1(ξ0 + s0)φ(S0)
∣∣∣∣Y
}
→ 0,
sup
β0∈B2(M3)
E0Π
{
β : ‖β − β0‖2 > M4
√
s0(log p ∨ g log n)
ψ1(ξ0 + s0)ψ2(ξ0 + s0)φ(S0)‖X‖∗
∣∣∣∣Y
}
→ 0,
sup
β0∈B2(M3)
E0Π
{
β : ‖β − β0‖2,1 > M4s0
√
log p ∨ g log n
ψ21(ξ0 + s0)φ
2(S0)‖X‖∗
∣∣∣∣Y
}
→ 0,
where B2(M) = {β0 ∈ Rd : s0
√
log p ∨ g log nmaxi‖Xi‖∗ ≤Mψ21(ξ0 + s0)φ2(S0)‖X‖∗}.
We comment on the obtained rates. To our knowledge, the minimax risk bounds for
our setup have not been discovered previously in the literature, but the bounds for linear
regression can still point to the optimality of our results. Assume that ‖X‖∗ ≍
√
n as
in Remark 1. With the exception of the compatibility conditions, our ℓ2-rate matches the
minimax rate of group sparse linear regression with equal group sizes up to logarithmic factors
(Lounici et al., 2011). Our rates also substantially refine the estimation rates established by
Blaze`re et al. (2014) for generalized linear models with a group lasso. Under the Bayesian
framework, Gao et al. (2020) recently obtained the minimax posterior contraction in group
sparse linear regression using elliptical priors. The Gram matrix XTX is incorporated into
their prior to cancel some terms out nicely, but it is unclear if the same approach can be used
for our logit model, as the likelihood ratio is not quadratic. On the other hand, Ning et al.
(2020) obtained contraction rates comparable to ours for group sparse linear regression with
unknown variance.
Remark 2 (Comparison with Atchade´ (2017) when g = 1). For binary logistic regression
under individual sparsity, our Theorem 1 and Theorem 2 refine the results of Theorem 4 and
Remark 5 in Atchade´ (2017) under relaxed conditions. First, his bounds depend on stronger
compatibility numbers than our φ and ψ1 defined with the ℓ2,1-norm, as can be easily checked
with the inequalities ‖βS‖2,1 ≤ ‖βS‖2
√
s and ‖X‖∗ ≤
√
n‖X‖∞ if g = 1, where ‖X‖∞ is the
max-norm of X. His results also depend on an additional compatibility condition which we
do not need, making the thresholds essentially inferior to ours. Moreover, our boundedness
condition on the set B2 is weaker than that of Atchade´ (2017), which can be seen by noting
that maxi‖Xi‖∗ = ‖X‖∞ and ‖X‖∗ ≤
√
n‖X‖∞ with g = 1.
3.2 Proofs
Proof of Theorem 1. Let Tn be the event in Lemma 5 in Appendix. Define B = {β : sβ > R}
for some R ≥ s0 to be specified later. By Lemma 5, we only need to show that E0Π(B|Y )1Tn
tends to zero uniformly over the set given in the theorem, for some appropriately chosen R.
By Lemma 6 in Appendix and Fubini’s theorem, it is easy to see that
E0Π(B|Y )1Tn = E0
∫
B(f
n
β /f
n
0 )(Y )Π(β)∫
Rd
(fnβ /f
n
0 )(Y )Π(β)
1Tn .
(p ∨ ng)3s0
πp(s0)
∫
B
eλ‖β0‖2,1E0
fnβ
fn0
1TnΠ(β). (4)
Note that the integral term of the preceding display is equal to
∑
S:s>R
πp(s)(p
s
) ( λ√
π
)dS ∏
j∈S Γ(gj/2)
2s
∏
j∈S Γ(gj)
∫
Rd
e−λ‖β‖2,1
e−λ‖β0‖2,1
E0
fnβ
fn0
(Y )1TndβS ⊗ δ(βSc) (5)
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and by Lemma 3 and Lemma 5 in Appendix,
log
fnβ
fn0
(Y )1Tn ≤
λ
2
‖β − β0‖2,1 − (β − β0)
TXTWX(β − β0)
2 + 4maxi‖Xi‖∗‖β − β0‖2,1 . (6)
One can easily verify that
‖β0‖2,1 − ‖β‖2,1 + 1
2
‖β − β0‖2,1 = ‖β0‖2,1 − ‖β‖2,1 + 1
2
‖βSc0‖2,1 +
1
2
‖βS0 − β0,S0‖2,1
≤ −1
2
‖βSc
0
‖2,1 + 3
2
‖βS0 − β0,S0‖2,1.
(7)
If 7‖βS0 − β0,S0‖2,1 ≤ ‖βSc0‖2,1, the rightmost side of (7) is equal to −(1/2)‖βSc0‖2,1 +
(7/4)‖βS0 − β0,S0‖2,1 − (1/4)‖βS0 − β0,S0‖2,1 ≤ −(1/4)‖β − β0‖2,1, and hence we obtain
from (6) that
e−λ‖β‖2,1
e−λ‖β0‖2,1
E0
fnβ
fn0
(Y )1Tn ≤ exp
{
−λ
4
‖β − β0‖2,1
}
.
If 7‖βS0 − β0,S0‖2,1 > ‖βSc0‖2,1, since the leftmost side of (7) is bounded by (3/2)‖β − β0‖2,1,
one obtains that
e−λ‖β‖2,1
e−λ‖β0‖2,1
E0
fnβ
fn0
(Y )1Tn ≤ exp
{(
−λ
4
+
7λ
4
)
‖β − β0‖2,1 −
s−10 ‖X‖2∗‖β − β0‖22,1φ2(S0)
2 + 4maxi‖Xi‖∗‖β − β0‖2,1
}
.
We use the following fact: for any x > 0, A > 0, B > 0, C > 0 such that AC ≤ (1− δ)B with
δ ∈ (0, 1),
Ax− Bx
2
2 + Cx
≤ Ax− ABx
2
2A+ (1− δ)Bx ≤
2A2x
2A+ (1− δ)Bx ≤
2A2
(1− δ)B .
We therefore obtain that on B1(M1) for some M1 > 0,
7λ
4
‖β − β0‖2,1 −
s−10 ‖X‖2∗‖β − β0‖22,1φ2(S0)
2 + 4maxi‖Xi‖∗‖β − β0‖2,1 ≤
99s0(log p ∨ g log n)
φ2(S0)
. (8)
From this, one can see that for both cases (7‖βS0−β0,S0‖2,1 ≤ ‖βSc0‖2,1 and 7‖βS0−β0,S0‖2,1 >
‖βSc0‖2,1),
e−λ‖β‖2,1
e−λ‖β0‖2,1
E0
fnβ
fn0
(Y )1Tn ≤ exp
{
−λ
4
‖β − β0‖2,1 + 99s0(log p ∨ g log n)
φ2(S0)
}
.
Therefore, (5) is bounded by
exp
{
99s0(log p ∨ g log n)
φ2(S0)
} ∑
S:s>R
πp(s)(
p
s
) ( λ√
π
)dS ∏
j∈S Γ(gj/2)
2s
∏
j∈S Γ(gj)
∫
R
dS
e−(λ/4)‖βS−β0,S‖2,1dβS .
By directly evaluating the integral, the summation term is equal to
∑
S:s>R
πp(s)(p
s
) 4dS ≤ p∑
s=R+1
πp(s)4
sg ≤ πp(s0)4s0g
{
4gA2
(p ∨ ng)A4
}R+1−s0 ∞∑
j=0
{
4gA2
(p ∨ ng)A4
}j
.
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The series term is bounded for sufficiently large n. Hence, we see from (4) that E0Π(B|Y )1Tn
is bounded by a constant multiple of
exp
{(
3 +
99
φ2(S0)
)
s0(log p ∨ g log n) + (R+ 1− s0)(g log 4 + logA2 −A4(log p ∨ g log n))
}
.
Choosing R = s0 +M2A
−1
4 {1 + 33/φ2(S0)}s0 for any M2 > 3, the assertion is verified.
Proof of Theorem 2. Let Tn be the event in Lemma 5 in Appendix and define B = {β : sβ >
ξ0, ‖W 1/2X(β−β0)‖2 > R} for some R ≥ 0 to be specified later. The boundedness condition
on B2(M) is stronger than that of Theorem 1. Hence by Theorem 1 and Lemma 5, it suffices
to show that E0Π(B|Y )1Tn tends to zero uniformly over the set given in the theorem, for
some appropriately chosen R. Using the calculations in (4) and (5), it is easy to see that
E0Π(B|Y )1Tn is bounded by a constant multiple of
(p ∨ ng)3s0
πp(s0)
∑
S:s>ξ0
πp(s)(
p
s
) ( λ√
π
)dS ∏
j∈S Γ(gj/2)
2s
∏
j∈S Γ(gj)
∫
B
e−λ‖β‖2,1
e−λ‖β0‖2,1
E0
fnβ
fn0
(Y )1TndβS ⊗ δ(βSc).
Using (6), one obtains that
e−λ‖β‖2,1
e−λ‖β0‖2,1
E0
fnβ
fn0
(Y )1Tn ≤ exp
{(
−λ+ 5λ
2
)
‖β − β0‖2,1 − (β − β0)
TXTWX(β − β0)
2 + 4maxi‖Xi‖∗‖β − β0‖2,1
}
,
since the leftmost side of (7) is bounded by (3/2)‖β − β0‖2,1. Observe that by the definition
of ψ1, the exponent of the last display is bounded by
− λ‖β − β0‖2,1 +
(
−λ+ 7λ
2
) √
ξ0 + s0‖W 1/2X(β − β0)‖2
‖X‖∗ψ1(ξ0 + s0)
− ‖W 1/2X(β − β0)‖22
/{
2 +
4
√
ξ0 + s0maxi‖Xi‖∗‖W 1/2X(β − β0)‖2
‖X‖∗ψ1(ξ0 + s0)
}
.
Similar to (8), there exists a constant C > 0 such that on B2(M3) for some M3 > 0, the last
display is bounded by
−λ‖β − β0‖2,1 − λ
√
ξ0 + s0‖W 1/2X(β − β0)‖2
‖X‖∗ψ1(ξ0 + s0) +
C(ξ0 + s0)(log p ∨ g log n)
ψ21(ξ0 + s0)
.
Using this, one can see that
E0Π(B|Y )1Tn .
(p ∨ ng)3s0
πp(s0)
exp
{
− λ
√
ξ0 + s0R
‖X‖∗ψ1(ξ0 + s0) +
C(ξ0 + s0)(log p ∨ g log n)
ψ21(ξ0 + s0)
}
×
∑
S:s>ξ0
πp(s)(
p
s
) ( λ√
π
)dS ∏
j∈S Γ(gj/2)
2s
∏
j∈S Γ(gj)
∫
R
dS
e−λ‖βS−β0,S‖2,1dβS .
The summation term is bounded by 1. Observe that ψ1(ξ0 + s0) ≤ 1 by plugging in the
unit vector and noting that ‖W‖sp ≤ 1 (see the proof of Theorem 3 in Appendix for more
details). Choose R = M4
√
(ξ0 + s0)(log p ∨ g log n)/ψ1(ξ0 + s0) for a large enough M4 > 0.
Since π(s0) ≥ As01 (p ∨ ng)−A3s0π(0) & As01 (p ∨ ng)−A3s0 , the first assertion holds if M4 is
suitably large. The second and third assertions hold directly by the definitions of ψ1 and
ψ2.
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Appendix
A Asymptotic behavior of ‖X‖∗
As was mentioned in Remark 1, the rate of ‖X‖∗ is important in understanding our com-
patibility conditions and main results. Ideally, we want it to be of order
√
n. The following
lemma shows that if every row is independently drawn from a sub-Gaussian distribution, we
have ‖X‖∗ ≍
√
n with high probability.
Lemma 1. Suppose that each row of X ∈ Rn(m−1)×p is an independent sub-Gaussian vector.
If log p = o(n) and g = o(n), then ‖X‖∗ ≍
√
n with probability tending to one.
Proof. Observe that by Theorem 5.39 of Vershynin (2012), there exist constants C1 > 0 and
C2 > 0 such that for any t > 0,
P
{
σmin(X·j) ≤
√
n(m− 1)− C1√gi − t
}
≤ e−C2t2/2,
P
{
σmax(X·j) ≥
√
n(m− 1) + C1√gi + t
}
≤ e−C2t2/2,
where σmin(X·j) and σmax(X·j) are the smallest and largest singular values of X·j , respec-
tively. Choosing t =
√
n/2, the first line of the display verifies ‖X‖∗ &
√
n with high
probability since g = o(n). Now, observe that
P
{
‖X‖∗ ≥
√
n(m− 1) + C1
√
g + t
}
≤
p∑
j=1
P
{
σmax(X·j) ≥
√
n(m− 1) + C1√gi + t
}
≤ pe−C2t2/2.
Choose t = 2
√
(log p)/C2. Since log p = o(n) and g = o(n), we have that ‖X‖∗ .
√
n with
high probability.
B Self-concordant property of multi-category logit models
Similar to Atchade´ (2017), the self-concordant property (Bach, 2010) holds the key to our
approach to the proofs. Self-concordant functions are function whose third derivatives are
controlled by their second derivatives. Then lower and upper Taylor expansions of such
functions are available (Bach, 2010). We first show that the self-concordant property of
multi-category logit models in Lemma 2 below. This constructs bounds for the likelihood
ratio in Lemma 3.
Lemma 2. For any x = (x1, . . . , xm−1)T ∈ Rm−1, define the function exp : Rm−1 7→
(0,∞)m−1 such that exp(x) = (ex1 , . . . , exm−1)T . We also write 1m−1 for the (m − 1)-
dimensional one vector. For any v = (v1, . . . , vm−1)T ∈ Rm−1 and w = (w1, . . . , wm−1)T ∈
R
m−1, the function η : R 7→ R defined by η(t) = log(1 + exp(w + tv)T 1m−1) satisfies
|η′′′(t)| ≤ 4‖v‖2η′′(t) for every t ∈ R.
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Proof. By direct calculations, one obtains that
eη(t)η′(t) =
m−1∑
j=1
vje
wj+tvj ,
e2η(t)η′′(t) =
m−1∑
j=1
v2j e
wj+tvj +
∑
j<k
ewj+wk+t(vj+vk)(vj − vk)2.
Since e2η(t)η′′(t) ≥ 0, differentiating both sides of the second line,
e2η(t)|η′′′(t)| ≤ 2|η′(t)|e2η(t)η′′(t) +
m−1∑
j=1
|vj |3ewj+tvj +
∑
j<k
ewj+wk+t(vj+vk)|vj + vk|(vj − vk)2
≤ 2|η′(t)|e2η(t)η′′(t) + 2‖v‖2e2η(t)η′′(t).
The assertion follows from the display by plugging in the bound
|η′(t)| = |
∑m−1
j=1 vje
wj+tvj |
1 +
∑m−1
j=1 e
wj+tvj
≤ ‖v‖2.
Lemma 3. Let µ be the expected value of Y under the true model, i.e., µ = E0Y . The logit
model in (1) satisfies
(β − β0)TXTWX(β − β0)
2 + 4maxi‖Xi‖∗‖β − β0‖2,1 ≤ (Y − µ)
TX(β − β0)− log
fnβ
fn0
(Y )
≤ 1
2
(β − β0)TXTX(β − β0).
Proof. Using the notation in Lemma 2, let b(·) = log(1 + exp(·)T 1m−1) and write its gra-
dient vector and Hessian matrix as ∇b and ∇2b, respectively. We let θi = Xiβ with
an arbitrary β and θ0i = Xiβ0 with the true β0. We also define the expected value
µi = (1 + exp(θ0i)
T 1m−1)−1exp(θ0i) and the covariance matrix Wi = diag(µi) − µiµTi of
Yi under the true model, such that µ = (µ
T
1 , . . . , µ
T
n )
T and W is the block-diagonal matrix
formed by stacking Wi, i = 1, . . . , n. Observe that ∇b(θ0i) = µi and ∇2b(θ0i) = Wi. Then,
one can easily check that
(Y − µ)TX(β − β0)− log
fnβ
fn0
(Y ) =
n∑
i=1
{
log
1 + exp(θi)
T 1m−1
1 + exp(θ0i)T 1m−1
− exp(θ0i)
T (θi − θ0i)
1 + exp(θ0i)T 1m−1
}
=
n∑
i=1
{
b(θi)− b(θ0i)−∇b(θ0i)T (θi − θ0i)
}
.
(9)
Using Proposition 1 of Bach (2010) and Lemma 2 above, the display is bounded below by
n∑
i=1
(θi − θ0i)T [∇2b(θ0i)](θi − θ0i)
16‖θi − θ0i‖22
(e−4‖θi−θ0i‖2 + 4‖θi − θ0i‖2 − 1)
≥
n∑
i=1
(θi − θ0i)T [∇2b(θ0i)](θi − θ0i)
2 + 4‖θi − θ0i‖2 ,
10
where the inequality holds since e−x + x− 1 ≥ x2/(2 + x) for every x ≥ 0. This verifies the
first inequality of the assertion.
By the Taylor expansion, (9) is bounded by (1/2)
∑n
i=1(θi − θ0i)T [∇2b(θ˜i)](θi − θ0i) for
some θ˜i that lies between θi and θ0i. Observe that ∇2b(θ˜i) is still a covariance matrix of
a multinomial random variable with some parameters. By Watson (1996), one may easily
see that maxi‖∇2b(θ˜i)‖sp ≤ 1, which verifies the second inequality of the assertion. (Since
Watson (1996) deals with extended multinomial variables such that the sum of a probability
vector is one, we use the fact that the largest eigenvalue of a principal submatrix is not larger
than that of the original matrix.)
C Tail probability of max1≤j≤p‖XT·j (Y − µ)‖2
Our proofs require a tail probability of max1≤j≤p‖XT·j (Y − µ)‖2. This is similar in spirit
to the fact that Castillo et al. (2015) and Atchade´ (2017) are based on such bounds for a
scale version of XT·j (Y −µ). While in those papers the bounds are trivially obtained by a tail
inequality of normal distributions or Hoeffding’s inequality, our situation is more complicated
as XT·j (Y − µ) is a gj-dimensional vector due to group sparsity. Here we formally derive the
required tail inequality. Similar bounds are also available in the literature (Hsu et al., 2012;
Zajkowski, 2020; Jin et al., 2019), but we aim to obtain a bound with a specific constant.
Lemma 4. Let (Zj ∈ Rrj)nj=1 be a sequence of independent random vectors such that for
every j ≤ n, EZj = 0 and P{Zj ∈ supp(Zj)} = 1 for a bounded support supp(Zj) of Zj (note
that for every j ≤ n, the entries in Zj need not be independent). Let Z = (ZT1 , . . . , ZTn )T .
Then for any real positive semidefinite matrix Q, we have
E exp
{
tZTQZ
} ≤ exp
{
tmaxj b¯
2
jtr(Q)
1− 2tmaxj b˜2j‖Q‖sp
}
, 0 < t <
1
2maxj b˜2j‖Q‖sp
,
where for every j ≤ n,
b¯j = max
ξj∈supp(Zj)
‖ξj‖2, b˜j = max
ξj ,ξ′j∈supp(Zj)
‖ξj − ξ′j‖2.
Proof. We first write ZTQZ =
∑
1≤j,k≤nZ
T
j QjkZk using the submatrices Qjk ∈ Rrj×rk ,
j, k ∈ {1, . . . , n}, such that
Q =


Q11 . . . Q1n
...
. . .
...
Qn1 . . . Qnn

 .
Now, observe that
E exp
{
tZTQZ
}
= E exp

t
n∑
j=1
ZTj QjjZj + t
∑
j 6=k
ZTj QjkZk


≤ exp
{
t max
1≤j≤n
b¯2j tr(Q)
}
E exp

t
∑
j 6=k
ZTj QjkZk

 ,
(10)
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since
∑n
j=1‖Qjj‖sp ≤
∑n
j=1 tr(Qjj) = tr(Q) by its positive semidefiniteness. Using the
decoupling inequality in Theorem 3.1.1 of De la Pena and Gine´ (2012), we obtain that
E exp

t
∑
j 6=k
ZTj QjkZk

 ≤ E exp

4t
n∑
j=1
n∑
k=1
ZTj QjkZ˜k

 ,
where Z˜ = (Z˜T1 , . . . , Z˜
T
n )
T is an independent copy of Z. It is clear that the right-hand side
of the display is equal to
EE

exp

4t
n∑
k=1
n∑
j=1
ZTj QjkZ˜k


∣∣∣∣∣Z

 = E n∏
k=1
E
[
exp
(
4tZTQ·kZ˜k
) ∣∣Z] , (11)
where Q·k = (QT1k, . . . , Q
T
nk)
T ∈ Rn×rk . Since
max
ξk∈supp(Zk)
ZTQ·kξk − min
ξk∈supp(Zk)
ZTQ·kξk = max
ξk,ξ
′
k
∈supp(Zk)
ZTQ·k(ξk − ξ′k) ≤
∥∥QT·kZ∥∥2 b˜k,
applying Hoeffding’s lemma to the inner expectation, we bound (11) by
E
n∏
k=1
exp
{
2t2
∥∥QT·kZ∥∥22 b˜2k} ≤ E exp
{
2t2 max
1≤k≤n
b˜2k
n∑
k=1
∥∥QT·kZ∥∥22
}
. (12)
Since we have that by the symmetry of Q,
n∑
k=1
∥∥QT·kZ∥∥22 = ZT
{
n∑
k=1
Q·kQT·k
}
Z = ZTQ2Z,
the right-hand side of (12) is bounded by
E exp
{
2t2 max
1≤k≤n
b˜2kZ
TQ1/2QQ1/2Z
}
≤ E exp
{
2t2 max
1≤k≤n
b˜2k‖Q‖spZTQZ
}
,
by the positive semi-definiteness of Q. By Jensen’s inequality, this is further bounded by
[
E exp
{
tZTQZ
}]2tmaxk b˜2k‖Q‖sp , 0 < t < 1
2maxk b˜
2
k‖Q‖sp
.
Combining the last display and (10), we obtain the inequality given in the lemma.
Lemma 5. For the logit model in (1) with any β0 ∈ Rd,
P0
{
max
1≤j≤p
‖XT·j (Y − µ)‖2 > 4‖X‖∗
√
log p ∨ g
}
≤ (p ∨ nq)−3/4.
Proof. Note that Y − µ has a bounded support. By the Markov inequality followed by
Lemma 4, we have that for every t > 0 and u < 1/(4‖X·j‖2sp),
P0
{‖XT·j (Y − µ)‖2 > t} ≤ e−ut2E0 exp{u‖XT·j (Y − µ)‖22}
≤ e−ut2 exp
{
u · tr(X·jXT·j )
1− 4u‖X·j‖2sp
}
,
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for k = 1, . . . , p. Note that tr(X·jXT·j ) ≤ gj‖X·j‖2sp since the rank of X·j is at most gj . Hence,
choosing u = 1/(8‖X·j‖2sp), the rightmost side of the last display is further bounded by
exp
(
− t
2
8‖X·j‖2sp
+
gj
4
)
≤ exp
(
− t
2
8‖X‖2∗
+
q
4
)
.
Choosing t = 4‖X‖∗
√
log p ∨ q, we obtain
P0
{
max
1≤j≤p
‖XT·j (Y − µ)‖2 > 4‖X‖∗
√
log p ∨ q
}
≤ p exp {−2(log p ∨ q) + q/4}
≤ (p ∨ nq)−3/4.
This leads to the desired assertion.
D Lower bound of the denominator of the posterior
A lower bound of the denominator of the posterior is essential to establish posterior contrac-
tion rates. Below we derive a lower bound used to prove Theorem 1 and Theorem 2.
Lemma 6. For the model (1) and the prior specified in Section 2.2,
∫
Rd
fnβ
fn0
(Y )dΠ(β) ≥ e−1/128e−λ‖β0‖2,1 πp(s0)
(p ∨ ng)3s0 .
Proof. Restricting the set to S = S0, note first that∫
Rd
fnβ
fn0
(Y )dΠ(β) ≥ πp(s0)( p
s0
) ∫
Rd
fnβ
fn0
(Y )hS0(βS0)dβS0 ⊗ δ(βSc0 ). (13)
Let XS0 ∈ Rn(m−1)×d0 be the submatrix of X with columns chosen by S0. By Lemma 3,
observe that the integral term of the preceding display is bounded below by∫
Rd0
exp
{
(Y − µ)TXS0(βS0 − β0,S0)−
1
2
‖XS0(βS0 − β0,S0)‖22
}
hS0(βS0)dβS0
≥ e−λ‖β0‖2,1
∫
Rd0
exp
{
(Y − µ)TXS0βS0 −
1
2
‖XS0βS0‖22
}
hS0(βS0)dβS0 ,
where we used the inequality hS0(βS0) ≥ e−λ‖β0,S0‖2,1hS0(βS0 − β0,S0). Similar to Castillo
et al. (2015), using Jensen’s inequality, the integral term in the last display is bounded below
by ∫
Rd0
exp
{
−1
2
‖XS0βS0‖22
}
hS0(βS0)dβS0 ≥ e−1/128
∫
‖X‖∗‖βS0‖2,1≤1/8
hS0(βS0)dβS0 , (14)
since ‖XS0βS0‖22 ≤ ‖XS0‖∗‖βS0‖2,1 ≤ ‖X‖∗‖βS0‖2,1.
13
Based on our prior for β, it is not hard to see that ‖βj‖2 has a gamma distribution with
rate parameter gj and scale parameter λ. Since it follows that ‖βS‖2,1 has a gamma distribu-
tion with rate parameter dS and scale parameter λ, using the Poisson-gamma relationship,∫
‖β‖2,1≤a
hS(βS)dβS =
∞∑
k=dS
(aλ)ke−aλ
k!
≥ (aλ)
dSe−aλ
dS !
.
Therefore, (14) is bounded below
(λ/(8‖X‖∗))d0e−λ/(8‖X‖∗)
d0!
≥ e
−√log p∨g logn
ngs0
≥ 1
(p ∨ ng)ngs0 ,
where we used the inequality d0! ≤ dd00 ≤ ngs0 . Since s0 ≥ 1 and
(
p
s0
) ≤ ps0 , putting
everything together, (13) is bounded below by e−1/128e−λ‖β0‖2,1πp(s0)(p∨ng)−3s0 which leads
to the desired assertion.
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