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RbumC 
Le problhe de I’kgaZitC des facteurs cons&e ti dkterminer si deux mots infinis ont les m&mes 
facteurs finis. 
Le problkme de 1’8galiG des facteurs est decidable pour deux mots automatiques. Nous 
dkmontrons aussi un thiortme ‘% la Cobham”: Soient p et q deux entiers multiplicativement 
indkpendants et soient x un mot p-automatique et y un mot q-automatique. Si x et y ont les 
mcmes facteurs, alors ils sent tous les deux ultimement pkiodiques. 
1. Introduction 
Le problkme clue nous traitons ici est celui de l’kgalitk des facteurs, c’est-A-dire: 
6tant donrks deux mots infinis peut-on d&cider s’ils ont les m&mes facteurs finis? Par 
exemple, si nous considkrons le mot de Thue-Morse t = 0110100110010110.. . et le 
mot t’ = lOOlOllOOllOlOOl... obtenu en remplaGant dans t les “0” par des “1” et 
vice versa, ces deux mots ont les m&mes facteurs. 
Ce problime intervient dans diffkrents domaines. Tout d’abord, il est bien connu que 
deux mots infinis engendrent le meme systkme dynamique discret si et seulement s’ils 
ont le mGme ensemble de facteurs (voir par exemple [ 151). 
Ensuite, on peut facilement dkmontrer que, sow des hypothkes raisonnables, la 
dkcidabilitk du problkme de I’Sgalitk des facteurs implique la dkidabilitk du problkme 
de 1’CgalitC des mots infinis. 
Dans cet article, nous considkrons le problkme pour les mots automatiques. Les 
mots automatiques ont Bd largement CtudiCs, tout spkcialement en thkorie des nombres. 
L’un des rksultats les plus connus est dfi 6 Cobham. 11 met en Evidence le lien entre 
I’indBpendance des bases et la pCriodicitC des mots automatiques. Une nouvelle preuve 
en a rkemment ttt donnie [9, 131. 
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Pour resoudre le probleme de l’tgalite des facteurs des mots automatiques, nous 
avons dfi distinguer deux cas selon que les bases des deux mots ttaient multiplicative- 
ment independantes ou non. (On dit que deux entiers k et / > 2 sont multiplicativement 
d&pendants ’il existe des entiers p et q non nuls tels que kP = P. Sinon, ils sont dits 
multiplicativement independants.) Etant don& deux mots automatiques x et y, ou x 
est k-automatique et y est e-automatique, d’une part, nous demontrons (Thtoreme 23) 
la decidabilite de l’inclusion de l’ensemble des facteurs quand k et e sont multiplica- 
tivement dependants. D’autre part, lorsque k et e sont multiplicativement indtpendants, 
nous montrons que si l’ensemble des facteurs de x est inclus dans l’ensemble des 
facteurs de y, alors x est ultimement ptriodique (Theoreme 15). Ce resultat est une 
generalisation du theoreme de Cobham [5]. I1 en decoule que now pouvons Cgalement 
decider du probleme de l’egalite des facteurs dans le cas de bases multiplicativement 
independantes (Corollaire 19). 
L’article est organise comme suit: dans la deuxibme par-tie de cet article, nous don- 
nons les notations et definitions principales. Dans la troisieme partie, now etudions le 
cas des entiers multiplicativement independants, le cas des entiers multiplicativement 
dependants &ant &die dans la quatrieme et demiere partie. 
2. DCfinitions et notations 
Dans cette partie, nous allons tout d’abord rappeler les definitions et notations 
usuelles, puis nous dbfinirons le problbme auquel nous allons nous interesser dans 
le reste de cet article, ensuite, nous donnerons quelques resultats faciles et enfin deux 
lemmes qui nous seront utiles par la suite. 
2.1. D@nitions usuelles 
Soit A un alphabet fini. On note A* l’ensemble des mots finis sur A et on note AW 
l’ensemble des mots infinis. Soit f un endomorphisme sur A*. S’il existe une lettre 
CZEA telle que f (a)EuA* et limn+oo If”(a)] = 00, alors nous pouvons definir le mot 
infini x = f”(a) comme Ctant l’unique mot infini qui, pour tout entier n, a f”(a) 
comme prefixe. On dit qu’un tel mot est morphique. 
Soit K un entier. On dit qu’un morphisme f : A* -+ B* est k-uniforme si 
Vu E A, If (a)1 = k. 
Un morphisme 1-uniforme est dit littt+ul. Un mot infini x sur A est dit k-automatique 
s’il existe un alphabet B, une lettre b de B, un endomorphisme k-uniforme f sur B* 
tel que f(b) E bB* et un morphisme litteral cp de B* dans A* tels que x = cp o f"(b). 
On note alors x = Seq(B, b, f, qn, A) et si X = f O(b), on note X = Inseq(B, b, f, q, A), 
de sorte que x = q(X). Enfin, on dit que le 5-uplet 9 = (B, b, f, cp,A) est un sydme 
k-uutomatique (cf. [6]). L’entier k sera appele la base d’automaticite. Nous verrons, 
dans la Section 4, une autre definition des mots automatiques utilisant la logique. 
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On kit u < v lorsque u est prefixe de u. Pour Y E N, on note P&f,(u) le prefixe 
de u de longueur Y si [ul 3 Y et u sinon. De m&me, on note St&(u) le suffixe de u 
de longueur r si JuI 3 r et u sinon. 
Soit x = aoat . . . ‘a, . . . un mot infini sur A. Pour tout couple d’entiers (i,j), on 
note X[i,j[ = Uiuifl . . . uj-1 si i < j et x[i,j[ = 1 sinon. De mbme, on note x[i,f = 
ujui+l . . . uj si i 6 j et x[i,j] = 1 sinon. On dira que i est une occurrence du facteur 
x[i,j[. On note Fact(x) l’ensemble de tous les facteurs finis du mot x, 
Fact(x) = {x[i,j[ / 0 ,< i < j} 
et Fact,,(x) l’ensemble des facteurs de x de longueur II. Un facteur u de x est dit 
r&current s’il a une infinite d’occurences dans x. Le mot infini x est rkurrent si tous 
ses facteurs sont recurrents. Enfin, on note alph(x) l’ensemble des lettres ayant une . 
occurrence dans x. 
On note 0 l’operateur de dhxduge ci gauche sur A* UP dtfini ainsi: si u est un 
mot sur A, alors 5(u) est l’unique mot tel que 24 = PrCft(u)o(u). 
On dit qu’un endomorphisme f sur A* est primitif si 
31 E N Vu, b E A, a E Fact(f”(b)). 
2.2. Le probkme de l’Cgulitt! des fucteurs 
Cet article a pour principal but de resourdre le problbme suivant: 
Le probkme de E’egalitk des facteurs est de decider si deux mots infinis x et y ont 
les memes facteurs finis, c’est-a-dire si Fact(x) = Fact(y). Le probkme de l’inclusion 
de l’ensemble des fucteurs est de decider si Fact(x) c Fact(y). 
Exemples. Si le mot x est r&u-rent, alors pour tout suffixe y de x, on a l’egalite 
Fact(x) = Fact(y). 
Soit A l’alphabet {a, b,c}. Soient f et g les endomorphismes sur A* dtfinis par: 
u H ubu 
f : b H but 
c H bub 
et 
a +-+ ucububucu 
g : b ++ bubububub 
c H bubacubub. 
Si on pose x = f@(u) et y = g”(u), alors ces deux mots ont les memes facteurs. En 
effet, on a x = ubub . g(x) et f 2(y) = ububy. L’CgalitC x = ubub . g(x) appliquee 
plusieurs fois, nous permet d’ecrire que pour tout entier n, le mot g”(x) est suffixe 
de x. En particulier, pour tout entier n, le mot g”(u) est facteur de x, done tout facteur 
de y = g”(u) est facteur de x. D’autre part, le fait que y est recurrent assure qu’il 
y a une infinite de a. Alors, de man&e similaire l’egalite f2(y) = ububy permet de 
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deduire que pour tout entier n, le mot f”(a) est facteur de y, et done que tout facteur 
de x = Jo(a) est facteur de y. Ce qui acheve la preuve. 
Soit f un morphisme primitif. S’il existe deux lettres distinctes a et b telles que 
f(a) E aA+ et f(b) E bA+, alors les mots x = f”(a) et y = f”(b) ont les memes 
facteurs. 
Par exemple, soit A l’alphabet binaire (0, 1). Soit f l’endomorphisme sur A* defini 
par: 
0 H 01 
f: 
1 I-+ 10. 
Ce morphisme ngendre deux mots infinis, appeles mots de Thue-Morse, 
t= fW(0)=O1lO1OO1lOO1O1lO~~~ 
et 
t’ = f”(1) = 1001011001101001~~~ 
Aucun de ces mots t ou t’ n’est prefixe de l’autre. Cependant, on peut facilement 
verifier qu’ils ont les m&mes facteurs finis. 
Pour les mots automatiques, le probleme de l’egalite des facteurs est une genera- 
lisation du problbme de l’egalite des mots. Etant donnes un mot infini x et une lettre S, 
on note $8,~) le mot infini obtenu en remplacant la premiere lettre de x par S. Avec 
ces notations, nous avons la proposition suivante: 
Proposition 1. Soit 9 une famille de mots injinis qui sont d&its de muni.&e eflective 
telle que les trois conditions suivantes sont vtrijites 
1. Si x E _Y et S $Z alph(x), ulors z(S, x) E 9; 
2. la fonction (S,x) H z(S,x) est calculable; 
3. la fonction x H x[O] est calculable. 
Si le probkme de I’Cgulitt des fucteurs est dkidable pour 9, alors le problime de 
l’tgalite des mots est dtkidable pour 2’. 
Remarque. La deuxieme condition signifie que de la definition effective de x, on peut 
constructivement passer a la definition effective de y = z(S,x). 
DCmonstration. Soient x = ~0x1 . ..x,, . .. et y = yoyl .. . y,, . .. deux mots infinis 
d&finis sur un alphabet A et une lettre S n’appartenant pas a A. On remarque que 
(7(&x) = z(S,y)) H (Fact(z(S,x)) = Fact(6%y))). 
En effet, de par la condition imposee B S, l’ensemble des prefixes du mot x n’est autre 
que I’ensemble Fact(r(S, x)) n SA*. Comae, de plus, deux mots infinis sont egaux si 
et seulement s’ils ont les memes prefixes, on obtient bien l’equivalence ci-dessus. 11 
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n’est alors pas difficile de voir que: 
(x = Y> @ (~0 = YO et 6Xx) = Gy)) 
H (XO = yo et Fact(r(S,x)) = Fact(z(S,y))). 0 
11 est facile de voir que la famille des mots automatiques satisfait les conditions 
ci-dessus. 
2.3. Premiers rbultats 
Nous allons ici demontrer deux resultats qui n’utilisent pas le fait que nous travaillons 
sur des mots automatiques. 
Lemme 2. Soient x et y deux mots injinis. Si Fact(x) = Fact(y) et si x n’est pas 
rtkurrent, alors x = y. 
Dbmonstration. Comme x n’est pas &urrent, il existe un entier N tel que Pref,v(x) 
ait une unique occurrence dans x. Alors, pour tout entier n tel que n 2 N, le prefixe 
PrCf,(x) a Cgalement une unique occurrence dans x. 
Soient n > N et u = PrCf,(x). Comme Fact(x) = Fact(y), le mot u a une occurrence 
dans y, il existe done un mot u et un mot infini y’ tels que y = uuy’. 
Comme Fact(x) = Fact(y), VU a aussi une occurrence dans x. Par unicitt de 
l’occurrence de u dans x, ceci implique que u = 1. 
On a done demontre que, pour tout n 2 N, on a Pref,(x)=Prtf,(y) et par conse- 
quent que x = y . q 
Lemme 3. Soient x et y deux mots ultimement ptriodiques. Si Fact(x) = Fact(y), 
alors l’un des deux mots x ou y est sufixe de l’autre. 
Avant de demontrer ce lemme, citons pour memoire le resultat suivant, dont un 
raffinement est dti a Fine et Wilf [8]. 
Proposition 4 (Lothaire [12]). Soient u et v deux mots finis et n et m deux entiers 
non nuls. Si u” = vm, alors il existe un mot w tel que u, v E w*. 
Dkmonstration du Lemme 3. Tout d’abord, l’on a vu (cf. Lemme 2) que si x ou y 
n’est pas recurrent, alors on a forcement X = y. 
Par ailleurs, si x et y sont recurrents, ils sont m&me periodiques. 11 existe done deux 
mots finis u et v tels que x = u” et y = z?. Soient n = luj et m = JvJ. Comme X et y 
ont les memes facteurs, il existe un facteur w de longueur nm commun aux deux mots 
x et y. Le facteur w peut s’ecrire w = u’” = v’” oh u’ et v’ sont des conjugues de, 
respectivement, u et u, c’est-a-dire qu’il existe des mots s,s’, t, t’ tels que u = ss’, 
u’ = s’s, v = tt’ et v’ = t’t. Alors le mot x est suffixe de ufw et y est suffixe de v’~. 
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D’aprbs la Proposition 4, il existe un mot w’ tel que u’ = w’~ et u’ = w’“. Alors x 
et y sont suffixes du mot w’O et done l’un de ces mots est suffixe de l’autre. 0 
2.4. Quelques outils 
Nous presentons ici deux resultats qui serviront pour les deux prochaines parties. 
Le premier resultat est une sorte de lemme de “pavage”. Ce lemme a deja Cte 
demontre dans [7], nous en reproduisons la demonstration pour la commoditt du 
lecteur. 
On dit qu’un morphisme f : A* H B* est non-e&ant si, pour toute lettre a de A, 
on a If(4 # 0. 
Proposition 5. Soient A et B deux alphabets. Soient x E BW et y E Aw. Soit g un 
morphisme : A* ---f B* non-efSa~ant. Si Fact(x) c Fact(g(y)), alors il existe z E AW 
tel que x est suffixe de g(z) et Fact(z) c Fact(y). 
Remarque. L’existence de z implique, en particulier, que l’on peut “paver” x avec 
des g(u). 
X . . . 
g(z) 4 w &I) sw da,) *-* 
DCmonstration. Pour toute lettre a de A et pour tout mot u de B’ tel que u est suffixe 
de g(u), on dtfinit l’ensemble 9&,+ compose de tous les mots v tels que au est un 
facteur de y et tels que ug(v) soit prefixe de x: 
3$,+ = {v E A* 1 au E Fact(y) et ug(u) < x}. 
Les gu+ sont des ensembles prefixiels, c’est-a-dire que Vu E 93g,a,tj~ < v, w E &&,a. 
Les 9JU,a sont en nombre fini et leur union est infinie. (11 y a une infinite de prefixes 
de x.) 11 existe done ua et as tels que 9&,,ao soit infini. Soit r tel que ua = ar(g(aa)). 
Comme au,, ao est prefixiel, il existe un mot infini t E AW tel que pour tout prkfixe v 
de t, a E %,,ao et done uog(v) < x, d’oti uog(t) < x, ce qui est Cquivalent a uog(t) =x. 
Si, maintenant, on pose z = at, alors d’une part, #(g(z)) = x, x est done un suffixe 
de g(z). D’autre part, pour tout suffixe u de z, le mot u est un facteur de y. On a 
done l’inclusion Fact(z) c Fact(y). 0 
Le second resultat fait, selon Rauzy, partie de la “tradition orale”. 
ThBor&me 6 (Rauzy [16]). Soit x = ~0x1 .. ‘x, .. . WI mot k-automatique. Soit Y 
un systt?me k-automatique tel que x = Seq(T). Soient p 2 1 un entier et X’ = 
(x0x1 . . . xp- 1 )W2 . . .xp). . . Alors le mot x’ est h&m&me k-automatique t on peut 
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construire un syst2me k-automatique 5’ tel que x’ = Seq(.V) ainsi que calculer 
Fact,(x). 
Remarque. Le theoreme de Rauzy est en fait plus general que celui que nous 
presentons. 
DCmonstration. Nous donnons une demonstration rapide pour p = 2, le cas general 
&ant similaire. 
Soit Y = (B, b, f, cp,A). Soit X = Inseq(5). On construit simultanement l’ensemble 
Factz(X) et l’endomorphisme k-uniforme f' : Factz(X) + (Fact2(X))k dtfini par: 
si 
f(b) = POPI . . . L-l 
et 
alors 
f’tbb’) = <aoB,><B,P,>...<Pk-,~~-~)(~~-~~~). 
Soit maintenant l’application 
cp’ : Factz(X) -+ Factz(x)* 
(bb’) ++ (cp(b)cp(b’)). 
(Nous avons Factz(x) = (p’ Factz(X).) 
On peut alors assez facilement voir que T’ = (Factz(X),X[O, 11, f', cp’,Fact~(x)) 
convient. Alors, Factz(x) = cp(Factz(X)). 0 
Exemple. Soient les alphabets B = {a, b, c} et A = { 0, 1) et les morphismes 
f : B* --* B* 
a H ab 
b c* bc 
c ct cc 
et 
cp : B* + A* 
at-i0 
b-1 
c k 0. 
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Le systkme 2-automatique T = @,a, f, cp,A) engendre les mots 
X = Inseq(Y) = abbcbcccbcccccccbccccccc . . . 
et 
x = Seq(T)= 011010001000000010000000~~~ 
Le mot x est la suite caractkristique des puissances de 2. 
Soit T’ le systkme 2-automatique (Factz(X)2, (ab), f’, $,A’) oti les morphismes 
cp’ et f' sont 
f’ : (Fact2(X)2)* + (Fact2(X)2)* 
(ab) H (ab)(bb) 
(bb) H (bc)(cb) 
(bc) H (bc)(cc) 
(cb) H (cc)(cb) 
(cc) ++ (cc)(cc) 
et 
cp : (Fact2(X)2)* + (A2)* 
(ab) H (01) 
(bb) H (11) 
(bc) +-+ (10) 
(cb) H (01) 
(cc) H (00). 
Ce systbme ngendre les mots 
X’ = Inseq(f’) = (ub)(bb)(bc)(cb)(bc)(cc)(cc)(cb)(bc)(cc)(cc)(cc). . . 
et 
x’ = Seq(Y’) = (Ol)(ll)(lO)(Ol)(lO)(OO)(OO)(Ol)(lO)(OO)(OO)(OO)~~~ 
Par ailleurs, Factz(X) = {(ub), (bb),(bc),(cb), (cc)} et Factz(x) = cp’(Fact~(X)) = 
{(01),(11),(10),(00)~. 
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3. Bases multiplicativement indkpendantes 
Rappelons que l’on dit que deux entiers k et e > 2 sont multiplicativement dtpen- 
dants s’il existe des entiers p et q non nuls tels que kP = F. Sinon, ils sont dits 
multiplicativement indipendants. 
Dans cette partie, now proposons (Theoreme 15) une generalisation du ctlebre 
theortme de Cobham, que nous citons ci-dessous. 
ThCorGme 7 (Cobham [5]). Soient k et e deux entiers multiplicativement indPpen- 
dants. Soit x un mot k- et e-automatique. Alors x est ultimement p&riodique. 
Plus precisement, nous allons demontrer que, pour deux mots x et y automatiques 
en des bases multiplicativement independantes, si on a l’inclusion Fact(x) C_ Fact(y), 
alors x est ultimement periodique. 
La preuve de Cobham, ainsi que celles donntes par Hansel [9], Michaux et Villemaire 
[ 131 sont constituees de deux &tapes, la premiere &ape consistant a dtmontrer que 
l’intervalle entre deux occurrences successives d’une meme lettre de x est borne, la 
preuve de l’ultime periodicite se faisant a la deuxieme &ape. Pour un panorama plus 
detail16 sur le thtoreme de Cobham et son extension en plusieurs dimensions, consul- 
ter [3]. 
Pour demontrer notre genbralisation, nous ne derogerons pas a la regle. La premiere 
&tape de la demonstration consiste a demontrer que le mot x est a lacunes born&es, 
c’est-h-dire que l’intervalle entre deux occurrences successives d’un meme facteur est 
borne. La deuxieme &ape s’inspire de la demonstration de Hansel. 
3.1. Di@rences d’occurrences successives dans un mot automatique 
Dans cette section, nous allons demontrer que, dans un mot k-automatique, l’en- 
semble des differences d’occurrences successives d’un facteur a une for-me qui est tres 
fortement like a la base k. 
Tout d’abord, nous allons prendre un exemple: soit le morphisme 
1 I-+ 101 
f: 
0 H 000. 
Ce morphisme engendre le mot 3-automatique 
x = f "( 1) = 101000101000000000101000101~ . . 
On voit assez facilement que les plages de 0 sont de longueurs 3” et done que les 
differences d’occurrences successives de 1 sont de la forme 3” + 1. 
Avant de domrer le resultat precis, nous rappelons quelques definitions utiles pour 
la suite. 
On dit qu’un ensemble d’entiers 9 est d-syndhique si la difference entre deux 
elements successifs est bomee par d, c’est-a-dire si 9 = { il, i2 ,..., &,(...)} Oil les ij - 
76 I. Fagnotl Theoretical Computer Science I72 (1997) 6749 
en nombre fini ou infini - sont ordonnb, alors 
Un mot infini x E (0, l}” est dit syndetique si l’ensemble des occurrences de la 
lettre 1 est syndetique. Etant donne un mot infini x et un facteur u de x, on dit que u 
apparait Li lacunes borntes dans x si les occurrences de u dans x forment un ensemble 
syndetique. On dit que le mot x est ci iacunes born&es si tout facteur de x apparait a 
lacunes born&es dans x. 
Si un mot x est simultanement a lacunes bomees et recurrent, on dit que ce mot est 
presque periodique (cf. [6]). Un mot x est presque periodique si et seulement si, pour 
tout facteur u de x, il existe un entier d tel que, pour tout entier i, le mot u a une 
occurrence dans x[i, i + d[. 
Proposition 8. Soit x un mot k-automatique sur l’alphabet (0, 1). L’ensemble 3 des 
differences entre deux occurrences successives de 1 dans x est de la forme 
N +cc 
d u u u {GQn + Bi), 
i=l n=O 
ou les ai et les pi sont des nombres rationnels, ou Q est un entier et oit l’ensemble 
d est jni. 
Remarque. L’ensemble 9 est fini si et seulement si x est syndetique. 
Dkmonstration. Soit Y = (A, c(, f, cp, (0, 1)) un systeme k-automatique tel que x = 
Seq(Y). Posons X = Inseq(T). 
Calculer l’ensemble 9 revient, en fait, a calculer l’ensemble 2 des longueurs des 
plages de 0 comprises entre deux 1. On a la relation suivante entre ces deux ensembles: 
9 = {i + 1 1 i E 9). C’est l’ensemble $ auquel nous allons nous interesser. 
Nous allons dtcouper cette demonstration en plusieurs &apes. 
Etape 1. II existe un alphabet B, un entier K tel que K = kP pour un entier p, un 
morphisme K-uniforme F sur B*, un morphisme CD : B* H (0, l)*, k”O-untyorme pour 
un entier no, et une lettre c de B tels que 
. x=@oF(~‘)~otia’~B; 
0 a(c) = Okn0 et Vu # c, @(a) # Ok”‘; 
l F(c) = ck et ‘da # c, F(a) # ck. 
On posera X’ = F(Ix’)~. 
Remarque. 11 est possible que la lettre c ne puisse pas etre atteinte par a’ via le 
morphisme F, i.-e. Vn,c 6 Fact(F”(a’)). Ce sera en particulier le cas lorsque l’ensemble 
C,, de la demonstration est vide. 
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DCmonstration. Pour tout entier n, on definit l’ensemble 
c, = {a E A 1 cp 0 f”(a) = O”“}. 
Remarquons que 
C n+l = _?(C,k). 
En effet, soient C,CO , . . . , q-1 des let&es telles que f(c) = CO . . . q-1. 
c E c,,, w qOfn+‘(c) = ok”+’ 
* ~Ofn(c,,“‘Ck-~)=Ok”+’ 
* cO,...,ck__1 E c,,. 
(1) 
11 y a un nombre fini d’ensembles C, differents, il existe done des entiers no et p avec 
0 G no < no + p tels que 
Cl, = Go-tp. (2) 
Par l’equation (l), on peut en deduire que pour tout entier n, on a Cno+,, = Cno+n+p, 
c’est-a-dire que la suite C,, est periodique de periode p A partir de no. Posons F = 
fJ’, Qi = cp o f”O, C = C,, et K = kf’. Du fait de la periodicite des C,, on a 
VTZEN, {~EAI@oF”(~)=~‘~~~~}=C, 
et, en particulier, Q(C) = Ok:. 
Comme G(C) = Okno et F(C) c CK, on peut remplacer toutes les let&es de C par 
une seule lettre c. On appellera, encore, @ et F les morphismes sur B* correspondants. 
0 
Soit X l’ensemble des facteurs de X’ appartenant a {B\c}c*{B\c}. Nous allons dans 
un premier temps determiner la forme de cet ensemble; nous reviendrons a l’ensemble 
f par la suite. 
Etape 2. Soient PG et PO les fonctions d&inies SW B* par 
PC(U) = ac’ 
si a # c et u E B*ac’, 
u si u E c* 
et 
“a PD(U) = 
sia#cetuEc’aB*, 
u si uEc*. 
Soient, maintenant, les morphismes G et D sur B* dkjinis par 
b’a E B, G(a) = Pc(F(a)), 
Va E B, D(a) = PD(F(a>>. 
78 I. Fagnoil Theoretical Computer Science I72 (1997) 6749 
Ces morphismes vtr@ent, pour tout entier n, la propriete suivante: 
Va E B, G”(a) = PG(F”(a)), 
Va E B, D”(a) = PD(F”(a)). 
Dhmonstration. Nous allons montrer le premiere relation, la seconde se prouvant de 
man&-e similaire. La demonstration se fait par rBcurrence sur n. 
Pour n = 0, c’est evident. Pour n = 1, c’est Cgalement vrai par definition meme 
de G. 
Supposons maintenant que la propriete est vraie au rang n. 
Soit a E B\(c). 11 existe u E B*, b # c et r E BJ tels que 
F”(a) = ubc’. 
Par hypothese de recurrence, on a 
G”(a) = PG(F”(a)) = bc’. 
En outre, il existe v E B*, b’ # c et s E IW tels que 
F(b) = vb’c’. 
Et, done, par definition de G 
G(b) = b’c”. 
Ce qui donne 
F”+l (a) = F(u) . vb’c” .cK” 
et 
G”+‘(a) = b’c” . c?. 
On a done 
G”+‘(a) = Pc(F”+‘(a)). 
La propriett est done toujours vraie au rang n + 1. 0 
Etap 3. II existe deux entiers N et P tels que 
‘dn 2 N, Vu E B, Prefr(GP+“(u)) = PrCfr(G”(a)) 
et 
Vn > N, Va E B, suff*@+“(a)) = suffi(D”(a)). 
Dbmonstration. Nous allons demontrer la premiere relation, la seconde se montrant de 
maniere similaire. 
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Soit a une lettre de B. Soient N le nombre d’eltments de l’alphabet B et P = N!. Les 
Prefi(G”(a)) prennent done au plus N valeurs differentes. 11 existe done deux entiers 
i et j tels que 0 < i, j < N et PrCfi(G’(a)) = PrCfi(G’+j(a)). Comme la premiere lettre 
de G”+‘(a) ne depend que de celle de G”(a), la suite (Prefi(G”(a))),Erm est periodique 
de periode j a partir de i. A fortiori, elle est done ptriodique de p&ode P A partir de 
N. Ce qui donne bien le resultat annonce. 
Etape 4. L’ensemble X a la forme 
x = gf U fi U {di(ca:knQ+8:)ei} 
i=l n20 
oti les di et les ei sont des lettres de B distinctes de c, oli les ai et les p[ sont des 
nombres rutionnels, oli Q est un entier et 01.2 I’ensemble d’ est jini. 
DCmonstration. Les elements de Z sont les facteurs 
G”(u)f”(c’)D”(b) 
oh n 2 0, a # c, b # c, 0 < r d K - 1 et uc’b E Fact(X’). 
On peut done Ccrire l’ensemble de ces facteurs de la facon suivante: 
X = /J U {G”(ui)F”(cri)D”(bi)} 
i=l n>O 
ou M est un entier, les ui, bi sont des lettres de B distinctes de c et les ti sont des 
entiers. 
L’ensemble 3Y s’ecrit aussi 
M N-l 
X = U U {G”(ui)F”(c”)D”(bi)) 
j=-1 n=O 
M P-l 
U U U U {GN~nP-tm(u~)FN~nPfm(c’,)DN~“Pfm(b~)}. 
i=l m=O n30 
D’apres l’etape precedente 
Vn, m, i, PrCfi ( GN+nP+m (ai)) = Pr,f~(GN’cnf’)Pt-m(~i)) 
et 
Vn,m,i, SUff~(dV+"P+m(Ui))= SUff~(~+(n+l)P+m(Ui)). 
On peut done reecrire x sous la forme 
3- = B u ij u {G”P(u;)F”P(cr$InP(b;)}, 
i=l n>O 
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oh L# est un ensemble fini et oti les uf et les b,f sont des lettres diffkentes de c ayant 
la propriCtC que, pour tout entier n, on a Prkf~(GnP@:)) = ai et Suffl(@(bi)) = bj. 
Considtrons maintenant un ensemble X’ de la forme 
37’ = u {G”P(a:,)F”P(~‘~)DnP(bI))}. 
lZ>O 
Tous les klkments de cet ensemble sont de la forme a&‘bh oh T- est un entier. Soient 
g et d les entiers tels que GP(ab) = a@ et @(bb) = &bb. On peut alors hire X’ 
de la manibre suivante: 
On peut done rCCcrire X sous la forme 
&-’ = 9’ ” ij ,_, {u~(cr:~“P+(~~+~~)(~“P-‘/(~P--l)bj}, 
i=l nB0 
ou plus simplement 
x = $j’ u ;Ij u {&“““‘+“)bj} 
i=l n>O 
oh les qi et les si sont des nombres rationnels et 99’ est un ensemble fini Ce qui 
correspond bien A la forme d&sirCe. 0 
Revenons B l’ensemble $. Soient y et 6 les fonctions dhfinies par 
y : B\(c) --t N 
a++r si @(a) E (0, l}*lOr 
et 
6 : B\(c) --f N 
u-r si @(a) E Orl{O, l}*. 
On a alors la relation suivante entre f et X 
$ n [k”‘, +oo[ = {y(u) + r . kno + 6(b) 1 ucrb E X} n [k”O, +cm[. 
Ce qui permet d’kcrire 
N’ 
$ = Gf? U u u {y(di) + (ctiknQ + pi). k”O + &Ye;)} 
i=l n20 
oh W est un ensemble fini. Ce qui donne pour f un ensemble de la forme 
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oh %? est un ensemble fini et oti les a; et les /IF sont des nombres rationnels. Par la 
relation entre 3 et 9 Cnoncee en debut de demonstration, 9 a egalement la mime 
forme, ce qui correspond bien au resultat souhaitt. 0 
Avant d’tnoncer les corollaires de la Proposition 8, nous rappelons ce resultat clas- 
sique: 
Lemme 9 (Hardy and Wright [lo]). Soient k et e deux entiers multiplicativement 
independants. Soient deux nombres reels rl et r2 tels que 0 < r-1 < r2. II existe alors 
des entiers p et q arbitrairement grands tels que r-1 -C kf’/P c r2. 
Corollaire 10. Soient k et e deux entiers multiplicativement indtpendants. Soient 
x et y deux mots in&is sur l’alphabet (0, 1) tels que x soit k-automatique t y soit 
e-automatique. Si Fact(x) c Fact(x), alors x est syndetique. 
DCmonstration. Soient 9 = d U UE, Un3,, {gkQn + pi} l’ensemble des differences 
d’occurrences successives de 1 dans x et f = .B u $I UnLO {yjlRn + ~3,) l’ensemble 
des differences d’occurrences successives de 1 dans Y, les Ui, fli,rj et Sj sont des 
rationnels, Q et R sont des entiers et ~2 et 23 sont des ensembles finis. On peut 
supposer, de plus que les pi et les yj sont non nuls. Comme Fact(x) c Fact(y), on a 
4 c ,$. Nous allons montrer que l’ensemble 9 est fini. 
Pour cela, supposons que 4 soit infini. Nous allons montrer qu’alors l’ensemble des 
valeurs d’adherence de l’ensemble 
est inclus dans l’ensemble 42 des rationnels, ce qui est en contradiction avec le Lemme 9 
qui dit que l’ensemble X est dense dans Rf. 
Soit x 2 0 l’une de ces valeurs d’adherence n’appartenant pas a X. Soit E > 0, il 




En particulier, on peut prendre p suffisamment grand tel que alkQP + /31 6 ~3’. 11 
existe done deux suites strictement croissantes (P~)~~N et (qn)nEN ainsi que (qA)nEN 
et (j, ),,, une suite d’entiers inferieurs ou egaux a M telles que 
1 ,@,, 1 
x--<-<x+- 
n &%n n 
et 
82 I. Fagnot/ Theoretical Computer Science I72 (1997) 6749 
Comme A4 est fini, on peut supposer que j, est une suite constante tgale a j. Dans ce 
cas, la suite (qk)nEN est elle aussi strictement croissante t on a 
@p. _ ?IjeRY’ I ‘j - Pi. 
a1 Ml 
Ce qui donne 
n _ : < Yi@(q:,-qn) + dj - 81 1 -<x+-, 
n a1 M 1 P4. n 
ou encore 
1 dj -Pl 1 x----- + Yj~%-,n~ <x + - - sj - Pl 
n al& LX1 n c! 1 en 
Posons u, = q; -q,,. Comme qn tend vers l’infini, (Sj - fir )/ardRqn ) tends vers 0 et done 
(yj/El)eRUn ---t x. La suite (u,)~~N &ant composee d’entiers, soit elle tend vers -co et 
alors x = 0, soit elle tend vers une constante q et alors x = (yj/ar )eRq. L’ensemble des 
valeurs d’adhtrence de X est done inclus dans 
Ce dernier ensemble st bien inclus dans Q; on obtient bien la contradiction amroncee. 
On a done demontre que l’ensemble 3 est fini. Le mot x est done bien syndetique. 
0 
Corollaire 11. Soient k et / deux entiers multiplicativement indkpendants, x un mot 
k-automatique t y un mot f-automatique. Si Fact(x) c Fact(y), alors x est ri lacunes 
bornCes. 
DCmonstration. Posons x = x~l “.x,,, . . . et y = yoyl .. + ym .. . . Soit un facteur u 
de x de longuer n. Soient les mots x’ = x~{...xk... et y’ = yky{...yk... sur 
l’alphabet A” definis par 
Vi, Xi = (Xi ’ ’ ‘Xj+n_l), 
Vi, r; = (Vi . . . _Yi+n-1). 
Ces mots sont respectivement k- et e-automatiques (cf. theoreme 6) et on conserve 
l’inclusion Fact(x’) c Fact(y’). Soient les mots x” = xix:. . .xz . . + et y” = y{yy . . . 
y; . . . definis sur l’alphabet (0, 1) par 
Vi, (xy = 1) ti (xi = u), 
Vi, (yy= 1) w (y(=u). 
Ce sont, la encore, des mots respectivement k- et I-automatiques, de plus, on a l’inclu- 
sion Fact(x”) c Fact(y”). D’apres le Corollaire 10, x” et y” sont syndetiques et done 
u apparait 1 lacunes born&es dans x et y. 
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Tout facteur de x apparait a lacunes born&es dans X, le mot x est done a lacunes 
born&es. 0 
3.2. Gentralisation du theoreme de Cobham 
Le lemme suivant est bien connu (cf. [14, Lemme 8.13, p. 411). 
Lemme 12. Soit 9 un ensemble d-syndetique t injini. Pour tous entiers K,L, h et 
tout r] > 0 tels que 
K<L<K+q, 
aiors ii existe i E 9 et un entier j tels que 
jL < iK + h < jL + nd. 
Nous utiliserons aussi le lemme classique suivant: 
Lemme 13. Un mot infni x est ultimement periodique si et seulement s’il existe un 
entier n tel que le nombre de facteurs r&currents de x de longueur n est au plus n. 
Proposition 14. Soient k et 8 deux entiers multiplicativement independants et x et y 
deux mots infinis sur A, tels que x soit k-automatique t y soit e-automatique, le 
mot x &ant recurrent et a lactates bornees (c’est-a-dire presque periodique). Si 
Fact(x) c Fact(y), alors x est ptriodique. 
Remarque. La preuve don&e ci-dessous est quasiment la meme que celle du thtoreme 
de Cobham due a Hansel [9] et donnee dans [14]. 
Dkmonstration. Soient y = (B, bo, f, cp, A) et y’ = (C, CO, g, II/, A) des systemes, re- 
spectivement, k- et e-automatiques tels que x = Seq(y) et y = Seq(y’). Posons 
X = Inseq(y) et Y = Inseq(9’). 
Comme x est presque periodique, on peut supposer f primitif (cf. [6] Theoreme 5, 
p. 1781). Alors X lui-meme est presque periodique, il existe done un entier d tel que 
ViE N, \Jab E Factz(X), ab E Fact*(X[i, i + d]). 
Soit E tel que ]C]e < i(l -E). 11 existe p et q tels que 1 < 4q/kq < 1 +e/d (cf. Lemme 
9). On pose L = eq, K = kr. On pose Cgalement F = 4 o f P et G = II/ o gq. 
Par la Proposition 5, il existe un mot infini 2 E C” et un entier r tels que 
x = cr’(G(Z)). 
Quitte a supprimer les premieres lettres de 2, on peut se ramener au cas oi r < L. 
Posons X = bobI . . . b, . . et 2 = csct . . c, . . . . On a alors les deux decompositions: 
x = (a’(G(co)))(G(ct )) . (G(c,)) . . 
= (F(bo))(F(bt )) . . (F(b,)). . . 
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x = F(X) F@,) 1 F(b,) ) FW F(b,) 1 a-- 
G(2) G(c,) G(c,) G(cJ G(cJ -. . 
Soit rn = [K( 1 - a)]. Nous allons maintenant montrer que le nombre de facteurs de 
x de longueur m est inferieur a m, ce qui achbvera la preuve (cf. Lemme 13). 
Soit w un facteur de x de longueur M. 11 existe bb’ E Factz(X) tel que F(bb’) = 
w’wv”, pour des mots w’, w” E A*. Par definition de d, il existe un ensemble 9 
d-syndetique et infini tel que 
Vi E 9, bibi+, = bb’, 
ce qui implique 
Vi E 9, X[iK, (i + 2)K[ = w’ww”. 
On applique le Lemme 12 a l’ensemble 9, en prenant q = K$ et h = Iw’J -r-: il existe 




et alors x[jL + r, (j + l)L + r[ = swt avec IsI < dq = KE. Done, il existe j tel que 
G(ci) = swt et 1.~1 < KE (voir figure ci-dessous). 
i,K i,K+h+r (i, + 2)K 
W’ W W” 
s W t 
jL + r (j + 1)L + r 
Le nombre de facteurs de x de longueur m est done major6 par 
(K&)lC < iK(l - E) < i(m + 1) < m. 
Le mot x est done ultimement pkiodique. Comme, de plus, x est r&u-rent x est 
periodique. Cl. 
Nous pouvons maintenant enoncer le theoreme principal de cette partie: 
Thkodme 15. Soient k et e deux entiers multiplicativement indipendants et x et y 
deux mots infinis sur A, tels que x soit k-automatique t y soit e-automatique. Si 
Fact(x) C Fact(y), alors x est ultimement piriodique. 
D6monstration. Soit T = (B,a, f, cp,A) un systbme k-automatique tel que x = Seq(T). 
Posons X = Inseq(Y). Soit b une lettre de B ayant une infinite d’occurrences dans X. 
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De la meme facon que dans l’ttape 3 de la proposition 8, on peut demontrer qu’il 
existe une lettre c E B et deux entiers n et p tels que 
Vi, c = PrCfi(f”+@(b)). 
On peut done definir le mot z = cp o (fPi)W(~), ce mot est bien Cvidemment k- 
automatique. On a l’inclusion Fact(z) c Fact(x) et meme tout facteur de z est recurrent 
dans x. En effet, b est une lettre qui apparait une infinite de fois dans X, il en est done 
de meme pour c et done, pour tout i, le facteur cp o fP’(c) a une infinite d’occurrences 
dans x = q(X). 
Montrons que le mot z est presque periodique. Remarquons tout d’abord que d’apres 
le corollaire 11, le mot x est a lacunes borntes. Soit u un facteur de z, il existe un 
entier i tel que u soit un facteur de cp o f@(c). On a vu plus haut que u est un facteur 
recurrent dans x, il est de plus a lacunes bomtes dans x puisque x est 21 lacunes 
born&es. 11 existe done un entier d tel que 
Vn, u E Fact(x[n,n + d[). (3) 
De l’inclusion Fact(z) c Fact(x), il decoule 
Vm, In, z[m,m +d[ = x[n,n + d[. (4) 
Des affirmations 3 et 4, on deduit 
vm, 32, u E Fact(x[n, n + d[) = Fact(z[m, m + d[), 
et done 
Vm, ZJ E Fact(z[m,m + d[). 
Le mot z est done bien presque ptriodique. 
Comme l’on a les inclusions Fact(z) cFact(x) cFact(y) et que z est presque 
periodique, on peut appliquer le corollaire 14 aux mots z et y: le mot z est done 
periodique. 
11 nous reste a montrer que x est ultimement ptriodique, nous allons pour cela utiliser 
le lemme 13. 
Montrons, d’abord, que les facteurs recurrents de x sont tgalement facteurs de z. 
En effet, soit u un facteur recurrent de x, comme x est a lacunes borrkes, il existe d 
tel que 
Vn, u E Fact(x[n,n + d[). 
Comme Fact(z) CFact(x), il existe un entier m tel que z[O,d[= x[m,m + d[, done u 
est un facteur de z. 
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Comme z est ptriodique, il existe un entier m tel que le nombre de facteurs de 
longueur m de z est inferieur a m (Lemme 13). Le nombre de facteurs &currents de 
x est done lui aussi inferieur a m. Le mot x est done ultimement periodique. 0 
On peut assez facilement deduire de ce theorbme le corollaire suivant: 
Corollaire 16. Soient k et e deux entiers multiplicativement independants et x et 
y deux mots infinis SW A tels que x est k-automatique et y est e-automatique. Si 
Fact(x) = Fact(y), alors I’un des deux mots x ou y est sufixe de l’autre. 0 
La demonstration est immediate en utilisant le Lemme 3. 
3.3. DPcidabilitP de l’egalitt des facteurs 
Nous allos maintenant appliquer ce resultat au probleme de decider de l’egalite des 
facteurs. 
Et d’abord, nous rappelons ce theoreme dti a Harju et Linna. 
ThkorGme 17 (Harju et Limra [ll]). Soit z un mot morphique, on peut decider si z 
est ultimement periodique. Et dans ce cas, nous pouvons effectivement calculer une 
preptriode et une periode, c’est-a-dire des mots u et v tels que z = UP. 0 
A partir de ce theoreme, nous demontrons un resultat semblable pour les mots au- 
tomatiques. 
Lemme 18. Soit x un mot k-automatique. On peut decider si x est ultimement 
periodique et dans ce cas, calculer sa periode et sa preperiode. 
Dkmonstration. Dans cette demonstration, nous allons utiliser des notations classiques 
sur les k-automates (voir par exemple [5]). 
Soit Y = (B, bo, f, cp, A) un systeme k-automatique tel que x = Seq(T). 
On peut voir le systeme k-automatique F comme un k-automate lisant les nombres 
de la gauche vers la droite de la maniere suivante: soit d l’automate dont l’ensemble 
des Ctats est l’alphabet B, tel que si f(b) = bo e . . bk-1 alors il y a une transition de 
b vers bi Ctiquetee par i pour 0 < i d k - 1. Enfin, la valeur de sortie de l’etat b est 
cp(b). 
On peut rendre, constructivement, cet automate minimal, ce qui donne un automate 
d’. A cet automate, va correspondre un systeme k-automatique Y’ = (B’, bh, f ‘, (p’, A). 
tel que x = Seq(Y). Posons X’ = Inseq(Y’). Nous allons montrer que si x est 
ultimement periodique, alors il en de mCme pour X’. 
A cet effet, supposons que x soit periodique a partir du rang N de periode de 
longueur p et qu’il n’en est pas de m&me pour X’. Cela revient a dire qu’il existe 
des entiers A4 et i avec N < A4 < A4 + ip tels que X’[M] # X’[M + ip], mais con-me 
l’automate est minimal, cela suppose qu’il existe des entiers n et r,r < k” tels que 
X[T + Mk”] # x[r + (A4 + ip)k”]. Ce qui est contradictoire a la periodicitt de X. 
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On a done demontre que x est ultimement periodique si et seulement si X’ est lui- 
meme ultimement periodique. On peut decider si X’ est ultimement periodique et en 
en ce cas calculer sa p&ode et sa prtptriode (cf. Theoreme 17) et ainsi decider de 
l’ultime periodicite de x et le cas Ccheant calculer sa p&ode et sa preperiode. 0 
Corollaire 19. Soient k et e leux entiers multiplicativement inddpendants et x et y 
deux mots infnis SW A tels que x est k-automatique t y est tf-automatique, le mot 
x &ant ci lacunes bornCes. Alors, l’tgaliti Fact(x) = Fact(y) est dicidable. 
DCmonstration. D’apres le thtoreme 15, pour decider de l’egalid il suffit de savoir 
determiner si un mot automatique est ptriodique et calculer sa p&ode et sa prep&ode, 
ce que I’on sait faire par le lemme 18. Cl 
4. Bases multiplicativement dkpendantes 
Le thtoreme principal de cette section est dti A Veronique Bruybre [2]. 
Dans cette partie, nous aurons besoin d’une definition des mots automatiques par la 
logique, le lecteur interesse par cet aspect peut se reporter au survol de [3]. 
Soit k un entier superieur ou egal a 2. La fonction & est dtfinie sur N par 
G(n) = kf’ oh p = max{r 1 k’ 1 n} (x # 0), 
G(O) = 1. 
On va ici considerer la structure logique (N, +, I$). Nous nous plapons dans la logique 
du premier ordre avec Cgalite. Nous allons utiliser les symboles suivants: 
0 les connecteurs V (ou), A (et), 1 (non), -+ (si . . .alors), tt (si et seulement si); 
l les quantificateurs sur les variables V et 3; 
l le symbole = . 
Nous rappelons qu’un &on& est une formule close, c’est-l-dire sans variable libre. 
Nous dirons qu’un sous-ensemble 9 de N est k-d@nissabZe s’il existe une formule 
q(x) sur (f+J, +, I$) telle que 9 est l’ensemble des nombres x tels que r#@) est vraie. 
De meme, nous dirons qu’un mot infini x E A” est k-d@inissable si, pour chaque lettre 
a E A, l’ensemble Ya = {n E N 1 x[n] = a} est k-definissable. 
Exemple. Soit x = 011010001000000010000~~~ la suite caracteristique des puisances 
de 2. Elle est 2-definissable. En effet, $0 est defini par la formule cpo(x) sur (N, +, 6) 
et Let est defini par la formule -cpa(x). 
Nous pouvons relier la k-automaticite et la k-definissabilite de la facon suivante: 
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Thkodme 20 (Biichi [4]; Bruyere et al. [3]). Soit un entier k B 2. Un mol x est 
k-automatique si et seulement s’il est k-dejinissable. 
Par ailleurs, nous allons utiliser le resultat de decidabilite suivant: 
ThCor&me 21 (Biichi [4]; Bruybre et al. [3]). La thtorie (N, +, &) est decidable. C’est- 
a-dire qu’il existe un algorithme qui, pour chaque enonce de (N, +, Vk), decide s’ii est 
urai ou faux dans (N, +, vk). 
Citons enfin ce lemme: 
Lemme 22 (Cobham [5]). Soient k et / des entiers multiplicativement dependants. Soit 
x un mot injini. Le mot x est k-automatique si et seulement s’il est e-automatique. 
Le theorbme principal de cette partie est le suivant: 
Thkor&me 23 (Bruybre [2]). Soient k et e des entiers multiplicativement d&pendants. 
Soient x et y deux mots injinis tels que x est k-automatique t y est tf-automatique. 
Alors l’inclusion Fact(x) c Fact(y) est decidable. 
DCmonstration. Par le Lemme 22, nous pouvons supposer que k = 1. Soit A = 
{ar,a2,. . ,a,} l’alphabet sur lequel est defini x et y. Soient q<(X) les for-mules dtfinis- 
sant les ensembles {n E N 1 X[n] = ai} et It/i(x) les formules definis- 
sant y. Dire que l’on a l’inclusion Fact(x) c Fact(x) c’est dire que pour toute longueur 
d, pour toute position n dans le mot x, il existe une position m dans le mot y tel que 
le facteur de x de longueur d commencant en n est egal au facteur y de longueur 
d commencant en position m. L’affirmation Fact(x) c Fact(y) est done Cquivalente h
l’enonce: 
‘dd,Vn,3m,Vr,(r <d) -+ ((cpl(n+r) H $l(m+r)) 
A (cp2(n + r) ++ Mm + r)) 
. . 
A (4Gn + r> +-+ &(m + r))) 
oti r 6 d est dtfini par 
3, r+s=d. 
Comme l’on vu plus haut (Proposition 21), cette enonce est decidable. 0 
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une preuve limpide. 
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