Abstract. We determine all irreducible homogeneous bundles with anti-selfdual canonical connections on compact quaternion symmetric spaces. To deform the canonical connections, we give a relation between the representation theory and the theory of monads on the twistor space. The moduli spaces are described via the Bott-Borel-Weil Thereom. The Horrocks bundle is also generalized to higher-dimensional projective spaces.
Introduction
It is known that the concept of anti-self-duality exists on a quaternion-Kähler manifold ([M-S] and [Ni] ), and is interpreted as holomorphicity on the Salamon twistor space. In short, constructing a bundle with an anti-self-dual connection on a quaternion-Kähler manifold is equivalent to finding a holomorphic vector bundle with reality condition on its twistor space. This relation has as its origin the well-known equivalence used in the classification problem of anti-self-dual bundles over half-conformally-flat 4-manifolds. Atiyah-Drinfeld-Hitchin-Manin succeeded in classifying instantons on the 4-dimensional sphere, which is the so called ADHMconstruction ( [A] ). In a similar way, instantons on the complex projective plane were classified by Buchdahl ([B] ). To classify the corresponding holomorphic bundles, they used Horrocks' monad methods (see for example [O-S-S] ) on the Penrose twistor space. This monad method also has the advantage of describing the moduli space, in particular, of 1-instantons.
The 4-dimensional sphere S 4 and the projective plane P 2 are the only compact positive 1-dimensional quaternion-Kähler manifolds with twistor spaces with positive Einstein-Kähler metrics ( [H] ). Salamon showed that every higher-dimensional quaternion-Kähler manifold with positive scalar curvature has a twistor space with a positive Einstein-Kähler metric ( [S] ). All known examples of complete quaternionKähler manifolds with positive scalar curvature are symmetric spaces. Wolf showed that there is a one-to-one correspondence between simple Lie algebras and compact quaternion symmetric spaces ( [W] ). From this point of view, the quaternion projective space HP n and the 2-plane complex Grassmannian Gr 2 (C n+2 ) are considered as direct generalizations of S 4 and P 2 , corresponding to the respective Lie algebras C n+1 and A n+1 .
It is easy to find anti-self-dual bundles on HP n and Gr 2 (C n+2 ). In particular, Mamone Capria and Salamon gave examples of k-instantons on HP n ([M-S] ), which are also of interest for algebraic geometers. The pull-back bundle of a k-instanton is called a mathematical instanton bundle with quantum number k ( [O-S] ), and there are many excellent results about them (for example, see [S-T] , [A-O] and [O-T] ). The classification of k-instantons is an important problem. The author and Kametani established vanishing theorems for k-instantons ([Na-2] and [K-N] ) which, combined with Beilinson's spectral sequence, yield the classification of kinstantons by monads, which is a direct generalization of the ADHM-classification. In particular, a monad for 1-instantons is
O(−1) −→ V −→ O(1),
on P 2n+1 , where V is a trivial bundle of rank 2n + 2. A similar argument can be applied on Gr 2 (C n+2 ), and we can consider a natural extension of a k-instanton on P 2 . It can be shown that every k-instanton is expressed as the cohomology of an appropriate monad ([N-N1] and [N-N2] ). As in the case of HP n , a monad for 1-instantons is described as
on the twistor space of Gr 2 (C n+2 ), where V is a trivial bundle of rank 2n+4. Aside from these direct generalizations, Mamone Capria and Salamon ([M-S] ) showed that the well-known Horrocks bundle ( [Ho] ) on P 5 can be obtained as the pull-back of an anti-self-dual bundle on HP 2 . As another example, they mentioned a homogeneous anti-self-dual bundle over G 2 /SO(4), which will be treated in this paper. These are the only known concrete examples of anti-self-dual bundles on higher-dimensional quaternion-Kähler manifolds.
In the present paper, we determine irreducible homogeneous bundles with antiself-dual canonical connections on compact quaternion symmetric spaces (Theorem 3.4) . This result assures us that every compact quaternion symmetric space has an anti-self-dual bundle (Corollary 3.5). Moreover, making use of monads, we will deform these connections. The usual method to derive monads is to use vanishing theorems and spectral sequences (for example, see [O-S-S] ). Although there exist general vanishing theorems for anti-self-dual bundles and [N-N1] ), these are insufficient to make the spectral sequence converge rapidly in higher dimensions ([M-S] , [K-N] and [N-N2] ). Therefore it is natural to seek out a new way to obtain monads. In fact, we give a relationship between representation theory and monad constructions (Theorem 4.2 and Lemma 4.3), that systematically yields monads for which the cohomology bundles are the pull-backs of anti-self-dual bundles (Theorem 4.5). These monads include the above two examples on HP n and Gr 2 (C n+2 ) (see Example 4.6), and the cohomology bundles are considered as generalizations of 1-instantons to the other quaternion symmetric spaces. Applying the Bott-BorelWeil (BBW) theorem, we describe moduli spaces which are the sets consisting of isomorphism classes of cohomology bundles of the monads. (We refer to [K] for the BBW-theorem. In [K] , the proof of the BBW-theorem relies on the Peter-Weyl theorem, and so we can explicitly obtain an identification between the cohomology groups and the representation spaces.) The moduli space is identified with either (2) an open cone over a complex projective space (Theorem 6.9, e.g. the moduli of 1-instantons on Gr 2 (C n+2 ) [N-N3] ). These moduli may be regarded as the space parametrizing deformations of canonical connections. As a by-product, we give a description of the moduli space of nullcorrelation bundles It is known that on the twistor space Z, the pull-back of an anti-self-dual bundle has a holomorphic structure with the induced connection ([M-S] and [Ni] ). The twistor space has the real structure σ which is induced by the quaternion structure ( [S] 
Quaternion symmetric spaces.
We give a quick review of the relation between simple Lie algebras and compact symmetric spaces, mostly in order to fix our notation (for details in 2.2, see [W] ).
Let g C be a complex simple Lie algebra and B the Killing form on g C . We fix a Cartan subalgebra and choose simple roots. The highest root is denoted by θ. Then the Lie subalgebra sp(1) in the compact real form g is generated by the highest root vector. We define a Lie subalgebra k in g as the centralizer of sp(1). For brevity, sp(1) ⊕ k is denoted by k 4 . Let G be the associated simply connected compact Lie group with g as Lie algebra. The subgroup of G corresponding to k 4 is denoted by K 4 . Then G/K 4 is a compact quaternion symmetric space. Conversely, a compact quaternion symmetric space is necessarily obtained in this way.
Next we describe the twistor space of G/K 4 . We take a Lie subalgebra u(1) in sp(1) which consists of constant multiples of h θ in the Cartan subalgebra which corresponds to θ under the identification by the Killing form B. Let k Z be a Lie subalgebra u(1)⊕k and K Z the corresponding Lie subgroup in G. The homogeneous space G/K Z is the twistor space of G/K 4 . Since the twistor space G/K Z is a compact simply connected homogeneous Kähler manifold, we can also express the twistor space using a complex simply connected Lie group G C which has g C as Lie algebra. Then the twistor space is denoted by G C /P , where P is the corresponding parabolic subgroup of G C . Finally we take homogeneous holomorphic bundles on G C /P into account. Let I be the set of integral weights for g C . For an integral weight λ in I, E(λ) is defined as the irreducible representation space of g C with −λ as an extremal weight. (Hence, if λ is dominant, E(λ) is the dual of the irreducible representation space with the highest weight λ.) When we consider a representation space for the parabolic subalgebra p whose exponential group in G C is P , we denote by E p (λ) the irreducible representation space of p with −λ as an extremal weight. With this notation, the homogeneous holomorphic bundle
. (Since we consider only integral weights for g C , the parabolic subgroup P also acts on E p (λ).)
Remark. Our notation for representation spaces and holomorphic homogeneous bundles follows that of [B-E] .
Remark. As mentioned after Definition 2.1.1, we treat complex vector bundles. Hence, we take account of only complex representations in this paper.
Example 2.2.1. We take a Lie algebra of type C n+1 . Then the homogeneous space G C /P is a complex projective space P 2n+1 . Let 1 be one of the fundamental weights. (We number the fundamental weights as in Bourbaki ([Bo] ) throughout this paper.) The vector bundle O p ( 1 ) is nothing but the hyperplane section bundle
Remark. We do not distinguish between holomorphic vector bundles and locally free sheaves on the twistor space.
Homogeneous anti-self-dual bundles
We introduce a function f which plays a key role in this paper.
Definition 3.1. We define a function f :
for an integral weight λ, where θ ∨ is the co-root of the highest root θ (θ ∨ = 2θ/B(θ, θ)).
Remark. For each complex simple Lie algebra, we write down the function f explicitly below:
where the i are the fundamental weights and each p i is an integer.
The function f : I −→ Z has the following two properties.
Lemma 3.2. For any integral weight
Proof. Since E p (λ) is an irreducible representation space of p, we need only take account of the reductive part k 
⊕rank Op(λ) .
Proof. By homogeneity, it suffices to consider the origin o of G C /P , which corresponds to the unit element in G C . 
Proof. Since K Z is a subgroup of K 4 , the pull-back bundle F of E is also a homogeneous bundle on G/K Z . The anti-self-duality of the canonical connection of E implies that F has a holomorphic structure with respect to the induced canonical connection. Therefore we may express F as i O p (λ i ) using integral weights λ i . Then we must have f (λ i ) = 0 by Lemma 3.3, because F is the pull-back bundle. As in the proof of Lemma 3.3, this means that the action of h θ ∨ is trivial. Hence, the classical representation theory of sp(1) implies that sp(1) in the Lie algebra k 4 also acts trivially on E p (λ i ). Consequently, by irreducibility of E, i = 1 and so F is O p (λ) for an appropriate integral weight λ with f (λ) = 0.
Conversely, the assumption about λ yields that h θ ∨ acts trivially on E p (λ). So we get the irreducible homogeneous bundle E over G/K 4 with a connection whose pull-back is O p (λ). Since the pull-back of E is holomorphic with the induced connection, the connection of E is anti-self-dual.
Combined with the classification of compact quaternion symmetric spaces by Wolf ([W] ), Theorem 3.4 implies Corollary 3.5. Every compact quaternion symmetric space has an anti-self-dual bundle.
Representation theory and monad construction
Let W be the Weyl group of g C , and w 0 the longest element of W .
Proof. From the hypothesis, −λ is the lowest weight of E(λ) and w 0 (−λ) is the highest weight. Since the Weyl group preserves the Killing form and the inverse element of w 0 is itself, we have f
On the other hand, if α is a simple root of g C , a direct computation shows that f (α) = 0 or 1. Consequently, a familiar argument about root strings implies the desired result.
From now on, we focus attention on an integral dominant weight λ which satisfies f (λ) = 1.
Theorem 4.2.
For an integral dominant weight λ, the following two conditions are equivalent:
where i is injective, π is surjective and
Proof. For an integral dominant weight λ such that f (λ) = 1, we restrict an action on E(λ) of g to the subalgebra p. As in the proof of Lemma 4.1, −λ is the lowest weight and w 0 (−λ) is the highest weight of E(λ). On the other hand, an irreducible representation of p corresponds to an irreducible representation of the reductive part k C Z of p. From these, we have two p-equivariant maps
where i is injective and π is surjective. Using Lemma 3.2, we have the composite
Then Ker π and Coker i are p-modules, because i and π are p-equivariant, and so Ker π/Im i is also a p-module.
First, instead of p-modules, we regard Ker π/Im i and E(λ) as k Z -modules. Since Ker π/Im i and E(λ) are finite dimensional, they are completely reducible as k Zmodules. Now E(λ) is assumed to be decomposed into
is as usual the irreducible representation space of k Z with −λ as an extremal weight.) An argument about root strings for the highest weight w 0 (−λ) and the proof of Lemma 3.2 show that a weight vector in E(λ) whose weight is mapped into 1 by f necessarily belongs to E kZ (w 0 λ). In the same way, each weight vector whose weight is mapped into −1 by f necessarily belongs to E kZ (λ).
Consequently, Ker π/Im i is identified with
If X is a root vector in the nilpotent part of p with a root α, we have f (α) > 0 from the construction of Wolf (see §2.2). Hence, using Lemma 3.2, we see that the nilpotent part of p acts trivially on Ker π/Im i. Therefore, as a p-module,
Conversely, assume condition (2). Then, E(λ) has weights µ such that
Then Ker π/Im i also has ν as weight. Using Lemma 3.2 again, we see that this is a contradiction.
Remark. From the remark after Definition 3.1, the following are integral dominant weights µ satisfying f (µ) = 1 for each complex simple Lie algebra:
where i is the i-th fundamental weight. (As stated in Example 2.2.1, the numbering of the fundamental weights is adopted from Bourbaki ([Bo] ).) For each i such that f ( i ) = 1, the irreducible k Z -decomposition of E( i ) is as follows:
In general, if λ is an integral dominant weight, we have in a similar way
where i and π are a p-equivariant monomorphism and epimorphism respectively, and π • i = 0. Then we call this complex a monad of representations.
Lemma 4.3. A monad of representations for an integral dominant λ induces a monad of holomorphic vector bundles on
Proof. With the above notation, we can define
where g, e, u are elements of
also denoted simply by E(λ).) The properties of i and π imply that
is a monad of vector bundles. Remark. The word "standard " in the definition means that the monomorphism α 0 and the epimorphism β 0 are specified. In the fifth and sixth sections, we take a not standard induced monad into account. In other words, we deform bundle homomorphisms to obtain various anti-self-dual connections. Proof. The cohomology bundle of the standard monad is also homogeneous. Then, Theorems 3.4 and 4.2 (and the argument in the proof of the latter) imply the desired equivalence.
Example 4.6. We give two examples. 1. The fundamental weight 1 of C n+1 induces
2. The fundamental weights 1 and n+1 of A n+1 induce
These are the monads in the introduction whose cohomology bundle are the pullback of 1-instantons on HP n and Gr 2 (C n+2 ). The reason for taking a direct sum in (2) is explained in the next section.
Remark. Even if an integral dominant weight λ satisfies f (λ) 2, it is possible to construct a monad whose cohomology bundle is the pull-back of an anti-self-dual bundle. In this case, using Lemmas 3.2 and 4.1, we need at least f (λ) monads to obtain the pull-back of an anti-self-dual bundle, because representations of K Z whose weights, say µ's, satisfy f (µ) > 0 must be expelled from the representation E(λ). For example, making use of a weight 2 1 of C 3 , we obtain
where F is the cohomology bundle of the standard monad induced by 2 1 . If we denote by E the homogeneous nullcorrelation bundle on P 5 , the above monad is
and the cohomology bundle is S 2 E ⊕ O, where S 2 E is the symmetric tensor bundle of E.
Moduli spaces I
Our reason for the use of monad methods is to obtain deformations of antiself-dual connections or holomorphic structures. Even if we deform the bundle homomorphisms in a monad, it could happen that the holomorphic structure of the cohomology bundles does not change. In the case of a monad induced by an integral dominant weight, there is a possibility that all the cohomology bundles are homogeneous. Such an example is the monad induced by
, and the cohomology bundle is O p (− 1 + 2 ). In fact, the Bott-Borel-Weil (BBW) theorem implies that H 1 (Z, End (O p (− 1 + 2 ))) = 0, where Z is the twistor space and End (O p (− 1 + 2 )) is the endomorphism bundle of O p (− 1 + 2 ). However, in the same way, we see that
does not vanish, where O p ( n−1 − n ) is the cohomology bundle of the standard monad induced by n . This gives one reason for taking a direct sum in Example 4.6(2). Hence, we consider only induced monads for which the endomorphism bundle of the standard cohomology bundle (i.e. Ker β 0 /Im α 0 ) has non-vanishing first cohomology. Since we already have good examples for A n and C n , we consider an integral weight λ for the Lie algebras B, D, E, F and G satisfying f (λ) = 1. The BBW theorem yields
Therefore, to find interesting monads in the case of D n and E 6 , we take a direct sum in a similar way to Example 4.6 (2). Indeed, from the BBW theorem we have
n odd,
In this way, we consider the monad induced by 
where λ is an integral dominant weight satisfying f (λ) = 1. First, the homomorphisms α and β are explicitly described. 
where g, e and u are elements of G, E p (w 0 λ) and E(λ), respectively.
. Consequently, α can be regarded as an element of End (E(λ)). We can explicitly write down this identification (i.e. the BBW theorem) by the method of Kostant [K] . As for a homomorphism β, we obtain
Remark. From now on, we assume that G is a compact Lie group.
Since M s is a monad, α is injective, β is surjective and β • α = 0. Making use of Lemma 5.1, these are equivalent to the conditions that A and B are automorphisms of E(λ) and
The representation space End (E(λ)) of G is assumed to be decomposed into End (E(λ)) ∼ = j E(ν j ), where E(ν j ) is an irreducible representation space of G and ν j is a dominant weight. Hence, from our assumption, ν j satisfies 0 f (ν j ) 2. According to this decomposition, BA is expressed as BA = j BA j .
Proposition 5.2. With this notation, β • α = 0 if and only if
Proof. For each weight η of End (E(λ)) and µ of E(λ), we put U η and e µ as the corresponding (non-zero) weight vectors, respectively. It is known that if U η e µ is a non-
zero vector in E(λ), then η+µ is a weight of E(λ). Let {e µ } be a weight basis of E(λ) and h λ a G-invariant hermitian inner product on E(λ). The hermitian inner product h λ induces a G-invariant hermitian inner product h End on End (E(λ)) and so h νj on E(ν j ). Then we can regard the decomposition End (E(λ))
Now f (ν j ) is assumed to equal 2, and so we can take a weight vector U ηj in E(ν j ) such that f (η j ) = −2. When U ηj e µ is non-zero, we see that f (η j + µ) = −1, 0 or 1 from Lemma 4.1. Since f (µ) = −1, 0 or 1, f (µ) must be 1 and f (η j + µ) = −1. If U ηj e µ = 0 for all e µ such that f (µ) = 1, we obtain U ηj = 0, and this is a contradiction. Consequently, there exists a weight µ of E(λ) such that f (µ) = 1 and U ηj e µ is non-zero. Then, it follows from Theorem 4.2 and the definition of
is a 0-map for all g in G if and only if
for all g in G and all weights η of End (E(λ)) such that f (η) = −2. Since a weight η satisfying f (η) = −2 is necessarily a weight of E(ν j ) such that f (ν j ) = 2 by Lemma 4.1, the above condition is equivalent to
for all g in G, all j satisfying f (ν j ) = 2 and all weights η j of E(ν j ) such that f (η j ) = −2. Then the irreducibility of E(ν j ) yields the desired result. It is clear from our argument using the function f that the converse holds.
For brevity, the conditions 1. A and B are automorphisms of E(λ), 2. BA j = 0 for all j such that f (ν j ) = 2 are called monad conditions.
In general, isomorphism classes of monads do not correspond to isomorphism classes of the cohomology bundles. However, Okonek, Schneider and Spindler gave a sufficient condition for the existence of a one-to-one correspondence between them ([O-S-S], pp. 276-281). In short,
Lemma 5.3 ([O-S-S]). Let A −→ B −→ C be a monad. If
H 0 (B * ⊗ A) = H 1 (B * ⊗ A) = 0, H 0 (C * ⊗ B) = H 1 (C * ⊗ B) = 0, H 1 (C * ⊗ A) = H 2 (C * ⊗ A) = 0,
then there exists a bijection between isomorphism classes of monads and isomorphism classes of the cohomology bundles.
From 
where det C = 0 means that C is an automorphism of E(λ), and E( i ) ⊕ C is the subspace of End (E(λ)) which does not have weight vectors whose weights are mapped into 2 by f .
Remark. The cohomology bundle of M C is called the nullcorrelation bundle on P 2n−1 . The moduli space M C C of nullcorrelation bundles has already been described by Spindler [Sp] .
To obtain the moduli of anti-self-dual connections, we must additionally consider the reality condition (recall the Ward correspondence in §2.1).
, which is an orthogonal decomposition with respect to the G-invariant hermitian inner product h λ . Relative to this, we denote the natural inclusions and orthogonal projections by 
Proof. This will be a slight modification of Lemma 4.2.3, p. 325] .
From Grothendieck's theorem ([O-S-S, Theorem 2.1.1, p. 22]) and the condition c 1 (E) = 0, E| Px is trivial if and only if for an arbitrary non-zero section s of E| Px we have s(z) = 0 for all z in P x . On the other hand, combined with BBW, a display of the monad M s restricted to P x implies that
If E| Px is trivial, the composite
Let Sp(1) be the subgroup of G whose Lie algebra is sp (1) (1) shows that e 1 and e 2 are in the same H and s is an element of U (1), thereby proving our claim. Then if 
being an isomorphism for every [g] in P x and for every s in Sp(1) which does not belong to the subgroup U (1). From the representation theory of Sp(1) and the decomposition of E(λ) as an Sp (1)-module, such an s and Sp(1)-invariant hermitian inner product give an isomorphism between E kZ (w 0 λ) and E kZ (λ). Hence the above condition is equivalent to the condition that
Let σ be the real structure on the twistor space [S] .
Lemma 5.7. If λ is an integral dominant weight such that f
Proof. Let j be an element in Sp(1) which determines the real structure σ. A familiar argument about the representation theory of Sp (1) and Theorem 4.2 imply that j · E kZ (λ) = E kZ (w 0 λ), where E kZ (λ) and E kZ (w 0 λ) are subspaces of E(λ) and so j · E kZ (λ) is also a subspace of E(λ). On the other hand, making use of the G-invariant hermitian inner product h λ , we have an (anti-holomorphic) bundle
] (e is an element of E kZ (λ)). Now, from the definition of the pull-back bundle, we can express σ
, where [g] Z is a point in the twistor space represented by g in G, and e is a vector in E kZ (λ). Thus, we may define a holomorphic bundle homomorphism σ
Remark. Even if an integral dominant weight λ satisfies f (λ) 2, Lemma 4.1 and an argument about root strings yields j · E kZ (λ) = E kZ (w 0 λ) and so σ 
Proof. By hypothesis, σ * E * is the cohomology bundle of the monad
We can verify the Okonek-Schneider-Spindler condition ([O-S-S, Lemma 4.1.3, p. 276]) using Lemma 5.7 and the BBW theorem. Then we obtain that there is an
Next we take the condition imposed on τ into account. Since E| P 1 x is trivial, in the notation in the proof of Proposition 5.6, this condition yields that E x has a positive hermitian inner product. Consequently the irreducibility of E(λ) implies that the above isomorphism
Conversely, a hermitian inner product on
Therefore, to describe the moduli space, we fix the G-invariant hermitian inner product h λ on E(λ) and isomorphisms
Proposition 5.9. Relative to the fixed isomorphisms E(λ)
, the following two conditions are equivalent:
For all u and v in
Proof. If the diagram is commutative, we see from
We denote by A * the adjoint operator of A with respect to h λ . If A is an automorphism of E(λ), the restricted endomorphism g −1 A * Ag to an arbitrary subspace of E(λ) is also an automorphism. Hence, we call the relation B = A * the reality condition for the monad M s . 
Proof. The cohomology bundle of the monad M s is the pull-back of an anti-selfdual bundle on G/K 4 if and only if the monad M s satisfies the monad and reality conditions. In the notation in Lemma 5.1, these conditions are expressed in the following way: 1. A and B are automorphisms of E(λ).
( Propositions 5.2, 5.6, 5.8, 5.9 ). If we put C = A * A, C is in the real subspace End (E(λ)) R of End (E(λ)) with respect to the standard real structure. This real structure is compatible with the G-decomposition End (E(λ)) 
where C 1 ∼ C 2 means that there exists a non-zero real constant c such that C 2 = c C 1 . Now a positive endomorphism C is assumed to be in E( i ) R . Then we have trace C = h End (C, I) = 0, where h End is the hermitian inner product on End (E(λ)) induced by h λ . This is a contradiction, and so we have C = aI + D, where a is a non-zero real constant and D is an element of E( i ) R . Making use of the R * -action, we may express C as I + D. Since C is positive, we get h λ (Du, u) > −|u| 2 for all u in E(λ). Let α 1 , α 2 , · · · , α n be the eigenvalues of D. These eigenvalues are real, because D is also a self-adjoint operator. Hence the condition imposed on D implies that α i > −1 for all i = 1, · · · , n. Consequently, we obtain Remark 1. We have not discussed the completeness of these families. In the case of M C , an argument using Beilinson's spectral sequence Theorem 3.1.3, p. 240 or Theorem 3.1.4, p. 245] ) and the vanishing theorem ([Na-2]) shows that this moduli space is complete ( [K-N] ; see also [M-S] ). The "center" of the family represents a homogeneous bundle, and so we can compute the first cohomology of the endomorphism bundle of the pull-back; this computation has already done (at the beginning in this section). Combining this with the reality condition, we see that we can expect our families to be complete.
We induce a G-invariant inner product on E( i )
Remark 2. The study of degenerations of anti-self-dual connections in these families is of independent interest. Our theory now enables explicit computations to be carried out, though this topic will be treated elsewhere. (See also [N-N3] .)
Moduli spaces II
The monads of direct sum type M A , M D1 , M D2 , M D3 , M E are considered in this section. We express these monads as
where λ 1 and λ 2 are integral dominant weights satisfying f (λ 1 ) = f (λ 2 ) = 1. 
where g, e 1 , e 2 , u 1 and u 2 are elements of
Remark. For brevity, we define linear endomorphisms A and B of E(λ 1 ) ⊕ E(λ 2 ) as
When no confusion can arise, we express α and β as
In contrast to monads of simple type, E(λ 1 )⊕E(λ 2 ) is not irreducible. Therefore, if A is an isomorphism, then α is injective, and if B is an isomorphism, then β is surjective. However, the converse does not hold in general.
First, we consider the condition β • α = 0, because we can also apply Proposition 5.2 to this case.
Proposition 6.2. For the monads
where c 1 and c 2 are constants and 
Representation theory of Sp(1) and a dimension count implies that for all g in G, there exists an s in Sp(1) such that
This means that the restricted map
is an isomorphism for every g in G (see the proof of Proposition 5.6). Then Lemma 6.3 yields that A is an automorphism. For a proof of the converse, we can also apply the same argument as in the proof of Proposition 5.6.
On the other hand, the condition B = A * results in a slight modification of Proposition 6.2.
Proposition 6.7. For the monads
M A , M D1 , M D2 , M D3 , M E satisfying B = A * , we have β • α = 0
if and only if
where c 1 and c 2 are non-negative real constants and
Finally, we verify the Okonek-Sneider-Spindler condition (Lemma 5.3) using the BBW theorem. As a result, there exists a one-to-one correspondence between isomorphism classes of monads and isomorphisms of the cohomology bundles. We also describe the isomorphism classes of monads in this case. 
where C is an automorphism of E(λ 1 ) ⊕ E(λ 2 ), and p, q are automorphisms of 
where e 1 , e 2 , u 1 and u 2 are elements of E p (w 0 λ 1 ), E p (w 0 λ 2 ), E(λ 1 ) and E(λ 2 ) respectively. These equations are equivalent to
Consequently we have
It is now clear that the converse holds.
are identified with open cones over the respective complex projective spaces P(E( n−1 )), P(E( 1 )), P(E( n )), P(E( n−1 )), P(E( 1 )).
Proof. 
all the eigenvalues of R * R are less than 1 / ∼ where R 1 ∼ R 2 means that there exists a constant α ∈ S 1 such that R 2 = α R 1 . This set is identified with an open cone over the projective space P(E( i )).
Generalized Horrocks bundles
In this section, we give an example of a non-homogeneous anti-self-dual bundle on HP n when n 2. This example is inspired by Mamone Capria and Salamon [M-S] .
Theorem 7.1. On P 2n−1 (n 3), we have a monad of the following type:
and the cohomology bundle of this monad is the pull-back of an anti-self-dual bundle on HP n−1 . In the case n = 3, this cohomology bundle is the well-known Horrocks bundle on P 5 [Ho] .
Proof. Consider the standard monad induced by n−1 for the Lie algebra C n :
. From the remark after Theorem 4.2, the cohomology bundle of this standard monad equals
We now make use of the standard embedding of SL(n, C) into Sp(n, C). As an A n−1 -module, E Cn ( n−1 ) contains the direct sum of irreducible representations E An−1 ( 1 ) ⊕ E An−1 ( n−1 ). This subspace can be regarded as E Cn ( 1 ), and so we have a monad can be regarded as a bundle homomorphism on HP n−1 . Consequently, Ker π can also be regarded as a bundle on HP n−1 . The pull-back has a holomorphic structure with respect to the induced connection, and so the connection of this bundle is antiself-dual.
