We consider the problem of reconstructing the internal structure of an object from limited x-ray projections. In this work, we use a Gaussian process to model the target function. In contrast to other established methods, this comes with the advantage of not requiring any manual parameter tuning, which usually arises in classical regularization strategies. The Gaussian process is well-known in a heavy computation for the inversion of a covariance matrix, and in this work, by employing an approximative spectral-based technique, we reduce the computational complexity and avoid the need of numerical integration. Results from simulated and real data indicate that this approach is less sensitive to streak artifacts as compared to the commonly used method of filteredback projection, an analytic reconstruction algorithm using Radon inversion formula.
1 Introduction X-ray computed tomography (CT) imaging is a non-invasive method to recover the internal structure of an object by collecting its projection data from multiple views. The projection data is recorded by a detector array and it represents the attenuation of the x-rays which are transmitted through the object. Since the 1960s, CT has been used to a deluge of applications in medicine [1, 2, 3, 4, 5, 6] and industry [7, 8, 9] . Currently, the so-called filtered back projection (FBP) is the reconstruction algorithm of choice because it is very fast [10, 11] . However, to obtain a satisfying reconstruction image, the method requires a dense sampling of the projection data. However, for some decades, the limited x-ray tomography problem has been a major concern in, for instance, the medical imaging community. The limited data, also called sparse projections, is highly desired due to some important issues:
• the needs to examine the low radiation dose to the patient to reduce the risk of malignancy or to in vivo samples to avoid the modification of the properties of living tissues,
• the restrictions in the geometry of the measurement setting make it difficult to acquire the complete data, such as in mammography [12, 13, 14, 15] and electron imaging [16] ,
• the high demand to obtain the data using short acquisition times and to avoid the massive memory storage, and
• the needs to avoid-or at least minimize the impact of-the moving artifacts during the acquisition.
Since in the limited x-ray problem dense sampling is not satisfied, consequently, benchmark algorithms, such as FBP, fails to perform the reconstruction image. It is well-known that undersampling of projection data makes the inverse image reconstruction an ill-posed problem [17] . In other words, the problem is sensitive to measurement noise and modelling error. Henceforth, alternative and more powerful methods are required. Statistical estimation method plays an important role in handling the ill-posedness of the problem by restating the inverse problem as a well-posed extension in a larger space of probability distributions [18] . Numerous research of tomographic reconstructions from limited data using statistical method has been studied [13, 19, 20, 21, 22, 23] . This is a different approach than classical regularization methods that only produce single estimates [24, 25, 26, 18, 27, 28] . The choice of the value of the regularization parameter is a central issue in the regularization methods and finding this value is a very challenging task.
In the statistical approach, the incorporation of a priori knowledge is a crucial part of improving the quality of the image reconstructed from limited projection data. It can be viewed as a regularization parameter choice in classical regularization methods. In many applications, we do not have enough information about a dataset to specify the prior. In this work, we formulate the problem in a Bayesian framework in which the regularization parameter comes out automatically. We use a hierarchical prior in which free parameters in the prior become part of the inference problem. Our main interest is to implement the Gaussian process (GP) framework in which the hierarchical prior is used, and it has received a significant attention in machine-learning research and been successfully demonstrated on real-world applications [29] .
In x-ray tomography, the scanning process provides us with the line integral of the x-ray attenuation coefficient along each of the beamlines, which we think of as a straight line. The transform which maps the attenuation coefficient into the set of line integrals is called Radon transform [17] . Some works in employing GP for tomographic problems have been done. An iterative algorithm to compute a maximum likelihood point in which the prior information is represented by GP is introduced in [30] . In [31, 32] , tomographic reconstruction using GPs to model the strain field from neutron Bragg-edge measurements has been studied. Tomographic inversion using GP for plasma fusion and soft x-ray tomography have been done in [33, 34] . Nevertheless, the proposed approach is different from the previous works.
In this work, we employ the GP to reconstruct the x-ray tomographic image from limited projection data. The covariance is constructed with respect to the integral measurements which is modeled as Radon transform. However, it is well known that using the GP framework is computationally expensive. To solve the computational problem, we implement an approximation method using basis function expansions proposed in [35] .
We tested the proposed algorithm to simulated 2D chest phantom data available in MATLAB dataset and real carved cheese data measured with µCT system. Reconstruction images using the proposed GP method outperforms FBP reconstruction in terms of images quality measured as relative error and PSNR.
Constructing the model

The measurement data
We consider a data set
where a measurement y i corresponds to a single x-ray and is modeled as Radon transform as follows:
Here, f is the function we want to reconstruct describing the x-ray attenuation coefficient, and ε i is measurement noise. As for x 0 i andn i we have
where the radius r i and the projection angle θ i are input data.
The Gaussian process
The GP can be viewed as a distribution of functions, where the function value in each point is treated as a Gaussian random variable. To denote that the function f is modeled as a GP, we formally write
The GP is uniquely specified by the mean function m(x) = E[f (x)] and the covariance function
The mean function encodes our prior belief of the value of f in any point. In lack of better knowledge it is common to pick m(x) = 0, a choice that we will stick to in this paper. The covariance function on the other hand describes the covariance between two different function values f (x) and f (x ). The choice of covariance function is the most important part in the GP model, as it stipulates the properties assigned to f . Although a large range is described in the literature, the most commonly used covariance function is the squared exponential
which is characterized by the magnitude parameter σ f and the length scale l. Figure 1 illustrates the prior distribution and four sample functions of a zero-mean GP governed by this covariance function with σ f = 1 and two different values of l. Here the name length scale becomes clear, since this parameter determines how quickly we allow the function to change. The shaded region encodes our uncertainty about the unknown function f (x). The squared exponential covariance function is infinitely differentiable and thus the functions described by it are unrealistically smooth for most applications. However, it remains popular due to the simplicity and ease of implementation. One important property it has is the stationarity, which means that it is dependent only on the distance between x and x . Although it is common that functions values at nearby input locations are similar, this property makes it difficult to model functions that contains rapid changes.
As data is collected our belief of f is updated. The aim of regression is to predict the function value f (x * ) at an unseen test point x * . Consider direct function measurements on the form
where ε i is independent and identically distributed (idd) Gaussian noise with variance σ 2 , i.e. ε i ∼ N (0, σ 2 ). Let the measurements be stored in the vector y. Since both y and f (x * ) are Gaussian, they have a joint distribution given by
where the vector k * contains the covariances between f (x * ) and each measurement while the matrix K contains the covariance between all measurements, such that
Given the joint distribution (6) , it can be shown that the mean value and variance are given by Figure 2 illustrates the updated posterior distribution conditioned on noisy measurements with σ = 0.1, given the prior in Figure 1a . Note how the uncertainty is reduced near the measurements. The free parameters of the covariance function, for the squared exponential above given by σ f and l, are together with the noise parameter σ referred to as the hyperparameters of the model. The standard way of selecting them is by maximizing the marginal likelihood, which describes the probability of the measurements given the covariance function and input locations. Hence the idea is to select the values that are most likely to have generated the measured data. The marginal likelihood and its partial derivatives are available in closed form [29] , which makes a gradient based optimization routine suitable.
The Gaussian process for x-ray tomography
Since the x-ray measurements (1) are line integrals of the unknown f (x), we will use that the GP is closed under linear functional transformations [36, 37, 29, 38] . This means that any linear functional acting on a GP is also a GP. Hence, we can use for example integral or derivative measurements to make predictions of the function value, as illustrated in Figure 3 . The regression procedure is in analogy with the one described in the previous section, but the covariances are modified with respect to the integral measurements. The posterior expressions in (8) remains the same, with the difference that we replace k * with q * and K with Q, where
In general we can not expect closed form solutions to (9a)-(9b). Numerical computations are then required. However, this hazard can be avoided by using the approximative computation scheme described in Section 2.4.
Approximative computations
For large data sets, storing and inverting the Q-matrix is infeasible. Hence approximative computation becomes necessary. Here we consider the approximation method proposed in [35] , which relies on the following truncated basis function expansion
where S denotes the spectral density of the covariance function, and m is the truncation number 1 . The basis functions φ i (x) and eigenvalues λ i = [λ 1 i λ 2 i ] are obtained from the solution to the Laplace eigenvalue problem on the domain Ω
In two dimensions with Ω = [−L 1 , L 1 ] × [−L 2 , L 2 ] the solution to this problem is given by
Let us now build the vector φ * and the matrices Φ and Λ as
The entries Φ ij can be computed in closed form with details given in Appendix A. Now we substitute Q ≈ Φ T ΛΦ and q * ≈ Φ T Λφ * , and then the matrix inversion lemmas are utilized to obtain the following approximation of (8)
The matrix we need to invert is now of size m × m as opposed to the N × N matrix in (8) . Also, it does not require any numerical computations. The main drawback of this approximation is that it is only applicable for stationary covariance functions. The marginal likelihood expressions can also be formed with this method which enables a fast and memory efficient hyperparameter selection routine.
Experimental results
In this section, we present numerical results using the GP model for limited x-ray tomography problems. All the computations were implemented in Matlab 9.4 (R2018a) and performed on Intel Core i5 at 2.3 GHz and CPU 8GB 2133MHz LPDDR3 memory.
For both simulated data (see Subsection 3.1) and real data (see Subsection 3.2) we use m = 100 basis functions in (10) . The optimization of the hyperparameters is carried out using the BFGS method [39, 40, 41] . The termination tolerance on the first-order optimality is set to be 10 −6 which is used as a stopping criteria [42] .
Simulated data: 2D Chest phantom
As for the simulated data, we use one slice of Matlab's 3D Chest dataset [43] and it is shown in Figure 4 Figure 4 (b) and 4(c) show the FBP and GP reconstructions of the 2D chest phantom using 9 projections (uniformly spaced) out of 180 • angle of view. The numerical test of this simulated data is compared against figures of merit, namely the relative error (RE) and the peak-signal-to-noise ratio (PSNR), as shown in Table 1 . 
Real data: Carved cheese
We use the tomographic x-ray real data of a carved cheese slice measured with a custom-built CT device available at the University of Helsinki, Finland. The dataset is available online [44] . For a detailed documentation of the acquisition setup-including the specifications of the x-ray systems-see [45] . We use the downsampled sinogram with 278 number of rays and 9 projections from 180 • angle of view. In the computation, the size of the target is set to 278 × 278. Figure 5 (c) shows the GP reconstructions of the cross section of the carved cheese using 9 projections (uniformly spaced) out of 180 • angle of view. For comparison, the FBP reconstruction are computed as well, see Figure 5 (b).
Figures of merit estimates are not available for real data (see Subsection 3.2) since there is no a comparable ground truth. Nevertheless, the quality of the reconstruction can be observed qualitatively by looking to the FBP reconstruction of cheese using 360 projections from 360 degrees (see Figure 5(a) ). The computation times for all numerical tests are reported in Table 2 . 
Discussion
We have presented x-ray tomography reconstruction from both simulated and real data for only 9 projections using an approach based on the Gaussian process. As a benchmark algorithm, FBP reconstructions are overwhelmed by streak artifacts as it can be seen in Figure 4 (b) for the chest phantom and Figure 5 (b) the for cheese target. The edges of the target are badly reconstructed.
Because of the artefacts, it is difficult to distinguish the lighter region (which is assumed as tissue) and the black region (the air). It is confirmed by a high value (more than 80%) of the relative error in figures of merit in Table 1 . On the other hand, the GP reconstructions from both data outperform the FBP algorithm in terms of image quality as reported in figures of merit. The PSNR value of the GP-approach reconstruction is higher than that of the FBP reconstruction, and the relative error is only 19.3%. The GP prior clearly suppresses the artifacts in the reconstructions as shown in Figure 4 (c) and 5(c). In Figure 4(c) , the air and tissue region are recovered much better, since it has less prominent artefacts. In Figure 5 (c), the air region (outside the cheese and the C and T letters) are recovered much sharper than in the FBP reconstructions. Overall, the results indicate that the image quality can be improved significantly by employing the GP method. We emphasize that in the proposed GP-approach, some parameters in the prior is a part of the inference problem (see Equation 4 ). Henceforth, we can avoid the difficulty in choosing the prior parameters. This problem corresponds to the classical regularization methods, in which selecting the regularization parameters is a very crucial step to produce a good reconstruction.
Conclusions and Future work
We have employed the Gaussian process with hierarchical prior to reconstruct the x-ray attenuation coefficient for limited projection data. The method can be implemented to estimate the attenuation coefficient from the measured data produced by the Radon transform. Simulated and real data are tested, and the results in both cases are quite promising. Unlike algorithms commonly used in limited x-ray tomography problem in which tuning or choosing the prior parameters is required, the proposed GP method offers an easier set up as it takes into account the prior parameters as a part of the estimation. Henceforth, it constitutes a promising and user-friendly strategy.
The most important part of the GP model is the selection of the covariance function, since it stipulates the properties of the unknown function. As such, it also leaves most room for improvement. Considering the examples in Section 3, a common feature of the target functions is that they consists of a number of well-defined, separate regions. The function values are similar and thus highly correlated within the regions, while the correlation is low at the edges where rapid changes occur. This kind of behavior is hard to capture with a stationary covariance function that models the correlation as completely dependent on the distance between the input locations.
A non-stationary alternative is the neural network covariance function, which is known for its ability to model functions with non-smooth features [29] . Other more advanced options include deep GPs [46] and manifold GPs [47] . The price is, however, that the implementation becomes significantly harder. Numerical methods would most likely be required in the evaluation of (9a)-(9b), and it is questionable whether the time required for the hyperparameter selection would be feasible in a practical setting. The approximation method employed in this work is as previously mentioned only applicable to stationary covariance functions, but other approximations can of course be considered.
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A Details on the computation of Φ
Here we derive the closed-form expression of the entries Φ ij stated in (13b). We get that 
where α = λ 1 i sin θ j ,
