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ABSTRACT 
Multilayer neural networks with error back-propagation learning algorithms have the 
capability of learning an arbitrary continuous nonlinear function with examples of input 
and output sample pairs and a great potential for identifying nonlinear dynamic systems 
with unknown characteristics. A fuzzy system is composed of fuzzification of input, 
reasoning (or inference) by fuzzy rules, and defuzzification of fuzzy output. In general, 
there are some difficulties in fnding suitable fuzzification and defuzzification methods 
and fuzzy rules. Formation of fuzzy rules with complex input-output relationships can be 
replaced by building neural networks with input and output sample pairs. A neuro-fuzzy 
identifier is proposed to have a cascaded structure of fuzzification, neural network, and 
defuzzification and additionally is shown to be able to compensate for fuzzification and 
defuzzification error of fuzzy logic. Computer simulation shows" that neuro-fuzzy identi- 
fication is very effective in modeling the fuzzy system whose fuzzy rules can not be 
obtained easily. 
KEYWORDS:  Neuro-fuzzy identifier, multilayer neural network, generaliza- 
tion, fuzzification and defuzzification error 
1. INTRODUCTION 
In o rder  to design a system processor  for g iven tasks, we need  a system 
mode l  that  can be handled.  Art i f ic ia l  neura l  networks  and fuzzy logic that 
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simulate the function of our human brains are very useful for modeling the 
real system with complex nonlinear characteristics and uncertain informa- 
tion. 
Much progress has been made to utilize artificial neural network models 
in identifying the highly nonlinear dynamic systems [1-4]. One of the 
results of this topic shows that a two-layer neural network has the 
capability of approximating any continuous function within some bound 
[4]. Fuzzy logic, which is based on possibility theory that allows functions to 
have real values from zero to one, is superior to dichotomic Boolean 
operations in an uncertain situation [5]. And the fuzzy rules can be 
obtained with the help of experts in the field of applications, but it is not 
easy to get the general fuzzy rules from the specific rules. Therefore, we 
may use approximation and generalization capabilities of artificial neural 
networks to design fuzzy rules in this case [1, 6-12]. Recently, many 
methods utilizing learning capability of artificial neural networks have 
been successfully tried for construction of a fuzzy model of the system 
[6-12]. Most of these researchers use a multilayer neural network that 
contains the weight values that represent directly the fuzzy parameters in
fuzzy logic [9-11]. This approach of using neural networks has a limited 
number of degrees of freedom because the number of weights depends on 
a priori knowledge of fuzzy logic, such as the number of clusters of input 
and output data on the universe of discourse and the number of fuzzy 
rules. Thus, well-defined a priori knowledge of the system is required for 
success in learning process of the neuro-fuzzy network. We propose a 
neuro-fuzzy identifier, based on the fuzzy relational equation [13], consists 
of a fuzzification block, a multilayer neural network that has enough 
number of degrees of freedom for finding the fuzzy rules of unknown 
system, and a defuzzification block [6, 7, 12]. 
When fuzzy rules are made, fuzzification and defuzzification processes 
of data are necessary. However, in general, simply fuzzifying and defuzzify- 
ing data may yield different values from the values of the original crisp 
real data. This error is added to identification error of fuzzy rules [7]. In 
this paper, we use approximation and generalization capabilities of neural 
networks and propose a neuro-fuzzy identifier, which can also compensate 
for fuzzification and defuzzification error of fuzzy logic, of nonlinear 
dynamic systems using multilayer neural networks, and error back-propa- 
gation learning algorithm with random input and output sample pairs [6, 7, 
12]. Effectiveness of the proposed method is shown by computer simula- 
tion of some examples. 
We explain approximation and generalization capabilities of neural 
networks and the identification structure using higher order multilayer 
neural networks in section 2, and describe a neuro-fuzzy identifier based 
on the fuzzy relational equation in section 3. A modified neuro-fuzzy 
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identifier is explained in section 4. Computer simulation results and 
discussion are given in sections 5 and 6. 
2. SYSTEM IDENTIFICATION USING NEURAL NETWORKS 
It is shown in [4] that every function can be approximated up to some 
orders of derivatives by a two-layer network with continuous, bounded, and 
nonconstant input-output characteristics of neurons. Moreover, if 0 < e < 
1/8 and m random examples with binary outputs can be loaded on a 
feedforward network with N nodes and W weights where I)(W/~) < m <_ 
O(W/~ log N/e),  then the network will correctly classify a fraction 1 - e 
of the future test examples drawn from the same distribution [14]. Even 
though this result is restricted on binary output of neurons, if the network 
structure is determined from the complexity of data, multilayer neural 
networks are expected to be trained with the order of W/e random input 
and output sample pairs to approximate and identify the system whose 
characteristics are unknown [1, 6, 7]. We use in computer simulation about 
10W examples of input and output sample pairs to show possibility of the 
generalization property of neural networks. 
The identification structure of dynamic systems is shown in Figure 1, 
where the neural network is trained with error back-propagation learning 
algorithm to minimize the error of the neural network output compared 
with the system output. A higher order multilayer neural network has 
additional nonlinear input terms such as square and cubic terms of inputs 
and delayed system outputs and their correlation terms as shown in Figure 
2 [2, 3]. A higher order multilayer neural network that has additional a
priori nonlinearities and thus more degrees of freedom is known to be less 
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Figure 1. Identification structure using a higher order multilayer neural network. 
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Figure 2. Higher order neural network combined with multilayer neural network. 
sensitive to training conditions, uch as learning rates, slopes of a sigmoid 
function, and initial weight values, than the usual multilayer neural net- 
work, and thus provides more accurate and effective pathways to identify 
and control nonlinear dynamic systems [2, 3]. 
3. NEURO-FUZZY IDENTIFICATION OF NONLINEAR DYNAMIC 
SYSTEMS 
When we use fuzzy logic to model a system, we have to design fuzzy 
rules [5]. But, when there eXist complex relationships among fuzzy vari- 
ables, it is very difficult to obtain the fuzzy rules. Considering this we may 
Neuro-fuzzy identifier 
u (k )  . . . . ~  
Figure 3. Neuro-fuzzy identification structure of dynamic systems. 
Neuro-Fuzzy Identification Model 33 
.~. t 
~t' 
X 
4 
CX I 
R,¥ '  ~X' 
. . . . .  / : . ' . ' . -  . . . . .  
7 - \ ' / '  
CX I 
~X'  ~X'  R'X' 
\ 
/ \ \  , X I /" 
")/  ) i  
/ \ ,° 
I '\ l \ 
/ ,' \ 
I ' \ 
/~ ,  Y\ 
CX 3 CX 4 CX ~ 
Figure 4. Fuzzification of crisp data with some reference fuzzy numbers. 
use approximation and generalization capabilities of artifcial neural net- 
works to approximate or design fuzzy rules [1, 6-12]. 
Figure 3 represents the neuro-fuzzy identification structure of dynamic 
systems. A fuzzification process of the discrete time input signal is shown 
in Figure 4. In other words, the fuzzy sets, )(k in equation (1), are 
constructed by fuzzy relational equation (2) that calculates by max-product 
operation the possibilities that the input data as fuzzy singletons 6(x - x k) 
belong to the predefined reference fuzzy numbers in the universe of 
discourse [13], 
~?k = fuzz(xk) = (xl /cx 1, xZ/cx2, ..., x~' /cx M } (1) 
and 
xg = poss(xkL~ ) = max(~.  6(x --Xk)),  
x~X " 
(2) 
where RX' represents the i-th reference fuzzy number, x~, the membership 
function at time k in the i-th reference fuzzy number whose center pointis 
cx ~, and 6(.) a Kronecker delta function. The elements of fuzzy set X k, 
that is x~, x~,-.., and x~, are used as the input of the identification eural 
network. The output y of the system is also fuzzified according to equa- 
tions (1) and (2) with ~ instead of ~ and compared with the output )3 
of the identification neural network. The neural network is trained with 
error back-propagation learning algorithm to minimize the error function, 
E k = ~i (y ik  - 33~)2/2, and find fuzzy rules. Defuzzification is averaging the 
sum of the reference output fuzzy numbers weighted by the fuzzy output of 
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the neural network, as shown in equation (3), 
)3 k = defuzz(I~k) = ~-,cYP-Y~ (3) 
4. A MODIFIED NEURO-FUZZY IDENTIFIER 
To utilize fuzzy logic, we must determine design parameters of fuzzy 
logic such as the membership function shapes, the cluster center points of 
fuzzy numbers, and the number of fuzzy rules [5, 15, 16]. In general, it is 
very difficult to find the proper value of these parameters for desired 
performance. Even though the cluster center points of fuzzy numbers and 
the membership function shapes are well determined, simply fuzzified and 
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Figure 5. Fuzzification and defuzzification processes and comparison of fuzzified 
and defuzzified values and original crisp values of data for output y equal to input 
x. (A) fuzzification and defuzzification processes, (B) comparison of values in (A); 
(C) fuzzification process, neural network, and defuzzification process; (D) compari- 
son of values in (C). 
Neuro-Fuzzy Identification Model 35 
Fuzzifier ~-~ 
~D "t73 
E 
-1 
# 
-2 
0 
(c) 
= x " modified, ne}uo-fuzzv identifier 
I ! 
50 100 
time 
(d) 
Figure 5. Continued. 
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Figure 6. Fuzzification of crisp data using reference fuzzy numbers with triangular 
membership functions. 
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defuzzified values may be different values from the values of original crisp 
real data [7]. 
Figure 5A and 5B show the difference between fuzzified and defuzzified 
value and original crisp value of data with gaussian membership functions 
in Figure 4 and center of gravity method in equation (3), where solid lines 
represent the input x and dashed lines the fuzzified and defuzzified output 
value y. Fuzzification and defuzzification error can be compensated with 
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Figure 7. Fuzzification and defuzzification processes and comparison of fuzzified 
and defuzzified values and original crisp values of data for output y equal to input 
x, when triangular membership functions are used. (A) fuzzification and defuzzifi- 
cation processes; (B) comparison of values in (A). 
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Figure 8. Modified neuro-fuzzy identifier. 
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neural networks operating in between fuzzification and defuzzification 
processes. In Figure 5C, neural networks are trained to minimize fuzzifica- 
tion and defuzzification error by back-propagating the error through 
defuzzifier [7]. Figure 5D shows the result of compensated error in Figure 
5B by neural network. When we use triangular membership functions as 
shown in Figure 6, there is no difference between fuzzified and defuzzified 
value and original crisp value of data with center of gravity method in 
equation (3) as a defuzzification process. However, when output cluster 
center values are different from input cluster center values, simple fuzzifi- 
cation and defuzzification processes with triangular membership functions 
also yield error as shown in Figure 7A. In this case, neural networks can be 
used for compensation of this fuzzification and defuzzification error as in 
Figure 5C, and the result is shown in Figure 7B. 
Figure 8 shows the modifed neuro-fuzzy identifier for compensation of
general fuzzification and defuzzification error in the output of the neuro- 
fuzzy identifier of Figure 3. The output of the modified neuro-fuzzy 
identifier is given as the defuzzification equation (3)where cy p represents 
the center point of the p-th output fuzzy number in Figure 4 and behaves 
as the fixed weight of the additional ayer in the defuzzification block of 
Figure 8 during the learning process of the identifier. The output of the 
neural network becomes a set of virtual membership values in fuzzy 
numbers in this case [7]. 
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Figure 9. Simulation results of the higher order multilayer neural identifier. (A) in 
case of model 1; (B) in case of model 2; (C) in case of model 3. 
Table 1. Comparison of Root-mean-squared Test Errors of the 
Higher Order Multi layer Neural Identifier, the Neuro-fuzzy 
Identifier, and the Modified Neuro-fuzzy Identif ier 
Identifiers Model 1 Model 2 Model 3 
Higher order multilayer neural identifier 5.1 x 10 -4 1.4 X 10 -3 1.8 x 10 -3 
Neuro-fuzzyidentifier 1.1 x 10 -3 3.4 x 10 -3 3.9 x 10 -3 
Modified neuro-fuzzy identifier 6.8 x 10 -4 1.3 x 10 -3 9.1 x 10 -4 
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500 
For construction of a fuzzy model represented by linguistic implication 
fuzzy rules, the learning algorithm can be modified with the modified error 
function that has additional term for the measure of convexity of output 
membership values, and thus linguistic fuzzy rules can be extracted [12]. 
5. SIMULATION 
We consider the following three examples of nonlinear dynamic systems 
[2, 3, 6, 7, 12], 
yp(k) 
Model 1: yp(k + 1) 1 + y2(k) + u(k), 
yp(k) 
Model 2: yp(k + 1) 1 + yZp(k) + u3(k)' 
u(k)yp(k) 
Model 3: yp(k + 1) 1 + y2(k) + u3(k) 
These models have two inputs, that is, the external input u(k) and the 
delayed system output y(k). Model 1 has nonlinear characteristics in the 
delayed system output, and model 2 has the nonlinearities both in the 
system output and in the input but these terms are combined linearly. On 
the other hand, model 3 has both nonlinearities that are combined in a 
nonlinear way. 
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As mentioned on the generalization property of neural network, about 
10W learning data were sufficient for identification of the system. Learn- 
ing for identification is performed with 4,000 random data for higher order 
multilayer neural identifiers and 7,000 random data for both neuro-fuzzy 
identifiers and modified neuro-fuzzy identifiers. Learning data are bounded 
by [-1.65, 1.65], and identifiers are tested with the input signal, 
sin(2~'k/250). Neural network models have two hidden layers. Input and 
hidden layers have additional neurons for adaptive thresholds. For neuro- 
fuzzy identifiers, we use gaussian functions with mean values of -1.5, 
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Figure 10. Simulation results of the neuro-fuzzy identifier. (A) in case of model 1; 
(B) in case of model 2; (C) in case of model 3. 
Neuro-Fuzzy Identification Model 41 
~.) 
° ~  
t:m 
E 
2 
-1 
-2 
0 
model 3 • neuro-fuzzy identifier 
time 
(c) 
Figure 10. Continued. 
iO0 
-0.75, 0, 0.75, 1.5 and variance 0.2 as reference input fuzzy numbers and 
gaussian functions with mean values of - 2, - 1, 0, 1, 2 and variance 0.35 as 
reference output fuzzy numbers in Figure 4. In case of the modified 
neuro-fuzzy identifier, mean values of output fuzzy numbers are used as 
fixed weight values of the additional layer in the defuzzification block of 
Figure 8 and output fuzzy membership values are produced by neural 
network. 
First, we compare the neuro-fuzzy identifier in Figure 3 with the higher 
order multilayer neural identifier in Figure 1, where higher order multi- 
layer neural networks have linear and quadratic input terms as well, i.e., 
u(k), y(k), u(k)y(k), uZ(k) ,  and yZ(k) as inputs. The root-mean-squared 
errors of models 1, 2, and 3 are shown in Table 1. Figure 9 shows the 
simulation results of the higher order multilayer neural identifier, and 
Figure 10 shows the simulation results of the neuro-fuzzy identifier. Solid 
lines represent the real system outputs and dashed lines the outputs of the 
identifiers. The neuro-fuzzy identifier shows a little worse performance 
than the higher order multilayer neural identifier. 
We did simulation of the modified neuro-fuzzy identifier that can 
compensate for the difference between the value of original crisp real data 
and the value of fuzzified and defuzzified ata. The root-mean-squared 
errors of models 1, 2, and 3 are also shown in Table 1. Figure 11 shows the 
simulation results of the modified neuro-fuzzy identifier. Solid lines repre- 
sent real system outputs and dashed lines identifier outputs. The modified 
neuro-fuzzy identifier is shown to have better performance than the 
previous neuro-fuzzy identifier, and have performance as good as or even 
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Figure 11. Simulation results of the modified neuro-fuzzy identifier. (A) in case of 
model 1; (B) in case of model 2; (C) in case of model 3. 
better than a higher order multilayer neural identifier by reducing fuzzifi- 
cation and defuzzification error without much increase of complexity of 
the network structure and the learning method. 
6. DISCUSSION 
The higher order multilayer neural network identifies a system very 
accurately with the order of 10W learning data where W is the total 
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number of weights in the neural network, and the neuro-fuzzy identifier 
also gives accurate results with the same order of learning data even when 
fuzzy rules are not easy to obtain. Moreover, the modified neuro-fuzzy 
identifier gives very accurate identification results of fuzzy systems with 
capability of compensation for error in fuzzification and defuzzification 
processes. A neuro-fuzzy control algorithm, which maintains stability, 
using a neuro-fuzzy identifier is shown in [12]. It is shown to be able to 
control the inverted pendulum system and can control any other nonlinear 
system [12]. A suitable process of fuzzification and defuzzification and 
performance in the noisy environment are under investigation. 
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