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Asymptotically Optimal Pointwise and Minimax Changepoint
Detection for General Stochastic Models With a Composite
Post-Change Hypothesis
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Abstract
A weighted Shiryaev-Roberts change detection procedure is shown to approximately
minimize the expected delay to detection as well as higher moments of the detection delay
among all change-point detection procedures with the given low maximal local probability
of a false alarm within a window of a fixed length in pointwise and minimax settings for
general non-i.i.d. data models and for the composite post-change hypothesis when the post-
change parameter is unknown. We establish very general conditions for the models under
which the weighted Shiryaev–Roberts procedure is asymptotically optimal. These conditions
are formulated in terms of the rate of convergence in the strong law of large numbers for
the log-likelihood ratios between the “change” and “no-change” hypotheses, and we also
provide sufficient conditions for a large class of ergodic Markov processes. Examples related
to multivariate Markov models where these conditions hold are given.
Keywords : Asymptotic optimality; change-point detection; composite post-change hy-
pothesis; quickest detection; weighted Shiryaev–Roberts procedure.
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1 Introduction and basic notation
A substantial part of the development of quickest (sequential) change-point detection has been
directed towards establishing optimality and asymptotic optimality of certain detection pro-
cedures such as CUSUM, Shiryaev, Shiryaev–Roberts, EWMA and their mutual comparison
in various settings (Bayesian, minimax, etc.). See, e.g., [1, 2, 4, 7, 8, 10–12, 14–26]. The
present article is concerned with the problem of minimizing the moments of the detection delay,
Rrν,θ(τ) = Eν,θ [(τ − ν)
r | τ > ν], in pointwise (i.e., for all change points ν) and minimax (i.e., for
a worst change point) settings among all procedures for which the probability of a false alarm
P∞(k 6 τ < k +m|τ > k) is fixed and small. Hereafter τ is a detection procedure (stopping
time) and ν is a point of change.
To be more specific, observations X1,X2, . . . are random variables on a probability space
(Ω,F), which may change statistical properties at an unknown point in time ν ∈ {0, 1, 2, . . . }.
For a fixed change point ν = k and a parameter θ ∈ Θ, there is a measure Pk,θ on this space,
which in the case of no change (ν =∞) will be denoted by P∞. We use the convention that Xν
is the last pre-change observation. Write Xn = (X1, . . . ,Xn) for the concatenation of the first
n observations. Joint probability densities of Xn are taken with respect to a σ-finite measure
and denoted by pk,θ(X
n) = p(Xn|ν = k, θ) when the change point ν = k is fixed and finite
∗Laboratoire de Mathe´matiques Raphae¨l Salem, UMR 6085 CNRS-Universite´ de Rouen Normandie, France
and National Research Tomsk State University, International Laboratory of Statistics of Stochastic Processes
and Quantitative Finance, Tomsk, Russia e-mail: Serge.Pergamenchtchikov@univ-rouen.fr
†Space Informatics Laboratory, Moscow Institute of Physics and Technology, Moscow, Russia and AGT Stat-
Consult, Los Angeles, California, USA e-mail: agt@phystech.edu
1
(i.e., joint post-change density) and p∞(X
n) = p(Xn|ν = ∞) stands for the pre-change joint
density (when the change never occurs). Let {f0,n(Xn|X
n−1)}n>1 and {fθ,n(Xn|X
n−1)}n>1 be
two sequences of conditional densities of Xn given X
n−1 with respect to some non-degenerate
σ-finite measure. We are interested in the general non-i.i.d. case that
pν(X
n) = p∞(X
n) =
n∏
i=1
f0,i(Xi|X
i−1
1 ) for ν > n,
pν,θ(X
n) =
ν∏
i=1
f0,i(Xi|X
i−1)×
n∏
i=ν+1
fθ,i(Xi|X
i−1) for ν < n.
(1.1)
In other words, {f0,n(Xn|X
n−1)}n>1 and {fθ,n(Xn|X
n−1)}n>1 are the conditional pre-change
and post-change densities, respectively, so that if the change occurs at time ν = k, then the con-
ditional density of the (k+1)-th observation changes from f0,k+1(Xk+1|X
k) to fθ,k+1(Xk+1|X
k).
Note that the post-change densities may depend on the change point ν, i.e., fθ,n(Xn|X
n−1) =
f
(ν)
θ,n(Xn|X
n−1) for n > ν. We omit the superscript ν for brevity.
In many applications the pre-change distribution is known but the parameter θ of the post-
change distribution is unknown. In this case, the post-change hypothesis “Hϑk : ν = k, θ = ϑ”,
ϑ ∈ Θ is composite.
Let Ek,θ denote the expectation under Pk,θ when ν = k < ∞, and let E∞ denote the same
when there is no change, i.e., ν = ∞. Obviously, the general non-i.i.d. model given by (1.1)
implies that under the measure P∞ the conditional density of Xn given X
n−1 is f0,n(Xn|X
n−1)
for all n > 1 and under Pk,θ, for any 0 6 k <∞, the conditional density of Xn is f0,n(Xn|X
n−1)
if n 6 k and is fθ,n(Xn|X
n−1) if n > k.
A sequential detection procedure is a stopping (Markov) time τ for an observed sequence
{Xn}n>1, i.e., τ is an extended integer-valued random variable, such that the event {τ 6 n}
belongs to the σ-algebra Fn = σ(X1, . . . ,Xn). We denote by M the set of all stopping times.
A false alarm is raised whenever the detection is declared before the change occurs, i.e., when
τ 6 ν. (Recall that Xν+1 is the first post-change observation.) The goal of the quickest change-
point detection problem is to develop a detection procedure that guarantees a stochastically
small delay to detection τ − ν provided that there is no false alarm (i.e., τ > ν) under a given
(typically low) risk of false alarms.
The present paper extends the results of [16] to the case of the composite post-change
hypothesis when the parameter θ is unknown. Specifically, we show that the mixture version
of the Shiryaev–Roberts procedure (referred in this paper to as the weighted SR procedure)
is asymptotically optimal in the class of procedures with the prescribed maximal conditional
probability of false alarm when it is small, minimizing moments of the detection delay pointwise
(for all change points) as well as in a minimax sense (for the worst change point). An important
feature of the weighted SR procedure is applicability of a simple upper bound on the probability
of false alarm, which is particularly useful in a general non-i.i.d. case (1.1).
The rest of the paper is organized as follows. In Section 2, we specify the weighted (mixture)
Shiryaev–Roberts (WSR) procedure and formulate the asymptotic optimization problem of
interest. In Section 3, we consider the Bayesian version of the problem in the class of procedures
with the given weighted probability of false alarm. Based on the recent results of [23] we establish
asymptotic pointwise and minimax properties of the WSR procedure. These results allow us to
establish main theoretical results in Section 4 regarding asymptotic optimality in the class of
procedures with the local false alarm probability constraint (in a fixed window). In Section 5,
we find certain sufficient conditions for asymptotic optimality for the class of ergodic Markov
processes. In Section 6, we provide examples of detection changes in multivariate Markov
models.
2
2 Problem formulation and the detection procedure
In this paper, we consider the Weighted Shiryaev–Roberts (WSR) detection procedure (or mix-
ture SR) given by the stopping time
TA = inf
{
n > 1 :
n∑
k=1
Λkn(W ) > A
}
, (2.1)
where A > 0 is a threshold controlling for the false alarm risk and Λkn(W ) is the weighted
(average) LR defined as
Λkn(W ) =
∫
Θ
n∏
i=k+1
fθ,i(Xi|X
i−1)
f0,i(Xi|Xi−1
dW(θ). (2.2)
HereW (θ) is a weight function, which without loss of generality will be assumed to be integrable
to 1: ∫
Θ
dW(θ) = 1.
In what follows, we assume that W (θ) is quite arbitrary satisfying the condition
(CW ) For any δ > 0, the measure W (u) is positive on {u ∈ Θ : |u− θ| < δ} for any θ ∈ Θ,
i.e., W{u ∈ Θ : |u− θ| < δ} > 0.
This condition means that we do not consider parameter values of θ from Θ of the measure
null.
Write
RWn =
n∑
k=1
Λkn(W ) ≡
∫
Θ
Rn(θ) dW (θ), n > 1, R
W
0 = 0 (2.3)
for the weighted SR statistic, where
Rn(θ) =
n∑
k=1
n∏
i=k
fθ,i(Xi|X
i−1
1 )
f0,i(Xi|X
i−1
1 )
(2.4)
is the SR statistic tuned to θ ∈ Θ. Then the stopping time (2.1) is
Ta = inf
{
n > 1 : logRWn > a
}
, a = logA. (2.5)
In definitions of stopping times we always set inf{∅} = +∞.
Our goal is to show that the WSR detection procedure Ta is first-order asymptotically
optimal in two problems (pointwise and minimax) described below.
For any 0 < β < 1, m∗ > 1, and k∗ > m∗, introduce the following class of change detection
procedures that upper-bounds the local conditional probability of false alarm (LCPFA) P∞(τ <
k +m|τ > k) = P∞(k 6 τ < k +m|τ > k) in the time interval [k, k +m− 1] of the length m:
H(β, k∗,m∗) =
{
τ ∈ M : sup
16k6k∗−m∗
P∞(τ < k +m
∗|τ > k) 6 β
}
, (2.6)
where M is a class of all Markov times.
For r > 1 and θ ∈ Θ, we consider the risk associated with the conditional r-th moment of
the detection delay
Rrν,θ(τ) = Eν,θ [(τ − ν)
r | τ > ν] (2.7)
and the following two optimization problems: the pointwise minimization, i.e.,
inf
τ∈H(β,k∗,m∗)
Rrν,θ(τ) for every ν > 0 and θ ∈ Θ (2.8)
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and the minimax optimization, i.e.,
inf
τ∈H(β,k∗,m∗)
sup
06ν<∞
Rrν,θ(τ) for every θ ∈ Θ. (2.9)
The parameters k∗ and m∗ will be specified later.
In addition, we consider a Bayesian-type problem of minimizing the risk (2.7) in a class of
procedures with the given weighted probability of false alarm. This problem is formulated and
solved in the next section. It is necessary for obtaining main optimality results in Section 4.
3 Asymptotic optimality under weighted PFA constraint
3.1 The non-i.i.d. case
In order to solve asymptotic optimization problems (2.8) and (2.9) it is constructive to consider
a Bayesian-type class of change detection procedures that upper-bounds a weighted probability
of false alarm
PFA(τ) =
∞∑
k=0
Pk,θ(τ 6 k)P(ν = k) =
∞∑
k=0
P∞(τ 6 k)P(ν = k),
assuming that the change point ν is a random variable independent of the observations with
prior distribution P(ν = k), k = 0, 1, 2, . . . , and the optimization problems
inf
{τ :PFA(τ)6α}
Rrk,θ(τ) for all k > 0 and θ ∈ Θ, (3.1)
and
inf
{τ :PFA(τ)6α}
sup
k>0
Rrk,θ(τ) for all θ ∈ Θ (3.2)
where 0 < α < 1 is a prespecified (usually relatively small) number.
In what follows, for our purposes it suffices to assume that the prior probability distribution
P(ν = k) of the change point ν is geometric with the parameter 0 < ̺ < 1, i.e.,
P(ν = k) = πk(̺) = ̺ (1− ̺)
k , k = 0, 1, 2, . . . , (3.3)
so that PFA(τ) =
∑∞
k=0 ̺ (1− ̺)
k
P∞(τ 6 k).
Now, for some fixed 0 < ̺,α < 1, define the following Bayesian class of change-point
detection procedures with the weighted PFA not greater that the given number α:
∆(α, ̺) = {τ ∈ M : PFA(τ) 6 α} . (3.4)
For a fixed θ ∈ Θ, introduce the log-likelihood ratio (LLR) process {Zkn(θ)}n>k+1 between
the hypotheses Hθk (k = 0, 1, . . . ) and H∞:
Zkn(θ) =
n∑
j=k+1
log
fθ,j(Xj |X
j−1)
f0,j(Xj |Xj−1)
. (3.5)
Assume that there is a positive and finite number Iθ such that the normalized LLR n
−1Zkn+k(θ)
converges to Iθ r-completely, i.e.,
∞∑
n=1
nr−1Pk,θ
{∣∣∣n−1Zkn+k(θ)− Iθ∣∣∣ > ε} <∞ for all ε > 0. (3.6)
Then it follows from [22] that in the Bayesian setting, when one wants to minimize the r-th
moment of the delay to detection (3.1) and when the parameter θ is known, the asymptotically
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(as α→ 0 and ̺ = ̺α → 0) optimal detection procedure in class (3.4) is the Shiryaev–Roberts
detection procedure that raises an alarm at the first time such that the SR statistic Rn(θ) exceeds
threshold (1− ̺)/̺α. This result was extended by [23] to the case where θ is unknown. Below
we will use the results obtained in [23] to show that the WSR procedure (2.5) is asymptotically
optimal in problems (3.1) and (3.2) under condition (3.6) and some other conditions.
The following condition is sufficient for obtaining the lower bounds for all positive moments
of the detection delay in class ∆(α) = ∆(α, ̺α):
(A1) Assume that there exists a positive and finite number Iθ > 0 such that for any k > 0 and
ε > 0
lim
N→∞
Pk,θ
{
1
N
max
16n6N
Zkk+n(θ) > (1 + ε)Iθ
}
= 0 for all θ ∈ Θ. (3.7)
Indeed, by Lemma 1 in [23], we have that if condition (A1) is satisfied then for every ν > 0,
θ ∈ Θ, and r > 1
lim inf
α→0
1
| log α|r
inf
τ∈∆(α)
sup
ν>0
Rrν,θ(τ) > lim inf
α→0
1
| log α|r
inf
τ∈∆(α)
Rrν,θ(τ) >
1
Irθ
. (3.8)
Note that condition (A1) holds whenever Z
k
n(θ)/(n−k) converges almost surely to Iθ under
Pk,θ:
1
n
Zkk+n(θ)
Pk,θ−a.s.
−−−−−−→
n→∞
Iθ for all θ ∈ Θ. (3.9)
This is always true for i.i.d. data models with
Iθ = E0,θ[Z
1
0 (θ)] =
∫
log
[
fθ(x)
f0(x)
]
fθ(x)dµ(x)
being the Kullback–Leibler information number.
The first question we ask is how to select the threshold in the WSR procedure to imbed it
into class ∆(α, ρ). The following lemma answers this question.
Lemma 3.1. For all a > 0 and any prior distribution of ν with finite mean ν¯ =
∑∞
j=1 jP(ν = j),
the PFA of the WSR procedure Ta given by (2.5) satisfies the inequality
PFA(Ta) 6 ν¯e
−a,
so that if
a = aα = log (ν¯/α)
then PFA(Taα) 6 α. Therefore, if the prior distribution of the change point is geometric, then
Taα ∈ ∆(α, ̺) for any 0 < α, ̺ < 1 if aα = log[(1− ̺)/̺α].
Proof. Note that under P∞ the WSR statistic R
W
n is a submartingale with mean E∞[R
W
n ] = n.
Thus, by Doob’s submartingale inequality, for j = 1, 2, . . .
P∞(Ta 6 j) = P∞
(
max
16i6j
RWi > e
a
)
6 j e−a (3.10)
and P∞(Ta 6 0) = 0. Hence, for any prior distribution (not necessarily geometric)
PFA(Ta) =
∞∑
j=1
P(ν = j)P∞(Ta 6 j) 6 ν¯e
−a. (3.11)
Therefore, assuming that ν¯ <∞, we obtain that setting a = aα = log(ν¯/α) implies PFA(Taα) 6
α. If particularly, the prior distribution is geometric, then Taα ∈ ∆(α, ̺) for any 0 < α, ̺ < 1
when aα = log[(1− ̺)/̺α].
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In order to study asymptotic approximations to risks of the WSR procedure and for estab-
lishing its asymptotic optimality, we impose the following left-tail condition:
(A2(r)) There exists a positive continuous Θ→ R function I(θ) = Iθ such that for every θ ∈ Θ,
for any ε > 0, and for some r > 1
Υr(ε, θ) := lim
δ→0
∞∑
n=1
nr−1 sup
ν>0
Pν,θ
(
1
n
inf
|u−θ|<δ
Zνν+n(u) < Iθ − ε
)
<∞. (3.12)
To check this condition it is sufficient to check the following condition:
(A∗2(r)) There exists a positive continuous Θ→ R function I(θ) such that for every compact set
K ⊆ Θ, for any ε > 0, and for some r > 1
Υ∗r(ε,K) := sup
θ∈K
Υr(ε, θ) <∞ . (3.13)
In what follows, we assume that the parameter ̺ is a function of α such that
lim
α→0
̺α = 0 and lim
α→0
| log ̺α|
| log α|
= 0. (3.14)
Moreover, let k∗ be a function of α such that
lim
α→0
k∗α =∞ and lim
α→0
(| log α|+ k∗α log(1− ̺α)) = +∞. (3.15)
Note that if in the WSR procedure defined in (2.3)–(2.5) threshold a = a(α, ̺α) is selected as
aα = (1− ̺α)/(̺αα), where ̺α satisfies condition (3.14), then aα ∼ | log α| and, by Lemma 3.1
, PFA(Taα) 6 α, i.e., this choice of the threshold guarantees that Taα ∈ ∆(α, ̺α) = ∆(α) for
every 0 < α < 1.
The following theorem establishes first-order asymptotic optimality of the WSR procedure
in class ∆(α, ̺α) = ∆(α).
Theorem 3.2. Assume that right-tail and left-tail conditions (A1) and (A2) hold for some
0 < Iθ < ∞, the parameter 0 < ̺ = ̺α < 1 of the geometric prior distribution satisfies
conditions (3.14), and conditions (3.15) hold for k∗ = k∗α.
(i) Then, for all θ ∈ Θ as a→∞,
Rrν,θ(Ta) ∼
(
a
Iθ
)r
for all fixed ν > 0. (3.16)
(ii) If a = aα is so selected that PFA(Taα) 6 α and log aα ∼ | log α| as α → 0, in particular
aα = log[(1− ̺α)/̺αα], then, for all θ ∈ Θ as α→ 0,
inf
τ∈∆(α)
Rrν,θ(τ) ∼
(
| log α|
Iθ
)r
∼ Rrν,θ(Tα) for all fixed ν > 0 (3.17)
and
inf
τ∈∆(α)
max
06ν6k∗α
Rrθ,ν(τ) ∼
(
| log α|
Iθ
)r
∼ max
06ν6k∗α
Rrθ,ν(Tα). (3.18)
Thus, the WSR procedure Taα is first-order asymptotically uniformly pointwise optimal and
minimax in class ∆(α, ̺α) = ∆(α) with respect to the moments of the detection delay up to
order r.
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Proof. Assertion (i) follows from Theorem 3 in [23] and asymptotic approximations (3.17) in
(ii) from Theorem 4 in [23].
It remains to prove asymptotic approximations (3.18). Using inequality (3.10) we obtain
that for any 0 6 ν 6 k∗α,
Pν,θ (Tα > ν) = P∞ (Tα > ν) > P∞ (Tα > k
∗
α) > 1− α(1− ̺α)
−k∗α . (3.19)
Since under conditions (3.14) and (3.15) α(1− ̺α)
−k∗α → 0 it follows that P∞ (Tα > ν)→ 1 as
α→ 0 for all 0 6 ν 6 k∗α and since R
r
ν,θ(Tα) = Eν,θ[(Tα − ν)
+]r/P∞ (Tα > ν), inequality (3.17)
implies (3.18) for k∗ = k∗α satisfying conditions (3.15). This completes the proof.
Remark 3.1. While for the sake of simplicity we consider the geometric prior distribution with
the small parameter ̺α, all the asymptotic results hold true for an arbitrary prior distribution
παk such that the mean value of the change point E[ν] =
∑∞
k=1 kπ
α
k approaches infinity as α→ 0,
assuming that conditions (3.14) and (3.15) hold with ̺α replaced by (
∑∞
k=1 kπ
α
k )
−1. See [23].
It is also interesting to ask whether the WSR procedure is asymptotically optimal with
respect to the following double minimax criterion:
sup
θ∈Θ
max
06ν6k∗α
IrθR
r
ν,θ(τ) −→ minimum over τ ∈ ∆(α).
The following theorem gives an affirmative answer for compact subsets Θ1 ⊂ Θ.
Theorem 3.3. Assume that the right-tail condition (A1) is satisfied for some 0 < Iθ <∞, the
parameter 0 < ̺ = ̺α < 1 of the geometric prior distribution satisfies conditions (3.14), and
conditions (3.15) hold for k∗ = k∗α. Assume further that for any ε > 0 there exists δ = δε > 0
such that W (Γδ) > 0, where Γδ = {ϑ ∈ Θ : |ϑ − θ| < δ}, and for every ε > 0 and some r > 1
sup
θ∈Θ1
Υr(ε, θ) <∞ and inf
θ∈Θ1
Iθ > 0, (3.20)
where Θ1 is compact. If a = aα is so selected that PFA(Taα) 6 α and log aα ∼ | log α| as α→ 0,
in particular aα = log[(1− ̺α)/̺αα], then, as α→ 0,
inf
τ∈∆(α)
sup
θ∈Θ1
max
06ν6k∗α
IrθR
r
ν,θ(τ) ∼ | log α|
r ∼ sup
θ∈Θ1
max
06ν6k∗α
IrθR
r
ν,θ(Taα). (3.21)
Proof. Using inequalities (3.8), we obtain that under condition (A1) the following asymptotic
lower bound holds:
inf
τ∈∆(α)
sup
θ∈Θ1
IrθR
r
ν,θ(τ) > | log α|
r(1 + o(1)) as α→ 0. (3.22)
To prove the theorem it suffices to show that the right-hand side in (3.22) is attained for
the risk supθ∈Θ1 max06ν6k∗α I
r
θR
r
ν,θ(Taα) of the WSR procedure. Using inequality (A.25) in [23],
we obtain that for an arbitrary 0 < ε < Iθ
sup
θ∈Θ1
Irθ sup
ν>0
Eν,θ
[
(Ta − ν)
+
]r
6 sup
θ∈Θ1
Irθ
(
1 +
a
Iθ − ε
)r
+ r2r−1 sup
θ∈Θ1
Irθ Υr(ε, θ).
By condition (3.20), the second term on the right side is finite, which immediately implies that
sup
θ∈Θ1
Irθ sup
ν>0
Eν,θ
[
(Ta − ν)
+
]r
6 ar(1 + o(1)) as a→∞.
Next, using inequality (3.19), we obtain
Rrν,θ(Taα) =
Eν,θ[(Taα − ν)
+]r
P∞ (Tα > ν)
6
Eν,θ[(Taα − ν)
+]r
1− α(1− ̺α)−k
∗
α
,
which along with the previous inequality and the fact that aα ∼ | log α| yields the upper bound
sup
θ∈Θ1
max
06ν6k∗α
IrθR
r
ν,θ(Taα) 6 | log α|
r(1 + o(1)) as α→ 0
and the proof is complete.
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3.2 The case of LLR with independent increments
We now show that condition (A2) can be substantially relaxed in the case where observations are
independent, but not necessarily identically distributed, i.e., fθ,i(Xi|X
i−1) = fθ,i(Xi) in (1.1).
More generally, we may assume that the increments ∆Zi(θ) of the LLR Z
k
n(θ) =
∑n
i=k+1∆Zi(θ)
are independent, which is always the case if the observations are independent. This slight
generalization is important for certain examples with dependent observations that lead to the
LLR with independent increments.
Theorem 3.4. Assume that the LLR process {Zkk+n(θ}n>1 has independent, not necessarily
identically distributed increments under Pk,θ, k > 0. Suppose that condition (3.7) holds and the
following condition is satisfied: for any ε > 0 there exists δ = δε > 0 such that W (Γδ) > 0,
where Γδ = {ϑ ∈ Θ : |ϑ− θ| < δ}, and for all ℓ > ν and all ν > 0
lim
n→∞
Pν,θ
(
1
n
∫
Γδ
Zℓℓ+n(ϑ) dW (ϑ) < Iθ − ε
)
= 0. (3.23)
If parameter ρ = ρα of the geometric prior distribution goes to zero as α → 0 at rate defined
in (3.14), then relations (3.17) and (3.18) hold for all r > 0, i.e., the WSR procedure is
asymptotically optimal with respect to all positive moments of the detection delay.
Proof. (i) Let N = N(a, ε, θ) = 1 + ⌊a/(Iθ − ε)⌋. Hereafter ⌊x⌋ denotes the integer number
less than or equal to x. We begin with showing that the asymptotic upper bound
Rrν,θ(Ta) 6
(
a
Iθ
)r
(1 + o(1)) as a→∞ (3.24)
holds for all r > 1 under condition (3.23). To this end, note that we have the following chain
of equalities and inequalities:
Eν,θ
[
(Ta − ν)
+
]r
=
∞∑
ℓ=0
∫ (ℓ+1)N
ℓN
rtr−1Pν,θ(Ta − k > t) dt
6 N r +
∞∑
ℓ=1
∫ (ℓ+1)N
ℓN
rtr−1Pν,θ(Ta − k > t) dt
6 N r +
∞∑
ℓ=1
∫ (ℓ+1)N
ℓN
rtr−1Pν,θ(Ta − k > ℓN) dt
= N r
(
1 +
∞∑
ℓ=1
[(ℓ+ 1)r − ℓr]Pν,θ(Ta − k > ℓN)
)
6 N r
(
1 +
∞∑
ℓ=1
r(ℓ+ 1)r−1Pν,θ(Ta − k > ℓN)
)
6 N r
(
1 + r2r−1
∞∑
ℓ=1
ℓr−1Pν,θ(Ta − k > ℓN)
)
. (3.25)
Consider the intervals (cycles) of the length N and let Kn(ν,N) = Kn = ν + nN and
λ
ν+(n−1)N
ν+nN (W ) :=
1
W (Γδ)
∫
Γδ
Z
ν+(n−1)N
ν+nN (ϑ) dW (ϑ) =
1
W (Γδ)
Kn∑
i=Kn−1
∫
Γδ
∆Zi(ϑ) dW (ϑ).
Since for any n > 1
logRWν+nN > log Λ
ν+(n−1)N
ν+nN (W ),
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we obtain
Pν,θ (Ta − ν > ℓN) = Pν,θ
(
logRWn < a for n = 1, . . . , ν + ℓN
)
6 Pν,θ
(
logRWν+nN < a for n = 1, . . . , ℓ
)
6 Pν,θ
(
log Λ
Kn−1
Kn
(W ) < a for n = 1, . . . , ℓ
)
6 Pν,θ
(
λ
Kn−1
Kn
(W ) < a+ | logW (Γδ)| for n = 1, . . . , ℓ
)
,
where we used the fact that, by Jensen’s inequality,
Pν,θ
(
Λ
Kn−1
Kn
(W ) < ea
)
6 Pν,θ
(
1
W (Γδ)
∫
Γδ
exp
{
Z
ν+(n−1)N
ν+nN (ϑ)dW (ϑ)
}
<
1
W (Γδ)
ea
)
6 Pν,θ
(
exp
{
1
W (Γδ)
∫
Γδ
Z
ν+(n−1)N
ν+nN (ϑ)dW (ϑ)
}
<
1
W (Γδ)
ea
)
= Pν,θ
(
λ
Kn−1
Kn
(W ) < a+ | logW (Γδ)|
)
.
Since the increments of the LLR are independent, the random variables λ
Kn−1
Kn
(W ), n = 1, . . . , ℓ,
are independent, and hence,
Pν,θ (Ta − ν > ℓN) 6 Pν,θ
(
λ
Kn−1
Kn
(W ) < a+ | logW (Γδ)| for n = 1, . . . , ℓ
)
=
ℓ∏
n=1
Pν,θ
(
λ
Kn−1
Kn
(W ) < a+ | logW (Γδ)|
)
6
ℓ∏
n=1
Pν,θ
(
1
N
λ
Kn−1
Kn
(W ) < Iθ − ε+ | logW (Γδ)|/N
)
6
ℓ∏
n=1
Pν,θ
(
1
NW (Γδ)
∫
Γδ
Z
Kn−1
Kn
(ϑ) dW (ϑ) < Iθ − ε1
)
for N > | logW (Γδ)|/ε and ε1 > 0,
By condition (3.23), for a sufficiently large a there exists a small δa such that
Pν,θ
(
1
NW (Γδ)
∫
Γδ
Z
Kn−1
Kn
(ϑ) dW (ϑ) < Iθ − ε1
)
6 δa, n > 1.
Therefore, for any ℓ > 1,
Pν,θ (Ta − ν > ℓN) 6 δ
ℓ
a.
Combining this inequality with (3.25) and using the fact that Lr,a =
∑∞
ℓ=1 ℓ
r−1δℓa → 0 as a→∞
for any r > 0, we obtain
Rrν,θ(Taα) =
Eν,θ [(Taα − ν)
+]
r
P∞(Ta > ν)
6
(
1 + log aIθ−ε
)r
+ r2r−1 Lr,a
1− νe−a
=
(
a
Iθ − ε
)r
(1 + o(1)) as a→∞. (3.26)
Since ε ∈ (0, Iθ) is an arbitrary number, this implies the upper bound (3.24).
Setting aα = log[(1 − ̺α)/̺αα] or more generally aα ∼ | log α| in (3.26) yields the upper
bound (for all r > 1, all ν > 0, and all θ ∈ Θ)
Rrν,θ(Taα) 6
(
| log α|
Iθ
)r
(1 + o(1)) as α→ 0.
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Applying this upper bound together with the lower bound (3.8) (which holds due to condition
(3.7)) proves (3.17).
The proof of (3.18) is essentially analogous to that in the proof of Theorem 3.2(ii) above.
4 Asymptotic optimality under local PFA constraint
We now proceed with the pointwise and minimax problems (2.8) and (2.9) in the class of pro-
cedures with given LCPFA H (β, k∗,m∗) defined in (2.6). Note that the asymptotic optimality
results of the previous section are essential, since asymptotic optimality in class H (β, k∗,m∗)
is obtained by imbedding this class in class ∆(α, ρ) with specially selected parameters ρ and α.
4.1 The non-i.i.d. case
For any 0 < β < 1, m∗ > 1 and k∗ > m∗, define
α1 = α1(β,m
∗) = β + (1− ̺1,β)
m∗+1 (4.1)
and
α2 = α2(β, k
∗) =
β(1 − ̺2,β)
k∗
1 + β
, (4.2)
where ̺2,β = δˇβ ̺1,β and the functions 0 < ̺1,β < 1 and 0 < δˇβ < 1 are such that
lim
β→0
(
̺1,β + δˇβ
)
= 0 and lim
β→0
| log ̺1,β|+ | log δˇβ |
| log β|
= 0 . (4.3)
For example, we can take
̺1,β =
1
1 + | log β|
, δˇβ =
δˇ∗
| log β|
and 0 < δˇ∗ < 1. (4.4)
To find asymptotic lower bounds for the problems (2.8) and (2.9) in addition to condition
(A1) we impose the following condition related to the growth of the window size m
∗ in the
LCPFA:
(H1) The size of the window m
∗ in (4.1) is a function of β, i.e. m∗ = m∗β, such that
lim
β→0
| log α1,β|
| log β|
= 1, (4.5)
where α1,β = α1(β,m
∗
β).
The following theorem establishes asymptotic lower bounds.
Theorem 4.1. Assume that conditions (A1) and (H1) hold. Then, for any k
∗ > m∗, ν > 0,
θ ∈ Θ, and r > 1
lim inf
β→0
1
| log β|r
inf
τ∈H(β,k∗,m∗)
sup
ν>0
Rrν,θ(τ) > lim inf
β→0
1
| log β|r
inf
τ∈H(β,k∗,m∗)
Rrν,θ(τ) >
1
Irθ
. (4.6)
Proof. First, recall that by Lemma 3 in [23], under condition (A1) the lower bounds (3.8) hold
for any r > 1 and ν > 0. Second, we show that for any 0 < β < 1, m∗ > | log(1− β)|/[| log(1−
̺1,β)|]− 1 and k
∗ > m∗, the following inclusion holds:
H (β, k∗,m∗) ⊆ ∆(α1, ̺1,β). (4.7)
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Indeed, let τ be from H(β, k∗,m∗). Then, using definition of class H(β, k∗,m∗), we obtain that
P∞(τ 6 m
∗) 6 β. Therefore, taking in (3.3) ̺ = ̺1,β, we obtain
∞∑
k=0
πk(̺1,β)P∞ (τ 6 k) =
m∗∑
k=0
πk(̺1,β)P∞ (τ 6 k) +
∞∑
k=m∗+1
πk(̺1,β)P∞ (τ 6 k)
6 β +
∞∑
k=m∗+1
πk(̺1,β) = β + (1− ̺1,β)
m∗+1 = α1,
i.e., τ ∈ ∆(α1, ̺1,β).
Inclusion (4.7) implies that for all ν > 0 and for a sufficiently small β > 0
inf
τ∈H(β,k∗,m∗)
Rrν,θ(τ) > inf
τ∈∆(α∗
1,β
,̺1,β)
Rrν,θ(τ).
Now, lower bounds (4.6) follow from lower bounds (3.8) and condition (H1).
To establish asymptotic optimality properties of the WSR procedure with respect to the
risks Rrν,θ(τ) (for all ν > 0) and supν>0R
r
ν,θ(τ) in class H (β, k
∗,m∗) we need the uniform
r-complete convergence condition (A2) as well as the following condition:
(H2) Parameters k
∗ and m∗ are functions of β, i.e. k∗ = k∗β and m
∗ = m∗β, such that
lim
β→0
| log α2,β|
| log β|
= 1, (4.8)
where α2,β = α2(β, k
∗
β).
The conditions (4.5) and (4.8) hold, for example, if
m∗β = ⌊| log β|/̺1,β⌋ and k
∗
β = κˇm
∗
β , (4.9)
where κˇ > 1 is fixed.
Note that
lim
β→0
(
| log α2,β |+ k
∗
β log(1− ̺2,β)
)
=∞. (4.10)
Denote by Tβ the WSR procedure Taβ with threshold aβ given by
aβ =
1− α2,β
̺2,βα2,β
. (4.11)
Theorem 4.2. If conditions (H1) and (H2) hold, then, for any 0 < β < 1, the WSR procedure
Tβ with threshold aβ given by (4.11) belongs to class H (β, k
∗,m∗). Assume in addition that
conditions (A1) and (A2) are satisfied. Then
inf
τ∈H(β,k∗,m∗)
Rrν,θ(τ) ∼
(
| log β|
Iθ
)r
∼ Rrν,θ(Tβ) for every ν > 0, θ ∈ Θ (4.12)
and
inf
τ∈H(β,k∗,m∗)
max
06ν6k∗
β
Rrν,θ(τ) ∼
(
| log β|
Iθ
)r
∼ max
06ν6k∗
β
Rrν,θ(Tβ) for every θ ∈ Θ. (4.13)
Therefore, the WSR procedure Tβ is first-order asymptotically uniformly poitwise optimal and
minimax in class H (β, k∗,m∗), minimizing moments of the detection delay up to order r.
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Proof. By Lemma 3.1, the WSR procedure Taα(̺) ∈ ∆(α, ̺) for any 0 < α, ̺ < 1. Now,
definition (4.11) yields Tβ = T (α2,β, ̺2,β), i.e., Tβ ∈ ∆(α2,β , ̺2,β). Note that for any 0 < β < 1,
m∗ > | log(1− β)|/[| log(1− ̺1,β)|]− 1 and k
∗ > m∗, the following inclusion holds:
∆(α2, ̺2,β) ⊆ H (β, k
∗,m∗) . (4.14)
Indeed, by definition of class ∆(α, ̺), we have that for any 0 < α, ̺ < 1 and any i > 1
α > ̺
∞∑
k=i
(1− ̺)kP∞(τ 6 k) > ̺P∞(τ 6 i)
∞∑
k=i
(1− ̺)k = P∞(τ 6 i)(1− ̺)
i,
which implies that
sup
τ∈∆(α,̺)
P∞(τ 6 i) 6 α(1 − ̺)
−i.
Let τ ∈ ∆(α2, ̺2,β). Then, taking into account the latter inequality with i = k
∗ and using
definition of α2, we obtain that
sup
16k6k∗−m∗
P∞(τ < k +m
∗|τ > k) 6 sup
16k6k∗−m∗
P∞ (τ < k +m
∗)
P∞ (τ > k)
6
P∞ (τ < k
∗)
1− P∞ (τ < k∗)
6
α2 (1− ̺2,β)
−k∗
1− α2 (1− ̺2,β)−k
∗ = β,
i.e., τ belongs to H(β, k∗,m∗).
Using inclusion (4.14), we obtain that the stopping time Tβ belongs to H (β, k
∗,m∗) for any
0 < β < 1.
Next, in view of definition of aβ in (4.11) and of the form of the function ̺2,β in (4.3) we
obtain, using condition (H2), that limβ→0 log aβ/| log β| = 1. Thus, by (3.16) in Theorem 3.2,
lim
β→∞
1
| log β|r
Rrν,θ(Tβ) =
1
Irθ
for all ν > 0 and all θ ∈ Θ.
Comparing to the lower bound (4.6) implies (4.12).
To prove (4.13) it suffices to show that
lim sup
β→0
max06ν6k∗
β
Rrν,θ(Tβ)
| log β|r
6
1
Irθ
. (4.15)
Note that
max
06ν6k∗
β
Rrν,θ(Tβ) 6
max06ν6k∗
β
Eν,θ [(Tβ − ν)
+]r]
min06ν6k∗
β
P∞ (Tβ > ν)
,
where
min
06ν6k∗
β
P∞ (Tβ > ν) = P∞
(
Tβ > k
∗
β
)
→ 1 as β → 0.
Also, by inequality (A.25) in [23], for an arbitrary 0 < ε < Iθ
sup
ν>0
Eν,θ
[
(Tβ − ν)
+
]r
6
(
1 +
aβ
Iθ − ε
)r
+ r2r−1 Υr(ε, θ).
As a result, we obtain
max
06ν6k∗
β
Rrν,θ(Tβ) 6
supν>0 Eν,θ [(Tβ − ν)
+]r]
P∞
(
Tβ > k
∗
β
) = ( | log β|
Iθ
)r
(1 + o(1)) as β → 0.
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This obviously yields the upper bound (4.15) and the proof is complete.
The following theorem establishes minimax properties of the WSR procedure with respect
to the risk supθ∈Θ1 max06ν6k∗α I
r
θR
r
ν,θ(τ) for compact subsets Θ1 of Θ. It is absolutely similar
to Theorem 3.3 and its proof follows almost immediately from Theorem 3.3 and Theorem 4.2,
and for this reason it is omitted.
Theorem 4.3. Assume that the right-tail and the left-tail conditions (A1) and (3.20) are sat-
isfied for some 0 < Iθ <∞ and that conditions (H1) and (H2) are satisfied as well. Then
inf
τ∈H(β,k∗,m∗)
sup
θ∈Θ1
max
06ν6k∗
β
IrθR
r
ν,θ(τ) ∼ | log α|
r ∼ sup
θ∈Θ1
max
06ν6k∗
β
IrθR
r
ν,θ(Tβ). (4.16)
4.2 The case of LLR with independent increments
As in Subsection 3.2, we now consider a particular (still quite general) case where the LLR
process has independent increments. The following theorem is similar to Theorem 3.4.
Theorem 4.4. Assume that the LLR process {Zkk+n(θ)}n>1 has independent, not necessarily
identically distributed increments under Pk,θ, k > 0. Suppose that conditions (H1), (H2), (A1),
and (3.23) are satisfied. Then asymptotic relations (4.12) and (4.13) hold for all r > 0, i.e.,
the WSR procedure Tβ is first-order asymptotically uniformly poitwise optimal and minimax in
class H (β, k∗,m∗) with respect to all positive moments of the detection delay.
Proof. The proof follows almost immediately from Theorem 3.4 and Theorem 4.2 and is
omitted.
5 Uniform concentration inequalities and sufficient conditions
of asymptotic optimality for Markov processes
ConditionA1 is usually not difficult to check since it follows from the almost sure convergence of
the log-likelihood ratio (3.9). However, verification of the left-tail r-complete-type convergence
condition A2 may be a challenge. In this section, we obtain sufficient conditions for a class of
homogeneous Markov processes in order to verify condition (A2) in particular examples.
Let (Xθn)n>1 be a time homogeneous Markov processes with values in a measurable space
(X ,B) defined by a family of the transition probabilities (P θ(x,A))θ∈Θ for some fixed parameter
set Θ ⊆ Rp. In the sequel, we denote by Eθx(·) the expectation with respect to this probability.
In addition, we assume that this process is geometrically ergodic, i.e.,
(B1) For any θ ∈ Θ there exist a probability measure λ on (X ,B) and the Lyapunov X → [1,∞)
function Vθ with λθ(Vθ) <∞, such that for some positives constants 0 < R <∞ and κ > 0,
sup
n>0
eκn sup
x∈R
sup
θ∈Θ
sup
0<f6Vθ
1
Vθ(x)
∣∣∣Eθx f(Xn)− λθ(f)∣∣∣ 6 R .
Now, for some q > 0, we set
υ∗
q
(x) = sup
n>0
sup
θ∈Θ
Eθx
[
Vθ(Xn)
]q
. (5.1)
Let g be a measurable Θ× X × X → R function such that the following integrals exist
g˜(θ, x) =
∫
X
g(θ, v, x)P θ(x,dv) and λθ(g˜) =
∫
X
g˜(u)λθ(du) . (5.2)
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(B2) Assume that g satisfies the Ho¨lder condition of the power 0 < γ 6 1 with respect to the
first variable, i.e., there exists a measurable positive X × X → R function h such that for any
x, y from X
sup
u , θ∈Θ
|g(u, y, x) − g(θ, y, x)|
|u− θ|γ
6 h(y, x) (5.3)
and the corresponding integrals h˜(θ, x) and λθ(h˜) exist for any θ ∈ Θ, where h˜(θ, x) is defined
as g˜ in (5.2) and | · | is the Euclidean norm in Rp.
(B3) Assume that the functions g and h are such that |g˜(θ, x)| 6 V
θ(x) and |h˜(θ, x)| 6 Vθ(x)
for all θ ∈ Θ and x ∈ X .
Now for any measurable Θ×X ×X → R function g for which there exist the integrals (5.2)
we introduce the deviation processes
W gn(u, θ) = n
−1
n∑
j=1
g(u,Xj ,Xj−1)− λ
θ(g˜) and W˜ gn(θ) =W
g
n(θ, θ) . (5.4)
Similarly to (5.1), we define for some q > 0
g∗
q
(x) = sup
n>1
sup
θ∈Θ
Eθx |g(θ,Xn,Xn−1)|
q and h∗
q
(x) = sup
n>1
sup
θ∈Θ
Eθx |h(Xn,Xn−1)|
q . (5.5)
Proposition 1 of [16] implies the following result.
Proposition 5.1. Assume that conditions (B1) − (B3) hold. Then for any q > 2, for which
υ∗
q
(x) <∞, g∗
q
(x) <∞ and h∗
q
(x) <∞, one has
sup
n>2
nq/2 sup
θ∈Θ
sup
x∈X
Eθx|W˜
g
n(θ)|
q +Eθx|W˜
h
n (θ)|
q(
1 + υ∗
q
(x) + g∗
q
(x) + h∗
q
(x)
) <∞ . (5.6)
Proposition 5.2. Assume that conditions (B1) − (B3) hold and υ
∗
q
(x) < ∞, g∗
q
(x) < ∞ and
h∗
q
(x) <∞ for some q > 2. Then for any ε > 0 there exists δ0 > 0 such that
sup
0<δ6δ
0
sup
n>2
nq/2 sup
θ∈Θ
sup
x∈X
Pθx
(
sup|u−θ|<δ |W
g
n(u, θ)| > ε
)
(
1 + υ∗
q
(x) + g∗
q
(x) + h∗
q
(x)
) <∞ . (5.7)
Proof. First note that
sup
|u−θ|<δ
|W gn(u, θ)| 6 δ
γ
(
λθ(h˜) + W˜ hn (θ)
)
+ |W˜ gn(θ)| .
Therefore, for any
0 < δ 6
(
ε
2(1 + λθ(h˜))
)1/γ
:= δ0
we obtain that
Pθx
(
sup
|u−θ|<δ
|W gn(u, θ)| > ε
)
6 Pθx
(
|W˜ gn(θ)| > ε/2
)
+Pθx
(
|W˜ hn (θ)| > 1
)
.
Applying the bound (5.6) we obtain (5.7). Hence Proposition 5.2.
We return to the change detection problem for Markov processes, assuming that the sequence
of observations (Xn)n>1 is a Markov process, such that (Xn)16n6ν is a homogeneous process with
the transition (from x to y) density f0(y|x). In the sequel, we denote by Pˇ the distribution of
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this process when ν =∞, i.e., when the Markov process (Xj)j>1 has transition density f0(y|x).
The expectation with respect to this distribution we denote by Eˇ(·). Moreover, (Xn)n>ν is
homogeneous positive ergodic with the transition density fθ(y|x) and the ergodic (stationary)
distribution λθ. The densities f0(y|x) and fθ(y|x) are calculated with respect to a sigma-finite
positive measure µ on B.
In this case, we can represent the process Zkn(u) defined in (3.5) as
Zkn(u) =
n∑
j=k+1
g(u,Xj ,Xj−1) , g(u, y, x) = log
fu(y|x)
f0(y|x)
. (5.8)
Therefore, in this case,
g˜(θ, x) =
∫
X
g(θ, y, x) fθ(y|x)µ(dy) . (5.9)
Moreover, if we assume that the density fu(y|x) is continuously differentiable with respect to u
in a compact set K ⊆ Θ, then the inequality (5.3) holds with γ = 1 and for any function h(y, x)
for which
max
u∈Θ
max
16j6p
|∂g(u, y, x)/∂uj | 6 h(y, x) . (5.10)
(C1) Assume that there exists a set C ∈ B with µ(C) <∞ such that
(C1.1) f∗ = infθ∈K infx,y∈C fθ(y|x) > 0.
(C1.2) For any θ ∈ K there exists X → [1,∞) Lyapunov’s function Vθ such that
• Vθ(x) > g˜(θ, x) and Vθ(x) > h˜(θ, x) for any θ ∈ K and x ∈ X ,
• supθ∈Θ supx∈C V
θ(x) <∞.
• For some 0 < ρ < 1 and D > 0 and for all x ∈ X and θ ∈ Θ,
E
θ
x[V
θ(X1)] 6 (1− ρ)V
θ(x) +D1l{C}(x) . (5.11)
(C2) Assume that there exists q > 2 such that
sup
k>1
[Eˇ g∗
q
(Xk)] <∞ , sup
k>1
Eˇ[h∗
q
(Xk)] <∞ and sup
k>1
Eˇ[υ∗
q
(Xk)] <∞ ,
where the function υ∗
q
(x) is defined in (5.1), g∗
q
(x) and h∗
q
(x) are given in (5.5).
Theorem 5.3. Assume that conditions (C1) − (C2) hold for some compact set K ⊆ Θ. Then
for any 0 < r < q/2 condition (A∗2(r)) holds with I(θ) = λ
θ(g˜).
Proof. First note that it follows from Theorem A.2 in the appendix that the conditions (C1)
imply the property (B1). So Proposition 5.2 yields that there exists a positive constant C
∗ such
that for any x ∈ X
Pθ
(
sup
|u−θ|<δ
|W gn(u, θ)| > ε|X0 = x
)
6 C∗U∗(x)n−q/2 ,
where U∗(x) = 1 + υ∗
q
(x) + g∗
q
(x) + h∗
q
(x). Note now that
Pν,θ
(
1
n
inf
|u−θ|<δ
Zνν+n(u) < Iθ − ε
)
6 Pν,θ
(
sup
|u−θ|<δ
∣∣∣∣ 1nZνν+n(u)− Iθ
∣∣∣∣ > ε
)
.
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In view of the homogeneous Markov property we obtain that for Iθ = λ
θ(g˜) the last probability
can be represented as
Pν,θ
(
sup
|u−θ|<δ
∣∣∣∣ 1nZνν+n(u)− Iθ
∣∣∣∣ > ε
)
= EˇΨθ(Xν) ,
where Ψθ(x) = Pθ
(
sup|u−θ|<δ |W
g
n(u, θ)| > ε|X0 = x
)
. Therefore,
Pν,θ
(
sup
|u−θ|<δ
∣∣∣∣ 1nZνν+n(u)− Iθ
∣∣∣∣ > ε
)
6 C∗ n−q/2EˇU∗(Xν) .
Now condition (C2) implies (A
∗
2(r)) for any 0 < r < q/2.
Note that condition (C1.1) does not always hold for the process (Xn)n>1 directly. Unfortu-
nately, this condition does not hold for the practically important autoregression process of the
order more than one. For this reason, we need to weaken this requirement. Similarly to [16]
we assume that there exists p > 2 for which the process (X˜ι,n)n>ν˜ for ν˜ = ν/p − ι defined as
X˜ι,n = Xnp+ι satisfies the following properties:
(C′1) Assume that there exists a set C ∈ B with µ(C) <∞ such that
(C′1.1) f˜∗ = inf16ι6p infθ∈K infx,y∈C f˜ι,θ(y|x) > 0, where f˜ι,θ(y|x) is the transition density for
the process (X˜ι,n)n>1.
(C′1.2) For any θ ∈ K there exists X → [1,∞) Lyapunov’s function Vθ such that
υ∗ = max
16j6p
sup
θ∈K
sup
x∈X
EθxV
θ(Xj)
Vθ(x)
< ∞ ; (5.12)
υ∗1 = sup
θ∈K
λθ(Vθ) < ∞ . (5.13)
• Vθ(x) > g˜(θ, x) and Vθ(x) > h˜(θ, x) for θ ∈ K and x ∈ X and
sup
θ∈K
sup
x∈C
Vθ(x) <∞ .
• For some 0 < ρ < 1 and D > 0 and for all x ∈ X , θ ∈ K, and 0 6 ι 6 p− 1
E
θ
(
Vθ(X˜ι,1)|X˜ι,0 = x
)
6 (1− ρ)Vθ(x) +D1l{C}(x) . (5.14)
Theorem 5.4. Assume that conditions (C2) and (C′1) hold. Then for any 0 < r < q/2
condition (A∗2(r)) holds with I(θ) = λ
θ(g˜).
Proof. Note again that by Theorem A.2 (see Appendix) conditions (C1) yield condition (B1)
for (X˜ι,n)n>ν˜ , i.e., for some positive constants 0 < Rι <∞ and κι > 0,
sup
n>0
eκιn sup
x∈R
sup
θ∈K
sup
0<f6Vθ
1
Vθ(x)
∣∣∣Dθm(x)∣∣∣ 6 Rι ,
where Dθm(x) = E
θ
((
f(X˜ι,m)− λ
θ(f)
)
|X˜ι,0 = x
)
. So, for any n > p we can write that
n = mp+ ι for some 0 6 ι 6 p− 1 and we obtain
|Eθx(f(Xn)− λ
θ(f))| = |EθxD
θ
m(Xι)| 6 RιV
θ(Xι)e
κιm .
Now, the upper bound (5.12) implies
sup
n>p
eκn sup
x∈R
sup
θ∈K
sup
0<f6Vθ
1
Vθ(x)
|Eθx(f(Xn)− λ
θ(f))| 6 R∗ ,
where R∗ = υ
∗max06ιRι and κ = min06ι6p−1 κι/p. Thus, using bound (5.13) we obtain
condition (B1) with R = e
κ∗p(υ∗ + υ∗1) + R∗. Using now the same argument as in the proof of
Theorem 5.3 we obtain Theorem 5.4.
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6 Examples
We now present examples of detection changes in multivariate Markov models that illustrate
the general theory developed in Sections 3 and 4.
6.1 Example 1: Change in the parameters of the multivariate linear differ-
ence equation
Consider the multivariate model in Rp given by
Xn =
(
Aˇn1l{n6ν} +An1l{n>ν}
)
Xn−1 +wn , (6.1)
where Aˇn and An are p × p random matrixes and (wn)n>1 is an i.i.d. sequence of Gaussian
random vectors N (0, Q0) in R
p with the positive definite p × p matrix Q0. Assume also that
Aˇn = A0+Bn, An = θ+Bn and (Bn)n>1 are i.i.d. Gaussian random matrices N (0 , Q1), where
the p2×p2 matrix Q1 = E[B1⊗B1] is positive definite. Assume, in addition, that all eigenvalues
of the matrix
E[Aˇ1 ⊗ Aˇ1] = A0 ⊗A0 +Q1
are less than one in module. Define
Θ = {θ ∈ Rp
2
: max
16p4
ej(θ ⊗ θ +Q1) < 1}} \ {A0} , (6.2)
where ej(A) is the jth eigenvalue of matrix A, and assume further that the matrix θ ∈ Θ. In
this case, the processes (Xn)n>1 (in the case ν = ∞) and (Xn)n>ν (in the case ν < ∞) are
ergodic with the ergodic distributions given by the vectors [[9]]
ςˇ =
∑
l>1
l−1∏
j=1
Aˇj wl and ςθ =
∑
l>1
l−1∏
j=1
Aj wl
i.e., the corresponding invariant measures λˇ and λθ on Rp are defined as
λˇ(A) = P(ςˇ ∈ Γ) and λθ(A) = P(ςθ ∈ Γ)
for any Γ ∈ B(Rp). According to [3] we define the Lyapunov function as
Vθ(x) = υ∗(1 + x
′T (θ)x) , T (θ) =
(
Ip4 − θ
′ ⊗ θ′ −Q′1
)−1
Vect(Iˇp) , (6.3)
where υ∗ > 1, Iˇm is the identity matrix of order m. As shown in [3], in this case for any x ∈ R
p
the quadratic form x′T (θ)x > |x|2. Hence all eigenvalues of the matrix T (θ) are greater than
one. Let now K ⊂ Θ be some compact set. For some fixed N∗ > 1, define the set
C = {x ∈ Rp : max
θ∈K
x′T (θ)x 6 N∗} . (6.4)
By direct calculculation we obtain
Eθ
(
Vθ(X1)|X0 = x
)
= Vθ(x)
(
1−
|x|2 − trT (θ)Q0
Vθ(x)
)
. (6.5)
Taking into account that the function T (θ) is continuous, we obtain that for any non-zero vector
x ∈ Rp and θ ∈ K
1 6 emin 6
x′T (θ)x
|x|2
6 emax <∞ ,
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where
emin = min
θ∈K
inf
x∈Rp,x 6=0
x′T (θ)x
|x|2
and emax = max
θ∈K
sup
x∈Rp,x 6=0
x′T (θ)x
|x|2
.
From here it follows that, for x ∈ Cc, |x|2 > N∗/emax and, therefore,
|x|2 − trT (θ)Q0
Vθ(x)
>
|x|2
1 + emax|x|
2
−
emaxtrQ0
emin|x|
2
>
1
2emax
−
e2maxtrQ0
eminN∗
.
Now we choose N∗ > 1 sufficiently large to obtain positive term in the right side of the last
inequality. So we obtain the drift inequality (5.11) for the Lyapunov function defined in (6.3)
with any coefficient υ∗ > 1. The function g(u, y, x) can be calculated for any x, y from Rp and
u ∈ Θ as
g(u, y, x) =
|G−1/2(x)(y −A0x)|
2 − |G−1/2(x)(y − ux)|2
2
= y′G−1(x)(u−A0)x+
x′A′0G
−1(x)A0x− x
′u′G−1(x)ux
2
,
where
G(x) = E [B1xx
′B′1] +Q0 = Q1Vect(xx
′) +Q0 .
Taking into account that the matrices Q0 and Q1 are positive definite, we obtain that there
exists some constant c∗ > 0 for which
sup
x∈Rp
|G−1(x)| 6
c∗
1 + |x|2
. (6.6)
From this we obtain that condition (B2) holds with γ = 1 and
h(y, x) = c∗(2θmax + |y|) and θmax = max
u∈Θ
|u| . (6.7)
Moreover, note that in this case
g˜(u, x) =
1
2
|G−1/2(x)(u−A0)x| =
1
2
x′(u−A0)
′G−1(x)(u−A0)x .
The bound (6.6) implies that g∗ = supx∈Rp supθ∈K g˜(θ, x) <∞.
Now, as in Example 4 in [16] choosing V (x) = υ∗ (1+x′Txδ) with υ∗ = 1+ g∗ and any fixed
0 < δ 6 1 yields condition (C1). Moreover, for any r > 0 and δr 6 2
sup
x∈R
sup
θ∈K
supj>1E
θ
x|Xj |
δr
1 + |x|δr
<∞ and sup
j>1
Eˇ |Xj |
δr <∞ , (6.8)
where Eˇ denotes the expectation with respect to the distribution Pˇ when ν =∞. This implies
(C2). Therefore, taking into account that δ can be very close to zero and using Theorem 5.3
we get that for any r > 0 and any compact set K ⊂ Θ \ {A0} condition (A
∗
2(r)) holds with
Iθ = E
θ[g˜(θ, ςθ)].
6.2 Example 2: Change in the correlation coefficients of the AR(p) model
Consider the problem of detecting the change of the correlation coefficient in the pth order AR
process, assuming that for n > 1
Xn = a1,nXn−1 + . . .+ ap,nXn−p + wn , (6.9)
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where ai,n = ai1l{n6ν} + θi1l{n>ν} and (wn)n>1 are i.i.d., not necessarily Gaussian random
variables with Ew1 = 0, Ew
2
1 = 1. In the sequel, we use the notations a = (a1, . . . ,ap)
′ and
θ = (θ1, . . . , θp)
′. The process (6.9) is not Markov, but the p-dimensional process
Φn = (Xn, . . . ,Xn−p+1)
′ ∈ Rp (6.10)
is Markov. Note that for n > ν
Φn = AΦn−1 + w˜n , (6.11)
where
A = A(θ) =

θ1 , . . . , θp
1 , . . . , 0
.. . . .
0 , . . . , 1, 0
 and w˜n = (wn, 0, . . . , 0)′ ∈ Rp .
It is clear that
E[w˜n w˜
′
n] = B =

1 , . . . , 0
.. . . .
0 , . . . , 0
 .
Assume that the vectors a and θ belong to the set
Θ = {u ∈ Rp : max
16j6p
|ej(A(u))| < 1} , (6.12)
where ej(A) denotes the jth eigenvalue for the matrix A. Note that, in this case, for any u
from some compact set K ⊂ Θ and any y = (y1, . . . , yp)
′ ∈ Rp and x = (x1, . . . , xp)
′ ∈ Rp the
function
g(u, y, x) = y1(u− a)
′x+
(a′x)2 − (u′x)2
2
. (6.13)
Obviously, it follows that condition (B2) holds with γ = 1 and
h(y, x) = y21 + (1 + 2θmax)|x|
2 ,
where θmax is defined in (6.7)
It is clear that for any θ ∈ Θ the process (Φn)n>ν+p is ergodic with the ergodic distribution
ςθ =
∑
l>1
Al−1 w˜l ∼ N (0,F) and F = F(θ) =
∑
l>0
AlB (A′)l . (6.14)
Obviously, condition (C1.1) does not hold for the process (6.10). To fulfill this condition we
replace this process by the embedded homogeneous Markov process Φ˜ι,n = Φnp+ι for some
0 6 ι 6 p− 1. This process can be represented as
Φ˜ι,n = A
pΦ˜ι,n−1 + ζι,n and ζι,n =
p−1∑
j=0
Aj w˜np+ι−j . (6.15)
Clearly, ζι,n is Gaussian with the parameters (0, Q), where
Q = Q(θ) =
p−1∑
j=0
Aj B (A′)j .
One can check directly that this matrix is positive definite. Moreover, one can check directly
that for any θ ∈ Θ and for any 0 6 ι 6 p− 1 the process (6.15) is ergodic with the same ergodic
distribution given in (6.14).
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Now for any fixed 0 < δ 6 1 we define the Rp → R function V θ as
V θ(x) = cˇ(1 + (x′Tx)δ) and T = T (θ) =
∞∑
l=0
(A′)plApl , (6.16)
where cˇ > 1 will be specified later. Let for any fixed compact set K ⊂ Θ \ {a}
tmax = max
u∈K
|T (u)| and qmax = max
u∈K
|Q(u)| .
Obviously, tmax > 1. Note that, by the Jensen inequality, for any 0 6 ι < p
Eθ
(
V θ(Φ˜ι,1) | Φ˜ι,0 = x
)
6 cˇ+ cˇ
(
x′(Ap)′T Apx+ trTQ
)δ
6 cˇ+ cˇ
(
x′(Ap)′T Apx+ tmaxqmax
)δ
.
Note that
x′Tx > |x|2 and
x′(Ap)′TApx
x′Tx
= 1−
|x|2
x′Tx
6 1−
1
tmax
= t∗ < 1 .
So, taking into account that (|a|+ |b|)δ 6 |a|δ + |b|δ for 0 < δ 6 1, we obtain
Eθ
(
V θ(Φ˜ι,1) | Φ˜ι,0 = x
)
6 cˇ+ cˇ
(
tδ∗(x
′Tx)δ + (tmaxqmax)
δ
)
.
Putting
N∗ =
(
2(1 + tδmaxq
δ
max)
1− tδ∗
)1/2δ
and ρ = (1− tδ∗)/2 ,
yields that, for |x| > N∗,
Eθ
(
V θ(Φ˜ι,1) | Φ˜ι,0 = x
)
6 (1− ρ)V θ(x) .
Hence, the Markov process (6.15) satisfies the drift inequality (5.14) with
C = {x ∈ Rp : |x| 6 N∗} and D = cˇ(1 + t
δ
maxN
2δ
∗ + t
δ
max q
δ
max) .
Next we need the minorizing measure in condition (C′1) on the Borel σ-field in R
p. To this end,
we define νˇ(Γ) = mes(Γ∩C)/mes(C) for any Borel set Γ in Rp, where mes(·) is the Lebesgue
measure in Rp. Moreover, note that
h˜(θ, x) = 1 + (θ′x)2 + (1 + 2θmax)|x|
2
6 1 + (1 + 2θmax)|x|
2
and
g˜(θ, x) =
1
2
(
(θ − a0)
′x
)2
6 θ2max|x|
2 .
Therefore, choosing in (6.16) cˇ = 1 + 2θmax + θ
2
max , we obtain condition (C
′1.2). Condition
(C2) can be checked in the same way as in Example 2 for any r > 0 for which 0 < δr 6 2.
Therefore, taking into account that δ can be very close to zero, Theorem 5.4 implies that and
for any r > 0 and any compact set K ⊂ Θ \ {a} condition (A∗2(r)) holds with Iθ = E
θg˜(θ, ςθ).
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A Auxiliary non-asymptotic bounds for the concentration in-
equalities
A.1 Correlation inequality
We now give the important correlation inequality proved in [5].
Proposition A.1. Let (Ω,F , (Fj)16j6n,P) be a filtered probability space and (uj ,Fj)16j6n be
a sequence of random variables such that max16j6n E |uj |
q <∞ for some q > 2. Define
bˇj,n(q) =
E
|uj| n∑
k=j
|E (uk|Fj)|
q/2

2/q
. (A.1)
Then
E
∣∣∣ n∑
j=1
uj
∣∣∣q 6 (2q)q/2
 n∑
j=1
bˇj,n(q)
q/2 .
A.2 Uniform geometric ergodicity for homogeneous Markov processes
We recall some definitions from [6] for a homogeneous Markov process (Xn)n>0 defined on a
measurable state space (X ,B(X )). Denote by (P θ(·, ·))θ∈Θ the transition probability family of
this process, i.e., for any A ∈ B(X ), x ∈ X ,
P θ(x,A) = Pθx(X1 ∈ A) = P
θ(X1 ∈ A|X0 = x) . (A.2)
The n−step transition probability is Pn,θ(x,A) = Pθx(Xn ∈ A).
We recall that a measure λ on B(X )) is called invariant (or stationary or ergodic) for this
process if, for any A ∈ B(X ),
λθ(A) =
∫
X
P θ(x,A)λ(dx) . (A.3)
If there exists an invariant positive measure λθ with λθ(X ) = 1 then the process is called
positive.
Assume that the process (Xn)n>0 satisfies the following minorization condition:
(D1) There exist δ > 0, a set C ∈ B(X ) and a probability measure ς on B(X ) with ς(C) = 1,
such that
inf
θ∈Θ
(
inf
x∈C
P θ(x,A)− δ ς(A)
)
> 0
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for any A ∈ B(X ), for which ς(A) > 0.
Obviously, this condition implies that η = infθ∈Θ infx∈C P
θ(x,C)− δ > 0. Now we impose the
uniform drift condition.
(D2) There exist some constants 0 < ρ < 1 and D > 1 such that for any θ ∈ Θ there exist a
X → [1,∞) function V and a set C from B(X ) such that
V∗ = sup
θ∈Θ
sup
x∈C
|V(x)| <∞
and
sup
θ∈Θ
sup
x∈X
(
EθxVx (V(X1)) − (1− ρ)V(x) + D1l{C}(x)
)
6 0 . (A.4)
In this case, we call V the Lyapunov function.
In this paper, we use the following theorem from [6].
Theorem A.2. Let (Xn)n>0 be a homogeneous Markov process satisfying conditions (D1) and
(D2) with the same set C ∈ B(X ). Then (Xn)n>0 is a positive uniform geometric ergodic
process, i.e.,
sup
n>0
eκ
∗n sup
x∈X
sup
θ∈Θ
sup
06g6V
1
V(x)
|EθxVx g(Xn)− λ(g˜)| 6 R
∗ (A.5)
for some positive constants κ∗ and R∗ which are given in [6].
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