Abstract-In this paper, we address the problem of space-time codebook design for noncoherent communications in multiple-antenna wireless systems. In contrast with other approaches, the channel matrix is modeled as an unknown deterministic parameter at both the receiver and the transmitter, and the Gaussian observation noise is allowed to have an arbitrary correlation structure, known by the transmitter and the receiver. In order to handle the unknown deterministic space-time channel, a generalized likelihood ratio test (GLRT) receiver is considered. A new methodology for space-time codebook design under this noncoherent setup is proposed. It optimizes the probability of error of the GLRT receiver's detector in the high signal-to-noise ratio (SNR) regime by solving a high-dimensional nonlinear nonsmooth optimization problem in a two-step approach. First, a convex semidefinite programming (SDP) relaxation of the codebook design problem yields a rough estimate of the optimal codebook. This is then refined through a geodesic descent optimization algorithm that exploits the Riemannian geometry imposed by the power constraints on the space-time codewords. The results obtained through computer simulations illustrate the advantages of our method. For the specific case of spatio-temporal white observation noise, our codebook constructions replicate the performance of state-of-the-art known solutions. The main point here is that our methodology permits extending the codebook construction to any given correlated noise environment. The simulation results show good performance of these new designed codes in colored noise setups.
I. INTRODUCTION
T HE main challenges in designing wireless communication systems include addressing the highly random channel conditions, which may vary rapidly, and also the additive observation noise at the receiver. Exploiting temporal and spatial diversity employing multiple antennas at the transmitter and receiver and encoding the data over several symbol intervals, known as space-time coding, has shown to be an efficient approach when dealing with the problems aforesaid, provided that either channel state information (CSI) is accessible at the receiver [1] - [4] , or the signal power at the receiver is significantly higher than the power of the additive observation noise [5] - [7] . In slowly fading scenarios, when the fading channel coefficients remain approximately constant for many symbol intervals, channel stability enables the receiver to be trained in order to acquire the CSI. This is usually referred to as coherent detection. Code design for the coherent systems is performed with the assumption that the CSI is available at the receiver. It is known [1] , [3] that, when CSI is available at the receiver, the maximal achievable rate, referred to as capacity of the link, increases linearly (for rich scattering environments) with the minimum number of transmit and receive antennas at high signal-to-noise ratio (SNR). In fast fading scenarios, fading coefficient change into new, almost independent values before being learned by the receiver through training signals. Using multiple antennas at the transmitter increases the number of parameters to be estimated at the receiver which makes this problem more serious. This makes the noncoherent detection mode, where the receiver detects the transmitted symbols without having information about the realization of the channel, an attractive option for these fast fading scenarios.
A. Previous Work
The capacity of noncoherent multiple antenna systems was studied in [5] and [6] . Under the additive white observation Gaussian noise and Rayleigh channel assumptions, it has been shown that at high SNR, or when the coherence interval is much bigger than the number of transmit antennas , capacity can be achieved by using constellations of unitary matrices as codebooks. These unitary constellations are capacity optimal. Furthermore, in [8] , it has been shown that, under the assumption of equal-energy codewords and high SNR, scaled unitary codebooks optimize the union bound (UB) on the error probability. Hence, at high SNR unitary constellations are optimal from both the capacity and symbol error probability viewpoints. Optimal unitary constellations correspond to optimal packings in Grassmann manifolds [9] . In [7] and [10] , a systematic method for designing unitary space-time constellations was presented. In [11] , Sloane's algorithms [12] for producing sphere packings in real Grassmannian space have been extended to the complex Grassmannian space. For a small number of transmit antennas, by using chordal distance as the design criterion, the corresponding constellations improve on the bit error rate (BER) when compared with the unitary space-time constellations presented in [7] . In [13] , the problem of designing signal constellations for the multiple antenna noncoherent Rayleigh fading channel has been examined. The asymptotic UB on the probability of error has been considered, which, consequently, gave rise to a different notion of distance on the Grassmann manifold. By doing this, a method of iteratively designing signals, called successive updates, has been introduced. The signals obtained therein are, in contrast to [7] and [11] , guaranteed to achieve the full diversity order of the channel. Later, Borran et al. [14] , under the assumption of equally probable codewords, presented a technique that uses Kullback-Liebler (KL) divergence between the probability density functions induced at the receiver by distinct transmitted codewords as a design criterion for codebook construction. The codes thereby obtained collapse to the unitary constellations at high SNR, but at low SNR, they have a multilevel structure and show improvement over unitary constellations of the same size. In [15] , a family of space-time codes suited for noncoherent multiple-input-multiple-output (MIMO) systems was presented. These codes use all the degrees of freedom of the system, and they are constructed as codes on the Grassmann manifold by the exponential map. Recently, in [16] and [17] , some suboptimal simplified decodings for the class of unitary space-time codes obtained via the exponential map were presented.
The aforementioned techniques cannot be readily extended to the more realistic and challenging scenario, where the Gaussian observation noise has an arbitrary correlation structure. The assumption of spatio-temporal Gaussian observation noise is common, as there are at least two reasons for making it. First, it yields mathematical expressions that are relatively easy to deal with. Second, it can be justified via the central limit theorem. Although customary, the assumption of spatio-temporal white Gaussian observation noise is clearly an approximation. In general, in realistic scenarios, the noise term might have very rich correlation structure, e.g, see [18, pp. 10, 159, 171] . The generalization to arbitrary noise covariance matrices encompasses many scenarios of interest as special cases: spatially colored or not jointly with temporally colored or not observation noise, multiuser environment, etc. Intuitively, unitary space-time constellations are not the optimal ones for this scenario.
In this paper, we look for a more practical code design criterion based on error probability, rather than capacity analysis. The calculus of the exact expression for the average error probability for the general noncoherent systems seems not to be tractable. Instead, we consider pairwise error probability (PEP) in high-SNR regime, and use it to find a code design criterium (a merit function) for an arbitrarily given noise correlation structure.
B. Contribution
Our contributions in this area are summarized in the following.
1) The main contribution of this paper is a new technique that systematically designs space-time codebooks for noncoherent multiple-antenna communication systems. Contrary to other approaches, the Gaussian observation noise may have an arbitrary correlation structure. In general correlated noise environments, computer simulations show that the space-time codes obtained with our method significantly outperform those already known which were constructed for spatio-temporally white noise case. We recall that codebook constructions for arbitrary noise correlation structures were not previously available and this demonstrates the interest of the codebook design methodology introduced herein. 2) For the special case of spatio-temporal white observation noise, our codebooks converge to the previously known unitary structure, namely the codes in [7] (in fact, our codes are marginally better). Also, for this specific scenario and , we show that the problem of finding good codes coincides with the very well-known packing problem in the complex projective space. We compare our best configurations against the codes in [10] and the Rankin bound. We manage to improve the best known results and in some cases actually provide optimal packings in complex projective spaces which attain the Rankin upper bound.
3) Theoretical analysis leads to an upper bound on PEP in the high-SNR scenario for the Gaussian observation noise with an arbitrary correlation structure.
C. Paper Organization
This paper is organized as follows. In Section II, we introduce the data model and formulate the problem addressed in this paper. We describe the structure of our noncoherent receiver and discuss the selection of the codebook design criterium. In Section III, before addressing the codebook design problem, we draw some conclusions about the design criterium defined in Section II. In Section IV, we propose a new algorithm that systematically designs noncoherent space-time constellations for an arbitrarily given noise covariance matrix and any , , , and , respectively, number of transmitter antennas, number of receiver antennas, size of codebook, and channel coherence interval. In Section V, we present codebook constructions for several important special cases and compare their performance with the state-of-the-art solutions. Section VI presents the main conclusions of our paper.
Throughout the paper, the operator denotes transpose (complex conjugate transpose). The multivariate circularly symmetric, complex Gaussian distribution with mean vector and covariance matrix is denoted by . The expectation operator is denoted by . For any matrix , we write its trace as . The symbol denotes the Frobenius norm. The Kronecker product of two matrices is denoted by . The -dimensional identity matrix is denoted by and the matrix of all zeros by (also ). The minimum (maximum) eigenvalue of the Hermitian matrix is denoted by . The determinant of matrix is denoted by
. The operator stacks all columns of the matrix on top of each other, from left to right. The curled inequality symbol represents matrix inequality between Hermitian matrices. For matrices , is the , , block diagonal matrix obtained by diagonal concatenation of the s.
II. PROBLEM FORMULATION

A. Data Model and Assumptions
The communication system comprises transmit and receive antennas and we assume a block flat fading channel model with coherence interval . That is, we assume that the fading coefficients remain constant during blocks of consecutive symbol intervals, and change into new, independent values at the end of each block. In complex baseband notation, we have the model (1) where is the matrix of transmitted symbols (the matrix is called hereafter a space-time codeword), is the matrix of received symbols, is the matrix of channel coefficients, and is the matrix of zero-mean additive observation noise. In , time indexes the rows and space (receive antennas) indexes the columns. We will work under the following assumptions.
A1) Channel matrix: The channel matrix is not known at the receiver neither at the transmitter, and no stochastic model is assumed for it. A2) Transmit power constraint: The codeword is chosen from a finite codebook known to the receiver, where is the size of the codebook. We impose the power constraint for each codeword. Furthermore, we assume that and each codeword is of full rank, i.e., . A3) Noise distribution: The observation noise at the receiver is zero mean and obeys circular complex Gaussian statistics, that is, . The noise covariance matrix is known at the transmitter and at the receiver. Remark that in assumption A3), we let the data model depart from the customary assumption of spatio-temporal white Gaussian observation noise. Also, note that one cannot perform "prewhitening" in order to revert the general colored case into the spatio-temporal white noise case since the "vector level" prewhitening would break down the matrix structure of the data model.
B. Receiver
According to the system model (1) and the previous assumptions, the conditional probability density function of the received vector , given the transmitted matrix and the unknown realization of the channel , is given by where the notation was used. Since no stochastic model is attached to the channel propagation matrix, the receiver faces a multiple hypothesis testing problem with the channel as a deterministic nuisance parameter. We assume a generalized likelihood ratio test (GLRT) receiver which decides the index of the codeword as where and (2) In the sequel, we also refer to as a codeword. The GLRT [21] is composed of a bank of parallel processors where the th processor assumes the presence of the th codeword and computes a likelihood, after replacing the channel by its maximum-likelihood (ML) estimate. The GLRT detector chooses the codeword associated with the processor exhibiting the largest likelihood. We note that the GLRT performs suboptimally when compared with the ML receiver, as the latter can exploit the knowledge of channel statistics. However, since assumption A1) is in force (i.e., channel statistics are unknown), the GLRT yields an attractive (implementable) solution in the present setup. Note also that, for the special case of unitary constellations, i.e., for all , and spatio-temporal white Gaussian noise, it is readily shown that the two receivers coincide.
C. Codebook Design Criterion
In this paper, our goal is to design a codebook of size for the current setup. A codebook is a point in the space . First, we must adopt a merit function which gauges the quality of each constellation . The average error probability for a specific would be the natural choice, but the theoretical analysis seems to be intractable. Instead, as usual [6] , [7] , we rely on a PEP study to construct our merit function. For the special case of unitary codebooks, spatio-temporal white Gaussian noise and independent identically distributed (i.i.d.) Rayleigh fading, the exact expression for the PEP has been derived in [6] . However, its computation for arbitrary matrix constellations and noise correlation matrix seems to be burdensome. As in [6] and [7] , in this paper, we focus on the high-SNR regime. We resort to the asymptotic expression of the PEP in this regime, for arbitrary and . This paper completes our previous work in [19] . For a corresponding study in the low-SNR regime, see [20] . To start the PEP analysis, we consider a codebook with only two codewords, i.e.,
. Let be the probability of the GLRT receiver deciding when is sent. In Appendix I, it is shown that, at sufficiently high SNR, we have the approximation (3) where (4) and is the -function. Equation (3) shows that the probability of misdetecting for depends on the channel realization and on the relative geometry of the codewords and . We can decouple the action of and as follows: Using the inequality (which is an equality when and ) and the fact that is monotonically nonincreasing, we have the upper bound on the PEP for high SNR (5) We cannot control the power of the channel , but we can design codebooks aiming at maximizing .
D. Problem Formulation
Following a worst-case approach, we are led from (5) to define the codebook merit function , as (6) where with defined as in (4) . Note that depends on only through the two codewords and . Constructing an optimal codebook amounts to solving the optimization problem (7) The problem defined in (7) is a high-dimensional, nonlinear, and nonsmooth optimization problem. As an example, for a codebook of size , the number of functions is . Also, for and , there are real variables to optimize.
III. CONSIDERATIONS ABOUT THE NEW CODEBOOK MERIT FUNCTION
Before addressing the codebook design problem (6), we draw in this section some conclusions about the codebook merit function in (6) . In Section III-A, we show that, for the special case of spatio-temporally white noise and , the unitary constellations are the optimal ones with respect to . In Section III-B, we show that, when restricting attention to unitary codebooks, our codebook design criterion corresponds to a packing problem in the Grassmannian space with respect to spectral distance, for the white noise case.
A. Optimality of Unitary Codewords for the White Noise Case
Consider a codebook with two codewords . We want to maximize subject to . There are two distinct situations: and . We start with . We rewrite as (8) where contain an orthonormal basis for the subspace spanned by the columns of . To proceed with the analysis, we use an useful fact from the cosine-sine (CS) decomposition (see [23, pp. 199 
The lower bounds in (9) show that, in order to maximize , one should simultaneously increase and the angle . Unfortunately, this does not offer much insight into the form of the optimal codebook for the case of arbitrary noise covariance matrix . One of the reasons originates from the fact that PEPs are not symmetric for this general case.
In the remainder of this section, we use the upper bound in (9) to show that unitary codewords are optimal for the specific case of spatio-temporal white Gaussian observation noise . Let denote a thin singular value decomposition (SVD) of , where and are unitary matrices and contains the singular values. Using this SVD representation for the codewords and in (4), it is not difficult to obtain (10) Since the matrices do not appear in (10), any optimal constellation can be described in the form of . Further, similar to (9), we have (11) where denote the principal angles between the subspaces spanned by and (equivalently, by and ). Since , the last inequality in (11) yields the upper bound on the codebook merit function (12) The upper bound is attained only if , i.e., each is a unitary codeword. Furthermore, for unitary codewords, the upper bound is attained only if , i.e., the codewords are mutually orthogonal [this can be established using (10)]. In sum, we showed that for the special case of spatio-temporally white noise and , the unitary constellations are the optimal ones with respect to our codebook design criterion . We recall that the unitary structure was also shown to be optimal in [5] , [6] , and [8] from both the capacity and asymptotic UB on the probability of error minimization viewpoints.
We now comment on the situation . In this case, we would have (13) shown at the bottom of the page, for some unitary matrix and diagonal . Given that , we see that the lower right block of zeros in the middle matrix in the right-hand side of (13) is nonvoid. Thus, and plugging this in (5) yields the upper bound which holds irrespective of the choice of codewords. Thus, we cannot extract a guideline for codebook construction in this case. This motivates the following assumption. A4) Length of Channel Coherence: In this work, the length of the coherence interval is at least twice as large as the number of transmit antennas : . The preceding assumption is not surprising since, for the special case , Rayleigh fading and in high-SNR scenario, it is known that the length of the coherence interval has to be necessarily at least twice as large as the number of transmit antennas to achieve full order of diversity [8] , but also, from the capacity viewpoint, it is found that there is no point in using more than transmit antenna when one wants to maximize the number of degrees of freedom [9] .
B. Codebook Design as a Grassmannian Packing
It is instructive to compare our codebook construction criterion with the one proposed in [6] and [7] defined as (14) where the constraint space is the set of unitary codebooks . It is readily seen that (14) is equivalent to (15) where denote the principal angles between and . In order to compare our approach with the one proposed in [6] and [7] , we must temporarily adopt the signal model assumptions in [6] and [7] , i.e., we consider white noise and also unitary codebooks. In this setup, our codebook construction criterion in (7), simplifies to (16) It is clear that both criterions in (15) and (16) aim at building codebooks by reducing the pairwise "spatial crosstalk" between distinct codewords. The distinction lies in how this crosstalk is measured: The strategy in (15) looks at the average of the principal angles and corresponds to the Grassmannian chordal distance [7] , whereas our criterion in (16) considers the worst case and leads to the Grassmannian spectral distance [10] . We recall that, as defined in [10] , the squared spectral distance of two linear subspaces of the same dimension, say , , is given by where is the minimal principal angle between and . It can be computed as follows: If the matrices and contain in their columns an orthonormal basis for and , respectively, then where is the maximal singular value of . Given this definition, it follows that corresponds to the squared spectral distance between the codewords and (more precisely, between their respective range spaces). Refer to [10] and [22] for more details on packing problems in Grassmannian space and [31] for a more in depth discussion on the geometry of complex Grassmann manifolds regarding distance, cut and conjugate locus, etc.
We note that, for this particular scenario, the criterion presented in (14) is easier to deal with mathematically. Also, from (16), we see that, for , the problem of finding good codes coincides with the very well-known packing problem in the complex projective space [10] .
IV. CODEBOOK CONSTRUCTION
In this section, we address the design of a codebook of size as stated in (7). We propose a two-phase methodology. Phase 1 solves a sequence of convex semidefinite programs (SDP) to obtain a rough estimate of the optimal codebook. Phase 2 refines it through a geodesic descent optimization algorithm (GDA) which exploits the Riemannian geometry of the constraints. This approach is summarized in Table I . Details on both phases are given as follows.
Phase 1-SDP Relaxations: This phase constructs a suboptimal codebook . The codebook is constructed incrementally. Addition of a new codeword involves solving an SDP. The first codeword can be obtained by several distinct strategies, e.g., randomly generated, choosing eigenvectors associated to the smallest eigenvalues of the noise covariance matrix, etc. Let be the The rank 1 relaxation is usually known as the Shor relaxation [25] . The optimization problem in (19) is convex in the variables , , and . Note that is of size , independent of the codebook's size . The number of LMI constraints in (19) is of order . To solve numerically the optimization problem in (19) we used the self-dual-minimization package SeDuMi 1.1 [26] . Once the problem defined in (19) is solved, we adopt a randomized technique similar to [27] to obtain the codeword from the output variable . The technique consists in generating independent realizations of random vectors that follow a Gaussian distribution with zero mean and covariance matrix , i.e., for , where is a parameter to be chosen (in our simulations, ). After forcing norm 1, , we retain the best sample, i.e., where . Here, the operator acts as an inverse for : It reshapes the -dimensional vector into a matrix. We are clearly dealing with a suboptimal solution for a codebook.
Phase 2-Geodesic Descent Algorithm: Problem (7) involves searching codebooks over the constraint set . Note that , as the Cartesian product of spheres, is a smooth manifold. The geodesic descent algorithm (GDA), presented in Table II , is a locally convergent iterative algorithm which improves codebooks by travelling along geodesics in (hence, securing the power constraints imposed on the codewords). The GDA is initialized with the codebook produced by Phase 1. We now describe the main ideas behind the outline of the GDA presented in Table II . From label input to the label loop, we simply rearrange the initial codebook in the vector and compute , the merit function evaluated at this point. In Table II , the notations and denote the real and imaginary part of the complex matrix . Throughout the algorithm in Table II , always denotes the current iterate for the codebook and the merit function evaluated at .
The main loop starts at the label loop. First, we identify the set "active" constraint pairs , i.e., those satisfying , where denotes a small positive constant (in all simulations herein presented, we have chosen ). We let denote the set of active pairs. Then, we check if there is an ascent direction simultaneously for all functions with . If it exists such that , for , we can try to improve our cost function locally. The gradient is computed in Appendix III. This ascent direction is searched within , the tangent space to the manifold at the current codebook , and consists in solving a linear program. It is the constraint (equivalently, for ) which ensures that . The box constraint is added to bound the solution of the linear program. If there is no such ascent direction, GDA stops and returns the current point. Otherwise, we perform an Armijo search along the geodesic which emanates from in the direction in order to improve our current codebook. The expression for the geodesic is given in the new trial step. A geodesic is nothing but the generalization of a straight line in Euclidean space to a curved surface [28] . In loose terms, GDA resembles a subgradient method and, consequently, the algorithm usually converges slowly near local minimizers. Note, however, that this is not a serious drawback since codebooks can be generated offline.
The parameter controls the complexity of the linear program. A too small implies slow convergence of the algorithm, whereas a big increases the complexity of the linear program (by increasing , the number of active pairs). For a codebook of size , , and , the gradient matrix can be of size 10 000 8000 (remark that ). Although the matrix is a sparse matrix, it is preferable to impose it to be of moderate size too. The choice of controls that. As a final remark, we note that the utility of the Phase 1 in Table I for large is an open issue. We have found it quite useful for small and moderate sized codebooks. For example, for the real case and , Phase 1 already provides us the optimal codebook for where . In all simulations herein presented, the procedure presented in Table I has been implemented.
V. RESULTS
We have constructed codes for three special categories of noise covariance matrices . In all simulations, we assumed a Rayleigh fading model for the channel matrix, i.e., .
A. First Category: Spatio-Temporal White Observation Noise
In the first category, the spatio-temporal white observation noise case is considered, i.e., . We compared our codes with the best known found in [7] . We considered a scenario with coherence interval , transmit antennas, receive antennas, and a codebook with codewords. Let denote the average distance of our codebook from the constellation of unitary matrices. For , , and , the average distance was . As expected (see Section III), the algorithm converged to constellations of unitary matrices.In Fig. 1 , we show the symbol error rate (SER) versus SNR . The solid-plus and dashed-circle curves represent performances of codes constructed by our method and unitary codes, respectively. As we can see, our codebook constructions replicate the performance of [7] for these particular cases, with just marginal improvements. Note that, for unitary constellations and white spatio-temporal observation noise, the GLRT and the Bayesian receiver in [7] coincide. This, in conjunction with the fact that our codebook is almost unitary, explains the comparable performance of the two approaches. For , in Fig. 2 and Table III , we compare our results with [10] for . We manage to improve the best known results and, in some cases, actually provide optimal packings which attain the Rankin upper bound.
B. Second Category: Spatially White Temporally Colored Observation Noise
The second category corresponds to spatially white temporally colored observation noise, i.e., where the vector is the first column of an Hermitian Toeplitz matrix . To the best of our knowledge, we are not aware of any work that treats the problem of codebook constructions in the presence of spatially white temporally colored observation noise. Hence, we compare our codes designed (adapted) to this specific scenario with unitary codes [7] . The goal here is to demonstrate the increase of performance obtained by matching the codebook construction to the noise statistics. In Figs. 3 and 4 , the solid curves represent the performance of codes constructed by our method, while the dashed curves represent the performance of unitary codes. In either case, the plus sign indicates that the GLRT receiver is implemented. The square sign indicates that the Bayesian receiver is implemented. Fig. 3 plots the result of the experiment for , , , , and zeros . It can be seen that for SER , our codes demonstrate a gain of 3 dB when compared with the unitary codes. Fig. 4 plots the result of the experiment for , , , , and zeros . For SER , our codes demonstrate gain of 3 dB when compared with the unitary codes. [10] . The packing radius of an ensemble is measured as the acute angle between the closest pair of lines. Minus sign symbol (0) means that no packing is available for specific pair (T; K ).
C. Third Category:
In the third category, we considered the case where the noise matrix is of the form . This models an interfering source (with known covariance matrix ) where the complex vector is the known channel attenuation between each receive antenna and the interfering source. The matrix has a noise covariance matrix belonging to the second category. Thus, the noise covariance matrix is given by
. As for the second category, we compare our codes adapted to this particular scenario with unitary codes. In Figs. 5 and 6, the solid curves represent performance of codes constructed by our method, while the dashed curves represent performance of unitary codes [7] . Fig. 5 plots the result of the experiment for , , ,
, and . For SER , once again our codes demonstrate a gain of more than 2 dB gain when compared with the unitary codes. Fig. 6 plots the result of the experiment for , , , , zeros , zeros , and . For SER , our codes demonstrate a gain of more than 1.5 dB gain when compared with the unitary codes.
VI. CONCLUSION
In this paper, we addressed the problem of codebook construction for noncoherent communication in multiple-antenna wireless systems. In contrast with other related approaches, the Gaussian observation noise may have an arbitrary correlation structure. The noncoherent receiver operates according to the GLRT principle. A methodology for designing space-time codebooks for this noncoherent setup, taking the probability of error of the detector in the high-SNR regime as the code design criterion, is proposed. We have presented a two-phase approach to solve the resulting high-dimensional, nonlinear, and nonsmooth optimization problem. The first phase solves a sequence of convex SDPs to obtain a rough estimate of the optimal codebook. The second phase refines it through a geodesic descent optimization algorithm which exploits the Riemannian geometry of the constraint set. Computer simulations show that our codebooks are marginally better than the state-of-the-art known solutions for the special case of spatio-temporal white Gaussian observation noise but significantly outperform them in the correlated noise environments. This shows the relevance of the codebook construction tool proposed herein.
APPENDIX I PEP FOR FAST FADING IN THE HIGH-SNR REGIME
In this Appendix, we derive the expression for the asymptotic (high-SNR regime) PEP for fast fading presented in (3). If is transmitted, then the probability that the receiver decides in favor of is (20) where (21) where and are defined in (2) . Since was transmitted, we have (22) where and . Plugging (21) and (22) in (20) yields (23) where denotes zero-mean white Gaussian noise , is the orthogonal projector onto the orthogonal complement of the column space of and . Also, stands for the real part of the complex number . The expression (23) cannot be easily simplified analytically. We will analyze (2) in the high-SNR regime where the linear term of is dominant, i.e., the quadratic term of is negligible (see [18, pp. 56] 
APPENDIX II OPTIMIZATION PROBLEM
In this appendix, we prove that the equivalent formulation of the optimization problem (17) is given by (18) . The optimization problem in (17) can be rewritten as (24) where , , , and . Define . We are going to show that both and can be written as LMIs in , , and . : Note that Since is the Schur complement [29] of in we have the following equivalence (we assumed that is of full column rank):
Let denote the th element of the matrix and represent the th column of the identity matrix . Then
As , there exists matrix of size such that (see [30] ). Hence (27) Substituting (27) in (26), we have (28) where we define Similarly (29) : By repeating the analysis for the case , we have
Using (27), we obtain . Hence (30) Combining (25) , (26) , and (28)-(30), we conclude that both and can be written as LMIs with respect to the variables , , and . Consequently, the optimization problems (17) and (18) are equivalent. This concludes the proof.
APPENDIX III CALCULATING GRADIENTS
In this section, we calculate the gradient to be used in Table  II 
