Introduction {#s01}
============

Accurate prediction of pathological nodal stage may enable individualized treatments for the patients with locally advanced rectal cancer (LARC) ([@b1]-[@b4]). If pathological N0 \[ypN0, no residual metastatic lymph nodes (LNs)\] can be confirmed by radiological methods after neoadjuvant chemoradiotherapy (NCRT) and before surgery, the following treatment could be changed from total mesorectal excision (TME) into more conservative plans such as "wait and see" or local excision. It is particularly beneficial to the patients with rectal cancer at lower position to preserve anal sphincter function and improve life quality. Magnetic resonance imaging (MRI) has been recognized as the most effective method to preoperatively evaluate LN status for LARC ( [@b5]-[@b7]). However, the accuracy of preoperative LN evaluation is still below clinical requirement ([@b8]).

The emerge of radiomics makes it possible to extract many features from images and construct a predictive model by machine learning. Several studies on colon or rectal cancer including our previous work have applied radiomics in the prediction of pathological complete response (ypT0N0), nodal stage (ypN0) or pathological good response (ypT0-1N0) ([@b9]-[@b16]). It can be noticed that the labels in all these studies contain pathological nodal stage, but all these studies extract features only from primary tumors and no LN features are included. The major difficulty of using LN features in most retrospective studies is the lack of pathological ground truth of each LN detected in the images. Consequently, it is impossible to treat each LN as a labeled target. If we treat each participant as a labeled target, another challenge is the difference in LN number and LN position among different participants. As a result, it is difficult to determine which LN should be used for feature extraction and classification.

In this study, we propose a method to predict ypN0 stage by using the collective features from LNs. Collective features are defined as 5 statistical measurements of each feature from all delineated LNs of each participant. They include the maximum, minimum, mean, median value and standard deviation. Both pre-NCRT and post-NCRT features are used to measure the difference before and after treatment. The participants are chronologically divided into discovery cohort and validation cohort. Logistic regression model with L1 regularization is used in the discovery cohort for model construction and the validation cohort is used to test the model. Raters' evaluation and a radiomics model that only uses tumor features are used for comparison.

Materials and methods {#s02}
=====================

Patients {#s02.01}
--------

Due to the retrospective nature of the study, a written consent was waived. The protocol was approved by Institutional Medical Ethics Committee of Peking University Cancer Hospital (No. 2019KT76). Inclusion criteria: 1) biopsy-proven primary rectal adenocarcinoma; 2) LARC confirmed by pre-treatment MRI (T-stage ≥T3, or positive nodal status); 3) no treatment before; 4) complete NCRT; and 5) TME surgery after NCRT. Exclusion criteria: 1) lack of pathological results; 2) lack of MRI scanning before or after NCRT, or scanning on different scanners; 3) lack of high-resolution T2-weighted images; 4) insufficient image quality for measurements (e.g., motion artefacts); 5) mucious adenocarcinoma demonstrated by pathology after TME surgery; or 6) lack of noticeable LNs on MRI. The inclusion and exclusion flowchart is shown in *[Figure 1](#Figure1){ref-type="fig"}*. Finally, 215 patients were included in this study, and chronologically divided into discovery cohort (n=143, Aug 2011−Nov. 2014) and validation cohort (n=72, Nov. 2014−Apr. 2015) in the proportion of 2:1.

![Inclusion and exclusion flowchart of this study.](cjcr-31-6-984-1){#Figure1}

MRI data acquisition {#s02.02}
--------------------

All patients received MRI examinations at two time points: within one week before the initiation of NCRT and within one week before surgery, which were defined as pre-NCRT MRI and post-NCRT MRI, respectively. MRI examinations were performed with a 3.0 Tesla MRI scanner (Discovery 750; GE Healthcare, Milwaukee, WI, USA) using an 8-channel phased array body coil in the supine position. To reduce colonic motility, 20 mg of scopolamine butylbromide was injected intramuscularly 30 min prior to scanning. Patients were not asked to undergo bowel preparation before the examination. T2-weighted images were scanned in an oblique direction perpendicular to the intestinal tube with following parameters: repetition time (TR) =5,700 ms, echo time (TE) =110 ms, echo number =25, field of view (FOV) =180 mm × 180 mm, image size = 512×512.

NCRT treatment {#s02.03}
--------------

All patients underwent intensity-modulated radiation therapy (IMRT) with RapidArc (Varian Medical System, Palo Alto, CA, USA). The IMRT regimen consisted of 22 fractions of 2.3 Gy (gross tumor volume, GTV) and 1.9 Gy (clinical target volume, CTV). The total dose of 50.6 Gy (GTV)/41.8 Gy (CTV) was administered 5 times per week over a period of 30 d ([@b17],[@b18]). Capecitabine (825 mg/m^2^ orally twice per day) was administered concurrently with IMRT. All patients received TME surgery within 8−10 weeks after completion of IMRT. The treatment protocol and timeline followed the National Comprehensive NCCN guideline ([@b19]).

Pathologic assessment of response {#s02.04}
---------------------------------

Standard TME surgery was performed. The histopathologic evaluation was standardized as follows: The specimen was inked and fixed in formalin for 24−48 h. The specimen was then sectioned every 5 mm perpendicularly to the mesorectum. A careful search for LNs was made in each histopathologic tissue slice by an experienced pathologist with 10 years of experience. Each harvested LN was processed according to standard methods and stained with hematoxylin-eosin. Pathological nodal stage (ypN0 or ypN+) is used as ground truth for classification. If any LN is proved malignant, the participant is labeled as ypN+.

Feature extraction {#s02.05}
------------------

Region of interest (ROI) was manually delineated on the whole tumor and all the noticeable LNs on each slice of the T2-weighted image with itk-SNAP (www.itksnap.org) by an experienced radiologist ([@b20]). ROIs were drawn along the contour of the tumor and LNs (*[Figure 2](#Figure2){ref-type="fig"}*). The reproducibility of ROI delineation was tested on the first 50 patients by another experienced radiologist who is blind to the first radiologist's delineation. Dice similarity coefficient (DSC) is used to evaluate the agreement of two ROIs ([@b21]). Features were automatically extracted from the ROI by a home-made program developed on the platform of MATLAB (2017b, MathWorks, Natick, MA, USA). Intra-class correlation coefficient (ICC) is used to evaluate the agreement of features extracted from the ROIs that are delineated by two radiologists. Voxels with intensities outside the range $\documentclass[12pt]{minimal}
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}{}$\mu \pm 3{\rm{\sigma }}$\end{document}$ were rejected and not considered in the subsequent feature extraction, as suggested by Collewet *et al* ([@b22]). The intensity of all images is scaled into the range between 0 and 1 for normalization. Forty-one features were extracted from each LN and the primary tumor. They include 9 first-order gray level histogram features from the ROI volume, 24 second-order gray level co-occurrence matrix (GLCM) texture features and 8 geometric features from the whole volume and the slice that has the largest ROI area. The mathematic expressions of the 41 features are described in the *Supplementary materials*.

![Example of region of interest (ROI) delineation for primary tumor and lymph nodes (LNs). (A) T2-weighted image; (B) ROI delineation on tumor and LNs. Red color is primary tumor; yellow and green color are LNs.](cjcr-31-6-984-2){#Figure2}

Radiomics models {#s02.06}
----------------

An LN-model is constructed by using the collective features from all visible rectal LNs. Collective features include the maximum, minimum, mean, median value and standard deviation of each feature of all visible rectal LNs of each participant. It also includes the pre-NCRT LN number and the post-NCRT LN number of each participant. Therefore, LN-model has 412 features (41×5×2+2) as both pre-NCRT and post-NCRT features are included.

A tumor-model is constructed by the features from the primary tumor. Tumor-model uses 41 features of the primary tumor in both pre-NCRT and post-NCRT data. Therefore, Tumor-model has 82 features (41×2).

Subjective evaluation was performed by two raters, a junior radiologist and a senior radiologist. First, the junior rater classified each participant into cN0 and cN+ according to all MRI protocols before and after NCRT. Next, the senior rater reviewed the classification and made necessary correction.

Training and validation {#s02.07}
-----------------------

Prior to training, redundant features are examined and removed. If the absolute value of correlation coefficient between two features is larger than a hyperparameter *r*, the feature with smaller group difference is removed. The remained features are trained by least absolute shrinkage and selection operator (LASSO) with L1 regularization ([@b23]). The positive and negative samples were properly weighted to keep a balance between two classifications. The 5-fold cross-validation is used to tune the hyperparameter λ by maximizing the area under curve (AUC) of receiver operating characteristic (ROC) curve. The detail of LASSO algorithm and the definition of λ are described in the *Supplementary materials*. After λ is determined, the model is trained with all data in the discovery cohort and tested in the validation cohort.

Statistical analysis {#s02.08}
--------------------
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}{}$\large \overline{\textit{x}}{\text{±}}{\textit{s}}$\end{document}$, and the categorical data were presented with specific number and proportions. Student's *t*-test was used to compare the age difference between discovery cohort and validation cohort. Student's *t*-test was also used to remove all features that have no significant difference (P\>0.05). Pearson Chi-square test was used to compare the difference in gender, T-stage and N-stage. Likelihood-ratio was used if any cell has expected count less than 5. AUC of different methods was compared by the method proposed by DeLong*et al* ([@b24]). Maximum Youden index (sensitivity + specificity − 1) was used to determine the cutoff value to separate predicted ypN0 and ypN+. A two-sided P\<0.05 was regarded as statistically significant.

Results {#s03}
=======

Clinical characteristics {#s03.01}
------------------------

Clinical characteristics of patients are summarized in *[Table 1](#Table1){ref-type="table"}*. Significant difference (P\<0.05) was found in age between discovery cohort and validation cohort. Gender, pre-NCRT TN-stage and pathological yTN-stage didn't show significant difference (P\>0.05).

###### 

Clinical characteristics of patients in discovery cohort and validation cohort

  Characteristics                                                                  Discovery cohort \[n (%)\]   Validation cohort \[n (%)\]   Test value    P
  -------------------------------------------------------------------------------- ---------------------------- ----------------------------- ------------- -------
  Age ( $\documentclass[12pt]{minimal}                                             55.59±9.75                   58.56±10.32                   2.065\*       0.040
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  }{}$\large \overline{\textit{x}}{\text{±}}{\textit{s}}$\end{document}$) (year)                                                                            
  Gender                                                                                                                                      3.296\*\*     0.069
  　Male                                                                           81 (56.6)                    50 (69.4)                                   
  　Female                                                                         62 (43.4)                    22 (30.6)                                   
  Pre-NCRT T-stage                                                                                                                            0.890\*\*     0.828
  　T2                                                                             21 (14.7)                    8 (11.1)                                    
  　T3                                                                             106 (74.1)                   55 (76.4)                                   
  　T4a                                                                            7 (4.9)                      5 (6.9)                                     
  　T4b                                                                            9 (6.3)                      4 (5.6)                                     
  Pre-NCRT N-stage                                                                                                                            9.711\*\*\*   0.084
  　N0                                                                             9 (6.3)                      6 (8.3)                                     
  　N1a                                                                            8 (5.6)                      3 (4.2)                                     
  　N1b                                                                            27 (18.9)                    10 (13.9)                                   
  　N1c                                                                            0 (0)                        1 (1.4)                                     
  　N2a                                                                            36 (25.2)                    9 (12.5)                                    
  　N2b                                                                            63 (44.1)                    43 (59.7)                                   
  Pathological T-stage                                                                                                                        2.379\*\*\*   0.666
  　yT0                                                                            28 (19.6)                    16 (22.2)                                   
  　yT1                                                                            5 (3.5)                      4 (5.6)                                     
  　yT2                                                                            54 (37.8)                    25 (34.7)                                   
  　yT3                                                                            54 (37.8)                    27 (37.5)                                   
  　yT4a                                                                           2 (1.4)                      0 (0)                                       
  Pathological N-stage                                                                                                                        3.402\*\*\*   0.638
  　yN0                                                                            109 (76.2)                   53 (73.6)                                   
  　yN1a                                                                           18 (12.6)                    12 (16.7)                                   
  　yN1b                                                                           8 (5.6)                      2 (2.8)                                     
  　yN1c                                                                           4 (2.8)                      1 (1.4)                                     
  　yN2a                                                                           2 (1.4)                      1 (1.4)                                     
  　yN2b                                                                           2 (1.4)                      3 (4.2)                                     

ROI characteristics {#s03.02}
-------------------

A total of 2,931 pre-NCRT LNs and 1,520 post-NCRT LNs were delineated from 215 patients both in discovery cohort and validation cohort. The number of LN is 13.6±5.0 in pre-NCRT data and 7.1±3.9 in post-NCRT data for one patient, respectively. The DSC of ROI delineation of 50 common participants delineated by two radiologists is 0.93 for tumor and 0.87 for LN. The ICC values of all features between the delineations of two radiologists on 50 subjects are in the range from 0.82 to 0.95.

Discovery cohort {#s03.03}
----------------

During the training of LN-model, 412 features were first reduced to 156 by removing insignificant features with Student's *t*-test. Then the 156 features were reduced to 7 by removing redundant ones with *r*=0.6. All the 7 features were selected by LASSO algorithm with L1 regularization. The hyperparameter λ=0.0367 is determined by 5-fold cross-validation. The 7 features in the final LN-model and the corresponding weights are listed in *[Table 2](#Table2){ref-type="table"}*. Positive weights indicate positive relation with ypN+ probability. The "time" column is used to separate pre-NCRT features from post-NCRT features. Finally, LN-model includes 3 pre-NCRT features and 4 post-NCRT features. The "collective measurement" column points out the statistical measurement to calculate the collective features from all visible LNs of each participant.

###### 

Features and their weights included in LN-model

  Features                   Time        Collective measurement   Weight
  -------------------------- ----------- ------------------------ ---------
  GLCM correlation           Pre-NCRT    Maximum value            1.2316
  Skewness                   Pre-NCRT    Minimum value            −1.9235
  GLCM sum mean              Pre-NCRT    Median value             1.0979
  GLCM homogeneity           Post-NCRT   Maximum value            3.2172
  Minimum signal intensity   Post-NCRT   Minimum value            −1.9282
  Skewness                   Post-NCRT   Minimum value            −0.3457
  Skewness                   Post-NCRT   Standard deviation       0.2052

During the training of tumor-model, 82 features were first reduced to 25 by removing insignificant features with Student's *t*-test. Then the 25 features were reduced to 8 by removing redundant features. Finally, 8 features were reduced to 7 features by LASSO algorithm with L1 regularization. The hyperparameter λ=0.0111 is determined by 5-fold cross-validation. The final 7 features in the tumor-model and the corresponding weights are listed in *[Table 3](#Table3){ref-type="table"}*. They include 1 pre-NCRT features and 6 post-NCRT feature.

###### 

Features and their weights included in tumor-model

  Feature                    Time        Weight
  -------------------------- ----------- ---------
  Maximum signal intensity   Pre-NCRT    −1.6684
  Skewness                   Post-NCRT   −0.9025
  GLCM cluster shade         Post-NCRT   −0.3944
  Elongation                 Post-NCRT   0.4355
  GLCM inertia               Post-NCRT   −0.2893
  Variation                  Post-NCRT   0.4140
  Eccentricity               Post-NCRT   0.0356

ROC curves were plotted in *[Figure 3A](#Figure3){ref-type="fig"}* by comparing the predictive scores of 143 participants in discovery cohort with their pathological nodal stage. The AUC value of LN-model in the discovery cohort is 0.818 \[95% confidence interval (95% CI): 0.745−0.878), significantly (Z=2.09, P=0.037) larger than 0.685 (95% CI: 0.602−0.760) of the tumor-model. The AUC value of subjective evaluation by raters is 0.581 (95% CI: 0.496−0.663) in discovery cohort. The corresponding sensitivity, specificity, positive predictive value and negative predictive value are summarized in*[Table 4](#Table4){ref-type="table"}*.

![Receiver operating characteristic (ROC) curves for LN-model, tumor-model and rater's evaluation in discovery cohort (A) and validation cohort (B).](cjcr-31-6-984-3){#Figure3}

###### 

AUC, sensitivity, specificity, PPV and NPV of LN-model, tumor-model, raters' evaluation in the discovery cohort

  Variables     AUC                   Sensitivity (%)    Specificity (%)    PPV (%)            NPV (%)
  ------------- --------------------- ------------------ ------------------ ------------------ ------------------
  LN-model      0.818 (0.745−0.878)   79.4 (62.1−91.3)   76.2 (67.0−83.8)   50.9 (36.8−64.9)   92.2 (81.4−94.1)
  Tumor-model   0.685 (0.602−0.760)   88.2 (72.5−96.7)   43.1 (33.7−53.0)   32.6 (23.2−43.2)   92.2 (81.1−97.8)
  Rater         0.581 (0.496−0.663)   82.4 (65.5−93.2)   33.9 (25.1−43.6)   28.0 (19.5−37.9)   86.0 (72.1−94.7)

Validation cohort {#s03.04}
-----------------

The LN-model and tumor-model were tested by the participants in the validation cohort with the features and their weights determined by training. The ROC curves of validation cohort were plotted in *[Figure 3B](#Figure3){ref-type="fig"}*. The AUC of LN-model in validation cohort is 0.812 (95% CI: 0.703−0.895), significantly (Z=3.106, P=0.002) larger than 0.517 (95% CI: 0.396−0.636) of the tumor-model. The AUC value of subjective evaluation by raters is 0.717 (95% CI: 0.599−0.817) in validation cohort. The corresponding sensitivity, specificity, positive predictive value and negative predictive value are summarized in*[Table 5](#Table5){ref-type="table"}*.

###### 

AUC, sensitivity, specificity, PPV and NPV of LN-model, tumor-model, raters' evaluation in the validation cohort

  Variables     AUC                   Sensitivity (%)    Specificity (%)    PPV (%)            NPV (%)
  ------------- --------------------- ------------------ ------------------ ------------------ ------------------
  LN-model      0.812 (0.703−0.895)   94.7 (74.9−99.9)   60.4 (46.0−73.5)   46.2 (30.1−62.8)   97.0 (84.2−99.9)
  Tumor-model   0.517 (0.396−0.636)   31.6 (12.6−56.6)   81.1 (68.0−90.6)   37.5 (15.2−64.6)   76.8 (63.6−87.0)
  Rater         0.717 (0.599−0.817)   100 (82.4−100)     43.4 (29.8−57.7)   38.8 (25.2−53.8)   100 (85.2−100)

Discussion {#s04}
==========

Many studies have established radiomics models to predict pathological complete response, pathological nodal stage or pathological good response, but only the features of primary tumor are included ([@b9]-[@b16]). It is a challenging problem to utilize LN features in machine learning. A patient pathologically proven as ypN+ may have several malignant LNs and several benign LNs, but most retrospective studies may not match the pathological result of each LN with its position in the image. Therefore, all LNs must be viewed as one target with a single pathological nodal stage as a label. It is difficult to include all features from multiple LNs into a radiomics model because the number and position of LNs probably vary a lot among different individuals. To solve the problem, this study proposed to calculate the collective features from multiple LNs. Collective features include the maximum, minimum, mean, median value and standard deviation of each feature from all visible LNs of each participant. Therefore, a fixed number of features can be selected to represent all LNs of each participant. Results show that LN-model has significant larger AUC than the tumor-model to predict ypN0 in both discovery cohort and validation cohort.

In this study, features were first selected by *t*-test, redundancy test and then by logistic regression with L1 regularization. Overfitting is a challenging problem in machine learning. The recommended number of features in the linear model is between 1/10 and 1/3 of the number of participants in one classification ([@b12]). Both LN-model and tumor-model contains 7 features in the logistic regression, which is about 1/5 of the number of ypN+ participants (n=34) in the discovery cohort. *[Table 2](#Table2){ref-type="table"}* shows that two post-NCRT skewness features are included in final LN-model. They are the minimum value and standard deviation of skewness feature extracted from multiple LNs of each participant. It suggests that the abnormality of feature distribution of one's multiple LNs could be a hint of the existence of malignant LNs.

Accurate prediction of pathological nodal stage is desirable for the treatment of LARC by NCRT. If pathological N0 stage is accurately predicted, the following treatment could be changed to more conservative plans such as local excision or "wait and see" and the patients may benefit from anus preservation or avoidance of surgery. In this study, radiomics model is used to predict pathological N0 stage. The AUC of LN-model is larger than that of the raters' evaluation in this work or in references ([@b8]). Although the sensitivity and specificity of LN-model are still insufficient for clinical diagnosis, it might provide radiologists with a supplementary tool to perform a preoperative individualized prediction of nodal stage for the purpose of personalized medicine.

In this study, only T2-weighted images are used for feature extraction and classification. It is a protocol with reduced field of view and high resolution particularly useful for the visualization of small LNs. T2-weighted images with high resolution are considered by radiologists as the most effective protocol to evaluate rectal tumor and LNs. The other useful protocol is diffusion weighted imaging (DWI). Limited by the resolution, however, some small LNs noticeable on T2-weighted images cannot be found on the corresponding DWI images due to partial volume effect or artifact. Thus, DWI features are not included in this study. Limited by the retrospective nature of this study, the pathological ground truth of each MRI-visible LN is unavailable. As a result, the pathological status of each rectal LN in the image is not predictable. An alternative way is using the agreed diagnosis by several radiologists as the gold standard to build a predictive model ([@b25]). However, radiological agreement still cannot replace the pathological ground truth. In order to predict pathological status of each LN, prospective study might be required to identify the same LN in both MRI and histological examination.

Conclusions {#s05}
===========

The radiomics model using collective features from all visible rectal LNs is more accurate than using tumor features for the prediction of pathological nodal stage of LARC.

Acknowledgements {#s06}
================

This study was supported by Beijing Municipal Administration of Hospitals Clinical Medicine Development of Special Funding Support (No. ZYLX201803), Beijing Hospitals Authority' Ascent Plan (No. DFL20191103), National Key R&D Program of China (No. 2017YFC1309101, 2017YFC1309104).

Footnote {#s07}
========

*Conflicts of Interest*: The authors have no conflicts of interest to declare.

.  {#supp1}
=

. Supplementary materials {#s1}
-------------------------

### Part I: Features {#s1-1}

**First-order gray level features ([@b9])**

The 9 first-order gray level features include the *maximum value*, *minimum value*, *median value*, *sum*, *mean value*, *standard deviation*, *variance*, *skewness* and *kurtosis* of the image intensity. *Skewness* is a measure of the degree of distribution symmetry. *Kurtosis* is a measure of whether a distribution is peaked or flat related to a normal shape. They are defined in the following equations.
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}{}$ Skewness = \dfrac{{\frac{1}{N}\mathop \sum \nolimits_{i = 1}^N {{\left( {X\left( i \right) - \bar X} \right)}^3}}}{{{{\left( {\sqrt {\dfrac{1}{N}\mathop \sum \nolimits_{i = 1}^N {{\left( {X\left( i \right) - \bar X} \right)}^2}} } \right)}^3}}},Kurtosis = \frac{{\dfrac{1}{N}\mathop \sum \nolimits_{i = 1}^N {{\left( {X\left( i \right) - \bar X} \right)}^4}}}{{{{\left( {\dfrac{1}{N}\mathop \sum \nolimits_{i = 1}^N {{\left( {X\left( i \right) - \bar X} \right)}^2}} \right)}^2}}} $ \end{document}$$

**Second-order texture features ([@b24])**

Gray level co-occurrence matrix is calculated from 4 directions for each offset *d* according to the following 4 equations.
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Twelve features are extracted from each gray level co-occurrence matrix *C* according to following definitions, where *p* is the number of gray levels.

**Energy:**
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**Entropy**
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**Correlation**
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**Contrast**

$$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{upgreek}
\usepackage{mathrsfs}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
}{}$ Contrast = \mathop \sum \limits_{i = 1}^p \mathop \sum \limits_{j = 1}^p \left| {i - j} \right|C\left( {i,j} \right) $ \end{document}$$

**Homogeneity**
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**Variance**
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**Sum Mean**
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**Inertia**
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**Cluster Shade (CS)**
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**Cluster Tendency (CT)**
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**Max Probability (MP)**
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**Inverse Variance (IV)**
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}{}$ IV = \mathop \sum \limits_{i = 1}^p \mathop \sum \limits_{j = 1}^p \frac{{C\left( {i,j} \right)}}{{1 + {{\left( {i - j} \right)}^2}}} $ \end{document}$$

In this study, Haralick feature is used by averaging the features from the co-occurrence matrices calculated from 4 directions at one offset *d*. We used *d*=1 and *d*=2 in this study. Therefore, 24 Haralick features were extracted in total.

**Geometric features ([@b8])**

The 8 geometric features include the *volume*, *major axis length a*, *minor axis length b*, *eccentricity*, *elongation*, *orientation*, *volume of bounding box*, *perimeter*. *Orientation* is the angle (in degrees ranging from −90 to 90 degrees) between the x-axis and the major axis. The bounding box is the smallest box containing the region of interest (ROI). *Perimeter* is calculated in the slice that has the largest area. *Eccentricity* and *elongation* are defined in following equations.
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### . Part II: Least absolute shrinkage and selection operator (LASSO) {#s1-2}

LASSO was used in study for feature reduction and classification. LASSO selects only a subset of the provided covariates for use in the final model rather than using all of them. Consider the usual linear regressions in the following equation.
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}{}${\rm{y}} = \mathop \sum \limits_{{\rm{i}} = 1}^{\rm{p}} {{\rm{\beta }}_{\rm{i}}}{{\rm{x}}_{\rm{i}}} + {{\rm{\beta }}_0} + {\rm{\varepsilon }} $ \end{document}$$

where *y* was 1 for the pathological N+ and 0 for the pathological N0; p was the number of features used in the model; *x~i~* was the feature; *β~i~* was the model parameter; ε was the model parameter.

We use LASSO method to find our regression coefficients by solving the regularized least squares problem.
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The method has the effect of giving a solution with few nonzero entries in *β*. The probability of an observation with covariate vector x belonging to label 1 is parameterized as:
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