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Crowd-based Learning of Spatial Fields for the IoT
I. INTRODUCTION
The knowledge of spatial distributions of physical quantities such as radio-frequency (RF) interference, pollution,
geomagnetic field magnitude, temperature, humidity, audio and light intensity, will foster the development of new
context-aware applications. For example, knowing the distribution of RF interference might significantly improve
cognitive radio systems [1], [2]. Similarly, knowing the spatial variations of the geomagnetic field could support
autonomous navigation of robots (including drones) in factories and/or hazardous scenarios [3]. Other examples
are related to the estimation of temperature gradients, detection of sources of RF signals or percentages of certain
chemical components. As a result, people could get personalized health-related information based on their exposure
to sources of risks (e.g., chemical or pollution). We refer to these spatial distributions of physical quantities as
spatial fields. All of the above examples have in common that learning the spatial fields requires a large number
of sensors (agents) surveying the area [4], [5].
A common way to sense environmental variables is the deployment of dedicated wireless sensor networks (WSNs),
which continue to stimulate fertile research activities in the scientific community. Typical WSN applications are
oriented to sense specific physical quantities (e.g., temperature) in well-defined areas [6], [7]. Unfortunately WSNs
are generally characterized by significant constraints in terms of deployment cost, energy limitation and need for
maintenance. These constraints prevent them from becoming scalable and therefore from being the ultimate solution
for automated and distributed sensing of the physical world.
The expected pervasive diffusion of Internet-of-things (IoT) devices (fixed and mobile) opens up a unique
opportunity for a wide and massive sensing and mapping (that is, geo-referenciation of physical quantities). In
fact, the IoT constitutes a paradigm where a multitude of heterogeneous devices is able to sense the environment,
process data, and actuate, thus creating the necessary infrastructure for cyber-physical systems. This infrastructure
galvanizes technologies such as smart grids, smart homes, smart cities, and intelligent transportation [8], [9].
From the wide variety of applications of the IoT, we are interested in those which will benefit from having a large
spatial coverage of an area due to a large number of agents navigating through it. For instance, this can be the case
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when devices are carried by people or autonomous agents (e.g., vehicles, robots or drones) moving in outdoor and
indoor populated environments like malls, stadiums, or crowded buildings. One can even imagine cities at large, if
one considers much larger settings in size. Thanks to the widespread diffusion of IoT devices with heterogeneous
sensors, the estimation of spatial physical fields is creating a new trend for next generation sensor networks, referred
to as mobile crowd sensing networks [10]–[13]. This is basically a zero-effort approach to automatically collect
and process data. Recently, as an example, this concept has been proposed for zero-effort automatic mapping of
environmental features using sensors already embedded in smartphones, such as magnetometers and Wi-Fi [14]–
[17]. In such settings, the contribution of the agent to the sensing process is as simple as while moving around,
carrying the personal device in the pocket. Individuals are not even requested to be participatory,1 as the sensing
process could run in the background during the normal operation of the device. Thus, the sensing process is not an
exclusive task, and it arises from the dynamic reality of humans or autonomous agents. The sensing process is a
result of piggybacking on the capabilities of today’s and future wireless personal devices. Including data generated
by these devices will dramatically increase the amount of the data for sensing and mapping purposes, with obvious
benefits in terms of the resulting accuracy.
In this context, the IoT is the technological enabler for crowdsensing and learning of spatial fields. Interestingly,
IoT devices are in general able to communicate among themselves, either directly or through a fusion node that can
potentially be in the cloud. Thanks to the communication capabilities, empirical data gathered by mobile agents (the
crowd) can be collected and processed by learning algorithms located in the cloud. These algorithms exploit the
correspondence between the position and the value of the physical quantity measured in that position to estimate
the spatial field. As a consequence, positioning and spatial field estimation are intimately twinned as it will be
illustrated later.
Crowdsourcing-based learning methods rely on the “experience” gained by previous agents. In principle, it is
possible that with crowd-based learning one can perform optimal information fusion [10]. On the other hand, moving
from the well controlled conditions of WSNs scenarios, where nodes are deployed in ad hoc known locations, to
crowdsensing settings, where agents move around in an uncontrolled manner, entails a number of issues that need
1“Participatory” here means that the users are not requested to follow particular paths in order to make the learning process effective;
however, they know that a sensing task is running in the background.
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to be addressed. The methods rely on sharing through cloud mechanisms [18], but they can be of practical relevance
in IoT applications only if their computational and memory requirements do not grow with the amount of collected
data. Therefore, novel methodologies for multi-sensor data fusion and information processing are needed. They
should guarantee efficient statistical representation of spatial fields and a computational complexity that does not
depend on the number of measurements. Further, the algorithms need to be robust against irregular positioning and
measurement errors.
This article addresses the challenges and solutions of learning spatial fields for the IoT whose multitude of
connected devices sense the fields. In many real-world scenarios, one may have measurements acquired by thousands
of people or autonomous mobile agents, interacting with each other and with things. The underlying idea is that
each user takes advantage of the measurements acquired by previous users and, in turn, contributes to further
improvement of the field estimates, which amounts to an indirect cooperative approach. More specifically, the
article analyzes the main issues, techniques, and architectures for efficient crowd-based learning of spatial fields
in the IoT. The nature of the problem suggests searching for solutions within the Bayesian framework, and this is
what we have adopted in the paper. It is clear, however, that one may apply other methods including various types
of data-driven or other non-Bayesian methods.
As already pointed out, an even more challenging application of this concept is the joint positioning and
spatial field learning in indoor environments, where agents aim at self-localization and, at the same time, learn
the position-dependent parameters of the underlying observation models (represented as spatial fields). We put
particular emphasis on this topic to show the great potential of crowd-based learning approaches.
In particular, in Section 2, we provide details of inference methods that allow for learning spatial fields. Namely,
in the absence of specific and accurate models for the fields, one approach is to assume that the field is a sample
from a Gaussian process (GP). In this article we are interested in GPs and, particularly, in their representations
through linear combinations of orthogonal basis functions. This approach enables the development of inference
algorithms whose complexity does not grow with the number of observations, which is necessary in the context of
crowd-based learning.
In Section 3, we discuss the issue of assuming perfect knowledge of the position where the data are sensed. This
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is almost never the case since the devices are typically positioned through the Global Navigation Satellite System
(GNSS) or some other technology [19], and they provide position estimates with errors. It is therefore crucial to
account for them in the process of learning spatial fields. Otherwise, the obtained results will be unreliable and/or
inaccurate. Two examples of joint tracking and crowd-based learning methods are discussed.
Section 4 illustrates a use case related to the problem of indoor localization and tracking in the presence of biased
ranging measurements caused by non-line-of-sight (NLOS) channel conditions, typical in time-based positioning
systems, such as those based on the ultrawide-band (UWB) technology [20]. NLOS conditions might affect the
position-dependent parameters of the observation model of the tracking algorithm and, thus, are treated as spatial
fields to be estimated jointly with the agent position. Agents entering the area of interest take advantage of the
knowledge acquired by previous agents so that the expected tracking performance improves as the number of agents
participating in the crowdsourcing grows, as shown in our experiments.
An outlook of future directions of research is provided with the conclusions of the paper.
II. INFERENCE METHODS FOR LEARNING SPATIAL FIELDS
Suppose we want to estimate a static spatial field, which we denote with f(x), where x contains location
coordinates (the method can be modified to allow for the estimation of time-varying spatial fields). We make the
initial estimate from T noisy observations yt = y(xt), acquired at known locations xt, t = 1, 2, . . . , T . The set
of these observations and locations, D = {(yt,xt) | t = 1, 2, . . . , T}, represents a training set from which initial
information about the spatial field f(x) can be extracted. In particular, the objective is to make inference about
the spatial field at locations without observations, i.e., not included in D, and the corresponding uncertainty of the
estimates. In the absence of specific and accurate models of the field, one approach is to assume that the field is
a sample from a GP. We note that GPs represent a powerful and widely adopted machine learning methodology
[21].
The resulting non-parametric regression problem has a well-known solution, which unfortunately suffers from a
computational complexity, of the order of O(T 3) [21]. It goes without saying that this solution is unaffordable in
crowd sensing scenarios where T could grow to huge values. Several methods have been proposed to overcome this
issue. For regular grids, fast solutions can be obtained through FFT-based approaches [22] or by approximatively
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Fig. 1. Hidden Markov process applied to crowd-based learning. The parameters ct capture information about the spatial field f(x) at any
location x available at time t, and fˆt(x) is the estimate of the field at x after t measurements.
describing the GP through state-space models making the complexity independent of T under certain conditions
[23]. Other methods are referenced in [24].
Most of the proposed solutions, however, are not computationally and memory efficient when applied to crowd-
based learning, where all observations are not available simultaneously and might grow fast. Moreover, observations
are usually obtained at random locations because the agents are generally not participatory, which entails that grid-
based approaches cannot be applied in this context. On the other hand, we know that low-complexity incremental
methods that update the field estimate once a new observation is acquired are preferable.
To tackle these issues, the authors in [25] and [26] propose a combined GP-state space method, whose com-
plexity and memory requirements do not depend on the number of observations, in static and dynamic scenarios,
respectively. This allows an efficient statistical characterization of the spatial field, which can be easily updated
once new data become available, thus making it well-suited for crowd-based learning applications. The main idea
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is represented in Fig. 1 and summarized in the following.
Given an appropriate set of 2D orthogonal basis functions (e.g., the 2D Fourier transform) in the area of interest,
 (x) = [ 1(x) 2(x), . . . , J(x)]
>, the spatial field f(x) is modeled by
f (x) =  >(x) c, (1)
where c is a J⇥1 Gaussian vector of coefficients with mean µ and covariance matrix ⌃. Thus, the GP is described
by
f(x) ⇠ GP  m(x),  x,x0   , (2)
where m(x) =  >(x)µ and  (x,x0) =  >(x)⌃ (x0) are its mean and covariance, respectively.
The set of random coefficients c can be thought of as the state of a state-space model described by a hidden
Markov process. The size of c, J (dimension of the state-space), depends on the spatial variability of the physical
field (spatial bandwidth). Thanks to (1), the problem of representing and estimating the spatial field f(x) translates
to characterizing the vector of coefficients c, which does not depend on x and does not increase in size with the
number of observations. Due to the Gaussian hypothesis, c is completely statistically characterized by the mean µ
and the covariance matrix ⌃.
The key to the crowd-based learning idea is to use all the observed data collected until time t by all past agents
for updating µ and ⌃. We denote the conditional vector of coefficients and its mean and covariance at time t
by ct, µt and ⌃t, respectively. Note that at time t = 0, µ0 and ⌃0 represent the a priori statistical knowledge
about the GP. Each time when a new noisy observation yt is acquired, e.g., at position xt, it is used to update
the characterization of the GP, f(x), to fˆt(x) given the observations y1:t = {y1, y2, . . . , yt} by using the model
(1)-(2). This can be accomplished by properly updating µt and ⌃t of ct from the previous conditional mean and
covariance µt 1 and ⌃t 1. Such an iterative learning process can be expressed in general as
(µt,⌃t) = L
⇥ 
µt 1,⌃t 1
 
, yt,xt
⇤
, (3)
where L[·, ·, ·] represents the learning algorithm which updates  µt 1,⌃t 1  to (µt,⌃t) by considering the latest
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Fig. 2. A schematic illustration of the loose coupling method.
observation yt and the position xt at which it was collected. For instance, under the hypothesis of Gaussian
observation noise and known xt, all the involved random variables (RVs) are Gaussian and the transformation (1)
from the state vector to the spatial field is linear. Then the evolution of µt and ⌃t in (3) can be computed efficiently
through a Kalman filter algorithm with a complexity independent of the number of observations.
At any time t, one can compute a point estimate fˆt(x) and/or the confidence interval of the GP at a certain
position x conditioned on the history of observations by evaluating the maximum a posteriori (MAP) or minimum
mean-square error (MMSE) estimate cˆt = µt of the coefficient vector ct at time t and applying the transformation
(1).2 Therefore, the updated mean and covariance (µt,⌃t) represent the knowledge (sufficient statistics) about the
GP acquired up to the current observation instant t. In this way it is not necessary to keep in the memory all the
past observations whose number could grow to huge values. Instead, it suffices to store only µt and ⌃t whose
sizes depend on J only.
III. SENSING AND POSITIONING
A common assumption in crowdsensing is that the agents sense the environment at perfectly known locations
[5]. However, in the absence of this knowledge their positions are typically estimated – through GNSS or other
technologies [27] – and thus, they are somewhat uncertain. Moreover, other sources of error might be present such
as the relative location between the user’s centroid and the mobile terminal. It is therefore crucial to account for
2We denote the estimate of the vector ct with cˆt to convey that the estimate is made at time t using y1:t.
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Fig. 3. A schematic illustration of the tight coupling method.
this uncertainty in the process of learning the spatial fields; otherwise the obtained results will be unreliable and/or
inaccurate. Localization techniques such as multi-lateration, fingerprinting, sources of opportunity, etc., rely on
the availability of position-dependent physical measurements (e.g., time-of-arrival (TOA), received signal strength
indicator (RSSI)) from which observations are derived. Regardless of the adopted localization technology, the main
performance limitation is often imposed by model mismatches, i.e., the discrepancy between the reality and the
applied models for characterizing the observations used in the localization process. Even if a model is accurate,
the model parameters might depend on the agents’ positions and hence they can be treated as spatial fields to be
estimated. In turn, estimates of the locations depend on the model parameters, i.e., on the (unknown) spatial fields.
Such a “chicken and egg” problem is challenging and can be tackled only through joint crowd-based learning and
localization methods.
In the following we illustrate two possible approaches to estimate jointly the position and the field(s) characterizing
the observation model parameter(s). For both approaches we suppose that a central unit, or more generally the cloud,
keeps receiving the observations yt (e.g., distance estimates) from all the agents in the space of interest. Based on
these observations, this central unit has to estimate the position xt of each user and to update the estimate of the
coefficients ct for the spatial field of interest.
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A. Loose coupling approach
The first approach, which we refer to as “loose coupling,” was originally proposed in [28] and extended in [29].
According to the approach, each of the unknowns xt and ct is estimated by its own method. The two methods
communicate with each other by exchanging sequentially their respective estimates (see Fig. 2).
Specifically, at time t the estimate of an agent’s position xt is derived starting from the incoming position-
dependent observation of that agent, yt, as well as all the previous measurements through a Tracking algorithm:3
p (xt|y1:t) = P
h
p (xt 1|y1:t 1) , yt, fˆt 1(·)
i
, (4)
where p (xt|y1:t) is the a posteriori probability density function (pdf) of xt, P[·, ·, ·] denotes any iterative position-
ing/tracking algorithm able to provide the a posteriori pdf at time t as a function of the a posteriori pdf at time
t   1, the new observations yt and the estimate of the spatial field(s) fˆt 1(·),4 where the spatial field is a part of
the observation model. Such algorithms can be derived using well-known Bayesian filtering tools that also allow
for mobility models. From p (xt|y1:t), an estimate xˆt of the position can easily be obtained, e.g., MAP, MMSE, or
any other point estimate. More details can be found in [27].
The updated position estimate is then used as the input of the Learning algorithm:
(µt,⌃t) = L
⇥ 
µt 1,⌃t 1
 
, yt, xˆt
⇤
, (5)
where L[·, ·, ·], as in (3), updates  µt 1,⌃t 1  of ct to (µt,⌃t) by considering the latest observation yt. Note that
here, differently from (3), the estimated position xˆt is used instead of the true one, xt, which is not available. In
addition, as it will be detailed in Sec. IV, the observation used to train the Learning process might not be directly
yt, but a function of it and the estimated position xˆt.
In the following step, the estimated field fˆt(·), obtained from (µt,⌃t), is sent to the Tracking algorithm, which
obtains the estimate xˆt+1. The algorithms continue to update and exchange estimates as new measurements keep
coming.
The main advantage of this method is its relatively easy implementation because the tracking and learning tasks
3The symbol yt represents a scalar, but in general it can be a vector that contains multiple measurements.
4Actually, there may be more than one spatial field of interest, as it will be illustrated in Section IV.
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are separated. The learning algorithm amounts to a standard recursive least-squares-type method. For tracking, one
can use any particular algorithm (particle filtering, extended Kalman filtering, etc.). The choice of filter would
depend on various factors including the adopted mobility and observations models (typically non-linear) and the
allowed computational complexity of the tracking process.
B. Tight coupling approach
In the “tight coupling” approach, xt and c are estimated by way of integrating out c while estimating xt, with
c still being estimated (see Fig. 3). At each recursion, the joint posterior pdf of the unknowns xt, p (xt|y1:t), also
known as filtering pdf, is calculated from the previous joint posterior and the new measurement yt, or
p (xt|y1:t) = T [p (xt 1|y1:t 1) , yt] , (6)
where T [·, ·] is an algorithm that performs the computation of the a posteriori pdf of xt. Unlike in (4), it appears
that there is no use of c in the algorithm. However, this is not the case. More specifically, if we denote the posterior
of c by p(c|y1:t) and according to the usual Markovian assumption for the underlying state-space model [27], the
equations that describe how p (xt|y1:t) and p(c|y1:t) are updated are expressed as follows:
p (xt|y1:t) /
Z
p(yt|xt, y1:t 1) p(xt|xt 1)p(xt 1|y1:t 1) dxt 1, (7)
p(c|y1:t) /
Z
p(yt|xt, c)p(xt|y1:t 1, c)p(c|y1:t 1) dxt, (8)
where p(xt|xt 1) is the mobility model. These equations use two pdfs, p(yt|xt, y1:t 1) and p (xt|y1:t 1, c), which
are defined by
p(yt|xt, y1:t 1) =
Z
p(yt|xt, c) p(c|y1:t 1) dc, (9)
p (xt|y1:t 1, c) =
Z
p(xt|xt 1) p(xt 1|y1:t 1, c) dxt 1. (10)
Finally, the pdf p(xt 1|y1:t 1, c) that appears in (10) is obtained from
p(xt 1|y1:t 1, c) / p(yt 1|xt 1, c)p(c|y1:t 2)
Z
p(xt 1|xt 2)p(xt 2|y1:t 2)dxt 2, (11)
WHITE PAPER: SPECIAL ISSUE ON SIGNAL PROCESSING FOR INTERNET-OF-THINGS 11
where all the necessary pdfs in (11) are known from previous recursions.
Point estimates xˆt of the position or estimates of the predicted spatial field fˆt(·) can easily be obtained from
p (xt|y1:t) and p(c|y1:t 1) (and (1)-(2)). As evident from the previous equations, the design of the algorithm T [·, ·]
is more complex than that of the loose coupling approach.
IV. USE CASE
We discuss a relevant use case in the context of joint crowd-based learning and localization. We consider agents
navigating in a certain area whose behavior is modeled as a random walk, which is quite common in the literature
in the absence of any other information on user behavior. Each user is recording TOA physical measurements
with respect to fixed reference nodes. We call these nodes anchor nodes because we know their locations, and we
compute distance estimates with respect to them using TOA measurements. Such estimates could be subjected to
unknown bias due to NLOS conditions that might characterize the channel between the agent and the ith anchor
node according to the following observation model [20], [27]:
y[i] =
   x  x[i]A    + f [i](x) + ⌫[i] , (12)
where x[i]A denotes the (known) position of the ith anchor,
   x  x[i]A     is the true distance between anchor i and the
agent, ⌫[i] is a zero mean Gaussian perturbation, and f [i](x) represents the spatial field characterizing the spatial
behavior of the bias induced by the NLOS condition. Obviously we have one spatial field for each anchor. It is
worth highlighting that in loose coupling, the distance observation y[i] cannot be used directly by the Learning
process because the latter needs bias (i.e., spatial field) observations that are not available. A possible solution is
to derive a ‘virtual’ bias observation y˜[i] from (12) using the estimated position xˆ instead of the true one, i.e.,
y˜[i] = y[i]  
   xˆ  x[i]A    .
While an agent crosses the area of interest, it takes advantage of the available estimated field obtained from
measurements acquired by previous agents. In turn, the estimate of this field is updated by the measurements
of this agent. Thereby, subsequent agents can also benefit by using the field for their own localization. In the
introduction, we referred to this sharing of information among the users as indirect cooperation.
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Now we present some numerical results for the NLOS use case validating the crowd-approach discussed in the
paper. This set of representative experiments highlights the benefits of leveraging the crowd to learn the NLOS-
induced bias field, ultimately improving the knowledge of the field at a reduced cost and without calibration
requirements. We point out that in the case of cooperative calibration with some users navigating along prescribed
trajectories, performance could be improved.
We based the simulation of the observation values on real measurements taken in a typical office indoor
environment with walls made of concrete, with floor plan shown in Fig. 4. We had four anchors, denoted in
the figure as txi, i = {1, 2, 3, 4} (note that the figure also shows a fifth anchor, but its measurements were not
used). The figure shows also a set of 20 test locations where 1, 500 range measurements were taken for each anchor
using a commercial UWB radio operating in the 3.2 - 7.4 GHz band. The complete description of the measurement
campaign can be found in [20].
For each anchor the following procedure was carried out. For each of the 20 test locations we computed the mean
and the standard deviation   of the range measurements. Then we evaluated the bias as the difference between the
mean range observation and the true distance. The value used in the simulations as true bias for any other location
was obtained by interpolation from the set of bias values.
It can be observed that most test locations were in NLOS with respect to the anchors, thus making the localization
and fields estimation processes quite challenging.
In the simulations, the users were entering in succession and moved randomly within a square area of side L = 9
meters in Fig. 4. Each user had a total of 50 measurements during the sojourn in the area, taken at intervals of
1 s. The simulated trajectories followed a random-walk model, with noise covariance matrix equal to ⇢2 I with
⇢ = 0.1 and where I is the identity matrix, and the ranging measurements had errors with a standard deviation of
  = 0.1m, in addition to the bias when in NLOS. Notice that if another technology different from UWB is used
to collect y[i], the standard deviation of the measurements should be changed accordingly.
Figure 5(a) shows the corresponding spatial field f [2](x) for anchor number two. The rest of the illustrations
in Fig. 5 correspond to results obtained by the loose coupling approach described in the previous section. As
2D orthogonal basis functions  (x) in the Learning process, we used the exponentials of the 2D Fourier series
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Fig. 4. Floor plan of the office environment considered in the case study, based on the measurement campaign in [20]. There are four
anchors of fixed known location and 20 test locations.
expansion of the periodical repetition of f [i](x) with a period L in each dimension. They have been mapped into the
corresponding real and imaginary components and truncated to J = 578 terms. Here the 2D Fourier exponentials
have been taken as an example. In general the choice of the basis functions is strictly dependent on the application
and deserves further research. The Tracking process was carried out by means of particle filtering (PF) with 500
particles.
Figures 5(b)-(d) show the estimated spatial field of anchor two, after 20, 50 and 200 users, respectively. More
specifically, the figures show the mean m(x) of the GP representing the spatial field f [2](x) at these instants.
A progressive improvement of the field knowledge can be observed, which is visually apparent from the closer
resemblance of the estimated fields to the true field in Fig. 5(a) as the number of users grow.
Figure 6 shows the localization error, namely the distance between the true and estimated locations, as a function
of the time step, for the 200th user of the same simulation of Fig. 5. Besides the described technique with crowd-
based learning, two more algorithms based on the same PF are included for comparison; one of them assumes
always line-of-sight (LOS) condition while the other has perfect knowledge of the range bias value for each agent-
anchor pair at each time instant. The latter is unrealistic and used as a benchmark, as it has the best performance,
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Fig. 5. Radiofrequency surveying can be achieved by crowd-based approaches, where knowledge is gained with agents navigating an area.
For the scenario described and for anchor number 2, (a) the true bias field, its estimation after (b) 20 users, (c) 50 users, and (d) 200 users.
according to Fig. 6. It can also be observed that the naive method assuming always LOS has the worst performance.
The method based on crowd-based learning achieves an improvement with respect to the method assuming LOS.
We conducted a Monte Carlo simulation by varying the set of user trajectories. Specifically, the simulation
consisted of 500 Monte Carlo realizations where, at each realization, K users entered the area in sequence and
followed a random path. The users were tracked and the field estimates of the different anchors were updated.
At the beginning of each realization, the crowd-based learning method started without any knowledge about the
true bias fields of the different anchors, i.e., the learning process was reset. The results in terms of (empirical)
cumulative distribution function (CDF) of the localization error are shown in Fig. 7. The curves encompass all
the values of localization error for each of the 50 measurements per user and each of the 500 realizations. For
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the method with crowd-based learning, several curves are displayed, each of them encompassing the results for a
specific set of users. It can be observed that the result improves as the number of users grow, first very quickly and
later slowing down. Even in this challenging situation with typical NLOS range bias values prevailing, and in the
absence of any calibration, the crowd enhanced method achieves a notable improvement with respect to the simple
method assuming always LOS.
As an example, if one sets a target performance at 0.5 m, with the described loose approach, after 20 users having
navigated in the area, 40% of the locations meet the target performance (covered) with respect to 30% assuming
always LOS. After 200 users, more than 60% of the area has the same target performance. The root mean square
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error (RMSE) for the crowd-based method, computed from the error values corresponding to the curve for users 191
to 200 is 0.72 m, an intermediate value between those of the method assuming LOS (0.88 m) and the benchmark
with perfect knowledge (0.26 m).
V. CONCLUSIONS
We addressed the problem of estimating the spatial distribution of physical quantities (spatial fields), by taking an
advantage of the pervasive diffusion of IoT mobile devices equipped with sensors collecting measurements related
to the spatial field at different locations. This crowd-based learning scenario, where the knowledge about the field is
refined as new agents enter the area, poses several challenges mainly caused by the random and uncertain position
of the agents and the unbounded growth of the amount of collected data. We have shown how these issues can be
tackled within the framework of signal processing by illustrating a couple of methods for efficient joint learning and
positioning (in terms of memory and computational burden). To demonstrate the potential of these methods, one
of them has been applied to the problem in indoor positioning in the presence of NLOS using real measurements
in which the range bias value has been modeled as a spatial field to be jointly estimated with the location of the
agent.
Several other topics deserve further investigations such as energy consumption minimization, privacy-preserving
schemes, and the incentivization of users to participate in the crowd sensing process [30]. The choice of basis
functions in representing the spatial fields and the dimension of the spanned space is also important.
Information fusion of multiple agents accessing the cloud in an asynchronous manner as well as the possibility
to perform distributed learning are potentially fertile directions for future research investigations. For example, we
will commonly have two or more users that will be tracked simultaneously, and there is more than one way to fuse
the information extracted from the measurements about the spatial field. In the case of loose coupling, the fusion
is less challenging because the system needs to keep track basically of the mean and covariance of c for each
spatial field. The update of these statistics can take place after a new measurement is received (from any user),
and the tracking algorithm will always be fed with the latest statistics. Further, the updates can be asynchronous.
By contrast, the tight coupling approach provides interesting challenges because implementations of fusion after
every received measurement are not easy. The alternative is to fuse the information after the user leaves the area.
WHITE PAPER: SPECIAL ISSUE ON SIGNAL PROCESSING FOR INTERNET-OF-THINGS 17
Yet, another set of questions about fusion arise when the users do not transmit their measurements to the central
unit and instead, given the estimates of the spatial fields from the central unit, they track themselves and at the
same time continue to improve the estimates of the spatial fields. At some point in time, before leaving the area,
they report their estimates of all the spatial fields to the central unit, which now has to fuse them with the existing
information.
Last but no least, the amount of computations needed to implement the tracking of the users and the update
of the spatial fields can also be an issue. When most of the computations take place away from the users, this is
not so critical. However, when the users employ apps for self-tracking as suggested above, then it is essential that
the required need for computing power is minimized. So it is expected that there will be research in methods that
minimize computational costs while maintaining “guaranteed” accuracy of self-localization.
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