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Abstract
This paper is concerned with a non-autonomous impulsive neutral integro-differential equation with
time-varying delays. We establish a novel singular delay integro-differential inequality, which enables
us to derive several sufficient criteria on the positive invariant set, global attracting set and stability.
An example is given to demonstrate the efficiency of proposed results.
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1 Introduction
Due to the plentiful dynamical behaviors, integro-differential equations with delays have many appli-
cations in a variety of fields such as control theory, biology, ecology, medicine, etc [1, 2]. Especially,
the effects of delays on the stability of integro-differential equations have been extensively studied
in the previous literature (see [3]-[9] and references cited therein).
Besides delays, impulsive effect usually exist in many evolution processes in which the states
exhibit abrupt changes at certain moments, such as threshold phenomena in biology, bursting rhythm
models in medicine and frequency modulated systems, etc. In recent years, the theory of impulsive
integro-differential equations with delays has attracted wide attention and lots of significant results
on existence, initial (boundary) value problems and stability have been reported [10]-[20]. Some
results for impulsive neutral differential equations with delays have been published. For instance,
in [21], the exponential stability for impulsive neutral differential equations with finite delays has
been studied by using differential inequality technique. In [22, 23], some stability conditions based
on Lyapunov-Krasovkii functional method have been established for impulsive neutral differential
equations with finite delays. In [24], authors studied the exponential stability for impulsive neutral
integro-differential equations with delays by developing a singular integro-differential inequality.
However, in general, the results about impulsive neutral differential equations with delays are still
scarce due to some theoretical and technical difficulties.
Additionally, it worth noting that those results in previous literature [21]-[24] have only focused
on the stability of the equilibrium point for autonomous impulsive neutral differential equations
with delays. However, under impulsive perturbation, the equilibrium point sometimes does not exist
in many real physical systems, especially in nonlinear and non-autonomous dynamical systems.
Therefore, an interesting and more general issue is to discuss the invariant set and attracting set of
non-autonomous impulsive systems. Some important progress has been made in the techniques and
methods for determining the invariant and attracting sets of delay differential equations [25, 26],
impulsive differential equations with delays [27] and neutral differential equations [28]. Until now
the corresponding problems for impulsive neutral differential (or integro-differential) equations with
delays have not been considered.
Motivated by the above discussion, we will investigate the asymptotic behaviors of solutions for
a non-autonomous impulsive neutral integro-differential equation with time-varying delays in this
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paper. As shown in [20, 21, 24], differential inequalities are very important tools to investigate
dynamical behaviors of differential equations. We shall develop a novel singular delay integro-
differential inequality in Section 3. Compared with those existing results such as (7) in [20], (8)
in [21] and (16) in [24], the presented inequality (formulated by the later inequality (6)) has the
following improvements.
(a) All of those key inequalities established in [20, 21, 24] are autonomous. That is to say the
involved coefficients are constants. However, in this paper, the presented singular integro-differential
inequality is non-autonomous, which means the coefficients are time varying.
(b) In the proposed inequality (6), the additional input term J is very novel and crucial for our
studying. If J 6= 0, we can use the inequality to estimate the positive invariant set and global
attracting set explicitly. If J = 0, inequality (6) can cover those inequalities in [20, 21, 24] and
enable us to investigate the stability of the equilibrium point.
In Section 4, by using the transform technique similar to [21, 24], we derive some sufficient criteria
on the global attracting set, positive invariant set and stability. In Section 5, an example and its
simulations are given. Finally, we make some conclusions.
2 Notations and Model Description
Let Rn be the space of n-dimensional real column vectors and Rm×n be the class of m× n matrices
with real components. The inequality “ ≤ ” (“ > ”) between matrices or vectors such as A ≤ B
(A > B) means that each pair of corresponding elements of A and B satisfies the inequality “ ≤ ”
(“ > ”). A ∈ Rm×n is called a nonnegative matrix if A ≥ 0 and x ∈ Rn is called a positive
vector if x > 0. xT and A−1 denote the transpose of a vector x and the inverse of a square matrix
A, respectively. I denotes the identity matrix with appropriate dimensions. N = {1, 2, . . . , n},
Z
+ = {1, 2, · · · }.
For A ∈ Rm×n and function x(t) = (x1(t), · · · , xn(t))T ∈ Rn defined on R, we use notations
[A]+ = (|aij |)m×n, [x(t)]
+ = (|x1(t)|, · · · , |xn(t)|)
T,
[x(t)]τ = ([x1(t)]τ , . . . , [xn(t)]τ )
T, [x(t)]+τ =
[
[x(t)]+
]
τ
,
[x(t)]∞ = ([x1(t)]∞, . . . , [xn(t)]∞)
T, [x(t)]+∞ =
[
[x(t)]+
]
∞
,
[xi(t)]τ = sup
−τ≤s≤0
xi(t+ s), [xi(t)]∞ = sup
−∞<s≤0
xi(t+ s), i ∈ N .
C[X,Y ] denotes the space of continuous mappings from the topological spaceX to the topological
space Y .
PC[J,Ω] =
{
ψ : J → Ω|ψ(s) is continuous for all but at most countable points s ∈ J and at
these points, ψ(s+) and ψ(s−) exist, ψ(s) = ψ(s+) and sup
s∈J
[ψ(s)]+ < +∞
}
. Here J ⊆ R is an
interval and Ω ⊆ Rn, ψ(s+) and ψ(s−) denote the right-hand and left-hand limits of the function
ψ(s), respectively.
PC1[J,Ω] =
{
ψ : J → Ω|ψ(s) is continuously differentiable for all but at most countable points
s ∈ J and at these points, ψ(s+), ψ(s−), ψ′(s+) and ψ′(s−) exist, ψ(s) = ψ(s+), ψ′(s) := ψ′(s+) and
sup
s∈J
[ψ(s)]+ < +∞, sup
s∈J
[ψ′(s)]+ < +∞
}
. ψ′(s) denotes the derivative of ψ(s).
L(σ0) =
{
ψ : [0,+∞)→ R|ψ(s) is piecewise continuous and satisfies
+∞∫
0
|ψ(s)|eσ0sds < +∞ for
some constant σ0 > 0
}
.
For φ ∈ PC := PC[(−∞, 0],Rn], ψ ∈ PC1 := PC1[(−∞, 0],Rn] and x ∈ Rn, we use the following
norms
||φ||∞ = max
i∈N
{
[φi(s)]
+
∞
}
, ||ψ||1∞ = max
i∈N
{
[ψi(s)]
+
∞, [ψ
′
i(s)]
+
∞
}
, ||x|| = max
i∈N
{|xi|}.
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Consider a non-autonomous impulsive neutral integro-differential equation with time-varying
delays

x′i(t) = β(t)
[
− dixi(t) +
n∑
j=1
(aijfij(xj(t)) + bijgij(xj(t− τij(t))) + cijhij(x′j(t− rij(t)))
+
t∫
−∞
kij(t− s)pij(xj(s))ds) + li(t)
]
, t ≥ t0, t 6= tk,
xi(t) = xi(t
+) = Iik(x1(t
−), . . . , xn(t
−)), t = tk,
(1)
with the initial condition
xi(t0 + s) = φi(s), −∞ < s ≤ 0, (2)
where
(H1) fij , gij , hij , pij , τij , rij , li and β ∈ C[R,R]; 0 < β(t) ≤ βˆ and 0 ≤ {τij(t), rij(t)} ≤ τ for all
t ≥ t0 and i, j ∈ N ; lim
t→+∞
t∫
0
β(u)du = +∞.
(H2) βˆ > 0, τ ≥ 0, di > 0, aij , bij and cij are constants.
(H3) For all k ∈ Z+, the jump functions Ik = (I1k, . . . , Ink)T ∈ C[Rn,Rn] and the fixed impulsive
moments satisfy tk < tk+1, lim
k→+∞
tk = +∞.
(H4) The initial condition φ = (φ1(s), . . . , φn(s))
T ∈ PC1.
Remark 2.1. Clearly, (1) is a general form of many popular systems studied extensively in [20]-[22],
[24]-[28].
For any initial condition φ ∈ PC1, we always assume that (1) has a solution denoted by x(t, t0, φ)
or xt(t0, φ) (simply x(t) or xt if no confusion occurs), where xt(t0, φ) = x(t+ s, t0, φ),−∞ < s ≤ 0.
We know x(t) is continuously differentiable for t ≥ t0 and t 6= tk. Moreover x(t) has discontinuities
of the first type at the fixed impulsive moments tk. Namely, xt ∈ PC1. For convenience, we denote
x′(tk) = x
′(t+k ).
Let x′(t) = y(t). The model (1) be transformed to an 2n-dimensional non-autonomous singular
impulsive integro-differential equation as follows

x′i(t) = β(t)
[
− dixi(t) +
n∑
j=1
(aijfij(xj(t)) + bijgij(xj(t− τij(t))) + cijhij(yj(t− rij(t)))
+
t∫
−∞
kij(t− s)pij(xj(s))ds) + li(t)
]
, t ≥ t0, t 6= tk,
yi(t) = β(t)
[
− dixi(t) +
n∑
j=1
(aijfij(xj(t)) + bijgij(xj(t− τij(t))) + cijhij(yj(t− rij(t)))
+
t∫
−∞
kij(t− s)pij(xj(s))ds) + li(t)
]
, t ≥ t0, t 6= tk,
xi(t) = xi(t
+) = Iik(x1(t
−), . . . , xn(t
−)), t = tk,
yi(t) = yi(t
+) = x′i(t
+), t = tk,
(3)
with the initial condition {
xi(t0 + s) = φi(s), −∞ < s ≤ 0,
yi(t0 + s) = φ
′
i(s), −∞ < s ≤ 0.
(4)
Remark 2.2. Recalling the definition of PC1 and the properties of derivative function, xt ∈ PC1
implies that y(t) has discontinuities of the first type at the fixed impulsive moments tk and y(t) is
continuous on [tk−1, tk) for k ∈ Z+. Therefore, studying the asymptotic behaviors of (1) in PC1 is
equivalent to those for (3) in PC[(−∞, 0],R2n].
Some definitions and lemma will be employed in this paper.
Definition 2.1. A set A ⊂ PC1 is called a positive invariant set of (1), if for any initial condition
φ ∈ A, the solution xt(t0, φ) ∈ A for t ≥ t0.
Definition 2.2. A set B ⊂ PC1 is called an attracting set of (1), if B possesses an open neighborhood
U , such that for any initial condition φ ∈ U , the solution x(t, t0, φ) satisfies
lim
t→+∞
inf
ψ∈B
dist
(
x(t, t0, φ), [ψ]
+
∞
)
= 0,
EJQTDE, 2012 No. 67, p. 3
where dist(x, y) denotes the distance of x to y in Rn. Particularly, if U = PC1, then B is called a
global attracting set of (1).
Definition 2.3. The zero solution of (1) is called to be globally asymptotically stable in PC1, if
for any initial condition φ ∈ PC1, the solution x(t, t0, φ) satisfies
lim
t→+∞
||x(t, t0, φ)|| = 0.
Definition 2.4. The zero solution of (1) is called to be globally exponentially stable in PC1, if
there exist positive constants α and λ, such that for any initial condition φ ∈ PC1, the solution
x(t, t0, φ) satisfies
||x(t, t0, φ)|| ≤ α||φ||1∞e
−λ(t−t0), t ≥ t0.
Definition 2.5.[20] For A = (aij)m×n, B = (bij)m×n ∈ R
m×n, define A ◦B as follows
A ◦B := (aijbij)m×n.
A ◦B is called the Hadamard product or Schur product of A and B.
Definition 2.6.[29] A matrix A = (aij)n×n ∈ Rn×n is called an M-matrix if A has non-positive
off-diagonal elements (i.e., aij ≤ 0 for i 6= j), and one of the following conditions holds:
(i) there exists a positive vector z such that Az > 0;
(ii) A−1 exists and A−1 ≥ 0.
For an M-matrix A, we define
ΩM(A) = {z ∈ R
n|Az > 0, z > 0}. (5)
Obviously, Definition 2.6 leads to the following lemma.
Lemma 2.1.[21] If A is an M-matrix, then ΩM(A) ⊂ Rn is a nonempty cone without conical
surface.
3 Singular Integro-differential Inequality
In what follows, we shall develop a novel non-autonomous singular delay integro-differential inequal-
ity, which is a useful tool to study impulsive delay differential equations.
Theorem 3.1. Assume u ∈ C[[t0, b),Rr] satisfies the non-autonomous singular delay integro-
differential inequality
ΛD+u(t) ≤ β(t)

Pu(t) +Q[u(t)]τ +
+∞∫
0
Ψ(s)u(t− s)ds+ J

 , t ∈ [t0, b), (6)
with initial condition ut0 ∈ PC[(−∞, 0],R
r]. Let
(C1) Λ = diag{λ1, . . . , λr}, where λi > 0 for i ∈ N ∗1 ⊆ N
∗ := {1, 2, . . . , r} and λi = 0 for i ∈ N ∗2 :=
N ∗ −N ∗1 ;
(C2) P = (pij)r×r with pij ≥ 0 for i 6= j; Q = (qij)r×r ≥ 0; Ψ(s) = (ψij(s))r×r ≥ 0 with ψij ∈ L(σ0)
for i, j ∈ N ∗ and J = (J1, . . . , Jr)T ≥ 0;
(C3) there exist a positive vector z ∈ Rr and a positive constant σ such that
σΛ + P +Qeσβˆτ +
+∞∫
0
Ψ(s)eσβˆsds

 z < 0. (7)
If the initial condition
u(t) ≤ κze
−σ
tR
t0
β(u)du
+D−1J, t ∈ (−∞, t0], (8)
then
u(t) ≤ κze
−σ
tR
t0
β(u)du
+D−1J, t ∈ [t0, b), (9)
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where κ ≥ 0 is a constant and D = −
(
P +Q+
+∞∫
0
Ψ(s)ds
)
.
Proof. Recalling the definition of L(σ0) and ψij ∈ L(σ0), we know
+∞∫
0
ψij(s)ds < +∞ for i, j ∈ N ∗.
Then
D = −

P +Q+
+∞∫
0
Ψ(s)ds

 ∈ Rr×r
is well defined. Moreover, condition (C2) shows D has non-positive off-diagonal elements.
Denote z := (z1, · · · , zr)T. We rewrite (7) as
r∑
j=1

pij + qijeσβˆτ +
+∞∫
0
ψij(s)e
σβˆsds

 zj < −σλizi, i ∈ N ∗, (10)
which implies for any i ∈ N ∗
r∑
j=1

pij + qij +
+∞∫
0
ψij(s)ds

 zj ≤ r∑
j=1

pij + qijeσβˆτ +
+∞∫
0
ψij(s)e
σβˆsds

 zj < 0.
That is 
P +Q+
+∞∫
0
Ψ(s)ds

 z < 0 or Dz > 0. (11)
Consequently, by Definition 2.6, it is easy to deduceD is anM-matrix, andD−1 exists withD−1 ≥ 0.
For simplicity, we denote
T = D−1J := (T1, . . . , Tr)
T.
Of course, we can see T ≥ 0 and
r∑
j=1

pij + qij +
+∞∫
0
ψij(s)ds

Tj + Ji = 0, i ∈ N ∗. (12)
Under assumption (8), we claim that for any small enough  > 0,
ui(t) ≤ (κ+ )zie
−σ
tR
t0
β(u)du
+ Ti := vi(t), t ∈ [t0, b), i ∈ N
∗. (13)
Let us prove claim (13) by contradiction. Define
M∗ = {i ∈ N ∗|ui(t) > vi(t) for some t ∈ [t0, b)},
t∗i = inf{t ∈ [t0, b)|ui(t) > vi(t), i ∈M
∗}.
If claim (13) is false, then M∗ is certainly a nonempty set and there must be an integer m ∈ M∗ ⊆
N ∗ such that t∗m = min
i∈M∗
{t∗i } ∈ [t0, b).
Case 1: If m ∈ N ∗1 , then by notations ofM
∗, t∗i and assumption (8) we conclude
um(t
∗
m) = vm(t
∗
m), ui(t) ≤ vi(t) for all t ∈ (−∞, t
∗
m], i ∈ N
∗, (14)
and
D+um(t
∗
m) ≥ v
′
m(t
∗
m). (15)
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On the other hand, it follows from (6) and (14) that
λmD
+u(t∗m) ≤ β(t
∗
m)

 r∑
j=1
(
pmjuj(t
∗
m) + qmj [uj(t
∗
m)]τ +
+∞∫
0
ψmj(s)uj(t
∗
m − s)ds
)
+ Jm


≤ β(t∗m)

 r∑
j=1
pmj
(
(κ+ )zje
−σ
t
∗
mR
t0
β(u)du
+ Tj
)
+
r∑
j=1
qmj
(
(κ+ )zje
−σ
t
∗
m
−τR
t0
β(u)du
+ Tj
)
+
r∑
j=1
+∞∫
0
ψmj(s)
(
(κ+ )zje
−σ
t
∗
m
−sR
t0
β(u)du
+ Tj
)
ds+ Jm


≤ β(t∗m)(κ+ )e
−σ
t
∗
mR
t0
β(u)du r∑
j=1
(
pmj + qmje
σβˆτ +
+∞∫
0
ψmj(s)e
σβˆsds
)
zj
+β(t∗m)

 r∑
j=1
(
pmj + qmj +
+∞∫
0
ψmj(s)ds
)
Tj + Jm

 . (16)
Using (10), (12) for i = m and λm > 0, inequality (16) reduces to
D+u(t∗m) < β(t
∗
m)(κ+ )(−σzm)e
−σ
t
∗
mR
t0
β(u)du
= v′m(t
∗
m),
which contradicts (15). So, we conclude m /∈ N ∗1 .
Case 2: If m ∈ N ∗2 , then by recalling the notations of M
∗, t∗m and noting (8), we derive
um(t
∗
m) = vm(t
∗
m) and ui(t) ≤ vi(t) for all t ∈ (−∞, t
∗
m], i ∈ N
∗. (17)
From (10), (12) for i = m and λm = 0, inequality (6) implies
0 ≤ β(t∗m)

 r∑
j=1
pmj
(
(κ+ )zje
−σ
t
∗
mR
t0
β(u)du
+ Tj
)
+
r∑
j=1
qmj
(
(κ+ )zje
−σ
t
∗
m
−τR
t0
β(u)du
+ Tj
)
+
r∑
j=1
+∞∫
0
ψmj(s)
(
(κ+ )zje
−σ
t
∗
m
−sR
t0
β(u)du
+ Tj
)
ds+ Jm


≤ β(t∗m)(κ+ )e
−σ
t
∗
mR
t0
β(u)du r∑
j=1
(
pmj + qmje
σβˆτ +
+∞∫
0
ψmj(s)e
σβˆsds
)
zj
+β(t∗m)

 r∑
j=1
(
pmj + qmj +
+∞∫
0
ψmj(s)ds
)
Tj + Jm


< β(t∗m)(κ+ )e
−σ
t
∗
mR
t0
β(u)du
(−σλmzm) = 0.
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This is a contradiction, which means m /∈ N ∗2 .
Hence, M∗ can only be the empty set, which indicates claim (13) is true. Letting  → 0+, we
see
ui(t) ≤ κzie
−σ
tR
t0
β(u)du
+ Ti, t ∈ [t0, b), i ∈ N
∗.
The proof is completed .
Remark 3.1. Suppose N ∗1 = N
∗, Λ = I, Q = 0, J = 0 and β(t) ≡ 1 for t ∈ [t0, b). Inequality (6)
reduces to the basic inequality (7) in [20] and we can derive the Theorem 1 in [20] as a special case
of the present Theorem 3.1.
Remark 3.2. Let β(t) ≡ 1 for t ∈ [t0, b), pij = 0 for i ∈ N
∗, j ∈ N ∗2 , ψij(s) ≡ 0 for s ∈ R, i, j ∈ N
∗
and J = 0. We can easily observe the key inequality (8) and the main result (Theorem 3.1) in [21]
follow from inequality (6) and Theorem 3.1 in present paper, respectively.
Remark 3.3. The inequality (16) in [24] is a special case of (6) with β(t) ≡ 1 for t ∈ [t0, b), pij = 0
for i ∈ N ∗, j ∈ N ∗2 and J = 0. That is to say our Theorem 3.1 covers the Theorem 3.1 in [24].
Remark 3.4. The basic Lemma 1 in [27] is a special case of the present Theorem 3.1 in which
N ∗1 = N
∗, Λ = I, β(t) ≡ 1 for t ∈ [t0, b) and ψij(s) ≡ 0 for s ∈ R, i, j ∈ N ∗.
4 Attracting Set and Invariant Set
In this section, we will present the main results for the global attracting set, positive invariant set and
stability of (3) by using the improved non-autonomous singular delay integro-differential inequality
in Section 3.
For convenience, we denote u(t) :=
(
xT(t), yT(t)
)T
by the solution of (3) with any initial condi-
tion φ¯ :=
(
φT, (φ′)T
)T
. Let zx := (z1, · · · , zn)T and zy := (zn+1, · · · , z2n)T, for any z ∈ R2n.
The following assumptions imposed on (3) are needed in later discussion.
(A1) There exist nonnegative constants uij , vij , wij , γij and Li such that
|fij(s)| ≤ uij |s|, |gij(s)| ≤ vij |s|, |hij(s)| ≤ wij |s|, |pij(s)| ≤ γij |s|, |li(s)| ≤ Li,
for all s ∈ R and i, j ∈ N .
(A2) There exist a positive vector z¯ ∈ R2n and a positive constant σ such that
σΛ¯ + P¯ + Q¯eσβˆτ +
+∞∫
0
K¯(s)eσβˆsds

 z¯ < 0, (18)
where
Λ¯ =
(
I 0
0 0
)
, P¯ =
(
−D0 + [A ◦ U ]+ 0
D0 + [A ◦ U ]+ −
1
βˆ
I
)
, (19)
Q¯ =
(
[B ◦ V ]+ [C ◦W ]+
[B ◦ V ]+ [C ◦W ]+
)
, K¯(s) =
(
[K(s) ◦ Γ]+ 0
[K(s) ◦ Γ]+ 0
)
, (20)
with
D0 = diag{d1, . . . , dn}, A = (aij)n×n, B = (bij)n×n, C = (cij)n×n, U = (uij)n×n, (21)
V = (vij)n×n,W = (wij)n×n,Γ = (γij)n×n,K(s) = (kij(s))n×n, kij ∈ L(σ0) for i, j ∈ N . (22)
(A3) There exist nonnegative matrices Rk = (r
k
ij)n×n such that
[Ik(x)]
+ ≤ Rk[x]
+,
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for all x ∈ Rn, k ∈ Z+.
(A4) There exist constants ζk ≥ 1 and ζ ≥ 0, such that(
Rk 0
0 I
)(
z¯x
z¯y
)
≤ ζk
(
z¯x
z¯y
)
, (23)
and
ln ζk
tk∫
tk−1
β(u)du
≤ ζ < σ, (24)
for all k ∈ Z+, z¯ and σ determined by (18).
(A5) There exist constants νk ≥ 1 and ν ≥ 0, such that(
Rk 0
0 I
)(
T¯x
T¯y
)
≤ νk
(
T¯x
T¯y
)
, (25)
and
+∞∑
k=1
ln νk ≤ ν, (26)
for all k ∈ Z+, where
T¯ = D¯−1L¯ :=
(
T¯1, · · · , T¯2n
)T
, D¯ = −

P¯ + Q¯+
+∞∫
0
K¯(s)ds

 , L¯ = (L1, · · · , Ln, L1, · · · , Ln)T. (27)
Theorem 4.1. Assume (A1)-(A5) hold. Then
B =
{
φ¯ ∈ PC[(−∞, 0],R2n]
∣∣∣∣[φ¯]+∞ ≤ eν T¯
}
is a global attracting set of (3).
Proof. At first, we claim T¯ is well defined and T¯ ≥ 0. In fact, from the definition of L(σ0) and
condition (22), we know clearly 0 ∈ L(σ0) and γijkij ∈ L(σ0) for i, j ∈ N . So,
+∞∫
0
K¯(s)ds < +∞
and D¯ = −
(
P¯ + Q¯+
+∞∫
0
K¯(s)ds
)
∈ R2n×2n is well defined. On the other hand, conditions (19)
and (20) also show D¯ has non-positive off-diagonal elements. By the argument similar to assertion
(11), it follows easily from inequality (18) that D¯ is anM-matrix. That is, D¯−1 exists and D¯−1 ≥ 0.
Hence, by condition (27), T¯ is well defined and T¯ ≥ 0.
For any i ∈ N and t ∈ [tk−1, tk), calculating the upper right derivative D+|xi(t)| along the
solution of (3) can give
D+|xi(t)| ≤ β(t)
[
− di|xi(t)|+
n∑
j=1
(
|aijfij(xj(t))| + |bijgij(xj(t− τij(t)))|
+|cijhij(yj(t− rij(t)))| +
t∫
−∞
|kij(t− s)||pij(xj(s))|ds
)
+ |li(t)|
]
≤ β(t)
[
− di|xi(t)|+
n∑
j=1
(
|aijuij ||xj(t)|+ |bijvij ||xj(t− τij(t))|
+|cijwij ||yj(t− rij(t))| +
t∫
−∞
|kij(t− s)||γij ||xj(s)|ds
)
+ Li
]
.
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Thus, together with conditions (21) and (22), we have a vector form as follows
D+[x(t)]+ ≤ β(t)
(
−D0[x(t)]
+ + [A ◦ U ]+[x(t)]+ + [B ◦ V ]+[x(t)]+τ + [C ◦W ]
+[y(t)]+τ
+
+∞∫
0
[K(s) ◦ Γ]+[x(t− s)]+ds+ L¯x
)
, t ∈ [tk−1, tk), k ∈ Z
+. (28)
Meanwhile, the second equation in (3) together with (A1), implies
|yi(t)| = β(t)
∣∣∣∣− dixi(t) +
n∑
j=1
(
aijfij(xj(t)) + bijgij(xj(t− τij(t))) + cijhij(yj(t− rij(t)))
+
t∫
−∞
kij(t− s)pij(xj(s))ds
)
+ li(t)
∣∣∣∣
≤ β(t)
[
di|xi(t)|+
n∑
j=1
(
|aijuij ||xj(t)|+ |bijvij ||xj(t− τij(t))| + |cijwij ||yj(t− rij(t))|
+
t∫
−∞
|kij(t− s)γij ||xj(s)|ds
)
+ Li
]
, t ∈ [tk−1, tk), k ∈ Z
+, i ∈ N .
Again combined with conditions (21) and (22), we have
0 ≤ −[y(t)]+ + β(t)
(
D0[x(t)]
+ + [A ◦ U ]+[x(t)]+ + [B ◦ V ]+[x(t)]+τ + [C ◦W ]
+[y(t)]+τ
+
+∞∫
0
[K(s) ◦ Γ]+[x(t− s)]+ds+ L¯y
)
≤ β(t)
(
D0[x(t)]
+ + [A ◦ U ]+[x(t)]+ −
1
βˆ
[y(t)]+ + [B ◦ V ]+[x(t)]+τ + [C ◦W ]
+[y(t)]+τ
+
+∞∫
0
[K(s) ◦ Γ]+[x(t− s)]+ds+ L¯y
)
, t ∈ [tk−1, tk), k ∈ Z
+. (29)
We note that
u =
(
x
y
)
∈ C[[tk−1, tk),R
2n]. (30)
Let N ∗ = {1, . . . , 2n}, N ∗1 = N and N
∗
2 = {n + 1, . . . , 2n}. In view of (30) and assumption (A2),
the two inequalities (28) and (29) can be combined into
Λ¯D+[u(t)]+ ≤ β(t)

P¯ [u(t)]+ + Q¯[u(t)]+τ +
+∞∫
0
K¯(s)[u(t− s)]+ds+ L¯

 , (31)
for t ∈ [tk−1, tk), k ∈ Z+, where
Λ¯ := diag{λ1, · · · , λ2n} with λ¯i = 1 > 0 for i ∈ N
∗
1 and λ¯i = 0 for i ∈ N
∗
2 ;
P¯ := (p¯ij)2n×2n with p¯ij ≥ 0 for i 6= j; Q¯ := (q¯ij)2n×2n with q¯ij ≥ 0 for i, j ∈ N
∗;
K¯(s) := (k¯ij(s))2n×2n with k¯ij(s) ≥ 0 and k¯ij ∈ L(σ0) for i, j ∈ N
∗; L¯ ≥ 0.
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This shows inequality (31) satisfies all conditions (C1)-(C3) in Theorem 3.1.
From the initial condition (4), we see that xt0 = φ ∈ PC
1 ⊂ PC, yt0 = φ
′ ∈ PC. That is
ut0 = φ¯ ∈ PC[(−∞, 0],R
2n].
Noting z¯ > 0, T¯ ≥ 0, it is easy to deduce

[x(t)]+ ≤ ||φ||∞min
i∈N∗
{z¯i}
z¯xe
−σ
tR
t0
β(u)du
+ T¯x, t ∈ (−∞, t0],
[y(t)]
+ ≤ ||φ
′||∞
min
i∈N∗
{z¯i}
z¯ye
−σ
tR
t0
β(u)du
+ T¯y, t ∈ (−∞, t0],
which means
[u(t)]+ ≤ κz¯e
−σ
tR
t0
β(u)du
+ T¯ , t ∈ (−∞, t0], (32)
where κ = ||φ||1∞min
i∈N∗
{z¯i}
= ||φ¯||∞min
i∈N∗
{z¯i}
≥ 0.
Consequently, under condition (32), applying Theorem 3.1 to inequality (31) for k = 1 gives
[u(t)]+ ≤ κz¯e
−σ
tR
t0
β(u)du
+ T¯ , t ∈ [t0, t1).
Suppose that for any m = 1, 2, . . . , k, we have
[u(t)]+ ≤ ζ0ζ1 · · · ζm−1κz¯e
−σ
tR
t0
β(u)du
+ ν0ν1 · · · νm−1T¯ , t ∈ [tm−1, tm), (33)
with ζ0 = ν0 = 1.
For t = tk, the third equation in (3) together with (A3) yields
[x(tk)]
+ = [Ik(x(t
−
k ))]
+ ≤ Rk[x(t
−
k )]
+.
We note that conditions (23) and (25) indicate Rkz¯x ≤ ζkz¯x and RkT¯x ≤ νkT¯x, respectively. Then
from assumption (33) it suffices to obtain
[x(tk)]
+ ≤ Rk

ζ0ζ1 · · · ζk−1κz¯xe−σ
t
kR
t0
β(u)du
+ ν0ν1 · · · νk−1T¯x


≤ ζ0ζ1 · · · ζk−1ζkκz¯xe
−σ
t
kR
t0
β(u)du
+ ν0ν1 · · · νk−1νkT¯x. (34)
Meanwhile, the fourth equation in (3) together with (A1) implies that for all i ∈ N
|yi(tk)| = |yi(t
+
k )| = |x
′
i(t
+
k )|
= β(tk)
∣∣∣∣− dixi(tk) +
n∑
j=1
(
aijfij(xj(tk)) + bijgij(xj(tk − τij(tk)))
+cijhij(yj(tk − rij(tk))) +
tk∫
−∞
kij(tk − s)pij(xj(s))ds
)
+ li(tk)
∣∣∣∣
≤ β(tk)
[
di|xi(tk)|+
n∑
j=1
(
|aij |uij |xj(tk)|+ |bij |vij |xj(tk − τij(tk))|
+|cij |wij |yj(tk − rij(tk))|+
tk∫
−∞
|kij(tk − s)|γij |xj(s)|ds
)
+ Li
]
.
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Recalling ζk ≥ 1, νk ≥ 1 and noting assumption (33) and assertion (34), we have
|yi(tk)| ≤ β(tk)
{
di
(
ζ0 · · · ζkκz¯ie
−σ
t
kR
t0
β(u)du
+ ν0 · · · νkT¯i
)
+
n∑
j=1
[
|aij |uij
(
ζ0 · · · ζkκz¯je
−σ
t
kR
t0
β(u)du
+ ν0 · · · νkT¯j
)
+|bij |vij
(
ζ0 · · · ζkκz¯je
−σ
t
kR
t0
β(u)du
eσβˆτ + ν0 · · · νkT¯j
)
+|cij |wij
(
ζ0 · · · ζkκz¯j+ne
−σ
t
kR
t0
β(u)du
eσβˆτ + ν0 · · · νkT¯j+n
)
+
+∞∫
0
|kij(s)|γij
(
ζ0 · · · ζkκz¯je
−σ
t
kR
t0
β(u)du
eσβˆs + ν0 · · · νkT¯j
)
ds
]
+ Li
}
≤ β(tk)
[
ζ0 · · · ζkκe
−σ
t
kR
t0
β(u)du
(
diz¯i +
n∑
j=1
|aij |uij z¯j +
n∑
j=1
|bij |vij z¯je
σβˆτ
+
n∑
j=1
|cij |wij z¯j+ne
σβˆτ +
n∑
j=1
+∞∫
0
|kij(s)|γij z¯je
σβˆsds
)
+ν0 · · · νk
(
diT¯i +
n∑
j=1
|aij |uij T¯j +
n∑
j=1
|bij |vij T¯j +
n∑
j=1
|cij |wij T¯j+n
+
n∑
j=1
+∞∫
0
|kij(s)|γij T¯jds
)
+ Li
]
, i ∈ N . (35)
Together with conditions (21) and (22), we can easily verify inequality (35) has a compact vector
form
[y(tk)]
+ ≤ β(tk)ζ0 · · · ζkκe
−σ
t
kR
t0
β(u)du
[
(D0 + [A ◦ U ]
+)z¯x + [B ◦ V ]
+eσβˆτ z¯x
+[C ◦W ]+eσβˆτ z¯y +
+∞∫
0
[K(s) ◦ Γ]+eσβˆsdsz¯x
]
+ β(tk)ν0 · · · νk
[
(D0 + [A ◦ U ]
+)T¯x + [B ◦ V ]
+T¯x + [C ◦W ]
+T¯y
+
+∞∫
0
[K(s) ◦ Γ]+dsT¯x + L¯y
]
. (36)
On the other hand, from conditions (18)-(20), we have
(D0 + [A ◦ U ]
+)z¯x + [B ◦ V ]
+eσβˆτ z¯x + [C ◦W ]
+eσβˆτ z¯y +
+∞∫
0
[K(s) ◦ Γ]+eσβˆsdsz¯x <
1
βˆ
z¯y. (37)
In addition, T¯ = D¯−1L¯ is equivalent to D¯T¯ −L¯ = 0, which means
(
P¯ + Q¯+
+∞∫
0
K¯(s)ds
)
T¯ +L¯ = 0.
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In view of conditions (19) and (20), a simple calculation can give
(D0 + [A ◦ U ]
+)T¯x + [B ◦ V ]
+T¯x + [C ◦W ]
+T¯y +
+∞∫
0
[K(s) ◦ Γ]+dsT¯x + L¯y =
1
βˆ
Ty. (38)
Substituting (37) and (38) into (36), we can deduce
[y(tk)]
+ ≤ ζ0 · · · ζkκz¯ye
−σ
t
kR
t0
β(u)du
+ ν0 · · · νkT¯y. (39)
Combination of inequalities (34) and (39) gives
[u(tk)]
+ ≤ ζ0 · · · ζkκz¯e
−σ
t
kR
t0
β(u)du
+ ν0 · · · νkT¯ . (40)
Recalling ζk ≥ 1, νk ≥ 1, assumption (33) and assertion (40) show us
[u(t)]+ ≤ ζ0 · · · ζkκz¯e
−σ
tR
t0
β(u)du
+ ν0 · · · νkT¯ , t ∈ (−∞, tk]. (41)
Also, it is easy to follow from inequality (31) that
Λ¯D+[u(t)]+ ≤ β(t)

P¯ [u(t)]+ + Q¯[u(t)]+τ +
+∞∫
0
K¯(s)[u(t− s)]+ds+ ν0 · · · νkL¯

 , (42)
for all t ∈ [tk, tk+1).
Under condition (41), applying Theorem 3.1 again to inequality (42) gives
[u(t)]+ ≤ ζ0 · · · ζkκz¯e
−σ
tR
t0
β(u)du
+ ν0 · · · νkT¯ , t ∈ [tk, tk+1).
Therefore, it follows from the mathematical induction that
[u(t)]+ ≤ ζ0 · · · ζk−1κz¯e
−σ
tR
t0
β(u)du
+ ν0 · · · νk−1T¯ , t ∈ [tk−1, tk), k ∈ Z
+. (43)
Conditions (24) and (26) imply ζk ≤ e
ζ
t
kR
t
k−1
β(u)du
and
k∏
m=0
νm ≤ eν for any k ∈ Z+, respectively.
This together with (43) yields
[u(t)]+ ≤ e
ζ
t1R
t0
β(u)du
· · · e
ζ
t
k−1R
t
k−2
β(u)du
κz¯e
−σ
tR
t0
β(u)du
+ eν T¯
= κz¯e
ζ
t
k−1R
t0
β(u)du
e
−σ
tR
t0
β(u)du
+ eν T¯
≤ κz¯e
ζ
tR
t0
β(u)du
e
−σ
tR
t0
β(u)du
+ eν T¯
= κz¯e
−(σ−ζ)
tR
t0
β(u)du
+ eν T¯ , t ∈ [tk−1, tk), k ∈ Z
+.
That is
[u(t)]+ ≤ κz¯e
−(σ−ζ)
tR
t0
β(u)du
+ eν T¯ , for all t ≥ t0. (44)
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Finally, letting t→ +∞ in both sides of (44), we derive
lim
t→+∞
[u(t)]+ ≤ κz¯

 lim
t→+∞
e
−(σ−ζ)
tR
t0
β(u)du

+ eν T¯
= κz¯e
−(σ−ζ) lim
t→+∞
tR
t0
β(u)du
+ eν T¯
= eν T¯ .
We complete the proof.
Theorem 4.2. Assume (A1)-(A3) with Rk ≤ I hold. Then
A =
{
φ¯ ∈ PC[(−∞, 0],R2n]
∣∣∣∣[φ¯]+∞ ≤ T¯
}
is a positive invariant set and also a global attracting set of (3).
Proof. By the proof similar to Theorem 4.1, we conclude the key inequality (31) holds. For any
initial condition ut0 = φ¯ ∈ A, we see that
[u(t)]+ ≤ T¯ , t ∈ (−∞, t0].
Under this initial condition, applying Theorem 3.1 with κ = 0 to (31) for k = 1 leads to
[u(t)]+ ≤ T¯ , t ∈ [t0, t1).
For t = t1, Rk ≤ I and assumption (A3) yields
[x(t1)]
+ = [I1(x(t
−
1 ))]
+ ≤ R1[x(t
−
1 )]
+ ≤ [x(t−1 )]
+ ≤ T¯x.
Also, the argument similar to (36), (38) gives
[y(t1)]
+ ≤ β(t1)
[
(D0 + [A ◦ U ]
+)T¯x + [B ◦ V ]
+T¯x
+[C ◦W ]+T¯y +
+∞∫
0
[K(s) ◦ Γ]+dsT¯x + L¯y
]
≤ T¯y.
The above two inequalities means
[u(t1)]
+ ≤ T¯ .
Thus, we obtain
[u(t)]+ ≤ T¯ , t ∈ (−∞, t1].
Clearly, applying Theorem 3.1 with κ = 0 to the basic inequality (31) for k = 2 leads to
[u(t)]+ ≤ T¯ , t ∈ [t1, t2).
Repeating this procedure and by the mathematical induction, we have
[u(t)]+ ≤ T¯ , t ∈ [tk−1, tk), k ∈ Z
+.
Hence, A is a positive invariant set of (3).
On the other hand, if Rk ≤ I, then there must be ζk = νk = 1 for k ∈ Z+ and ζ = ν = 0
satisfying assumptions (A4) and (A5). It follows from Theorem 4.1 that A is also a global attracting
set of (3).
Remark 4.1. Based on the novel non-autonomous singular delay integro-differential inequality
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established in Section 3, we investigate the global attracting set and positive invariant set for (3),
which have not been considered in [21, 24]. Particularly, if Li = 0 for i ∈ N , then (A1) and (A3)
ensure u∗ = 0 is an equilibrium solution of (3). Furthermore, we have T¯ = D¯−1L¯ = 0, which
indicates assumption (A5) holds and B = {0}. In this case, the present Theorem 4.1 shows the
following asymptotical stability criterion, which includes Theorem 4.1 in [21] and Theorem 3.2 in
[24] as its special cases.
Corollary 4.1. Assume that (A1)-(A4) with Li = 0 hold for i ∈ N . Then the zero solution of (3)
is globally asymptotically stable in PC[(−∞, 0],R2n]. In addition, if β(t) ≥ βˇ > 0, then the zero
solution of (3) is globally exponentially stable and the exponential convergence rate is not smaller
than (σ − ζ)βˇ.
From Remark 2.2, we obtain the following criteria on the global attracting set, positive invariant
set and stability for (1).
Theorem 4.3. Assume that (A1)-(A5) hold. Then
B′ =
{
φ ∈ PC1
∣∣∣∣[φ]+∞ ≤ eν T¯x, [φ′]+∞ ≤ eν T¯y
}
is a global attracting set of (1).
Theorem 4.4. Assume that (A1)-(A3) with Rk ≤ I hold. Then
A′ =
{
φ ∈ PC1
∣∣∣∣[φ]+∞ ≤ T¯x, [φ′]+∞ ≤ T¯y
}
is a positive invariant set and also a global attracting set of (1).
Corollary 4.2. Assume that (A1)-(A4) with Li = 0 hold for i ∈ N . Then the zero solution of (1)
is globally asymptotically stable in PC1. In addition, if β(t) ≥ βˇ > 0, then the zero solution of (1)
is globally exponentially stable and the exponential convergence rate is not smaller than (σ − ζ)βˇ.
Remark 4.2. Particularly, if β(s) ≡ 1, pij(s) ≡ 0 and kij(s) ≡ 0 for all s ∈ R and i, j ∈ N , then
Corollary 4.2 reduces to Theorem 4.2 in [21]. If β(s) ≡ 1, fij(s) ≡ 0, vij = vj , wij = wj , γij = γj
for all s ∈ R and i, j ∈ N , then Corollary 4.2 reduces to Theorem 3.3 in [24].
Remark 4.3. Corollary 4.2 provides a novel criterion on exponential stability for (1) without
requiring the differentiability of delay function τij and the monotonicity of fij , gij for all i, j ∈ N ,
which were required in [22]. Therefore, our method is applicable to a wider range.
5 Illustrative Example
Example. Consider non-autonomous impulsive neutral integro-differential equation with delays


x′1(t) = (
6
7 +
1
7 | cos(t)|)
[
− 7x1(t) + sin(x1(t))x1(t− τ11(t)) −
1
4 |x
′
2(t− r12(t))|
−
t∫
−∞
e−(t−s)x1(s)ds+ l1(t)
]
, t 6= tk,
x′2(t) = (
6
7 +
1
7 | cos(t)|)
[
− 6x2(t)− |x2(t− τ21(t))|+
1
4 cos(x2(t))|x
′
1(t− r21(t))|
−
t∫
−∞
e−2(t−s)x2(s)ds + l2(t)
]
, t 6= tk,
(45)
with impulsive perturbations {
x1(tk) = α1kx1(t
−
k )− β1kx2(t
−
k ),
x2(tk) = β2kx1(t
−
k ) + α2kx2(t
−
k ),
(46)
where αik and βik are nonnegative constants, τij(t) = rij(t) = | sin(t)| ≤ 1 = τ for i, j = 1, 2, the
impulsive moments tk (k ∈ Z+) satisfy: t0 = 0 < t1 < t2 < . . . and lim
k→+∞
tk = +∞.
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Clearly,
K(s) = (kij(s))2×2 with k11(s) = e
−s, k22(s) = e
−2s, k12(s) = k21(s) = 0.
Let σ0 = 0.5 such that kij ∈ L(σ0) for i, j = 1, 2.
Denote βˆ = 1 ≥ β(t) = 67 +
1
7 | cos(t)|. The parameters of assumptions (A1)-(A3) are as follows
D0 =
(
7 0
0 6
)
, [A ◦ U ]+ =
(
0 0
0 0
)
, [B ◦ V ]+ =
(
1 0
0 1
)
,
[C ◦W ]+ =
(
0 14
1
4 0
)
, I =
(
1 0
0 1
)
, Rk =
(
α1k β1k
β2k α2k
)
,
[K(s) ◦ Γ]+ =
(
e−s 0
0 e−2s
)
,
+∞∫
0
[K(s) ◦ Γ]+ds =
(
1 0
0 12
)
,
and
P¯ =


−7 0 0 0
0 −6 0 0
7 0 −1 0
0 6 0 −1

 , Q¯ =


1 0 0 14
0 1 14 0
1 0 0 14
0 1 14 0

 ,
+∞∫
0
K¯(s)ds =


1 0 0 0
0 12 0 0
1 0 0 0
0 12 0 0

 .
A simple calculation by Matlab shows
D¯ = −

P¯ + Q¯+
+∞∫
0
K¯(s)ds

 =


5 0 0 − 14
0 92 −
1
4 0
−9 0 1 − 14
0 − 152 −
1
4 1


is an M-matrix. By Lemma 2.1,
ΩM(D¯) =
{
(z1, z2, z3, z4)
T > 0
∣∣∣∣152 z2 + 14z3 < z4 < 20z1, 9z1 + 14z4 < z3 < 18z2
}
is a nonempty cone without conical surface. It is easy to check that there exist z¯ = (1, 1, 13, 12)T ∈
ΩM(D¯) and σ = 0.15 > 0 satisfying (18). Hence, assumptions (A1)-(A3) hold.
Case 1. If l1(t) = cos(5t), l2(t) = sin(4t), tk − tk−1 = 2k and
Rk =
(
e
1
4k 0
1
4e
1
4k
3
4e
1
4k
)
,
then there is L¯x = L¯y = (L1, L2)
T = (1, 1)T satisfying |l1(t)| ≤ L1, |l2(t)| ≤ L2 and
T¯ = D¯−1L¯ = (0.6250, 0.7083, 8.75, 8.5)T,
which implies T¯x = (0.6250, 0.7083)
T, T¯y = (8.75, 8.5)
T.
Let ζk = νk = e
1
4k for k ∈ Z+, ζ = 748 and ν =
1
3 . It is easy to verify assumptions (A4) and (A5)
hold. Thus, by Theorem 4.3,
B′ =
{
φ ∈ PC1
∣∣∣∣[φ]+∞ ≤ (0.6250e 13 , 0.7083e 13 )T, [φ′]+∞ ≤ (8.75e 13 , 8.5e 13 )T
}
is a global attracting set of (45) and (46). Fig. 1 shows the simulation result of dynamical behaviors
for Case 1.
Remark 5.1. The results in [26, 27] can not be applied to determine the global attracting set for
Case 1 because of the neutral term and integral term. The method proposed in [28] is also invalid
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time t
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Figure 1: Simulation for Case 1
for Case 1 due to the impulsive perturbations.
Case 2. Consider l1(t) = l2(t) ≡ 0 for t ∈ R, tk − tk−1 = 0.5k and
Rk =
(
0 e0.06k
e0.06k 0
)
for k ∈ Z+.
Obviously, Li = 0 for i = 1, 2. Let ζk = e
0.06k for k ∈ Z+, ζ = 0.14 and βˇ = 67 . A simple
calculation implies assumption (A4) is satisfied. By Corollary 4.2, the zero solution of (45) and (46)
is globally exponentially stable. The simulation result is shown in Fig. 2.
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Figure 2: Simulation for Case 2
6 Conclusions
This paper is concerned with the asymptotic behaviors of solutions of a non-autonomous impulsive
neutral integro-differential equation with time-varying delays. A novel non-autonomous singular
delay integro-differential inequality plays the crucial role in deriving sufficient criteria on the in-
variant set, global attracting set and exponential stability. The Example illustrates the efficiency
of our results. Future work may focus on non-autonomous impulsive stochastic neutral differential
equations.
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