Abstract. In the traditional K-means clustering algorithm, the number of clusters is difficult to be estimated and the selection of the initial cluster centers has a great influence on the clustering results.
Introduction
Data mining is a process of discovering useful knowledge in a large amount of data. Data mining techniques include association rules, classification, prediction, clustering and outlier analysis [1] . Clustering analysis is a very important branch of data mining. The goal of clustering is that the objects in the same group are similar, while the objects in different groups are different. Clustering analysis is widely used in the fields of market research, speech recognition, image processing and data compression. According to different needs, different clustering methods have been developed, such as partition-based, hierarchical-based, density-based and grid-based [2] .
The goal of partition-based clustering is to divide a data set containing n objects into k groups, each of which represents a cluster. K-means clustering is a representative algorithm of partition-based method. Distance is used as the evaluation standard of similarity, that is, the closer the two objects are, the higher the similarity is. K-means clustering algorithm has the advantages of scalability, high efficiency and nearly linear time complexity, but it also has some disadvantages [3, 4] . Therefore, this paper proposes the cell-based K-means clustering algorithm (hereinafter referred to as "CK-means clustering algorithm"). We divide the data space into cells, and each object is mapped in a specific cell. By analyzing the cells, we can get the number of clusters and effective initial clustering centers.
The data sets of distributed system are distributed horizontally or vertically on different sites. In horizontal distributed system, the data set on each site has the same attributes. In vertical distributed system, the data set on each site has different attributes. Distributed clustering not only needs to protect the privacy of the data, but also needs to ensure the accuracy of clustering [5, 6] . This paper mainly studies how to apply the CK-means clustering algorithm to horizontal distributed system and proposes privacy preserving distributed CK-means clustering algorithm (hereinafter referred to as "PPDCK-means clustering algorithm").
CK-means Clustering Algorithm

K-means Clustering Algorithm
The idea of K-means clustering algorithm is that, randomly select k objects from the data set as the initial cluster centers, calculate the distance between each object and each cluster center, assign the objects to the nearest cluster, recalculate the cluster centers and reassign the objects. Iterate through the process until the termination condition is met. The termination condition may be one of the following conditions:
1) The cluster centers do not change anymore.
2) Each object is not reassigned.
3) The clustering criterion function converges. One of the common criterion functions is as follows:
Here, i x is the object in cluster j W ,  j is the mean of cluster j W .
Related Definitions
Suppose the data set X has n objects 1 2 { , , , }  n x x x , and each object has m attributes 1 2 { , , , }  m a a a . After preprocessing the data, the value range of the objects in dimension 1, 2, , ( ) j j m   is from min j to max j . We divide each dimension of the data space into d intervals equally [7] . Thus the data space is divided into m d independent cells. U represents a cell. Definition 1. Cell ID : The spatial location of a cell can be uniquely identified by an integer sequence 1 2 ( , , , )  m u u u , and j u is the id in dimension j of the cell. Definition 2. Cell side length in dimension j , j l :
Definition 3. The mapping of object 1 2 ( , , , )
Definition 4. The density of a cell, Den : Each cell has the same volume, so the density of a cell is the number of objects mapped in the cell. If Den is greater than 0, the cell is a non-empty cell. If Den is equal to 0, the cell is an empty cell.
Definition 5. The sum of the objects in a cell,
Definition 6. Density threshold, DenTh :
Here, count is the number of non-empty cells. Definition 7. Dense cell: If Den is greater than DenTh , the cell is a dense cell. Taking two-dimensional space as an example, as shown in Fig. 1 , the number in the cell is cell ID. Assume that (2, 2) is a dense cell and mark (2, 2) as a. If its adjacent cell (2, 3) is a dense cell, mark (2, 3) as a. Scale out to find adjacent cells of (2, 3) . If cell (2, 4) is a dense cell, and mark it as a. Except (2, 2) , (2, 3) and (2, 4) , none of their adjacent cells is a dense cell. Cells marked a form a connected area {(2, 2), (2,3), (2, 4)}  A . 
CK-means Clustering Algorithm
The algorithm flow is as follows: Input: A data set consisting of n objects 1 2 { , , , }   n X x x x Output: k clusters 1) Preprocess the data set and divide the data space into cells. Each object is mapped in a specific cell.
2) Calculate the density of each cell.
3) Calculate the density threshold DenTh . 4) Select the cell with the largest density, search for its connected area and mark it as 1 A . In the unmarked dense cells, select the cell with the largest density, search for its connected area and mark it as 2 A .Continue this process until all the dense cells are marked. In this process, if there is more than one cell with the largest density, select the cell farthest away from the previous connected areas [8] .
5) The number of connected areas can be used as the number of clusters k . Calculate the mean of the objects in the connected areas j A and take it as initial cluster center j c : 
7) Calculate the mean of cluster j W and take it as cluster center j c . 8) Iterate through process 6)-7) until the cluster centers do not change anymore.
PPDCK-means Clustering Algorithm
In distributed system, we randomly select a site as the master site, and take the other sites as the slave sites. Every site processes the local data, and the slave sites send the processed data to the master site, and the master site processes the global data [9, 10] . Every site does not reveal its original private data.
Suppose the distributed system contains r sites 1 10) Every site calculates the distance between each object and each global cluster center, and assigns each object to the nearest cluster. 
15) Iterate through process 9)-14) until the cluster centers do not change anymore.
Experimental Results
In order to verify the effectiveness of the improved K-means clustering algorithm, we compared the traditional K-means algorithm and the improved K-means algorithm. The test data sets are Iris from UCI database and Sim randomly generated by MATLAB simulation tool. They have certain classifications. Therefore, the accuracy of clustering can be used to evaluate the performance of the improved algorithm. In this paper, K-means clustering algorithm, CK-means clustering algorithm and PPDCK-means clustering algorithm experiments were carried out ten times, and take the mean as the clustering results. The distributed system contained sites 1 2 3 { , , } S S S , and the test data were distributed horizontally on 3 sites.
The clustering results are shown in Fig. 2 and Fig. 3 . The formula of the accuracy of clustering is as follows: 
Here, j z is the number of the objects correctly assigned to cluster j W . 
Conclusion
Selection of the number of clusters and the initial cluster centers will influence the clustering results of K-means algorithm [11] . This paper optimized the algorithm for both of the problems. We get the dense cells by mapping the objects to the corresponding cells, search for the connected areas, take the number of connected areas as the number of clusters and take the mean of the connected areas as the initial cluster centers. Compared with the traditional K-means algorithm, CK-means clustering algorithm successfully reduces the number of iterations and improves the accuracy of clustering. Therefore, we apply the improved algorithm to privacy preserving distributed systems. By analyzing the experimental results, we found that PPDCK-means clustering algorithm achieves both the security of data and the accuracy of clustering.
