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ABSTRACT OF THE DISSERTATION
On the Construction of Transport Maps for Scalable Inference and
Optimal Communication with Applications in Global Health
by
Diego Alberto Mesa
Doctor of Philosophy in Bioengineering
University of California, San Diego, 2017
Professor Todd Prentice Coleman, Chair
The need to analyze large, complex, and multi-modal data sets has become
increasingly common across modern scientific environments. Addressing the unique
challenges that these datasets pose has been the focus of much recent effort across
fields such as computer science, biology and information theory. While different
approaches have been developed to deal with these issues as efficiently as possible,
many provide point estimates without a clear indication of the uncertainty associated
with those estimates. This uncertainty is of critical importance for decision making
in many different areas (e.g. digital health and large-scale system design), but has
xvii
been not adequately addressed in modern, large-scale techniques. A characterization
of the uncertainty associated with an estimate can be obtained by an accurate
representation of the posterior distribution, in a Bayesian inference framework.
Traditionally this has been unobtainable, as a full characterization of the posterior
requires calculation of a highly nontrivial integral and/or the ability to efficiently
draw samples from the posterior. Motivated by these issues, we extend previous
results on the convexity of Bayesian Inference through an Optimal Transport
framework [1] and provide a more general push-forward theorem for pushing
a distribution P to a distribution Q. Moreover, we demonstrate that under
mild assumptions, leveraging the technique of Alternating Direction Method of
Multipliers (ADMM) [2], the push-forward can be carried out in a distributed
and scalable manner. We show how the efficient Bayesian Inference framework
described in [1] is a special case of this more general push-forward theorem, and
how through ADMM, solving for the optimal Bayesian map reduces to solving a
series of maximum a posteriori (MAP) estimation problems. This greatly simplifies
adoption by leveraging existing infrastructure for solving large scale MAP problems.
Using the theory of optimal transport, we also consider the dual problem
of optimal communication. Many problems can naturally be cast as an optimal
communication problem where a message W is signaled sequentially with feedback
across a noisy channel. We model these problems as W ∈ W ⊂ Rd and consider
optimizing encoding strategies that map W and Y1, . . . , Yn−1 into Xn that have a
dynamical systems flavor. The decoder, with knowledge of the encoder’s strategy,
simply performs Bayesian updates to sequentially construct a posterior belief ψn
about the message after observations Y1, . . . , Yn. In this thesis we use the theory of
optimal transport to expand the Posterior Matching Scheme (PM) [3] to address
two unmet needs: (a) We develop a generalization to the PM scheme for arbitrary
xviii
memoryless channels where W ⊂ Rd for any d ≥ 1. Specifically, we develop recursive
encoding schemes that share the same mutual-information maximizing and iterative,
time-invariant properties and reduce to the original scheme when W = [0, 1]; (b)
We define notions of reliability and achievability in a manner analogous to [3]
but in terms of almost-sure convergence of random variables. With this, we then
develop necessary and sufficient conditions for the scheme to be reliable and/or
attain optimal convergence rate (e.g. achieve capacity). We show that both of
these conditions have the same necessary and sufficient condition: the ergodicity of
a random process (W˜n)n≥1 within the encoder of a PM scheme. Using the theory of
optimal transport, we construct schemes in (a), exploiting an invariability property
implicit in these schemes to show the equivalent conditions in (b).
To instantiate the framework described above, we consider an important
application in public health: Fetal Alcohol Spectrum Disorders (FASD). In FASD,
early identification of affected infants is critical to successfully treating children
affected with the disease. In order to intervene as early as possible, one must
correctly identify deficits in infants. In order to identify infants at a level that can
impact public health while dealing with variable resource constraints, one could
frame the problem in a sequential risk segmentation framework. In this framework
infants are sequentially assessed for risk, and those who are deemed as being at higher
risk are followed up with measurements at increasingly higher levels of sensitivity
and specificity, more resources (examinations, specialist visits, etc.) and eventually
interventions (multivitamin, behavioral, etc.). This is especially important in
communities where access to expensive equipment and trained technicians is lacking.
In the ideal design of such a framework, initial screening tests should only
require modest investments in resources and expertise, be easily scaled across large
populations, and provide strong measures of certainty and statistical guarantee.
xix
Most methods of screening in infants, however, do not scale and cannot provide
statistical measures of certainty. We investigate the validity of a 6-month cardiac
measure as a predictor for later neurocognitive deficits, and establish a first step
towards this sequential risk segmentation framework. As part of an ongoing longitu-
dinal cohort study in Ukraine, infants were evaluated at 6 and 12 months with the
Cardiac Orienting Response (COR) an inexpensive, easy to administer assessment
tool for identification of developmental delay and with the Bayley Scales of Infant
Development, II. These CORs were collected during a habituation/dishabituation
learning paradigm. Below we consider the CORs effectiveness in assessing an
individuals risk of later developmental delay and compare its predictive utility to
that of the 6-month Bayley, where we show that the COR paradigm significantly
outperforms the 6 month Bayley. As the resources required to obtain a Bayley score
are substantially more than in a COR-based paradigm, the findings are suggestive
of its utility as an early scalable screening tool. Further work is needed to incor-
porate this initial screening test within a large-scale sequential risk segmentation
framework.
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Chapter 1
Introduction and Background
Motivated by problems in global health, the work presented in this thesis
in fundamentally concerned with large-scale, sequential decision making in noisy
environments. With a focus on scalability, we develop novel theoretical and numeri-
cal techniques enabling the optimal extraction and communication of information
under uncertainty, and make the first step towards a large-scale decision support
tool for early detection of Fetal Alcohol Spectrum Disorders (FASD).
Below, we motivate our technical results by providing some necessary back-
ground and discussion on Bayesian Inference in Section 1.1, Transport Mapping in
Section 1.2, Optimal Communication and Posterior Matching in Section 1.3, and
Fetal Alcohol Spectrum Disorders in Section 1.4. We conclude with this thesis’
main contributions in Section 1.5.
1.1 Bayesian Inference
The need to analyze large, complex, and multi-modal data sets has become
increasingly common across modern scientific environments. Addressing the unique
challenges that these datasets pose has been the focus of much recent effort across
1
2fields such as computer science, biology and information theory. Fundamental to
the many different research areas and techniques being developed and proposed, is
the characterization of certain probability distributions.
That is, if we use a probability distribution to represent our prior beliefs
about some unobservable process or event, we would like to characterize how
that belief changes, or is updated by the acquisition of more data through further
experiments.
A bit more formally, imagine we have some unobservable process X which
could represent some underlying mental or system state, or even if a patient is
having a heart attack. What we do have access to, is some prior belief about this
process, i.e. general population level incidence of heart attack, represented by some
distribution P (X). We also have access to some type of observations Y , such as
an electrocardiogram, temperature, etc., and a model of the relationship between
them called the likelihood : L , P (Y |X), which represents how likely we think
observations are given some underlying state.
What we want, is a method to use our data Y to say something about what
we cannot observe in X. We would like to describe how our belief about whether
or not this patient is having a heart attack P (X|Y ) has changed now that we have
collected measurements. This belief is called our posterior distribution, as it comes
after our measurements.
Bayesian Inference is a style of reasoning along these lines that allows us to
relate our prior and likelihood, to get our posterior distribution, and is a principled
way to reason about something under uncertainty and noise.
P (X|Y ) = P (X)P (Y |X)
βY
3where βy is a normalization constant which depends only on our data Y and is
sometimes called the model’s evidence:
βY ,
∫
X
P (X)P (Y |X)
The posterior distribution completely characterizes our knowledge about
X given Y and has found wide use in optimization and statistical inference. For
example, in optimal decision making, we often minimize an expected loss with
respect to the posterior distribution [4]. Additionally, using our model evidence βY
we can compute information measures such as posterior information gains [5] for
sequential experiment design [6], conditional mutual information [7], and directed
information [8].
While many different approaches have been developed to deal with issues
related to this characterization as efficiently as possible, many methods end up only
being able to efficiently provide correlated asymptotic posterior samples through
Markov Chain Monte Carlo (MCMC) sampling, or point estimates by relying only
on proportionality:
P (X|Y ) ∝ P (X) · P (Y |X)
These point estimates, however, come without a clear indication of the
uncertainty associated with those estimates. Additionally, MCMC-based sampling
methods suffer from correlated samples, and in general unknown “burn-in” periods.
This uncertainty, and inefficiency is of critical importance for decision making
in many different areas (e.g. digital health and large-scale system design), but has
been not adequately addressed in modern, large-scale techniques. Throughout this
thesis we discuss an alternate approach based on the use of transport maps.
41.2 Transport Mapping
Figure 1.1: Transport Mapping
Transport mapping is fundamentally concerned with finding a transformation
between probability distributions. Simply described, if we have a pile of sand of a
certain shape, represented by P in Fig. 1.1, and we would like to move that pile of
sand, to a different place and perhaps to have a different shape, represented by Q,
then transport mapping is seeking a transport map to achieve this transformation
between P and Q. That is, we seek a transport map S that “pushes” P to Q,
written as: S#P = Q. Qualitatively, we can describe this as seeking a transport
map S that takes each grain of sand x that is from pile P , and transports that
grain to a new location y.
Naturally, in nontrivial cases there are many different transport maps which
accomplish the same goal. We need a principled way to choose between these maps.
That is, we need a way to pick the “best” one. To do so, we specify some optimality
criterion associated with each transport map, and can therefore choose one that is
optimal with respect to that criterion. This is known as Optimal Transport Theory
(OTT).
5A particular version of this problem was first posed by Gaspard Monge,
where the problem of interest was to find a deterministic function S which transports
all of the mass at P , to mass at Q, while incurring some cost associated with the
transport: c(X, Y ). We then want to find the mapping S which minimizes our
expected cost. This is known as the Monge optimal transport problem:
min
S
E
[
c(X, Y , S(X))
]
s.t. S#P = Q (M)
Of fundamental concern in these problems is the choice of the cost function.
A particular cost can be chosen to encode geometric information about the space
of interest, and deal with issues of uniqueness of an optimal transport map. In-
terestingly, they can also be used to ensure a particular structure of the transport
map is optimal. For a rigorous introduction to the field, see [9].
If, on the other hand, you are not concerned with optimality with respect
to a certain cost or metric, and instead are concerned with structural properties,
ease of computation, etc. then to avoid confusion one can refer to that as transport
mapping.
Within this framework, if we call our Bayesian prior distribution P , P (X),
and our Posterior distribution Q , P (X|Y ), a Bayesian Transport Map is a
deterministic function S which pushes our prior to our posterior:
S#P = Q ⇐⇒ S#P (X) = P (X|Y )
With this deterministic map, we can now generate arbitrary many indepen-
dent posterior samples, by first sampling from our prior distribution and applying
the transport map to them.
Chapter 2 discusses a general distributed framework for the construction of
6transport maps under arbitrary P and Q, with Bayesian Inference as a special case.
1.3 Optimal Communication through Posterior
Matching
Figure 1.2: Causal Encoding/Decoding Problem
Many problems can be cast in an optimal communication framework where
a message W is signaled sequentially across a noisy channel with feedback. One
then considers finding an optimal encoding strategy that maps W and the previous
observations Y n−11 into the next Xn. The decoder then sequentially constructs a
posterior belief ψn about the message after observations Y
n−1
1 . The question here,
is how the best design and encoder which maximizes its transmission efficiency
by operating at the capacity of this noisy channel. This is represented visually in
Fig. 1.2.
For example, we can consider framing a problem in the design of Brain
Machine Interfaces in this framework, which we can model as human agent possessing
some form of abstract information or knowledge, represented as a “message point”
denoted as W , that it would like to reliably convey to the computer agent over a
noisy channel with feedback. The human agent iteratively generates input signals
7to the noisy channel, Xi as a function of their underlying knowledge W , and
feedback. The question is then how to best design the query mechanism to extract
the information as “quickly” and as “reliably” as possible from the human agent.
This is represented visually in Fig. 1.3.
Figure 1.3: A Brain Machine Interface problem from the perspective of optimal
sequential communication where we model some high level intent the user wants
to signal as W , his answers to sequential queries or refinements as Xi, and our
observation of his answers through a noisy channel as Yi.
The posterior matching (PM) scheme is a mutual information maximizing
scheme for efficiently communicating a message point in a continuum over a noisy
channel with feedback that was originally developed for the case where the message
point lies on the unit interval and sufficient conditions were given on when it
achieves capacity [10].
In Chapter 3, we use the transport map framework discussed above to
generalize the scheme for an arbitrary multidimensional message point, and show
that for any communication channel with finite capacity we can establish succinct
necessary and sufficient conditions on when the scheme is reliable (e.g. that the
message point can be recovered from infinite observations). Interestingly, using the
transport map framework results in a sequential composition of transport maps
8that push samples from the posterior distribution back to samples from the prior.
1.4 Fetal Alcohol Spectrum Disorders
Prenatal exposures to teratogens such as alcohol, marijuana, tobacco and
opiates have far reaching consequences which often impact those affected far beyond
infancy. These exposures can lead to physical, behavioral and neurocognitive
impairments, and place tremendous strains on public health resources [11]. As a
result of prenatal exposure to alcohol, a subset of infants that experience an early
brain insult lie on a continuum of disruption called Fetal Alcohol Spectrum Disorders
(FASD). The leading cause of intellectual disabilities worldwide, FASD is estimated
to affect up to 5% of children in the US, costing over $4 billion dollars annually [12].
There are also significant racial and socio-economic differences in pregnancy-related
drinking, and a much higher prevalence of FASD in ethnic minorities such as
African American and Native American populations [13]. The links between FASD,
race, socio-economic status and disproportionate representation in the legal system
are well documented [14], with underestimates of offenders in the criminal justice
system with FASD between 15% and 20%. Addressing the disproportionate effects
of this health disparity is a public health priority with potentially dramatic benefit.
Early identification of infants who will go on to demonstrate neurobehavioral
deficits is of critical importance worldwide as early interventions have been demon-
strated to improve child performance outcomes and reduce lifetime healthcare costs
by taking advantage of neural plasticity [15]. For some neurocognitive impairments,
early identification is readily made due to alterations in physical appearance (e.g.,
Down‘’s Syndrome). However, physical indicators associated with most other
neurocognitive impairments are often minimal or absent [16, 12]. Moreover, the
9associated functional deficits may take years to fully present themselves and require
significant expertise to recognize.
In order to intervene as early as possible, one must correctly identify deficits
in infants. In order to identify infants at a level that can impact public health
while dealing with variable resource constraints, one could frame the problem in a
sequential risk segmentation framework. In this framework infants are sequentially
assessed for risk, and those who are deemed as being at higher risk are followed
up with measurements at increasingly higher levels of sensitivity and specificity,
more resources (examinations, specialist visits, etc.) and eventually interventions
(multivitamin, behavioral, etc.). This is especially important in communities where
access to expensive equipment and trained technicians is lacking.
In the ideal design of such a framework, initial screening tests should only
require modest investments in resources and expertise, be easily scaled across large
populations, and provide strong measures of certainty and statistical guarantee.
Most methods of screening in infants, however, do not scale and cannot provide
statistical measures of certainty. In Chapter 4, we investigate the validity of a 6-
month cardiac measure as a predictor for later neurocognitive deficits, and establish
a first step towards this sequential risk segmentation framework.
1.5 Main Contributions
The issues described above frame the main research contributions of this
thesis across three main areas:
• Distributed Construction of Transport Maps: In Chapter 2, we pro-
vide a general push-forward theorem for pushing samples from a distribution
P to samples from a distribution Q and demonstrate that under mild con-
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ditions, the push-forward can be carried out in a scalable manner through
the distributed construction of a transport map based on proximal operators.
Interestingly, solving for the optimal Bayesian map where P is the prior and
Q is the posterior reduces to solving a series of maximum a posteriori (MAP)
estimation problems, allowing us to leverage existing infrastructure for solving
large-scale MAP problems.
• Necessary and Sufficient Conditions for Reliable Communication:
In Chapter 3, using transport theory, we expand the original Posterior Match-
ing scheme (PM) [10] and make two key contributions: (a) we generalize the
PM scheme for arbitrary memoryless channels where the message point can
now lie in arbitrary dimension: W ⊂ Rd for any d ≥ 1. we give a simple,
time-invariant recursive encoding scheme that reduces to the original when
W = [0, 1]; (b) we provide a succinct necessary and sufficient condition for
the generalized scheme to be reliable and achieve capacity: the ergodicity of
a random process (W˜n)n≥1 within the encoder of a PM scheme. Interestingly,
using the transport map framework results in a sequential composition of
transport maps that push samples from the posterior distribution Q back to
samples from our prior.
• Decision Support Tools in Fetal Alcohol Spectrum Disorders: As
part of an ongoing longitudinal cohort study in Ukraine, infants were evalu-
ated at 6 and 12 months with the Cardiac Orienting Response (COR) an
inexpensive, easy to administer assessment tool for identification of develop-
mental delay and with the Bayley Scales of Infant Development, II. These
CORs were collected during a habituation/dishabituation learning paradigm.
We showed the CORs effectiveness in assessing an individuals risk of later
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developmental delay and compared its predictive utility to that of the 6-month
Bayley, where we showed that the COR paradigm significantly outperforms
the 6 month Bayley. As the resources required to obtain a Bayley score are
substantially more than in a COR-based paradigm, the findings are suggestive
of its utility as an early scalable screening tool.
The remainder of this thesis is structured as follows: Chapter 2 discusses the
Distributed General Push-Forward theorem, and provides the necessary algorithmic
instantiation; Chapter 3 discusses the generalized Posterior Matching scheme, and
proves its key properties; Chapter 4 discusses the validation of the Cardiac Orienting
Response as an early measure of neurocognitive impairment. We conclude with
future work and open problems, and provide some concluding remarks in Chapter 5.
Chapter 2
A Distributed Framework for the
Construction of Transport Maps
2.1 Introduction
As scientific problems of interest continue to grow in size and complexity,
researchers have to deal with increasingly large data-sets gathered in noisy en-
vironments that are often incomplete. As a result, the development and use of
theoretical and numerical methods to reason in the face of this uncertainty, and
in light of this complexity, has been the focus of serious research effort in statis-
tics, machine-learning, information-theory and computer science. A fundamental
concern in many of these methods is the characterization of certain probability
distributions.
The most studied, and perhaps most well-known, example of this arises
in a Bayesian inference setting, where an experimenter seeks to reason about an
unobservable process X using only the observations represented in Y . To do so,
they must specify some prior belief about X through a distribution p(X), and a
12
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relationship between their observation Y and X through a likelihood : p(Y |X). The
hope is then to characterize the Bayesian posterior distribution: p(X|Y ), which
informs an experimenter about the unobservable process X by conditioning on her
observations in Y . This Bayesian inference framework is very natural, and has
found use in wide-ranging applications.
The posterior distribution completely characterizes our knowledge about
X given Y and has found wide use in optimization and statistical inference. For
example, in optimal decision making, we often minimize an expected loss with
respect to the posterior distribution [4]. Additionally, using our model evidence βY
we can compute information measures such as posterior information gains [5] for
sequential experiment design [6], conditional mutual information [7], and directed
information [8].
While many different approaches have been developed to deal with issues
related to this characterization as efficiently as possible, there is an underlying
difficulty in fully characterizing a Bayesian posterior distribution. That is, even
though the experimenter can choose “well-behaved” and “natural” prior and
likelihood models, evaluating the normalized posterior distribution requires the
evaluation of a highly non-trivial integral which is generally unfeasible in large
dimensions for all but a very few set of prior and likelihood models.
Traditionally, many methods end up only being able to efficiently provide
correlated asymptotic posterior samples through variations on Markov Chain Monte
Carlo (MCMC) sampling, or point estimates by relying only on proportionality:
p(X|Y ) ∝ p(X) · p(Y |X)
These point estimates, however, come without a clear indication of the
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uncertainty associated with those estimates. This uncertainty, and inefficiency is of
critical importance for decision making in many different areas (e.g. digital health
and large-scale system design), but has been not adequately addressed in modern,
large-scale techniques.
The Bayesian example is a special case of the more general need to be
able to efficiently characterize non-trivial distributions. The ability to efficiently
draw independent samples from a specified distribution, however, would greatly
simplify its characterization, as computing probabilities under the distribution or
evaluating its moments can be expressed as computations of expectations under
the distribution, which can be ideally approximated with independent samples.
Another useful example comes in the form of developing optimal commu-
nication schemes for a message point lying in a continuous subset of arbitrary
dimension: W ∈ Rd. In the author‘’s previous work [17], the generalization of
the mutual-information maximizing posterior matching communication scheme
required samples from a posterior distribution to be mapped back to samples from
the prior distribution (see [17] for details.)
Inspired by this fundamental problem, throughout this chapter we discuss
an alternate approach to efficiently and independently sample from non-trivial
probability distributions, based on the use of transport maps. We build on previous
work to present an alternate technique to efficiently characterize a large class of
probability distributions through the construction of deterministic functions that
transform independent samples from one distribution to independent samples
from another.
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2.1.1 Main Contribution
The main contribution of this work is to extend our previous results to
provide a more general push-forward theorem for pushing a distribution P to a
distribution Q. Moreover, we show how under the traditionally mild assumption of
the log-concavity of Q, it can be carried out in a distributed and scalable manner,
leveraging the technique of Alternating Direction Method of Multipliers (ADMM)
[2].
We show how the efficient Bayesian Inference framework described in [1] is a
special case of this more general push-forward theorem, and how through ADMM,
solving for the optimal Bayesian map reduces to solving a series of maximum a
posteriori (MAP) estimation problems. Critically, this greatly simplifies adoption
as infrastructure already exists for solving large scale MAP problems efficiently
[18].
We also speak to how the more general push-forward theorem widens the
scope of possible applications, giving several examples of different uses. We also dis-
cuss how our framework can further scale beyond the use of distributed computation,
through sequential function composition.
2.1.2 Previous Work
In a Bayesian setting, a methodology for finding a transport map based
on ideas from optimal transport was first proposed in [19] and expanded upon in
conjunction with more traditional MCMC-based sampling schemes in [20, 21, 22, 23].
Our previous work used ideas from optimal transport theory, to generalize
the Posterior Matching scheme, a mutual-information maximizing communication
scheme, to message points in arbitrary dimension [24, 17]. Building upon this, we
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also looked at a different formulation than [19], focusing on a KullbackLeibler (KL)
divergence formulation and showed that for the class of log-concave distributions,
this is a convex problem [1]. We also previously described a distributed framework
[25] that we expand upon here.
In the more traditional optimal transportation literature, convex optimiza-
tion has been used to varying success in specialized cases [26], as well as gradient-
based optimization methods [27, 28, 29]. It is important to note, however, that our
framework is not solving an optimal transport problem. An excellent introduction
and reference to the field can be found in [9].
A related class of sampling techniques, is the family of Markov Chain
Monte Carlo (MCMC) methods [30]. The method presented here is in many
ways complimentary to this, though there are significant differences. MCMC
represents a probability distribution through a set of samples generated by iterating
through a Markov chain whose invariant distribution is the target distribution
[31, 32, 33, 34]. Despite wide adoption and heavy method specialization, MCMC
has key drawbacks: (a) the convergence rates and mixing times of the Markov chain
are generally unknown, thus leading to practical shortcomings like “sample burn in”
periods; and (b) the samples generated are necessarily correlated, lowering effective
sample sizes and propagating errors throughout estimates [35].
Efficient approximation methods, such as Variational Bayes [36, 37, 38, 39]
and Expectation Propagation [40, 41] have been developed. They have offered a
complementary alternative to sampling methods and allowed Bayesian techniques
to be used in large-scale applications. Variational methods yield deterministic
approximations to the posterior distribution. A particular form that has been
used with great success is the factorized one [42]. However, these methods are
based upon approximations of the target distribution, by specifying a class of
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distributions and finding the most representative member of that class. Thus there
are no guarantees that the iterations of the approximation methods will converge
or provide exact results in the limit.
The rest of this chapter is organized as follows: in Section 2.2 we provide
some necessary definitions and background information, in Section 2.3 we describe
the distributed general push-forward framework and provide several details on its
construction and use, in Section 2.4 we go over a powerful use case of this framework,
in Section 2.5 we go over various applications and examples, and provide concluding
remarks in Section 2.6.
2.2 Preliminaries
In this section we make some preliminary definitions and provide background
information for the rest of this chapter.
2.2.1 Definitions
We define our space of interest by letting W ⊂ Rd for some positive integer
d, and define the space of all probability measures on W as P (W). If P ∈ P (W)
admits a density with respect to the Lebesgue measure, we denote it as p.
This work is fundamentally concerned with trying to find an appropriate
push-forward, or mapping between two probability measures, P and Q:
Definition 2.2.1 (Push-forward). Given P,Q ∈ P (W) we say that a map S :
W → W pushes forward P to Q (denoted as S#P = Q) if a random variable X
with distribution P results in Y , S(X) having distribution Q.
Of interest to us, are the class of “smooth” push-forwards:
18
Definition 2.2.2 (Diffeomorphism). A mapping S is a diffeomorphism on W if
it is invertible, and both S and S−1 are differentiable. Let D be the space of all
diffeomorphisms on W.
Any such mapping S, must satisfy the well-known Jacobian equation:
Lemma 2.2.3 (Jacobian Equation). A mapping S is a push-forward from P to Q
if and only if
p(u) = q(S(u)) |det(JS(u))| ∀u ∈ W
where JS(u) is the Jacobian of the map S, and can be thought of as how the
map “warps” space to perform the mapping. Motivated by future developments,
we now define a sub-space of mappings that are said to be orientation-preserving :
Definition 2.2.4 (Monotonic Diffeomorphism). A mapping S ∈ D is orientation
preserving, or monotonic, if its Jacobian is positive-definite:
JS(u)  0, ∀u ∈ W
Let D+ ⊂ D be the set of all monotonic diffeomorphisms on W.
In this sub-space, we can state a simple corollary of Lemma 2.2.3:
Corollary 2.2.5 (Monotonic Jacobian Equation). Any map S ∈ D+ satisfies a
modified jacobian equation:
p(u) = q(S(u)) det(JS(u)) ∀u ∈ W (2.1)
With these definitions in hand, we can now move to the problem of finding
a diffeomorphism S that pushes forward P to Q according to: S#P = Q.
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2.2.2 Optimal Transport
Finding a mapping between P and Q is the central problem of Optimal
Transport Theory. In optimal transportation, we seek an optimal coupling between
two random processes X and Y , that transports the mass at X represented by a
measure P , to the mass at Y represented by a measure Q.
A particular version of this problem was first posed by Gaspard Monge,
where the problem of interest was to find a deterministic function S which transports
all of the mass at P , to mass at Q, while incurring some cost associated with the
transport: c(X, Y ). We then want to find the mapping S which is optimal with
respect to that cost. This is known as the Monge optimal transport problem:
min
S
EP [c(X,S(X))] s.t. S#P = Q (M)
If we now place the reasonable assumption on P and Q that:
Assumption 1. We assume that P,Q ∈ P (W) admit densities p, q with respect to
the Lebesgue measure.
We can state the following useful theorem:
Theorem 2.2.6. Under Assumption 1, a push-forward between P and Q: S#P = Q
always exists, is orientation preserving: S ∈ D+, and therefore satisfies Eq. (2.1).
Proof. Under Assumption 1, both P and Q admit densities p and q with respect to
the Lebesgue measure. We can now consider a version of (M) under the Euclidean
quadratic-cost [9]:
min
S:X→X
∫
x∈X
‖x− S(X)‖22 p(x)dx
s.t S#P = Q
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The key properties of its optimal solution S∗ that we exploit are that it always
exists, and S∗ = ∇h(x) where h is a strictly convex function [9], which implies
S∗ ∈ D+. Since S∗ ∈ D+, it necessarily satisfies Eq. (2.1).
Of fundamental concern in these problems is the choice of the cost function.
A particular cost can be chosen to encode geometric information about the space
of interest, and deal with issues of uniqueness of an optimal transport map. In-
terestingly, they can also be used to ensure a particular structure of the transport
map is optimal. For a rigorous introduction to the field, see [9].
2.2.3 Transport Mapping
The field of optimal transport is theoretically rich, with many results estab-
lishing fundamental properties relating the structure of the cost to the structure of
the underlying map. Inspired by problems in high-dimensional machine learning
and information-theoretically “optimal” communication1, however, and in contrast
to optimal transportation, our framework does not find the transport map that is
optimal with respect to a certain cost. Instead, our focus is on finding a transport
map as efficiently as possible. In other words, we seek a map S that lies in the
feasible set of Problem (M), though not necessarily optimal with respect to some
pre-specified cost function c(X,S(X)). Our focus is on finding a transport map
which completes the transport of mass from P to Q as: S#P = Q, as computa-
tionally efficiently as possible. For problems in machine learning, high-dimensional
Bayesian inference and optimal communication, this will prove to be the most
important aspect in the application of transport mapping. In these settings, we
typically only have unnormalized target density evaluations, or even a finite amount
1in the sense of maximizing mutual information
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Figure 2.1: General Push-Forward: Measures P, P˜ and Q are represented as
points in P(W). An arbitrary push-forward S˜ ∈ D+ is represented as a solid
arrow, which can be thought of as operating on an induced measure P˜ . The
problem of interest is to then find the S˜ that minimizes the distance between P
and P˜ , with the actual push-forward S∗ represented by a green line between P
and Q.
of representative samples of another density. In this case, it would be difficult to
maintain computational feasibility with respect to general cost functions.
2.3 Distributed Push-forward
In this section we present the distributed push-forward framework, and
discuss several issues related to its construction.
2.3.1 General Push-Forward
According to Lemma 2.2.3, any push-forward between P and Q will neces-
sarily satisfy the Jacobian equation (2.1). Note that although we think of a map S
as pushing from P to Q, we have written (2.1) so that p appears by itself on the
left-hand side, while S is being acted on by q on the right-hand side. This notation
is suggestive of the following interpretation: If we think of the destination density
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q as an anchor point, then for any arbitrary mapping S˜ ∈ D+, we can describe an
induced p˜ according to Eq. (2.1) as:
p˜(u) = q(S˜(u)) det(JS˜(u)) for all u ∈ W (2.2)
From this perspective, we can treat an arbitrary S˜ ∈ D+ as a push-forward for an
arbitrary P˜ to Q : S˜#P˜ = Q. We can then cast the transport problem as finding
the mapping S˜ ∈ D+ that minimizes the distance, in an appropriate sense, between
the induced P˜ and the true P . This perspective is represented visually in Fig. 2.1.
A very natural measure of “distance” between probability distributions, and
the one chosen in our framework, is the Kullback-Leibler Divergence2. This gives
the following optimization problem:
S∗ = arg min
S˜∈D+
D(P‖P˜ ) (2.3)
If we again make another natural assumption:
Assumption 2. P admits a density p such that:
E [|log p(X)|] <∞
2Kullback-Leibler Divergence is actually a non-symmetric pseudo-metric
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We can then expand Eq. (2.3) and combine with (2.2) to write:
S∗ = arg min
S˜∈D+
D(P‖P˜ )
= arg min
S˜∈D+
EP
[
log
p(X)
p˜(X)
]
= arg min
S˜∈D+
−h(p)− EP [log p˜(X)] (2.4)
= arg min
S˜∈D+
−EP [log p˜(X)] (2.5)
= arg min
S˜∈D+
−EP
[
log q(S˜(X)) + log det JS˜(X)
]
(2.6)
where in (2.4), h(p) is the Shannon differential entropy of p, which is fixed with
respect to S˜; (2.5) is by Assumption 2 and Jensen’s inequality implying that
|h(p)| <∞ and the non-negativity of KL divergence; (2.6) is by combining with
(2.2).
We can now state the main theorem of this section [43, 25]:
Theorem 2.3.1 (General Push-Forward). When Q admits a log-concave density
q, then:
S∗ = arg min
S˜∈D+
D(P‖P˜ ) (GP)
is a convex optimization problem.
Proof. The space of monotonic diffeomorphisms is a convex set. That is, for
any S, S˜ ∈ D+, we have that JS, JS˜  0. For any λ ∈ [0, 1] we have that
S˜λ , λS + (1 − λ)S˜ and JS˜λ = λJS + (1 − λ)JS˜  0. Since log det is strictly
concave over the space of positive definite matrices, and by assumption log q(·) is
concave, we have that EP [log p˜] is strictly convex in S. Existence of S∗ is given by
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Theorem 2.2.6.
An important remark on this theorem:
Remark 1. Theorem 2.3.1 does not directly place any direct assumptions on the
structure of P . It need not be log-concave, for example.
2.3.2 Direction of Transport
Figure 2.2: Direction of Transport: Measures P, P˜ and Q are represented as
points in P(W). An arbitrary push-forward S˜ ∈ D+ is represented as a solid
arrow, and its inverse as a dashed arrow. As shown in Corollary 2.3.3, we can
consider minimizing the distance between P and P˜ , or equivalently minimize
the distance between Q˜ and Q.
Here we give some brief clarifying remarks about the direction of transport.
Previous authors [20] have found it convenient to establish differences between
specific directions of transport, and give different properties arising in each case.
Here, we focus on a unifying perspective which presents both directions in the same
light over the space of monotonic diffeomorphisms.
Similar to the argument presented in Section 2.3.1, the notation in (2.2)
suggests the if we use the target density q as an anchor, then any S˜ ∈ D+ can be
thought of as inducing an appropriate p˜. However, since any S˜ ∈ D+ is necessarily
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invertible, we can also describe the action of its inverse S˜−1 as:
q˜(u) = p(S˜−1(u)) det JS˜−1(u) ∀u ∈ W
From this perspective, for any S˜ ∈ D+ we can consider S˜#P˜ = Q, or the action of
its inverse: S˜−1# Q˜ = P . We now state a lemma clarifying the equivalence between
these two complimentary perspectives:
Lemma 2.3.2. For any S˜ ∈ D+:
D(P‖P˜ ) = D(Q˜‖Q)
Proof. This is a direct consequence of the invariance of KL-Divergence under an
invertible transformation S˜ [44]:
D(P‖P˜ ) = D(S˜−1(P )‖S˜−1(P˜ ))
= D(Q˜‖Q)
This perspective is represented visually in Fig. 2.2. Intuitively, we can
either consider minimizing the distance between the true P , and the P˜ induced by
any S˜ ∈ D+, or consider minimizing the distance between the Q˜ induced by any
S˜−1 ∈ D+ and the true Q.
As a consequence, Theorem 2.3.1 can be equivalently stated as:
Corollary 2.3.3. When Q admits a log-concave density q, then:
S∗ = arg min
S˜∈D+
D(Q˜‖Q) (GQ)
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is a convex optimization problem.
In the next section we discuss how to actually carry out this minimization,
presenting an efficient, distributed computational framework.
2.3.3 Empirical Risk Minimization
Beginning with Eq. (2.6) above, we see that Problem (GP) can be written
as:
S∗ = arg min
S˜∈D+
−EP
[
log q(S˜(X)) + log det JS˜(X)
]
= arg min
S˜∈D+
−
∫
X
[
log q(S˜(X)) + log det(JS˜(X))
]
p(x)dx
Though a convex problem, this integral cannot directly be evaluated in general for
any S˜. It is important to note, however, that this is an expectation with respect to
P . This means that we can define the usual probability space (Ω,F ,P) pertaining
to independent and identically distrusted samples drawn from P : (X1, X2, . . . , Xn).
With these samples, we can then evaluate the empirical distribution on Pn
and consider minimizing the above with respect to the empirical expectation:
EPn [log p˜(X)] =
1
n
n∑
i=1
[
log q(S˜(Xi)) + log det(JS˜(Xi))
]
giving us the following stochastic optimization problem:
S∗ = arg min
S˜∈D+
−EPn [log p˜(X)]
= arg min
S˜∈D+
− 1
n
n∑
i=1
[
log q(S˜(Xi)) + log det(JS˜(Xi))
]
(2.7)
This can be thought of as an empirical risk minimization problem, and will be
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discussed further below.
2.3.4 Consensus Formulation
The stochastic optimization problem in (2.7) takes the general form of:
arg min
S
N∑
i=1
fi(S)
From this perspective, S can be thought of as a complicating variable. That is, this
optimization problem would be entirely separable across the sum were it not for S.
This can be instantiated as a global consensus problem:
arg min
S
N∑
i=1
fi(Si)
s.t. Si − S = 0
where the optimization is now separable across the summation, but we must achieve
global consensus over S. With this in mind, we can now write a global consensus
version of (2.7) as:
S∗ = arg min
S˜i∈D+
− 1
N
N∑
i=1
log q(S˜i(Xi)) + log det(JS˜i(Xi))
s.t. S˜i = S, ∀i ≤ N (2.8)
In this problem, we can think of each (batch of) sample as independently inducing
some random P˜i through a function S˜i. The method proposed below can then be
thought of us as iteratively reducing the distance between each P˜i and the true P
by reducing the distance between each S˜i. This is represented visually in Fig. 2.3.
This problem is still over an infinite dimensional space of functions S˜ ∈ D+,
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however.
2.3.5 Transport Map Parameterization
To address the infinite dimensional space of functions mentioned above, as
in [25, 1, 43, 20] we parameterize the transport map over a space of multivariate
polynomial basis functions formed as the product of d-many univariate polynomials
of varying degree. That is, given some x = (x1, . . . , xa, . . . , xd) ∈ W ⊂ Rd, we
form a basis function φj(x) of degree j = (j1, . . . , ja, . . . , jd) ∈ J using univariate
polynomials ψja of degree ja as:
φj(x) =
d∏
a=1
ψja(xa)
This allows us to represent any S˜ ∈ D+ as a weighted linear combination of basis
functions with weights wj ∈ Rd as:
S˜(x) =
∑
j∈J
wj φj(x)
where J is a set of multi-indices in the representation specifying the order of
the polynomials in the associated expansion. In order to make this problem
finite-dimensional, we must truncate the expansion to some fixed maximum-order
O.
J =
{
j ∈ Nd :
d∑
i=1
ji ≤ O
}
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We can now approximate any nonlinear function S˜ ∈ D+ as:
S˜K(x) = WΦ(x)
for a weight matrix W .
With this, we can now give a finite-dimensional version of (2.8) as:
W ∗ = arg min
Wi∈Rd×K
− 1
n
n∑
i=1
[log q(WiΦ(Xi)) + log det(WiJΦ(Xi))]
s.t. Wi = W, WiJΦ(Xi)  0, ∀i ≤ N
(2.9)
with:
Wi = [w1, . . . , wK ] d×K
Φ(·) = [φ1(·), . . . , φK(·)]T K × 1
JΦ(·) =
[
∂φi
∂xj
(·)
]
i,j
K × d
where K , |J |, the size of the index-set, and we have made explicit the implicit
constraint that det(JS) ≥ 0 by ensuring that WJΦ  0. We now provide two
important remarks:
Remark 2. In many applications quantifying the propagation of uncertainty through
complex systems, the basis functions are chosen so as to be orthogonal with respect
to the reference measure P :
∫
W
φj(x) φi(x) p(x)dx = 1i=j
This greatly simplifies computing conditional expectations, corresponding moments,
etc. [45].
Remark 3. In principle, any basis of polynomials whose finite-dimensional approx-
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imations are sufficiently dense over W will suffice.
2.3.6 Distributed Push-Forward with Consensus ADMM
In this section we will briefly review the Alternating Direction Method of
Multipliers (ADMM), and then reformulate Problem (GP) within this framework
and provide our main result: Corollary 2.3.4 and Algorithm 1.
ADMM
The Alternating Direction Method of Multipliers (ADMM) [46] is a simple,
iterative decomposition and coordination method which decomposes a large problem
into smaller local subproblems which are then solved and whose solutions are
combined to form a global solution. It is intimately related to methods like
Augmented Lagrangian, Dual Ascent, and the Method of Multipliers [47].
In recent years ADMM has been receiving increased attention as the size of
data-sets and their representative features grow increasingly large. ADMM allows
one to distribute large-scale optimization problems, leveraging the availability
of large-scale pooled computing resources. Boyd, et al. [2] gave an excellent
overview of ADMM, its history, convergence properties, and covered a wide variety
of applications.
Under mild assumptions, ADMM allows for separable, parallel solving steps
which reaches relatively high accuracy rather quickly and is guaranteed to converge
[2]. The general-form ADMM problem can be expressed as:
min
x,z
f(x) + g(z)
s.t. Ax+Bz = c
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Figure 2.3: Distributed General Push-Forward: Measures P and Q are repre-
sented as points in P(W). An arbitrary push-forward S˜i ∈ D+ is represented as
a solid arrow, which can be thought of as operating on an induced measure P˜i.
The usual Lagrangian is formed as:
C = Ax+Bz − c
L = f(x) + g(z) + λT (C)
We can then form its penalized or augmented Lagrangian by:
Lρ = f(x) + g(z) + λ
T (C) +
(ρ
2
)
‖C‖22
for some penalty parameter ρ > 0. With this, ADMM consists of the following
sequential update steps:
xk+1 = argmin
x
Lρ(x, z
k, λk)
zk+1 = argmin
z
Lρ(x
k+1, z, λk)
λk+1 = λk + ρ(Axk+1 +Bzk+1 − c)
32
Distributed Algorithm
We can now use ADMM to reformulate Problem (GP). For notational
clarity, we write Φi , Φ(Xi) and Ji , JΦ(Xi). We then introduce the following
auxiliary variables:
Wi , B, BΦi , pi, BJi , Zi
We can now write (2.8) as:
arg min
{W,Z,p}i,B
1
N
N∑
i=1
− log q(pi)− log detZi + 1
2
ρ‖Wi −B‖22
+
1
N
N∑
i=1
1
2
ρ‖BΦi − pi‖22 +
1
2
ρ‖BJi − Zi‖22
s.t. BΦi = pi : γi (d× 1)
BJi = Zi : λi (d× d)
Wi −B = 0 : αi (d×K)
Zi  0
where in the feasible set, we have denoted the Lagrange multiplier that will be
associated with each constraint to the right. We can now raise the constraints to
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form the fully-penalized Lagrangian as:
Lρ(W,Z, p,B; γ, λ, α)
=
1
N
N∑
i=1
− log q(pi)− log detZi
+
1
N
N∑
i=1
1
2
ρ‖Wi −B‖22 +
1
2
ρ‖BΦi − pi‖22
+
1
N
N∑
i=1
1
2
ρ‖BJi − Zi‖22 + γTi (pi −BΦi)
+
1
N
N∑
i=1
tr
(
λTi (Zi −BJi)
)
+ tr
(
αTi (Wi −B)
)
The key property we leverage from the ADMM framework is the ability to
minimize this Lagrangian across each optimization variable sequentially, using only
the most recently updated estimates. After simplification (details can be found in
the Appendix), the final ADMM update equations for the remaining variables are:
Bk+1 = Bi · Bs (2.10a)
W k+1i = −
1
ρ
αki +B
k+1 (2.10b)
Zk+1i = QZ˜iQ
T (2.10c)
γk+1i = γ
k
i + ρ(p
k+1
i −Bk+1Φi) (2.10d)
λk+1i = λ
k
i + ρ(Z
k+1
i −Bk+1Ji) (2.10e)
αk+1i = α
k
i + ρ(W
k+1
i −Bk+1) (2.10f)
pk+1i = arg min
pi
− log q(pi) + quadi(pi) (2.10g)
We look first at the consensus variable Bk+1. We can separate its update into two
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pieces: a static component Bs, and an iterative component Bi:
Bi = 1
N
N∑
i=1
[
ρ
(
W ki + p
k
i Φ
T
i + Z
k
i J
T
i
)
+ γki Φ
T
i + λ
k
i J
T
i + α
k
i
]
(2.11a)
Bs =
[
ρ
(
I +
1
N
N∑
i=1
ΦiΦ
T
i + JiJ
T
i
)]−1
(2.11b)
The consensus variable can then be thought of as averaging the effect of all other
auxiliary variables, and forming the current best estimate for consensus among the
nodes.
The p-update is the only remaining minimization step that cannot be solved
in closed form, as it completely contains the structure of the q density. In its
penalization, all other optimization variables are fixed:
quadi(pi) =
1
2
ρ‖Bk+1Φi − pi‖22 + γkTi (pi −Bk+1Φi)
Remark 4. There are many possible ways to have formulated this problem. This
way, however, has the significant benefit of separating out the p-update from the
B,W,Z, . . . so that we can consider the p-update as essentially a “black box”. It
completely captures the structure of Q, and each node can solve for it in a number
of ways. Several general purpose (CVX [48]) and specialized solvers exist for
specific problem structures, allowing this framework to be “backward-compatible”
with existing large-scale infrastructure [18].
This is emphasized in the following remark:
Remark 5. The steps outlined in (2.10) have the following desirable properties:
• Eqs. (2.10a) to (2.10f) admit closed form solutions. In particular, Eqs. (2.10b)
and (2.10d) to (2.10f) are simple arithmetic updates;
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• Eq. (2.10c) is an eigenvalue decomposition enforcing the positive-definite
constraint
• Eq. (2.10g) is a penalized d-dimensional-vector convex optimization problem
that entirely captures the structure of Q. In particular, any changes to the
problem specifying a different structure of Q will be entirely confined in this
update.
More formally, we can define the node variables Ni = (Wi, Zi, pi, γi, λi, αi)
for i ∈ {1, . . . , N} and define the consensus variable B. Then we can rewrite (2.10)
as:
Bk+1 = B(Bk, Nk)
Nk+1i = N (Bk+1, Nki ), 1 ≤ i ≤ N
Pseudo-code for this distributed algorithm is presented in Algorithm 1.
Algorithm 1 Distributed Push-Forward with ADMM
1: for all nodes do
2: B,N ← randomly initialize
3: end for
4: while terminate 6= true do
5: procedure master(Nk)
6: Bk+1 ← B(Bk, Nk) . Reduction step
7: terminate← T (Bk+1, Nk+1)
8: end procedure
9: for all nodes in parallel do
10: procedure nodei(B
k+1)
11: Nk+1i ← Ni(Bk+1, Nk) . Mapping step
12: end procedure
13: end for
14: end while
With this, we can now give an efficient, distributed version of the general
push-forward theorem:
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Corollary 2.3.4 (Distributed Push-Forward). Under Assumption 1, when Q ad-
mits a log-concave density q, then:
W ∗ = arg min
Wi∈Rd×K
− 1
N
N∑
i=1
log q(WiΦi) + log det(WiJi)
s.t. Wi = W, WJi  0 ∀i ≤ N
(2.12)
is a distributed convex optimization problem solved by Algorithm 1.
We now state two important observations:
Remark 6. In some instances (non-streaming, for example), it would be beneficial
to solve Eq. (2.12) in a two-step procedure, where N -many samples are drawn i.i.d
from P , and Φi, Ji,Bs are all calculated beforehand.
Remark 7. ADMM convergence’s properties are robust to inaccuracies in the initial
stages of the iterative solving process [2]. Additionally several key concentration
results provide very strong bounds for averages of random samples from log-concave
distributions, showing that the approximation is indeed robust [49, Thrm 1.1, 1.2].
The above framework, under natural assumptions, provides for the efficient,
distributed and scalable calculation of an optimal map that pushes forward some
P to some Q under arbitrary, large dimensions. This widens the scope of possible
applications, discussed further below.
2.3.7 Structure of the Transport Map
An important consideration in ensuring the construction of transport maps
are efficient is their underlying structure. In Section 2.3.5 we described a parame-
terization of the transport map through the index-set J - the indices of polynomial
orders involved in the expansion. By varying the structure of this set, we can vary
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the structure of the underlying transport map. This allows us to trade between
the accuracy of the transport map, and the speed which we can compute it. In
this section we discuss how changing J changes the underlying structure of the
transport map, and how the underlying ADMM steps change appropriately.
Dense
The parameterization described in Section 2.3.5 will result in a dense map-
ping. For a dense transport map, we are generating all non-negative integer vectors
of length d, whose sum is less than some maximum order O.
J D =
{
j ∈ Nd :
d∑
i=1
ji ≤ O
}
For example, for the case where d = O = 3 this is:
J D =
[
0 1 2 3 0 0 0 1 1 2 0 0 0 1 1 2 0 0 1 0
0 0 0 0 1 2 3 1 2 1 0 1 2 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 2 2 2 3
]
The size of this set K , |J D| for any given maximum polynomial order O is:
K =
(
d+O
O
)
It will result in a transport map that is fully expressive:
S(x) =

S1(x1, . . . , xd)
. . .
Sd(x1, . . . , xd)

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where each Sk necessarily has K-many weights in the expansion, for a full weight
matrix W of size d×K:
WD =

wT1
wTk
wTd
 (d×K)
The problem in Eq. (2.9) and steps presented in Eq. (2.10) solve for a Dense
mapping without any modification.
Though a “dense” transport map is the best possible approximation, it
is exponential in the dimension of the problem, and is in general non-feasible to
compute for large dimension.
Knothe-Rosenblatt
As an alternative to a dense construction, we can consider the Knothe-
Rosenblatt construction which has been used previously in optimal transport [50] as
well as in optimal communication [17]. This construction ensures that our mapping
is lower-triangular, where Sk is only a function of the first k variables. We can
define a subspace of lower-triangular monotonic diffeomorphisms as:
Definition 2.3.5 (Lower-Triangular Monotonic Diffeomorphism). A mapping S ∈
D+ is lower-triangular if it can be written as:
S(x) =

S1(x1)
S2(x1, x2)
. . .
Sd(x1, . . . , xd)

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Let DKR+ ⊂ D+ be the set of all lower-triangular monotonic diffeomorphisms on W.
We can now write a Knothe-Rosenblatt version of Eq. (2.8) as:
S∗ = arg min
S˜i∈DKR+
− 1
N
N∑
i=1
log q(S˜i(Xi)) + log det(JS˜i(Xi))
s.t. S˜i = S, ∀i ≤ N (2.13)
For our finite dimensional approximation of S in terms of its weight matrix
W , our index set is:
J KRk =
{
j ∈ Nd :
d∑
i=1
ji ≤ O∧
}
Where (*) ensures the corresponding polynomial order elements are 0. Revisiting
our previous example with d = O = 3 we have:
J KR1 =
{
j ∈ N3 :
3∑
i=1
ji ≤ O ∧ j2 = j3 = 0
}
=
[
0 1 2 3
0 0 0 0
0 0 0 0
]
J KR2 =
{
j ∈ N3 :
3∑
i=1
ji ≤ O ∧ j3 = 0
}
=
[
0 1 2 3 0 0 0 1 1 2
0 0 0 0 1 2 3 1 2 1
0 0 0 0 0 0 0 0 0 0
]
J KR3 =
{
j ∈ N3 :
3∑
i=1
ji ≤ O
}
=
[
0 1 2 3 0 0 0 1 1 2 0 0 0 1 1 2 0 0 1 0
0 0 0 0 1 2 3 1 2 1 0 1 2 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 2 2 2 3
]
In contrast to a “dense” mapping, this construction yields a weight matrix that has
Kk , |Jk| =
(
k +O
O
)
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many non-zero weights per row k, for a total of:
KO =
d∑
k=1
(
k +O
O
)
non-zero weights. This corresponds to a subspace of Rd×K :
Definition 2.3.6 (Lower-Triangular Weight Matrix). A weight matrix W ∈ Rd×K
corresponds to a lower-triangular transport map if it can be expressed as:
W =

wT1 0 0 0 0 0 0
. . . wTk . . . 0 0 0
. . . wTd . . .

where each wk is a vector in RKk . Let WKR ⊂ Rd×K represent the space of all
lower-triangular weight matrices.
We can now write a finite dimensional version of Eq. (2.13) as:
W ∗ = arg min
Wi∈WKR
− 1
N
N∑
i=1
log q(WiΦi) + log det(WiJi)
s.t. Wi = W, WJi  0 ∀i ≤ N
(2.14)
As the Knothe-Rosenblatt construction is a special case of a more general construc-
tion where lengths are of arbitrary lengths, the necessary changes to the ADMM
update equations will be discussed in the next sub-section.
Arbitrary
As we see above, we can control the structure of the finite dimensional
transport map by controlling the set of polynomial orders appropriately. Though
the ADMM update equations written in matrix notation in Section 2.3.6 implicitly
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support a dense construction, to support non-dense constructions we need only
modify Eq. (2.11) appropriately, due to how the updates were structured.
By taking into account the varying size of each row: Kk, we can write
a B-solve per row by separating its update into two pieces: a static component
Bi,0:Kk , and an iterative component Bs,0:Kk , where the 0 : Kk notation indicates
using appropriately sized variables:
wk+1k = Bi,0:Kk · Bs,0:Kk
We then re-assemble the next Bk+1 by re-embedding each wk in a zero-matrix in
Rd×K :
Bk+1 =

wT1
. . .
wTd

The fact that changing the structure of the transport map only requires modifying
the B-step is a very desirable property that will be an important attribute in the
sequential composition of maps discussed in Section 2.4.
2.3.8 Fully Separable
A special case of the framework described above occurs when Q admits a
density that can be written as a product of its marginals:
log q(x) = log
d∏
k=1
qk(xk) =
d∑
k=1
log qk(xk)
Moreover, if we also restrict the structure of the transport map so that
it is lower-triangular then its Jacobian is necessarily lower-triangular, and the
determinant of a lower-triangular matrix is simply the product of its diagonal
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elements (eigenvalues). We can then write log det JS˜ as:
log det JS˜ = log
d∏
k=1
∂kS˜
k =
d∑
k=1
log ∂kS˜
k
This allows us to decompose Eq. (2.13) as:
S∗ = arg min
S˜i∈DKR+
− 1
N
N∑
i=1
d∑
k=1
log qk(S˜
k
i (xi)) + log ∂kS˜
k
i (xi)
s.t. S˜ki = S
k, ∂kS˜
k
i > 0 ∀k ≤ d, ∀i ≤ N
This problem is completely separable across d, giving us d-many ADMM problems:
w∗k = arg min
wi,k∈RKk
− 1
N
N∑
i=1
log qk(wi,kφi,0:Kk) + log det(wi,kji,0:Kk)
s.t. wi,k = wk, wi,kji,0:Kk ≥ 0 ∀ i ≤ N
This very special case of the more general problem in Corollary 2.3.4 has
many desirable properties, and is found in many applications, some of which will
be explored in Section 2.5.
2.4 Sequential Composition
The distributed general push-forward framework described above finds one
transport map that pushes a P to Q, in one-shot. The construction of this transport
map is parameterized by:
• N - the number of samples taken from P
• S - the structure of the transport map: dense, Knothe-Rosenblatt, etc.
• O - the maximum polynomial-order used in the construction
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(a) Starting distribution and its samples
at the beginning of the composition
(b) Intermediate distribution at 33%
through the composition steps
(c) Intermediate distribution at 66%
through the composition steps
(d) Final distribution at 100% through the
composition steps
Figure 2.4: A visual representation of the effect a sequential composition has
over the density of a set of samples, shown at various stages
• (,M) - the error tolerance and maximum number of iterations (if convergence
is not met) for ADMM convergence.
As one requires more accuracy, raising these parameters would yield better results.
They could lead to computational difficulties, however, especially for raising the
maximum polynomial-order parameter O, which is exponential in the dimension d.
To help compensate for this, one could start with a low value for O, and raise it
if the final error tolerance is not met, as suggested in [51]. This has the effect of
discarding the effort put into previous rounds, however.
Another approach is to consider the sequential composition of low-order
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transport maps. That is, searching for a transport map that completes the full
transport in one-shot would necessarily require the transport map to have enough
richness to deal with arbitrary transformations. Instead, we could try to search for
transport maps that are lower-order, and compose them sequentially to complete
the transport in stages. This is represented visually in Fig. 2.4.
Formally, we consider a measure Pi formed by the sequential composition of
previous mappings as: Pi , S∗i ◦ . . . ◦ S∗1(P1), where P1 ≡ P . We then try to find
a map Si that pushes us forward closer to Q. That is, beginning from Problem
(GQ):
S∗i = arg min
S˜i∈D+
D(Q˜i‖Q)
= arg min
S˜i∈D+
D(S˜i(Pi)‖Q)
= arg min
S˜i∈D+
D(Pi‖S˜−1i (Q))
= arg min
S˜i∈D+
D(Pi‖P˜i)
From this perspective, we are sequentially finding a mapping S∗i that pushes-forward
a density P˜i to Q: Si#Pi = Q. This process is depicted visually for a two-step
composition in Fig. 2.5.
If we now define a new parameter C for the total number of compositions,
then a sequence of transport maps is now parameterized by:
• N - the number of samples taken from P
• C - the total number of compositions
• [Sc, Oc, (,M)c]C1 - the sequence of solution parameters for the composition
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Corollary 2.4.1 (Distributed Sequential Push-Forward). Under Assumption 1,
when Q admits a log-concave density q, then:
S∗c = arg min
S˜c∈D+
D(Q˜c‖Q) (2.15)
is a distributed convex optimization problem for each c ≤ C.
Remark 8. A special property of this composition is that the maximum number of
compositions C can be chosen adaptively, without discarding the effort of calculating
the previous mappings. That is, at round C1, one could asses the quality of the
mapping and decide to add additional rounds, specifying a new maximum of C2 > C1.
Though each mapping Sc must be calculated sequentially to each other,
each mapping can be calculated in the distributed framework described above.
This means at each round, one could adaptively decide the parameters for the
next-rounds solve.
2.4.1 Varying Compositions
A very useful property of sequential mapping is that in specifying [Sc, Oc, (,M)c]
C
1
one could vary these parameters for each composition, in effect specifying a unique
path through P(W). This allows one to construct many different solution schemes,
where increasing solution parameters and changing the structure of the transport
map is done only when necessary. A useful example:
Example 1. Heuristically, the parameters that have the largest effect on accuracy
are:
• S - the structure of the transport map
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Figure 2.5: Conceptual overview of solution steps for a sequential composition
of 2 approximate transport maps.
• O - the maximum polynomial-order used in the construction of the transport
map
• C - the maximum number of transport map compositions
Initially set the number of compositions to C = 100, and create a solution sequence
where for the first 95 compositions, we solve for [S, O]0:95 = (K.R., 22) and for the
last 5, use [S, O]96:100 = (Dense, 5). If a pre-specified error tolerance is not met,
then increase C ≡ C2 > C1, and specify a new solution sequence.
As ADMM is robust to inaccuracies in its initial positions it is uniquely
suited to the composition of transport mappings, as each map in a composition is
only approximate, but necessarily more accurate than the last.
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2.5 Applications
The framework presented above is very general-purpose, and works to push-
forward a distribution P to a distribution Q. Below we discuss some interesting
special cases, and give specific examples.
2.5.1 Bayesian Inference
A very important instantiation of this framework comes when we consider
P ≡ PX to represent a prior distribution, and Q ≡ PX|Y=y to be a Bayesian
Posterior:
fX|Y=y(x) =
fY |X(y|x)fX(x)
βy
where βy is a constant that does not vary with x, given by:
βy =
∫
v∈X
fY |X(y|v)fX(v)dv
Using Eq. (2.1) and combining with Bayes’ rule above we can write:
fX(x) = fX|Y=y(S∗y(x)) det
(
JS∗y (x)
)
=
fY |X(y|S∗y(x))fX
(
S∗y(x)
)
βy
det
(
JS∗y (x)
)
We can then state a special case of Corollary 2.3.4 as:
Corollary 2.5.1 (Distributed Bayesian Inference). Under Assumption 1, when the
prior distribution PX and the likelihood PY |X are both log-concave, then Algorithm 1
describes a method to generate I.I.D samples from the posterior distribution in a
distributed fashion using convex optimization.
Due to the unique way the ADMM steps were structured, this special case
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only requires specifying a particular instance of Eq. (2.10g):
p∗i = arg min
pi
− log fY |X(y|pi)︸ ︷︷ ︸
likelihood
− log fX(pi)︸ ︷︷ ︸
prior
+quadi(pi)
Remark 9. This specific case establishes an important property. If the prior is
chosen so that it is easy to sample from, and the prior and likelihood are both
log-concave, then a deterministic function S can be efficiently computed that takes
I.I.D samples from the prior distribution, and results in I.I.D samples from the
posterior distribution. The assumption of log-concavity is also typically used in
large-scale point estimates, though this framework goes beyond point estimates and
generates I.I.D samples form the posterior.
2.5.2 Posterior Matching
Another important example of this framework, is a specific instance of
optimal communication. Many problems in feedback communication, for example
Brain Machine Interfaces [52], can be thought of as “message-point” communication
problems where the message lies in a continuum W ⊂ Rd with a uniform prior
density: fW (u) = C. We model the channel input as X1 = φ(W ), with a noise
channel mapping X1 to Y1 = y according to: PY |X . After obtaining a posterior
PW1|Y1=y ≡ PW |Y=y, we would like to use feedback to construct a mapping: S∗y ∈
S(W) for which W2 = Sy(W1) satisfies PW2|Y1=y ≡ PW and X2 = φ(W2). This is
known as the posterior matching [3] communication scheme which has been shown
to maximize mutual information. As shown in [3], for time-invariant memoryless
channels, we can use the same set of functions {Sy : y ∈ Y} for any t. In [3]
they showed this for dim(W) = 1, and using an optimal transport framework
in [17] to extend to arbitrary dimensions. Using Corollary 2.3.4 we actually
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provide a distributed method to efficiently construct the mapping in arbitrarily
large dimensions as described in [17]. Exposing an interesting duality to Bayesian
inference that will be elucidated further, we apply Corollary 2.3.4 with P = PW |Y=y
and Q = PW to find a map: pushing samples from our posterior P back to our
prior: Q. To emphasize, finding a transport map for posterior matching in arbitrary
dimensions is always efficiently solvable by virtue of Corollary 2.3.4 and the fact
that Q is uniform and thus log-concave.
Interestingly, from this perspective a curious duality between Bayesian
Inference and Posterior Matching emerges from the transport map perspective. In
Bayesian inference discussed in Section 2.5.1, we are seeking a transport map to
push samples from our prior distribution, to samples from our posterior distribution.
In Posterior Matching however, achieving capacity requires us to construct a map
that pushes samples back from the posterior to the prior distribution in order to
construct the next input to the channel. This is represented visually in Fig. 2.6.
Figure 2.6: A curious duality between Bayesian Inference and Posterior Match-
ing emerges from the transport map perspective.
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2.5.3 Density Estimation
As an application of the above described framework, we apply the transport
map learning technique to a density estimation problem pertaining to automated
sleep staging.
Identifying the different sleep stages which a patient is in over the course
of a single night of sleep can be beneficial for the treatment of many different
conditions such as sleep apnea, insomnia and narcolepsy [53]. Currently, however;
sleep staging is performed manually by trained sleep technicians, and as such,
involves a considerable amount of effort to score an entire night of sleep. Moreover,
there is a non-trivial variability between different technicians’ scoring methods,
which hinders interpretability by clinicians [54].
Specifically, we will compare the performance in discerning the “Wake” sleep
stage from the “Light” sleep stage, as well as “REM” from “Light”, the latter of
which is a traditionally difficult problem in sleep staging, as “REM” and “Light”
can be physiologically very similar. Moreover, we will only use a single channel
frontal electroencephalogram (EEG) as we are especially interested in non-invasive
and non-intrusive in-home monitoring.
In this problem, several patients have spent an entire night of sleep in a
clinical monitoring setting. All patients then had a technician generate a clinical
hypnogram for their night of sleep. This acts as the “labels” in our supervised
classification problem. From frontal electrodes placed on the forehead for the entire
night of sleep, we extracted clinically relevant features: the power in 4 separate
EEG bands: α, θ, σ, δ , averaged over 30 second time-windows. This then leaves us
with a vector x ∈ R4 of features, and a corresponding label indicating which stage
of sleep it was scored as.
We can integrate our transport mapping into this framework by learning
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the densities pertaining to each specific sleep stage, and then using knowledge of
these densities to perform a simple log-likelihood ratio classification test. Note that
in this simple example, we will be speaking specifically to a binary classification
problem only.
We assume the data gathered in our sleep study were sampled from some
unknown density conditioned upon the sleep state, Pstate. The problem then
becomes trying to construct a transport map S∗state to push from Pstate to a known
Q = N (µ,Σ). We can then use Corollary 2.2.5 to estimate the density Pstate(x) at
a given x. In this scenario, Q can be interpreted as a ”dummy” density, whose
only purpose is to be known, and well-behaved for the purpose of instantiating the
density estimation made possible by Corollary 2.2.5.
For two given classes of interest, we can then build a classifier using these
transport mappings by performing a log-likelihood ratio (LLR) test with the LLR
given by:
LLR(x) = log
(
PA
PB
(x)
)
=
CA
CB
− 1
2
(SˆA(x)− µ)TΣ−1(SˆA(x)− µ)
+
1
2
(SˆB(x)− µ)TΣ−1(SˆB(x)− µ) + DA
DB
where we have let D = log det(JSˆ(x)) and A/B represent the state label. Therefore,
we will be looking specifically at the following two scenarios: 1) A = Wake and
B = Light, and 2) A = Light and B = REM. For the duration of this exposition,
we will assume that Q is a standard Gaussian distribution.
Using 5-fold cross validation, data from each class was split into test (1/5)
and training (4/5) sets. The training sets were used to find the maps S∗state, and
testing sets were used in the LLR test process. We can compare the performance
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of this classifier to a LLR classifier where the densities for each class are assumed
to be Gaussian. Class-specific means and covariances were determined from the
training sets for each class in this case.
Fig. 2.7 shows estimated densities for the Wake and Light classes. The
domain over which to estimate the densities was determined by examining the
values within the training sets. The figures show that in general, the class-specific
densities are indeed non-Gaussian. Therefore, the expectation is that the transport-
map-based LLR test should outperform the Gaussian-assumption-based LLR test.
Figure 2.7: Density estimates for the Wake and Light classes which exhibit a
very clear non-Gaussian structure.
The ROC curves in Figs. 2.8 and 2.9 confirm this expectation. For 5 test
folds under the Gaussian assumption, the LLR for the Wake vs. Light case achieves
an average area-under-the-curve (AUC) of 0.733 (for AUC, closer to 1.0 is better).
With transport maps, we can achieve an average AUC of 0.916.
Similarly, in the Light vs. REM case, the average AUC for the Gaussian
case is 0.532, close to chance. Whereas, our transport map approach achieves an
average AUC of 0.806.
From these two test cases, it is clear that the transport map approach
does quite a reasonable job at estimating the class specific densities. Even in the
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Figure 2.8: ROC curves for LLR classifier performance for the Wake vs. Light
stage case. As Wake vs. Light classification is a traditionally easier problem,
even under the Gaussian assumption, the classifier does reasonably well, though
the transport map approach heavily outperforms the Gaussian approach.
Figure 2.9: ROC curves for LLR classifier performance for the REM vs. Light
stage case. As REM vs. Light classification is a traditionally more difficult
problem, the Gaussian assumption classifier achieves only slightly better than
chance performance, though the transport map approach achieves much better
performance.
case of trying to differentiate data from the Light sleep state from data from the
REM sleep state, where data from the two classes look fundamentally similar, the
transport map approach is able to estimate the densities accurately enough that
binary classification between the two is reasonably accurate.
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2.5.4 Bayesian Credible Region
In statistics, point estimates necessarily give only a single value, which serves
as the best estimate of an unknown parameter. For example, we can calculate
the sample mean of some data, or maximize the likelihood or the posterior of
some unknown parameter. However, point estimates have several drawbacks, a
major one being that they do not provide any indication of the uncertainty related
to their estimate. It is often important to know how reliable our estimate is in
many applications, and thus is desirable to calculate an interval estimate (usually
called a Bayesian credible region), within which we believe the unknown population
parameter lies with high probability.
The Bayesian credible region is not uniquely defined, and there are several
ways to define it: choosing the narrowest region including the mode, choosing a
central region where there exists an equal mass in each tail, choosing a highest
probability region, all the points outside of which have a lower probability density,
etc. However, it is generally tricky to obtain these credible regions in high dimen-
sions, even though we can compute the posterior distribution. In this chapter, we
use two approaches to compute credible regions using the designed transport map.
First, in order to compute the (1-α) credible region of the posterior where
0 ≤ α ≤ 1, we obtain a region of the prior, within which (1-α) of the prior
probability mass is contained. We call this region the region with (1-α) confidence.
The region of the prior with (1-α) confidence is generally easy to obtain; for instance,
for a d-dimensional Gaussian prior with zero mean and σ2 variance, we choose
the region with (1-α) confidence as the d-sphere with rα radius where rα satisfies
P (‖X‖22 ≤ r2α) = 1− α. Since ‖X‖22 ∼ σ2χ2d where χ2d represents the Chi-squared
distribution with d degrees of freedom, we can compute r2α/σ
2, above which χ2d has
its α probability mass. Then, it is straightforward to compute the (1-α) credible
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region of the posterior distribution by transforming this d-sphere through the
designed transport map.
To help illustrate this approach, we go through an example as follows.
Suppose that we have a binary class dataset as shown in Fig. 2.11 where a red
plus sign represents samples from one class, and a blue circle from the other.
We denote samples (or regressors) in the 2-dimensional space by yi = [yi,1, yi,2]
T,
unknown parameters of the logistic regression by x = [x1, x2]
T, and the class label
corresponding to the ith sample yi by ci ∈ {0, 1}. Then, the logistic regression
likelihood function is given by p(y|x) = ∏i p(ci,yi|x) where a logistic regression
model is p(c = 1,y|x) = exTy/(1 + exTy) for c = 1, and p(c = 0,y|x) = 1− p(c =
1,y|x) for ci = 0. We model a prior on X using a Gaussian distribution with zero
mean and 100 variance to regularize the problem. Although both the prior and
likelihood functions are log-concave over X, there is no closed-form expression of
the posterior distribution; thus, we constructed a transport map to transform the
prior to the posterior.
The big circle in Fig. 2.10a illustrates the region with 95 % confidence for
Gaussian prior in 2-d space. This region was obtained using the method described
above. Fig. 2.10b illustrates the Bayesian credible regions obtained by transforming
the region with 95 % confidence of the prior in (a) through the designed transport
map. The 95 % credible regions in Fig. 2.11 (c) and (d) were also obtained in the
same manner.
Secondly, we describe another approach to obtain Bayesian credible regions
using the i.i.d. samples drawn from the posterior. Once we design the optimal
map, it is straightforward to generate i.i.d. samples drawn from the posterior by
transforming i.i.d. samples drawn from the prior. For example, the scatter plots
in Figs. 2.10a and 2.10b show 2000 i.i.d. samples drawn from the prior and the
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posterior, respectively; The samples in (b) were generated by transforming the
samples in (a) through the transport map. Then we can find the credible interval
for each parameter, within which the (1-α) portion of the samples is contained.
The solid vertical and horizontal lines in Fig. 2.10b represent 95 % central regions
where there exist 5 % of total samples (50 samples) in both tails.
(a) Region of Gaussian prior with 95 %
confidence is illustrated by the circle. 2,000
i.i.d. samples drawn from prior are scatter-
plotted together.
(b) Bayesian credible regions with 95 % con-
fidence is illustrated by fan shape. 2,000
i.i.d. samples drawn from posterior are
scatter-plotted together.
Figure 2.10: Transformation of confidence regions of prior to credible regions
of posterior using designed transport map. The vertical and horizontal lines
also represent the 95 % credible region for the marginal distribution of each
parameter.
Next, using the proposed method we obtained Bayesian credible regions
of two datasets in binary classes as shown in Fig. 2.11 (a) and (b), respectively.
The dataset in Fig. 2.11 (a) included 100 samples from each class, and the dataset
in Fig. 2.11 (b) has 2 samples for each class. Red plus signs represent samples
belonging to one class, and blue circles to the other. The MAP estimates of x of
both datasets are same as illustrated as the dots at (−3.9, 3.9) in Fig. 2.11 (c) and
57
(d). Although the samples in the two datasets had very different numbers and were
differently distributed, MAP estimation provided us with an identical inference of
the unknown parameters.
(a) Binary-class data with 200 samples.
Red is class A, Blue is class B.
(b) 95% Bayesian credible region with
MAP point estimate using (a)
(c) Binary-class data with 4 samples. Red
is class A, Blue is class B.
(d) 95% Bayesian credible region with
MAP point estimate using (b).
Figure 2.11: Bayesian Credible Regions
In addition to the point estimate, we obtained the Bayesian credible region as
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a measure of confidence, as illustrated by the red contours in Figs. 2.11b and 2.11d.
Although we obtained identical MAP estimates from both datasets, we had very
different credible regions. The dataset in Fig. 2.11a with 200 samples provided us a
much smaller credible region than the dataset in Fig. 2.11c, meaning we were more
confident on the estimate obtained using the dataset in Fig. 2.11a. There exists
more variability in the direction of quadrant II in both datasets, and of course, we
can see much more variability for the dataset in Fig. 2.11c. There is less variability
in the direction of quadrant IV, since the parameters in quadrant IV switch the
classification result.
2.6 Discussion
In this chapter we have proposed a general purpose framework for pushing
independent samples from one distribution P to independent samples from another
distribution Q through the efficient and distributed construction of transport maps.
We showed that under mild conditions on the target distribution Q, this problem
is convex. Using the Alternated Direction Method of Multipliers we instantiated a
particular finite dimensional version of this problem, and provided a distributed
algorithm for carrying out the underlying optimization problem.
As a very special case of this framework, we have provided an alternative
approach to distributed Bayesian inference which pushes sample from a prior
distribution to a posterior distribution. Although El Moselhy et al. [19] first
proposed the Bayesian optimal maps perspective, their formulation, in terms of
minimizing a variance, is in general non-convex and thus computationally intractable.
In this setting, we considered an alternative approach based upon KL divergence
minimization and that makes key use of the convexity properties of the relative
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entropy, that returns the same optimal solutions. Additionally, we gave a more
general framework, and a particular distributed instantiation that leverages existing
large-scale infrastructure by iteratively carrying out and combining MAP estimates.
Additionally, as in El Moselhy et a. [19], our framework also results in bypassing
calculation of the model evidence, βY that usually requires an intractable integration
to compute.
From this perspective, the requirement that Q be log-concave is very natural
and is also usually required to carry out efficient point-estimates. Here, we gave
a framework that requires the same as many existing frameworks that carry out
efficient point estimates, but our framework iteratively combines them to give
independent samples from the actual target distribution Q. We emphasize that
the class of log-concave distributions is quite large and widely used in various
applications [55], and that this is the same convexity condition required for Bayesian
point (MAP) estimation. As such, we have shown that from the perspective of
convexity, we can go from point estimation to fully Bayesian estimation, without
requiring significantly more.
With this transport map framework, we demonstrated the ability to per-
form computations with multi-dimensional parameters involving the full posterior,
including: constructing Bayesian credible regions drawing i.i.d. samples from the
posterior, as well as to the very challenging problem of automated sleep staging and
the identification of “Wake” from “Light” sleep states as well as the traditionally
much more difficult problem of identifying “REM” from “Light” sleep stages using
just a single channel frontal EEG. Correct classification of “Light” sleep from
wakefulness is pivotal in the clinical assessment of sleep architecture, as it is the
means by which clinicians judge the descension to, and ascension from, deeper
modes of sleep. The correct classification of “Light” sleep from “REM” sleep is
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critical in care settings where decisions must be made about the best times to
administer care in a continuous monitoring setting.
Outside the scope of Bayesian inference (where P is the prior and Q is the
posterior), Chapter 3 gives an example of this framework in message-point feedback
information theory [17]. Future work will focus on additional applications in data
compression [56], for example.
We also stress that ADMM and other related large-scale optimization meth-
ods have many existing refinements [57, 58, 59, 60] from which this framework
would immediately benefit. Future work could explore these refinements, and
applications as approximations to non-convex problems.
Although we have established convexity of these schemes, further work
needs to be done characterizing the fundamental limits of sample complexity
of this approach, and can help guide how these architectures may possibly be
soundly implemented. Optimizing architectures for hardware optimization, and
understanding performance-energy-complexity tradeoffs, will further allow for wider
exploration of these methods within the context of emerging applications.
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2.8 Appendix
2.8.1 Derivation of ADMM Steps
ADMM yields the following sequential updates to the penalized Lagrangian
of Section 2.3.6:
Bk+1 = arg min
B
Lρ(F
k, Zk, pk, B; γk, λk, αk) (2.16a)
F k+1 = arg min
F
Lρ(F,Z
k, pk, Bk+1; γk, λk, αk) (2.16b)
Zk+1 = arg min
Z0
Lρ(F
k+1, Z, pk, Bk+1; γk, λk, αk) (2.16c)
pk+1 = arg min
p
L(F k+1, Zk+1, p, Bk+1; γk, λk, αk) (2.16d)
γk+1i = γ
k
i + ρ(p
k+1
i −Bk+1Ai) 1 ≤ i ≤ n (2.16e)
λk+1i = λ
k
i + ρ(Z
k+1
i −Bk+1Ji) 1 ≤ i ≤ n (2.16f)
αk+1i = α
k
i + ρ(F
k+1
i −Bk+1) 1 ≤ i ≤ n (2.16g)
The closed form solutions to the equations (2.16a), (2.16b), and (2.16c) are
given as follows:
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Firstly, as for (2.16a), the cost function C(Bk+1) is given by:
C(Bk+1) =
1
N
N∑
i=1
1
2
ρ‖F ki −B‖2F +
1
2
ρ‖BAi − pki ‖22
+
1
N
N∑
i=1
1
2
ρ‖BJi − Zki ‖2F + γkTi (pki −BAi)
+
1
N
N∑
i=1
tr
(
λkTi (Z
k
i −BJi)
)
+ tr
(
αkTi (F
k
i −B)
)
. (2.17)
The first-order derivative of the equation (2.17) in terms of Bk+1 is expressed
as
∂C(Bk+1)
∂Bk+1
=
1
N
N∑
i=1
ρ(B − F ki ) + ρ(BAi − pki )ATi
+
1
N
N∑
i=1
ρ(BJi − Zki )JTi − γki ATi
+
1
N
N∑
i=1
−λki Ji − αkTi . (2.18)
By setting the equation (2.18) to zero and expressing it in terms of B, we
get
B
[
ρ
(
I +
1
N
N∑
i=1
AiA
T
i + JiJ
T
i
)]
=
1
N
N∑
i=1
[
ρ
(
F ki + p
k
iA
T
i + Z
k
i J
T
i
)
+ γki A
T
i + λ
k
i J
T
i + α
k
i
]
. (2.19)
If we define
L ,
[
ρ
(
I +
1
N
N∑
i=1
AiA
T
i + JiJ
T
i
)]
(2.20)
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Then we have:
Bk+1 =[
1
N
N∑
i=1
[
ρ
(
F ki + p
k
iA
T
i + Z
k
i J
T
i
)
+ γki A
T
i + λ
k
i J
T
i + α
k
i
]] · L−1 (2.21)
Secondly, as for (2.16b), the cost function C(F k+1i ) is given by
C(F k+1i ) =
1
2
ρ‖Fi −Bk+1‖22 + tr
(
αkTi (Fi −Bk+1)
)
(2.22)
The first-order derivative of the equation (2.22) in terms of F k+1i is expressed
as
∂C(F k+1i )
∂F k+1i
= ρ(Fi −Bk+1) + αki . (2.23)
Thus,
F k+1i = −
1
ρ
αki +B
k+1 (2.24)
Lastly, as for (2.16c), following the steps in [2], the first-order optimality
condition using the equation (2.16c) is expressed as
−Z−1i + ρ(Zi −Bk+1Ji) + λki = 0. (2.25)
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Rewriting this, we get
ρZi − Z−1i = ρBk+1Ji − λki . (2.26)
First, take the orthogonal eigenvalue decomposition of the righthand side,
ρBk+1Ji − λki = QΛQT (2.27)
where Λ = diag(ν1, ..., νd), and Q
TQ = QQT = I. Multiplying (2.26) by QT on the
left and by Q on the right gives
ρZ˜i − Z˜−1i = Λ (2.28)
where Z˜i = Q
TZiQ. A diagonal solution of this equation is given by
Z˜i,(jj) =
νj +
√
ν2j + 4ρ
2ρ
, (2.29)
and the final solution is given as
Zk+1i = QZ˜iQ
T . (2.30)
Chapter 3
Construction and Analysis of
Posterior Matching in Arbitrary
Dimensions via Optimal
Transport
3.1 Introduction
Consider the communication problem shown in Figure 3.1: a message W
is signaled sequentially with feedback across a noisy channel. At time step n, an
encoder uses the message W and previous channel outputs Y1, . . . , Yn−1 to specify
a signal Xn, which is then transmitted across the channel.
Motivated by emerging applications in cyber-physical systems and human-
computer interaction, we model the problem as W ∈ W ⊂ Rd and consider
optimizing over encoding strategies that map W and Y1, . . . , Yn−1 into Xn that
have a dynamical systems flavor. The decoder, with knowledge of the encoder’s
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causal
encoder
posterior
update
noisy
channel
delay
ψnYnXnW
Y n−1Rd
Figure 3.1: Communication of a message point W with causal feedback over a
memoryless channel. The message point W lies in a continuum W ⊂ Rd and it
is our desire to optimize the encoder towards steering the posterior distribution
on W given Y1, . . . , Yn: ψn, towards a point mass at W as rapidly as possible.
strategy, simply performs Bayesian updates to sequentially construct a posterior
belief ψn about the message after observations Y1, . . . , Yn. In such settings we can
define reliability in terms of the message W being recoverable from all previous
observations Y1, Y2, . . .. This is equivalent to the condition that ψn tends to a point
mass at W . Secondly, we can define the notion of achieving a rate in terms of the
speed of convergence of ψn to a point mass.
The posterior matching (PM) scheme recently developed by Shayevitz and
Feder [10] is a feedback message point encoding scheme of this flavor when W = [0, 1].
It generalizes the scheme by Horstein that was specific to the binary symmetric
channel [61], and the work of Schalkwijk and Kailath [62] that were specific to the
additive noise Gaussian channel. The scheme has an iterative, time-invariant state
space description, and maximizes mutual information. Moreover, under appropriate
technical conditions, it achieves any rate below capacity. This is desirable for
implementation because
• There is no forward error correction - it simply adapts on the fly and sequen-
tially hands the decoder what is missing.
• The scheme admits a simple time-invariant dynamical system structure.
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In their concluding remarks, Shayevitz and Feder discussed extending the
posterior matching scheme to channels with memory, and in doing so, argued that
a multidimensional message point would be required. They gave a conceptual
example based on a Markovian channel of order d, which would require a d + 1
dimensional message point in order to provide the “necessary degrees of freedom in
terms of randomness”[10, Section VIII]. In what follows, we present the required
generalization to a multidimensional message point setting, and in doing so, provide
succinct necessary and sufficient conditions for its optimality.
3.1.1 Previous Work
The aforementioned PM scheme when W = [0, 1] has been previously
demonstrated and implemented to optimize the nature of interaction in applications
involving human-machine cooperation. Examples of this include active learning
with human experts [63], and brain-computer interfaces [52] for specification of a
sentence or a smooth path.
Elia [64] demonstrated an equivalence between feedback stabilization over
Gaussian additive noise channels and reliable feedback communication at capacity.
Additionally, Kim [65] described a k dimensional generalization of the Schalkwijk-
Kailath scheme which attains the capacity of an auto-regressive Gaussian channel,
elucidating why the additional dimensions are necessary.
Outside of Elia, Kim and related works [66] that relate control theory
to feedback communication specific to the Gaussian channel, to the best of our
knowledge, there has been no work on developing the PM scheme for situations
where dim(W) > 1. Many applications involving human computer interfaces where
feedback is available but only a minimal amount (if any) of forward error correction
can be performed by the human could benefit from such generalizations. Analogous
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applications within the context of cyber-physical systems could also benefit.
Moreover, although the PM scheme maximizes mutual information, in some
situations it is not reliable: the posterior ψn never converges to a point mass ([10,
Example 11]). Sufficient conditions for reliability [10, Lemma 13], and a proof of
optimality [10, Theorem 4] were originally established in [10], involving issues of
‘regularity’, uniformly bounded max-to-min ratios, fix-point analysis, etc. and are
quite involved.
Variants of the original PM scheme have also been developed and explored.
Naghshvar et al. [67] examined a variable-length coding scheme with a fixed number
of messages and a discrete memoryless channel (DMC), providing a novel and simpler
proof of optimality. Li and El Gamal [68] looked at a non-sequential fixed-rate,
fixed-block-length scheme, introducing a randomizing dither and provided a simple
proof of achieving capacity for any DMC. These proposed schemes, however, are
non-sequential, have a fixed number of messages, and are for DMCs.
Building upon the idea in [68] of introducing a dither, Shayevitz and Feder
recently [69] examined a randomized variant of the original PM scheme and were
able to provide a much simpler proof of optimality over general memoryless channels
when the message space is a continuum, namely W ∈ [0, 1]. This variant of the
original scheme requires the encoder and decoder to share some common source
of randomness by way of the dither, and is undesirable when considering human
involvement as described above.
Inspired by the time-invariant dynamical systems structure of the original
PM scheme and motivated by communication applications where humans play
a role, below we develop appropriate notions of reliability and rate achievability
in the multidimensional message point setting that allow us to provide succinct
necessary and sufficient conditions for the generalized PM scheme to attain optimal
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performance. This provides a clear characterization of optimality in terms of
ergodicity of an appropriate random process, without requiring the use of a dither.
3.1.2 Main Contribution
In this chapter, we address two unmet needs:
(a) We develop a generalization to the PM scheme for arbitrary memoryless
channels where W ⊂ Rd for any d ≥ 1. Specifically, we develop recursive
encoding schemes that share the same mutual-information maximizing and
iterative, time-invariant properties and reduce to that of Shayevitz and Feder
[10] when W = [0, 1].
(b) We define notions of reliability and achievability in a manner analogous to [10]
but in terms of almost-sure convergence of random variables. With this, we
then develop necessary and sufficient conditions for the scheme to be reliable
and/or attain optimal convergence rate (e.g. achieve capacity). We show that
both of these conditions have the same necessary and sufficient condition: the
ergodicity of a random process (W˜n)n≥1 within the encoder of a PM scheme.
Using the theory of optimal transport, we construct schemes in (a), exploiting
an invertibility property implicit in these schemes to show the equivalent conditions
in (b). The rest of the chapter is organized as follows:
In Section 3.2, we provide definitions, terminology, and notations that will
be used throughout this chapter.
In Section 3.3, we formulate the message point feedback communication
problem for general channels, define the performance measure of reliability and of
a rate being achievable, both in terms of almost-sure equivalents of the notions
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developed by Shayevitz & Feder [10]. We also show that for any feedback com-
munication scheme, any rate below the capacity is achievable. We also provide
necessary conditions for reliability in terms of total variation convergence between
two posterior distributions on the message point having the same observations but
with different priors on W (Theorem 3.3.7).
In Section 3.4, we define posterior matching schemes in arbitrary dimensions
as time-invariant dynamical systems for an intermediate encoder state variable
W˜n = SYn−1(W˜n−1) where the channel input satisfies Xn = φ(W˜n). These schemes
maximize I(W ;Y1, . . . , Yn) and satisfy a reliability necessary condition, developed
in Lemma 3.4.5, that W ≡ W˜1 can be recovered from W˜n+1 and Y1:n for any n ≥ 1.
We then show in Theorem 3.4.8 a collection of properties that PM schemes share,
including the stationary and Markov nature of the random processes (W˜n)n≥1 and
(W˜n, Yn)n≥1. We then demonstrate in Theorem 3.4.12 and Corollaries 3.4.16 and
3.4.17 via the theory of optimal transport that we can use optimization approaches
to explicitly and uniquely construct PM schemes.
In Section 3.5, we demonstrate in Theorem 3.5.2 that the necessary and
sufficient condition for reliability of the PM scheme is the ergodicity of the random
process (W˜n)n≥1. This theorem uses the unique invertibility and statistical inde-
pendence properties of the PM scheme to build upon concepts developed by Van
Handel in characterizing the stability of nonlinear filters for Hidden Markov models
[70, 71].
In Section 3.6, we show that three things are equivalent: (a) the PM scheme
is reliable; (b) the random process (W˜n)n≥1 is ergodic; and (c) the PM scheme
achieves any rate below capacity. This gives rise to an “all-or-nothing” property
for PM schemes: ergodicity of the random process (W˜n)n≥1 elucidates essentially
everything about the PM scheme’s performance; either no bits can be reliably
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transmitted (e.g. reliability does not hold), or any rate below capacity is achievable.
In Section 3.7, we discuss applications in brain-machine interfaces and
multi-antenna communications, and in Section 3.8 we provide some discussion and
concluding remarks.
3.2 Definitions and Notations
3.2.1 Probability Definitions
• Denote aji as (ai, . . . , aj) and aj , aj1. We also use ai:j and aji interchangeably.
• Denote µ as the Lebesgue measure on the Borel space for Rd.
• Denote a probability space as (Ω,F ,P) and the set of all probability measures on
a measurable space (X,FX) as P (X).
• A transition kernel on FY × X is a mapping PY |X(·|·) : FY × X→ [0, 1], such that
PY |X(·|x) ∈ P (Y) for every x ∈ X and PY |X(A|·) is measurable for every A ∈ FY.
We denote by K(X,Y) the space of all such transition kernels. For all B ∈ FY,
define the marginal distribution PY ∈ P (Y) by
PY (B) ≡
∫
X
PY |X(B|x)PX(dx).
• Define the join on two σ-algebras A and B, given by A∨B, as thesmallest σ-algebra
containing both:
A ∨ B = {Ai ∩Bj : Ai ∈ A, Bj ∈ B}
• Denote σ(Y ) as the sigma-algebra generated by random variable Y and σ(Yk, . . . , Ym)
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as
σ(Yk, . . . , Ym) ,
m∨
j=k
σ(Yj).
We use σ(Yk, . . . , Ym) and FYk,m interchangeably.
3.2.2 Information Theoretic Definitions
• We define the KL divergence as
D (P‖Q) ≡

EP [log(dP/dQ)], if P  Q
+∞, otherwise
• For PX ∈ P (X) , PY |X ∈ K(X,Y), PY ∈ P (Y), the information density is defined
as [72]:
i(x, y) , log dPY |X=x
dPY
(y) = log
dPX|Y=y
dPX
(x) (3.1a)
= log
dPX,Y
d(PX × PY )(x, y) (3.1b)
The mutual information is defined as
I(X;Y ) , E[i(X, Y )] (3.2)
3.2.3 Definitions for Ergodicity of Random Processes
• For two probability measures P,Q defined on (X,F) with densities with respect to
the Lebesgue measure µ given by p, q, define the total variation distance dTV (P,Q)
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as:
dTV (P,Q) , sup
A∈F
|P (A)−Q(A)|
,1
2
‖p− q‖L1(µ) =
1
2
∫
X
|p− q|dµ
• For a time-homogeneous Markov process (Vn)n≥1, denote Pν as the distribution on
(Vn)n≥1 with PV1 = ν.
• For a random process (Vn)n≥1 on (Ω,F ,P), the tail
TV ,
⋂
n≥1
σ(Vn:∞)
is P-trivial if P(E) = 0 or P(E) = 1 for any E ∈ TV .
• A stationary Markov process (Vn)n≥1 on a probability space (Ω,F ,P) is defined as
P-ergodic when TV is P-trivial.
• A stationary Markov process (Vn)n≥1 on (Ω,F ,P) with invariant measure µ on
(V,FV) is denoted to be P-mixing (in the ergodic theory sense) if for any A,B ∈ FV:
lim
n→∞
P (Vn ∈ A, V1 ∈ B) = ν(A)ν(B).
• We also note the following Lemma:
Lemma 3.2.1 (Sec 2.5,[73]). If a stationary Markov process (Vn)n≥1 is P-mixing
then it is P-ergodic.
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3.2.4 Definitions for Optimal Transport Theory
• For u ∈ Rd and M a d-by-d positive definite matrix, denote the M -weighted
Euclidean norm as ‖u‖2M = uTMu.
• For W ⊂ Rd and FW its Borel sets, consider two probability measures P,Q ∈ P (W).
We say that a Borel-measurable map S : W → W pushes P to Q, specified as
S#P = Q, if a random variable W with distribution P and map S results in
random variable V = S(W ) having distribution Q.
• We now make the following definition:
Definition 3.2.2. A map S : W→ W is a diffeomorphism if S is invertible, S is
differentiable, and S−1 is differentiable.
• With this, we note the following Lemma:
Lemma 3.2.3. Consider two probability measures P,Q ∈ P (W) with probability
density functions p(w) and q(w) respectively with respect to the Lebesgue measure.
Then the set of all diffeomorphisms in S(P,Q) is the set of all maps S : W→ W
which satisfy
p(w) = q(S(w))|JS(S(w))| (3.3)
where | · | denotes the absolute value of matrix determinant and JS is the Jacobian
operator on the map S.
For example, if d = 2, w = (w[1], w[2]), and S = (S1(·), S2(·)), then:
JS(w) =
 ∂∂w[1]S1(w) ∂∂w[2]S1(w)
∂
∂w[1]
S2(w) ∂
∂w[2]
S2(w)

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Note that (3.3) is simply a consequence of the Jacobian relation in basic probability
theory for invertible differentiable transformations of continuous random vectors.
This is called the Jacobian equation.
3.3 The Message Point Feedback Communication
Problem
3.3.1 System Description
We consider the communication of a message pointW ∈ W over a memoryless
channel with causal feedback, as given in Figure 3.1. We assume that W,X,Y each
are Euclidean spaces with Borel sigma-algebras and W,X ⊂ Rd.
We make the following assumption:
Assumption 3. W is a bounded, convex subset of Rd.
Our notion of a communication system in Figure 3.1 is somewhat non-
traditional because (a) we do not a priori specify the number n of channel uses
and (b) Assumption 3 provides W to be a continuous rather than discrete set of
possible messages.
We will consider two possible settings for statistical models of all random
processes, where the key difference is the distribution on the message point, PW .
In one case, we have PW = ν¯, and the other we have PW = ν
k,W , as given in the
definition below.
Definition 3.3.1. For any k ≥ 1 partition W into 2k intervals of equal µ-measure,
i.e. pertaining to the uniform quantizer Qk : W →
{
1, . . . , 2k
}
. Denote Cuk ,
{w : Qk(w) = Qk(u)}. Denote ν¯ ∈ P (W) as the uniform distribution on W and
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νk,u ∈ P (W) as the uniform distribution over Cuk :
dν¯
dµ
(w) = 1
dνk,u
dµ
(w) =

2k, w ∈ Cuk
0, otherwise
See Figure 3.2 for an example of ν¯ and νk,u when W = [0, 1].
10 u
2−k
2k
νk,u
10
2−k
1
ν¯
Figure 3.2: Two priors νk,u and ν¯. νk,u is uniformly distributed on the interval
of length 2−k containing u. ν¯ is uniformly distributed on W.
The encoder policy Ψ = (en : W × Yn−1 → X)n≥1 specifies the next channel
input Xn ∈ X based on the message and feedback
Xn = en(W,Y
n−1).
The channel input Xi ∈ X is passed through a time-invariant memoryless channel
to produce Yi ∈ Y:
P (Yn ∈ A|σ(X1:∞, Y1:n−1)) = P (Yn ∈ A|σ(Xn)) (3.4)
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Given an encoder policy Ψ, the decoder computes its posterior belief on W :
ψn(·) = P
(
W ∈ ·|FY1:n
)
Since W,X,Y are countably generated, a regular version of ψn(·) exists. Let
λY be a σ-finite (reference) measure on Y so that PXn,Yn  PXn ⊗ λY , and define
L(y|x) , dPYn|Xn=x
dλY
(y). Then we can describe the recursive update to ψn, which
satisfies a recursive update equation pertaining to Bayes rule:
ψn(A) =
∫
A
L(Y |en(w, Y n−1))ψn−1(dw)∫
W
L(Y |en(w′, Y n−1))ψn−1(dw′) (3.5)
subject to ψ0 = ν, the initial belief about W in the absence of observations.
Remark 10. Given the message prior distribution PW , the policy Ψ = (en :
W × Yn−1)n≥1 and the channel PY |X , denoted succinctly as
(
PW ,Ψ, PY |X
)
, the
whole probability space is specified. For any policy Ψ and given channel PY |X , we
will always consider two probability spaces:
• (Ω,F ,P) pertaining to (ν,Ψ, PY |X), for example ν ≡ νk,u as described in
Definition 3.3.1.
• (Ω,F ,P) pertaining to (ν¯,Ψ, PY |X), as also described in Definition 3.3.1.
Our rationale for making the definitions of ν¯ and ν will become clearer in Section 3.5:
it allows us to be notationally consistent with definitions used in the analysis of
nonlinear filter stability, which explores when the posterior distribution in a hidden
Markov model is sensitive to the initial distribution on the state variable (e.g. ν
vs ν¯) [70]. One key difference, however, is that the nonlinear filter pertains to
recursive updates of the posterior distribution of the current latent state of a hidden
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Markov model. In our setting, our focus is squarely on recursively updating ψn and
ψ¯n, the posterior distribution on the latent initial condition W .
We denote ψ¯n as the posterior satisfying (3.5) with initial condition ν
replaced with ν¯. Thus:
P
(
W ∈ A|FY1:n
)
= ψn(A) (3.6a)
P
(
W ∈ A|FY1:n
)
= ψ¯n(A). (3.6b)
For the sake of brevity, for the remainder of the manuscript, if we use PW in
isolation, it pertains to ν¯, the uniform distribution on W.
3.3.2 Reliable Communication
We now provide a formalism of achievability that implies the standard
Shannon theoretic notions in [74].
Definition 3.3.2. Throughout the remainder of this manuscript, we will be con-
cerned when we use ν¯ or when we use
νk,W , νk,u
∣∣∣
u=W
.
Denote ψk,Wn as the posterior measure satisfying the recursive posterior update
equation (3.5) initialized with ψ0 = ν
k,W .
With this, we can recover the traditional notions of reliability:
Definition 3.3.3 (Reliability). An encoder e is reliable if for any k, lim
n→∞
ψ¯n
(
CWk
)→
1, P− a.s.
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Note that reliability means that any fixed number of bits can be decoded in
the limit of large block length. Because the number of decodable messages does
not grow with the number of channel usages n, we say it is achieving “zero rate”.
Figure 3.3 gives a description of two schemes, one that is reliable and the other is
not. We now state some equivalent notions of reliability.
Lemma 3.3.4. The following notions of reliability are equivalent:
(i) For any k ≥ 1, lim
n→∞
ψ¯n
(
CWk
)
= 1, P− a.s.
(ii) σ(W,Y ∞1 ) = σ(Y
∞
1 ), P− a.s..
Proof. • (i) ⇒ (ii): If ψ¯n(CWk )→ 1, then clearly
ψ¯n(C
u
k ) = E¯
[
1{W∈Cuk}|F
Y
1:n
]
→ 1{Cuk=CWk }
Thus from the Martingale convergence theorem,
E¯
[
1{W∈Cuk}|σ(Y
∞
1 )
]
= 1{Cuk=CWk }
= E¯
[
1{W∈Cuk}|σ(W,Y
∞
1 )
]
Any non-negative measurable function g : W→ R+ is the pointwise limit of
a monotonically increasing sequence of non-negative simple functions. Note
that for any k, there is a partition of W pertaining to 2k sets of the form Cuk .
Therefore,
E¯[g(W )|FY1:∞] = E¯[g(W )|σ(W,Y ∞1 )] P− a.s.
This suffices to show (ii).
• (ii) ⇒ (i): Let g(W ) = 1{W∈Cuk}. Then note that E¯[g(W )|F
Y
1:n] = ψ¯n (C
u
k )
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and so
lim
n→∞
ψ¯n (C
u
k ) = E¯
[
g(W )|FY1:∞
]
(3.7)
= E¯ [g(W )|σ(W,Y ∞1 )] (3.8)
= 1{W∈Cuk}
where (3.7) follows from the martingale convergence theorem and (3.8) follows
from the assumption that (ii) holds. Therefore lim
n→∞
ψ¯n
(
CWk
)
= 1.
Remark 11. Notion (ii) in Lemma 3.3.4 means that an equivalent notion of
reliability is that W is P − a.s. measurable with respect to σ(Y1:∞); or in other
words, from all the observations, we can perfectly reconstruct W .
3.3.3 Reliable Communication at rate R
Given the formalism described above, we now define reliability at a rate R:
Definition 3.3.5 (Rate). We say a rate R is achievable if, given any k ≥ 1, there
exists a sequence of (Bn)n≥1 for which:
(i) Bn is open and connected for each n ≥ 1, P− a.s.
(ii) Bn ⊂ CWk P− a.s.
(iii) ψ¯n(Bn)→ 1 P− a.s.
(iv) lim inf
n→∞
− 1
n
log ν¯(Bn) ≥ R P− a.s.
Remark 12. Note that for W = [0, 1], the connected property (i) is equivalent to
Bn being an open interval [75], thus generalizing Shayevitz & Feder’s definition of a
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W W(a) (b)
1
1
W W(c) (d)1
1
Unreliable
Reliable
ψ¯0(·)
ψ¯0(·)
ψ¯n(·)
ψ¯n(·)
Figure 3.3: (a) represents prior ψ¯0, (b) represents the posterior ψ¯n after
observations yn when the scheme is unreliable. (c) and (d) show the same as (a)
and (b) respectively, except the scheme is reliable.
decoded interval in [10] to arbitrary dimensions. Whereas Shayevitz & Feder defined
achievability of a rate R in terms of the normalized volume and posterior probabilities
convergence probability (c.f. [10, Equation (2)]), our conditions in (iii) and (iv) are
that of almost-sure convergence. Since their notion of rate implies achievability in
the standard coding framework [10, Lemma 3], and almost-sure convergence implies
convergence in probability, Definition 3.3.5 also implies achievability in the standard
coding sense.
It follows directly from property (ii) of Definition 3.3.5 and the definition of
reliability in Definition 3.3.3 that achieving any rate R > 0 implies reliability:
Corollary 3.3.6. If some rate R > 0 is achievable, then the feedback communication
scheme is reliable.
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We now provide a key reliability theorem that will be used below:
Theorem 3.3.7. If a communication scheme is reliable, then
lim
n→∞
Eν
[∥∥ψn − ψ¯n∥∥] = 0
for any ν  ν¯.
Proof. From (3.6), for any fixed measures ν and ν¯ s.t. ν  ν¯, ψ0 = ν and
ψ¯0 = ν¯,
dP
dP =
dν
dν¯
(W ). From Bayes’ rule, for any non-negative measurable function
g : W→ R+ the following holds,
Eν
[
g(W )|FY1:n
]
=
E¯
[
g(W )dP
dP
∣∣∣FY1:n]
E¯
[
dP
dP
∣∣∣FY1:n]
=
∫
W
g(w)
dν
dν¯
(w)
E¯
[
dν
dν¯
(W )
∣∣∣FY1:n] ψ¯n(dw)
⇒ dψn
dψ¯n
(W ) =
dν
dν¯
(W )
E¯
[
dν
dν¯
(W )
∣∣∣FY1:n]
Thus we have that the following holds Pν almost surely:
∥∥ψn − ψ¯n∥∥ = ∫
W
∣∣∣∣dψndψ¯n (w)− 1
∣∣∣∣ ψ¯n(dw)
=
E¯
[∣∣dν
dν¯
(W )− E¯ [dν
dν¯
(W )|FY1:n
]∣∣ ∣∣FY1:n]
E¯
[
dν
dν¯
(W )|FY1:n
] (3.9)
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Thus we have that
Eν
[∥∥ψn − ψ¯n∥∥] = E¯ [dν
dν¯
(W )
∥∥ψn − ψ¯n∥∥]
= E¯
[
E¯
[
dν
dν¯
(W )|FY1:n
] ∥∥ψn − ψ¯n∥∥] (3.10)
= E¯
[∣∣∣∣dνdν¯ (W )− E¯
[
dν
dν¯
(W )|FY1:n
]∣∣∣∣] (3.11)
where (3.10) follows from the tower law of expectation and the fact that E¯
[
dν
dν¯
(W )|FY1:n
]
and
∥∥ψn − ψ¯n∥∥ are FY1:n-measurable; and (3.11) follows from (3.9) and the tower
law of expectation; The conditional expectation E¯
[
dν
dν¯
(W )|FY1:n
]
in (3.11) is a non-
negative uniformly integrable martingale with respect to the increasing filtration
FY1:n. Hence it converges in L1(P) and we have
lim
n→∞
Eν
[∥∥ψn − ψ¯n∥∥] = E¯ [∣∣∣∣dνdν¯ (W )− E¯
[
dν
dν¯
(W )|FY1:∞
]∣∣∣∣]
= 0 (3.12)
where (3.12) follows from the assumption that the PM scheme is reliable, thus
implying that E¯
[
dν
dν¯
(W )|FY1:∞
]
= dν
dν¯
(W ).
3.4 Posterior Matching Schemes in Arbitrary Di-
mensions
In this section, we will introduce a simple feedback-based encoding scheme,
termed the posterior matching (PM) scheme. The motivation is to satisfy some
necessary conditions on achieving any possible rate. We start by discussing the
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properties that any feedback encoding scheme should have for it to maximize mutual
information by looking at the converse to the feedback communication problem.
We then discuss posterior matching schemes that maximize mutual information.
We then provide a necessary condition on any PM scheme to achieve reliability.
Next we discuss the unique construction of PM by optimal transport theory in
an arbitrary dimensional message space. Lastly, we give necessary and sufficient
conditions on their optimality.
3.4.1 Maximizing Mutual Information
Given the channel PY |X and a cost function η : X→ R+, the capacity-cost
function is given by
C
(
η, PY |X , L
)
, max
PX∈P(X):EPX [η(X)]≤L
I(PX , PY |X). (3.13)
It is known that C
(
η, PY |X , L
)
is the fundamental limit of communication over a
channel PY |X of all encoders whose average cost η(X) is upper-bounded by L [76].
We note the following standard lemma from information theory [74]:
Lemma 3.4.1. Fix an n ≥ 1. If a feedback encoder (Xi = ei(W,Y i−1) : i = 1, . . . , n)
satisfies the constraint
E¯
[
1
n
n∑
i=1
η(Xi)
]
≤ L,
then
1
n
I(W ;Y n) ≤ C (η, PY |X , L) .
Equality holds if and only if
(a) Y1, . . . , Yn are statistically independent.
(b) Xi ∼ P ∗X for each i, where P ∗X is the capacity-achieving distribution in (3.13).
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All subsequent discussions assume the following:
Assumption 4. The capacity of the communication channel is finite, I(P ∗X , PY |X) <
∞.
With this, we have the following Lemma:
Lemma 3.4.2. Under Assumption 4, PW |Y=y  PW for PY -almost all y. Moreover,
i(X;Y ) is integrable.
Proof. Now suppose that for some PY -nontrivial y, the absolute continuity condition
PW |Y=y  PW does not hold. Then clearly by definition, D
(
PW |Y=y‖PW
)
= ∞
and moreover,
∞ =
∫
Y
D
(
PW |Y=y‖PW
)
PY (dy)
= I(W ;Y )
= I(P ∗X , PY |X)
which is a contradiction. Therefore, according to the definition of the information
density in (3.1), i(X;Y ) is integrable.
3.4.2 Dynamical System Encoders
Inspired by the original one-dimensional PM scheme developed in [10], here
we also consider dynamical systems (W˜n, Yn)n≥1 where W˜1 = W , the message.
Definition 3.4.3. A dynamical system encoder is a collection of maps (Sy : W→
W)y∈Y and a memoryless, time-invariant noisy channel with transition kernel
PYn|W˜n(·|·) ≡ PY |W˜ (·|·). Their dynamics govern the random process (W˜n, Yn)n≥1 as
follows:
W˜1 = W, W˜n+1 = SYn(W˜n), n ≥ 1
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Delay Delay

iW
 1iW   1 1i iYS W  1iY 
iY |i iP Y W
Figure 3.4: Dynamical system encoder as discussed in Definition 3.4.3 that
underlies the posterior matching scheme.
The intuition here is that W˜n is signaled into the noisy channel to specify
Yn. At the next step, W˜n+1 is governed by W˜n and the most recent channel output
Yn. As such, it is a time-invariant, memoryless stochastic dynamical system, as
shown in Figure 3.4.
Lemma 3.4.4. For any dynamical system encoder, (Yn, W˜n+1)n≥1 is a Markov
process. Moreover, for any n ≥ 1 the following Markov chain condition holds
W˜1 → (Y1:n, W˜n+1)→ (Yn+1:∞, W˜n+2:∞) (3.14)
Proof. We note that W˜1 has initial distribution PW . Note that Y1 is W˜1 being
passed through a noisy memoryless channel, which is a stochastic kernel. As
such, for appropriately defined functions g1 and random variable N1, we have that
Y1 = g1(W˜1, N1). Secondly, note that W˜2 = SY1(W˜1) ≡ g2(W˜1, N1). This process
continues onward.
Because the channel PY |X is memoryless and time-invariant, this means
that N1, N2, . . . are i.i.d. Thus (Yn, W˜n+1)n≥1 is an iterated function system (IFS)
controlled by (Nn)n≥1. An IFS is known to be a Markov process [77].
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As such, we have that the following Markov chain condition holds:
(Y1:n−1, W˜1:n)→ (Yn, W˜n+1)→ (Yn+1:∞, W˜n+2:∞)
We state this equivalently in terms of conditional mutual information and the chain
rule:
0 = I
(
Y1:n−1, W˜1:n;Yn+1:∞, W˜n+2:∞|Yn, W˜n+1
)
= I
(
Y1:n−1;Yn+1:∞, W˜n+2:∞|Yn, W˜n+1
)
+ I
(
W˜1;Yn+1:∞, W˜n+2:∞|Y1:n, W˜n+1
)
(3.15)
+ I
(
W˜2:n;Yn+1:∞, W˜n+2:∞|Y1:n, W˜1, W˜n+1
)
Since conditional mutual information is non-negative, it follows that all three
terms must be zero. (3.15) being zero is equivalent to the Markov chain condition
(3.14).
We now show a necessary condition on the structure of (Sy)y∈Y in order for
an agent only observing (Yn)n≥1 to be able to recover the initial condition W˜1.
Lemma 3.4.5. If W ≡ W˜1 is P-a.s. σ(Y1:∞)-measurable, then W˜1 is P-a.s.
σ(W˜n+1, Y1:n)-measurable ∀n ≥ 1
Proof. Consider any measurable integrable function g. Note then that
E¯
[
g(W˜1)|Y1:n, W˜n+1
]
= E¯
[
g(W˜1)|Y1:∞, W˜n+1:∞
]
(3.16)
= g(W˜1) (3.17)
where (3.16) comes from (3.14) in Lemma 3.4.4; and (3.17) comes from the assump-
tion that W˜1 is P-a.s. σ(Y1:∞)-measurable.
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Remark 13. Note that Lemma 3.4.5 basically says that given W˜n+1 and the feedback
of the past channel outputs Y1:n, we can reconstruct the original message W . This
is analogous to a notion of ‘invertibility’ defined by Van Handel for a different but
related class of hidden Markov models [78, Defn 2.6, Remark 2.10]. This result will
motivate our definition of the posterior matching scheme in the next section, where
Xn = Φ(W˜n), and PY |W˜ (dy|w˜) ≡ PY |X(dy|φ(w˜)). Specifically, we will construct the
scheme so that the necessary and sufficient conditions for mutual information to
be maximized, given by (a) and (b) in Lemma 3.4.1 are met for each n, and so
that the necessary conditions for the message W to be recovered from Y1:∞ given
by Lemma 3.4.5 are met. Although using the CDF as done in [10] suffices when
W = [0, 1], it is our interest here to generalize to when W ⊂ Rd. As we will see,
this will be possible via the use of optimal transport theory.
3.4.3 The Posterior Matching Scheme
We now define the posterior matching scheme as a time-invariant dynamical
system that maximizes mutual-information and obeys the invertibility necessary
condition we just developed.
Definition 3.4.6. A posterior matching (PM) scheme is a dynamical system
encoder specified as follows:
W˜1 = W, W˜i = SYi−1(W˜i−1), i ≥ 1 (3.18a)
Xi = φ(W˜i) (3.18b)
Sy#PW˜1|Y1=y = PW invertibly ∀y ∈ Y, (3.18c)
φ#PW = P
∗
X (3.18d)
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The invertibility of Sy : W→ W for each y ∈ Y is inspired by the necessary
condition of invertibility given in Lemma 3.4.5. This invertibility property implies
that with knowledge of Y1:n, not only can W˜n+1 be constructed from W˜1, but also
that W˜1 can be constructed from W˜n+1:
W˜n+1 = SY1:n(W˜1) , SYn ◦ · · · ◦ SY1(W˜1) (3.19a)
W˜1 = S
−1
Y1:n
(W˜n+1) , S−1Y1 ◦ · · · ◦ S−1Yn (W˜n+1) (3.19b)
Below is a key lemma which conceptually shows that any PM scheme is
“handing the decoder what is missing”:
Lemma 3.4.7. For any PM scheme, the following holds:
P
(
W˜n+1 ∈ ·
∣∣FY1:n) = P (W ∈ ·) , P− a.s. (3.20)
P
(
W˜n ∈ ·
∣∣FY1:n) = P(W˜n ∈ ·|Yn) (3.21)
Proof. We show this by induction. First note that for n = 2, we have that
W˜2 = SY1(W˜1). Now we note that given Y = y, we have that any function
ξy satisfying W˜2 = ξy(W˜1) necessarily pushes PW˜1|Y1=y to PW˜2|Y1=y. In our case,
ξy ≡ Sy, which from (3.18c) pushes PW˜1|Y1=y to PW . As such, we have that
PW˜2|Y1=y ≡ PW .
Now suppose that for some n > 2, we have that
P
(
W˜n ∈ ·
∣∣FY1:n+1) = P(W˜n ∈ ·) = PW (·). (3.22)
As such, from the time-invariant nature of the memoryless channel, we have that
PW˜n,Yn = PW˜1,Y1 . Since W˜n+1 = SYn(W˜n), we have that PW˜n+1,Yn is completely
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determined by PW˜n,Yn = PW˜1,Y1 . Thus
PW˜n+1|Yn=y = PW˜2|Y1=y ≡ PW (3.23)
Note that this implies that
I(W˜n+1;Yn) = 0 (3.24)
Now we note from the chain rule that
I(W˜n, W˜n+1, Yn;Y1:n−1) = I(W˜n;Y1:n−1)
+ I(Yn;Y1:n−1|W˜n)
+ I(W˜n+1;Y1:n−1|W˜n, Yn)
= 0 (3.25)
where (3.25) follows from the assumption (3.22), from the memoryless nature of
the channel (3.4), and the structure of the dynamical system encoder (3.18a). Now
if we re-write the chain rule in a different order, we have
0 = I(W˜n, W˜n+1, Yn;Y1:n−1)
= I(Yn;Y1:n−1)
+ I(W˜n+1;Y1:n−1|Yn)
+ I(W˜n;Y1:n−1|Yn, W˜n+1)
⇒ 0 = I(W˜n+1;Y1:n−1|Yn) (3.26)
where (3.26) follows from the non-negativity of conditional mutual information.
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Thus we have that
I(W˜n+1;Y1:n) = I(W˜n+1;Yn) + I(W˜n+1;Y1:n−1|Yn) = 0
which follows from (3.24) and (3.26). Thus from (3.23) and (3.26), we have shown
(3.20) and (3.21)
We now define fn(u) and in(u) as the posterior density and normalized
information density, respectively, evaluated at u:
fn(u) ,
dψ¯n
dψ¯0
(u) (3.27a)
in(u) ,
1
n
i(u, Y1:n) =
1
n
log fn(u) (3.27b)
With this, we show the following properties:
Theorem 3.4.8. For any PM scheme, the following properties hold under P for
all n ≥ 1:
1. (Yn)n≥1 are P-i.i.d.
2. (W˜n)n≥1 is a P-stationary Markov chain.
3. (W˜n, Yn)n≥1 is a P-stationary Markov chain.
4. The normalized information density satisfies:
lim
n→∞
in(W ) = E¯[i(W˜ , Y )|TW˜ ,Y ] P− a.s.
5. I(W ;Y1:n) = nC for any n ≥ 1.
Proof. 1. Since W˜n+1 is P-independent of Y1:n, from the memoryless nature of
the channel, we have that Yn+1 is P-independent of Y1:n. Moreover, since
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P
(
W˜n+1 ∈ ·
∣∣FY1:n) = P(W˜1 ∈ ·), it follows that Yn+1 has same distribution
of Y1. Thus (Yn)n≥1 are P-i.i.d.
2. Because (Yn)n≥1 are i.i.d., the dynamical system encoder specified (3.18a) cor-
responds to an iterated function system (W˜n)n≥1 controlled by (Yn)n≥1. This
implies that (W˜n)n≥1 is a Markov chain [77]. Since the invariant distribution
on W˜1 is PW , it follows that the chain is stationary.
3. The Markov chain structure of (W˜n, Yn)n≥1 follows directly since PYn|W˜n=w˜
is governed by the nature of the memoryless channel, and the fact that
W˜n+1 = SYn(W˜n). The fact that it is stationary follows since the channel
is time-invariant, e.g. PYn|W˜n=w˜(dy) ≡ PY |W=w˜(dy), and the fact that each
W˜n ∼ PW .
4. We note that from above that (W˜n, Yn)n≥1 is a stationary Markov chain with
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invariant measure PW,Y . Thus we have that
im(W ) =
1
m
log
dψ¯m
dψ¯0
(W ) (3.28)
=
1
m
m∑
n=1
log
dψ¯n
dψ¯n−1
(W )
=
1
m
m∑
n=1
log
dP
(
W˜1 ∈ ·|FY1:n
)
dP
(
W˜1 ∈ ·|FY1:n−1
)(W )
=
1
m
m∑
n=1
log
dP
(
W˜n ∈ ·|FY1:n
)
dP
(
W˜n ∈ ·|FY1:n−1
)(W˜n) (3.29)
=
1
m
m∑
n=1
log
dP
(
W˜n ∈ ·|Yn
)
dP
(
W˜n ∈ ·
) (W˜n) (3.30)
=
1
m
m∑
n=1
i(W˜n, Yn) (3.31)
→ E¯[i(W˜1, Y1)|TW˜ ,Y ] (3.32)
where (3.28) follows from (3.27); (3.29) follows from (3.19): given Y1:n−1, W˜1
and W˜n are in one-to-one correspondence; (3.30) follows from both conditions
in Lemma 3.4.7; (3.31) follows from the definition (3.1) of the information
density, and (3.32) follows from Birkhoff’s pointwise ergodic theorem applied
to the stationary Markov process (W˜n, Yn)n≥1 where the integrability of the
random variable i(W1, Y1) with respect to PW,Y follows from Lemma 3.4.2.
5. This follows by Lemma 3.4.1 since (a) (Yn)n≥1 are i.i.d. and (b) W˜n has
distribution PW , thus implying from (3.18d) that each Xn ∼ P ∗X .
This leads to the following corollary:
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Corollary 3.4.9. If φ is invertible, then the posterior matching scheme can be
equivalently described as
X1 = φ(W ), Xi+1 = φ ◦ SYi ◦ φ−1(Xi)
(φ ◦ Sy ◦ φ−1)#PX1|Y1=y = P ∗X
With this we can characterize the necessary and sufficient conditions for
constructing PM schemes in terms of the first-order Jacobian equation:
Lemma 3.4.10. A set of diffeomorphisms (Sy)y∈Y in the generative model (3.18a)
constructs a posterior matching scheme if and only if:
fW˜1|Y1=y(w) = fW (Sy(w)) |JSy(w)|. (3.33)
Proof. Invoke Definition 3.4.6 and Lemma 3.2.3 with P = PW˜1|Y1=y and Q =
PW˜2|Y1=y ≡ PW .
3.4.4 Unique Construction of PM schemes in Arbitrary Di-
mensions
As demonstrated in Example 2 below, there are multiple PM schemes for
a given PY |X and W, even in one dimension. It would be desirable to provide
a procedure that will always select a unique PM scheme. In this section, we
demonstrate a way to construct a unique PM scheme using optimal transport
theory (OTT).
OTT deals with the problem of finding an optimal mapping between two
probability measures under an appropriate measure of cost. For U,V ⊂ Rd, consider
a cost function c(u, v) on U× V.
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Definition 3.4.11. Given a cost function c(u, v) and a pair of distributions PU ∈
P (U) , PV ∈ P (V), we consider the following optimization problem:
L(PU , PV , c) : inf
S: S#PU=PV
∫
U
c(u, S(u))PU(du) (3.34)
A standard and well-studied problem is when that cost is quadratic. Monge
was the first to formulate this problem [79], while Kantorovich reformulated (3.34)
to a more general problem of optimization over a space of distributions that
preserves marginals PU and PV [80]. This problem has also been studied in depth
in [81, 82, 83]. Below we list some key results that we will leverage:
Theorem 3.4.12 ([84], Theorem 1.1). Let c(u, v) = ‖u− v‖ where ‖·‖ is a strictly
convex norm on Rd. Then the problem L(PW , P ∗X , c) has at least one optimal
solution.
For a M  0, we can define cost functions of the form cM (u, v) , ‖u−v‖2M ,
(u− v)TM(u− v) and state the following theorems:
Theorem 3.4.13 ([82], Theorem 9.4). If PU  µ and PU , PV both have finite
second moments, then the problem L(PU , PV , cI) has a unique optimal solution.
Theorem 3.4.14 (Generalized Brenier’s Theorem). Suppose W ⊂ Rd, P,Q ∈
P (W), and P,Q µ which induce densities p(u) and q(v) respectively with respect
to the Lebesgue measure µ. For any M  0, consider the following problem
L(P,Q, cM). Then there exists a unique optimal solution S∗ that is a monotonic
diffeomorphism, namely
JS∗(u)  0 ∀ u ∈ W. (3.35)
Proof. The proof for this theorem is that of the usual Brenier’s theorem [81,
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Theorem 2.12] when M is the identity matrix: M = I. This combined with the
fact that any weighted norm can be appropriately rewritten as a standard norm
problem for appropriately defined auxiliary variables, [85, Chapter 6.1] completes
the proof.
Existence of φ
We note that for any cost function c(u, v), an optimal solution of L(PW , P ∗X , c)
will satisfy property (3.18d) of the PM scheme. We now demonstrate that for
appropriate cost functions c(u, v), such a map is guaranteed to exist by stating a
direct corollary of Theorem 3.4.12:
Corollary 3.4.15. Any transformation φ satisfying (3.18d) can be found with
optimal transport, even if P ∗X does not have a density with respect to Lebesgue
measure.
Clearly PW , the uniform distribution on W, has a density with respect to
the Lebesgue measure (e.g. PW  µ), and so we can apply Theorem 3.4.12. For
example, suppose W ⊂ Rd and we have a discrete memoryless channel. Here, we
simply let X ⊂ Rd and specify P ∗X to place atoms at the countable set of points in
X with associated atom probabilities from the optimal input distribution.
Uniqueness of φ
Since PW  µ and from Assumption 3, PW has finite second moment, we
have the following corollary of Theorem 3.4.13:
Corollary 3.4.16. If P ∗X has finite second moment, then the problem L(PW , P ∗X , cI)
has a unique optimal solution φ which satisfies property (3.18d).
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Remark 14. The class of channels having a capacity achieving input distribution
P ∗X with a finite second moment is large. For example: AWGN, DMCs, etc.
Existence and Uniqueness of Sy
The PM scheme described above also involves an invertible map Sy : W→ W
satisfying (3.18c). We now demonstrate that such a map can be uniquely and
explicitly constructed with optimal transport theory.
Assumption 4 implies that PW |Y=y  ν¯. Since PW  ν¯, we have the
following corollary of Theorem 3.4.14
Corollary 3.4.17. : Under Assumption 4, LS(PW |Y=y, PW , cM) has a unique
optimal solution Sy satisfying (3.18c), that is invertible for any M  0, and
PY -almost all y.
As we will see in Sections 3.7.2,3.7.3, for d > 1, different positive definite
matrices M give rise to different maps Sy solving LS(PW |Y=y, PW , cM) that satisfy
(3.18c).
3.5 Reliability of PM
The PM scheme in Definition 3.4.6 maximizes the mutual information
I(W ;Y n) = nC [10, 17]. However, it need not be reliable in general, as shown in
[10, Example 11]. Necessary conditions based upon the kernel being ‘fixed-point-
free’ are given in [10, Lemma 21]. Our objective is to develop general necessary
and sufficient conditions for PM reliability. The sufficient conditions for achieving
an arbitrary rate below capacity will be developed in the next section.
Lemma 3.5.1. Consider a measurable space (V,FV) and a Markov process (Vn)n≥1
where ν¯ defined on (V,FV) is its invariant distribution, inducing a stationary law P
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on (Vn)n≥1. For any ν  ν¯, define Pν as the distribution on the process for which
dPν
dP
=
dν
dν¯
(V1).
Then the following are equivalent:
i) (Vn)n≥1 is P-ergodic.
ii) For any D ∈ F :
lim
n→∞
sup
En∈σ(Vn:∞)
∣∣P(En ∩D)− P(En)P(D)∣∣ = 0. (3.36)
iii) dTV (Pν(Vn ∈ ·), ν¯)→ 0 for any ν  ν¯.
Proof. Without loss of generality, consider some A ∈ FV, for which ν¯(A) > 0 and
define ν to place all its mass on A, e.g.
dν
dν¯
(V1) =
1{V1∈A}
ν¯(A)
. (3.37)
Since for any P P, E[g(W )] = E¯
[
g(W )dP
dP
]
and since dP
dP =
dν
dν¯
=
1{V1∈A}
ν¯(A)
, we have
that
Eν
[
1{W˜n∈B}
]
= E¯
[
1{W˜n∈B}
1{W∈A}
ν¯(A)
]
⇔ E¯
[
1{W˜n∈B}1{W˜1∈A}
]
= ν¯(A)Eν
[
1{W˜n∈B}
]
⇔ P
(
W˜n ∈ B, W˜1 ∈ A
)
= ν¯(A)Pν
(
W˜n ∈ B
)
(3.38)
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We now show how (ii) implies (iii). Suppose (ii) holds. Thus we have that
lim
n→∞
dTV
(
Pν(W˜n ∈ ·), ν¯
)
= lim
n→∞
sup
B∈V
∣∣∣Pν (W˜n ∈ B)− ν¯(B)∣∣∣
=
1
ν¯(A)
lim
n→∞
sup
B∈V
∣∣∣ν¯(A)Pν (W˜n ∈ B)− ν¯(A)ν¯(B)∣∣∣ (3.39)
= lim
n→∞
1
ν¯(A)
sup
B∈V
∣∣∣P(W˜n ∈ B, W˜1 ∈ A)− ν¯(A)ν¯(B)∣∣∣ (3.40)
= 0 (3.41)
where (3.39) follows because ν¯(A) > 0; (3.40) follows from (3.38); and (3.41) follows
from (3.36).
We now show that (iii) implies (ii). For any A ∈ FV for which ν¯(A) > 0,
define ν as in (3.37) to arrive at (3.38). Thus we have that for any A with ν¯(A) > 0:
lim
n→∞
P
(
W˜n ∈ B, W˜1 ∈ A
)
= lim
n→∞
ν¯(A)Pν
(
W˜n ∈ B
)
= ν¯(A)ν¯(B). (3.42)
where (3.42) follows since we assume that dTV (Pν(Vn ∈ ·), ν¯)→ 0 for any ν  ν¯.
This also clearly holds when 0 = ν¯(A) = P
(
W˜1 ∈ A
)
. Thus we have that mixing
(in the ergodic theory sense) occurs and so from Lemma 3.2.1, we have that (i)
holds.
Lastly, the equivalence between (i) and (ii) follows by first replacing (i) with
the condition that the TV is P-trivial, and then directly invoking a theorem of
Blackwell and Freedman [86, Thm 2].
Theorem 3.5.2. The PM scheme is reliable if and only if (W˜n)n≥1 is P-ergodic.
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Proof. Suppose that the PM scheme is reliable. Then for any ν  ν¯,
dTV
(
Pν(W˜n+1 ∈ ·), ν¯
)
=
∥∥∥Pν(W˜n+1 ∈ ·)− ν¯∥∥∥
=
∥∥∥Eν [Pν(W˜n+1 ∈ ·|FY1:n)− ν¯]∥∥∥ (3.43)
=
∥∥∥Eν [Pν(W˜n+1 ∈ ·|FY1:n)− P(W˜n+1 ∈ ·|FY1:n)]∥∥∥ (3.44)
=
∥∥∥Eν [Pν(W˜1 ∈ ·|FY1:n)− P(W˜1 ∈ ·|FY1:n)]∥∥∥ (3.45)
=
∥∥Eν [ψn − ψ¯n]∥∥
≤ Eν
[∥∥ψn − ψ¯n∥∥] (3.46)
→ 0 (3.47)
where (3.43) follows from the tower law of expectation; (3.44) follows from Lemma 3.4.7;
(3.45) follows from the invertibility of the SY n map under the PM scheme (3.19);
(3.46) follows from Jensen’s inequality; and (3.47) follows from Theorem 3.3.7. Now
from Lemma 3.5.1, we have that (W˜n)n≥1 is P-ergodic.
Now suppose that (W˜n)n≥1 is P-ergodic. Consider any A ∈ FW for which
ν¯(A) > 0. First note that
ψ¯n(A) = P
(
W˜1 ∈ A|FY1:n
)
= P
(
W˜n+1 ∈ SY1:n(A)|FY1:n
)
(3.48)
= P
(
W˜n+1 ∈ SY1:n(A)
)
(3.49)
= ν¯ (SY1:n(A))
where (3.48) follows from (3.19); (3.49) follows from Lemma 3.4.7.
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Thus we have that
∣∣1{W∈A} − ψ¯n(A)∣∣ = ∣∣1{W∈A} − ν¯ (SY1:n(A))∣∣
= |P
(
W˜n+1 ∈ SY1:n(A)|W ∈ A
)
−ν¯ (SY1:n(A)) |. (3.50)
where (3.50) follows from (3.19) and the fact that ν¯(A) > 0. Thus we have
ν¯(A)
∣∣1{W∈A} − ψ¯n(A)∣∣
= |P
(
W˜n+1 ∈ SY1:n(A), W˜1 ∈ A
)
−ν¯ (SY1:n(A)) ν¯(A)|
≤ sup
A˜∈FW
|P
(
W˜n+1 ∈ A˜, W˜1 ∈ A
)
−ν¯(A˜)ν¯(A)| (3.51)
→ 0 (3.52)
where (3.51) follows since SY1:n(·) is continuous and thus SY1:n(A) is a Borel set,
thus lying in FW; and (3.52) follows from Lemma 3.5.1. Now consider any k ≥ 1
and let A = CWk :
1− ψ¯n(CWk ) =
∣∣∣1{W∈CWk } − ψ¯n(CWk )∣∣∣→ 0 P− a.s.
Thus from Lemma 3.3.4 we have that the PM scheme is reliable.
Remark 15. We note that Theorem 3.5.2 is unique to the posterior matching
scheme and its dynamical systems encoder structure in that its proof exploits how
under the PM scheme, W˜n+1 is P-independent of FY1:n and that any dynamical
systems encoder that is reliable must have the property that given Y1:n, W˜n+1 and
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W˜1 form a bijection.
3.6 Achieving any Rate R < C
In this section we will establish several definitions and lemmas aimed at
constructing the main theorem of this section: Theorem 3.6.13, establishing the
link between ergodicity, reliability, and achievability.
In what follows the following Lemma that will come in handy:
Lemma 3.6.1. The random process (W˜n)n≥1 is P-ergodic if and only if (W˜n, Yn)n≥1
is P-ergodic.
Proof. It trivially follows that (W˜n, Yn)n≥1 being P-ergodic implies that (W˜n)n≥1 is
P-ergodic.
Suppose (W˜n)n≥1 is P-ergodic. Due to the stationarity of the Markov process
(W˜n, Yn)n≥1, for any H ∈ FY and any G ∈ FW, we can define
η(H|G) , P
(
Yn ∈ H|W˜n ∈ G
)
≡ P (Y1 ∈ H|X1 ∈ φ(G)). (3.53)
Then for C,D ∈ FY and A,B ∈ FW, we have that
P
(
W˜n ∈ B, Yn ∈ D, W˜1 ∈ A, Y1 ∈ C
)
= P
(
W˜n ∈ B, W˜1 ∈ A
)
× P
(
Y1 ∈ C|W˜n ∈ B, W˜1 ∈ A
)
× P
(
Yn ∈ D|Y1 ∈ C, W˜n ∈ B, W˜1 ∈ A
)
= P
(
W˜n ∈ B, W˜1 ∈ A
)
η(C|A)η(D|B) (3.54)
→ ν¯(A)ν¯(B)η(C|A)η(D|B) (3.55)
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2−k ν¯(Dn) ≈ 1
Tn(D

n)
Figure 3.5: Pulled back interval. By Theorem 3.6.3, the interval Dn which has
ν¯(Dn) ≈ 1 is pulled-back by the map Tn to form the interval An , Tn(Dn), for
which An ⊂ CWk .
where (3.54) follows from the memoryless, time-invariant nature of the channel
(3.4) as well as (3.53); (3.55) follows from the assumption that (W˜n)n≥1 is P-ergodic
and Lemma 3.5.1 (ii). We note that ν¯(A)η(C|A) = P (W1 ∈ A, Y1 ∈ C) is the
stationary distribution of the Markov chain (W˜n, Yn)n≥1. Thus we have (3.55) that
the stationary Markov process (W˜n, Yn)n≥1 is P-mixing; from Corollary 3.2.1, it is
P-ergodic.
We now establish a limiting property of the normalized information density:
Lemma 3.6.2. If (W˜n)n≥1 is P-ergodic, then lim
n→∞
in(W ) = C.
Proof. Suppose (W˜n)n≥1 is P-ergodic. Then from Lemma 3.6.1, we have that
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(W˜n, Yn)n≥1 is P-ergodic. Thus
lim
n→∞
in(W ) = E¯[i(W˜1, Y1)|TW˜ ,Y ] P− a.s. (3.56)
= E¯[i(W˜1, Y1)] (3.57)
= I(W˜1;Y1) (3.58)
= C. (3.59)
where (3.56) follows from Theorem 3.4.8; (3.57) follows from the assumption that
(W˜n)n≥1 is P-ergodic and Lemma 3.6.1, implying that (W˜n, Yn)n≥1 is P-ergodic;
(3.58) follows from (3.2); and (3.59) follows from Theorem 3.4.8.
3.6.1 Maps and Sets Induced from Optimal Transport
We now state the following theorem:
Theorem 3.6.3. Assume the PM scheme is reliable. Then there are exists a set
(Tn)n≥1 for which Tn is the unique optimal solution to L(ψ¯0, ψ¯n, cI) and there exists
a T∞ that is the unique optimal map to L(ψ¯0, ψ¯∞, cI). Moreover, Tn converges to
T∞ in that, for any  > 0, there exists a set Dn
Dn ,
{
u ∈ W : ‖Tn(u)−W‖22 < 
}
(3.60)
for which limn→∞ ν¯(Dn) = 1 P a.s..
Proof. We consider building a map T∞ that satisfies T∞#ψ¯0 = ψ¯∞. Despite the
fact that ψ¯∞ is a point mass at W , since ψ¯0  µ and clearly both ψ¯0 and ψ¯∞ have
a finite second moment, then for the cost function c(u, v) = ‖u− v‖2 we have from
Theorem 3.4.13 that there is a unique map T∞ that solves L(ψ¯0, ψ¯∞, cI).
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Similarly, we can uniquely define a Tn that satisfies Tn#ψ¯0 = ψ¯n by invoking
Theorem 3.4.13 to identify the unique map Tn that solves L(ψ¯0, ψ¯n, cI). We can
now use the stability property of optimal maps [82, Corollary 5.23] to state that
there exists a set D˜n
D˜n ,
{
u ∈ W : ‖Tn(u)− T∞(u)‖22 < 
}
(3.61)
for which ν¯(D˜n) → 1. We also note that clearly T∞(u) = W for all u ∈ W [81,
Chapter 1]. As such, D˜n defined in (3.61) is equivalent to D

n defined in (3.60).
An immediate corollary of Theorem 3.6.3 follows:
Corollary 3.6.4. We can also form the partial-pull-back from a k to some j < k
as:
Dj,k ,
{
u ∈ W : ‖Tj:k(u)− W˜j‖22 < 
}
for which limk→∞ ν¯(Dj,k) = 1 P a.s. for any k > j and j ≥ 1.
We can now provide a definition and lemma pertaining to Figure 3.5:
Definition 3.6.5 (Pulled-Back Intervals). Define Ty(·) = S−1y (·) and define
Ti:n(·) , TYi ◦ · · · ◦ TYn(·)
With this, we define the partially pulled-back interval Ai,n and the pulled-back
interval An as:
Ai,n , Ti:n(Di,n)
An ≡ A1,n , T1:n(Dn)
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Note that: Ai,n = Ti,n(Di,n) is measurable with respect to σ(Yi,n,Wi). For
notational simplicity, we drop the dependence on  to write Ai,n ≡ Ai,n and An ≡ An
unless we explicitly use it below.
Remark 16. The pulled-back intervals described above can be thought of as multi-
dimensional analogues of the RIFS decoder intervals originally discussed in [69].
We can now state various useful properties about the (Ai,n)i≤n,n≥1 sets:
Lemma 3.6.6. For any n and any i ≤ n, the set Ai,n is an open, connected set.
Proof. That they are open follows because Dn is the inverse image of (−∞, )
under a continuous function, since Tn is a diffeomorphism for any n. We can then
define g(s) = ‖s‖22, h(u) = Tn(u)−W and write f(u) = g ◦ h(u). We know that
E = {s : g(s) ≤ } is convex by virtue of g being convex. Since Tn is a lower
semi-continuous proper convex function from [87, Theorem 4] we have that it is
maximally monotone. From [88, Proposition 3.1], this implies that Tn is c-monotone.
As such, since E is convex and since Tn is c-monotone, we have that h
−1(E) is
convex, implying that An = Tn(D

n) is an open, convex set.
Lemma 3.6.7. The intervals given in Definition 3.6.5 are such that:
1. For any  > 0, we have that shifting the measure shifts the interval:
ψ¯i(An) = ψ¯0(Ai+1,n) (3.62)
lim
n→∞
ψ¯n(An) = 1 (3.63)
2. For any k ≥ 1, there exists an  > 0 for which
An ⊂ CWk ∀ n ≥ 1 (3.64)
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Proof. 1. To prove (3.62), we note that by definition, ψ¯0(D

n) which tends to 1.
We can interpret this as follows:
ψ¯i(An) = P(W˜1 ∈ An|FY1:i)
= P(SY1(W˜1) ∈ SY1(An)|FY1:i)
= P(W˜2 ∈ S−1Y2 ◦ . . . ◦ S−1Yn (Dn)|FY1:i)
= P(W˜2 ∈ T2:n(Dn)|FY1:i)
= . . .
= P(W˜i+1 ∈ Ti+1:n(Dn)|FY1:i)
= P(W˜1 ∈ Ti+1:n(Dn)) (3.65)
= ψ¯0(Ti+1:n(D

n))
= ψ¯0(Ai+1,n)
= ν¯(Ai+1,n)
where (3.65) comes from Lemma 3.4.7. We can now show (3.63) by letting in
i = n in the above:
ψ¯n(An) = P
(
W˜n+1 ∈ Dn|FY1:n
)
= P
(
W˜1 ∈ Dn
)
= ν¯(Dn)→ 1
2. To show (3.64), we fix any k ≥ 1. We note that from inspection, from the
definition of Dn in (3.60), we can select an (k) so that Tn(D

n) ⊂ CWk .
We now define two objects whose limiting behavior we will be interested in:
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Definition 3.6.8 (Limiting Density Sequence). For any ∆ ∈ FW, define
i˜(∆, y) , log
P
(
W˜i ∈ ∆|Yi = y
)
P
(
W˜i ∈ ∆
)
Definition 3.6.9 (Rate Sequence). The rate sequence Rn is defined as:
Rn ,
1
n
log
ψ¯n(An)
ψ¯0(An)
=
1
n
n∑
i=1
log
ψ¯i(An)
ψ¯i−1(An)
The following lemma relates the two definitions given above:
Lemma 3.6.10. The sequences given in Definitions 3.6.8 and 3.6.9 are such that:
1. Each term of the rate sequence can be written as:
log
ψ¯i(An)
ψ¯i−1(An)
= i˜(Ai,n, Yi) (3.66)
2. For any  > 0, the limiting density sequence -approximates the information
density:
lim
n→∞
i˜(An, Y1) = lim
n→∞
log
ψ¯1(An)
ψ¯0(An)
= i(W˜1, Y1)− δ() (3.67)
where lim→0 δ() = 0.
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Proof. 1. To prove (3.66), we first look at each term in the rate-sequence series.
For any fixed (e.g. non-random) interval B, we have that
log
ψ¯i(B)
ψ¯i−1(B)
= log
P
(
W˜1 ∈ B|FY1:i
)
P
(
W˜1 ∈ B|FY1:i−1
)
= log
P
(
W˜2 ∈ SY1(B)|FY1:i
)
P
(
W˜2 ∈ SY1(B)|FY1:i−1
)
= log
P
(
W˜3 ∈ SY2 (SY1(B)) |FY1:i
)
P
(
W˜3 ∈ SY2 (SY1(B)) |FY1:i−1
)
= . . .
= log
P
(
W˜i ∈ SYi−1 ◦ . . . ◦ SY1(B)|FY1:i
)
P
(
W˜i ∈ SYi−1 ◦ . . . ◦ SY1(B)|FY1:i−1
) (3.68)
For B = An we have that:
SYi−1 ◦ . . . ◦ SY1(An)
= SYi−1 ◦ . . . ◦ SY1 ◦ TY1 ◦ . . . TYn−1 ◦ TYn ◦Dn
= TYi ◦ . . . ◦ TYn ◦Dn
= Ai,n (3.69)
From the definition ofDn in (3.60), we have that Ai,n is σ(W˜1, Yi:n)-measurable.
However, due to the structure of the PM scheme: σ(W˜1, Y1:n) = σ(W˜i, Y1:n)
for any 1 ≤ i ≤ n+ 1. As such, Ai,n is σ(W˜i, Yi:n)-measurable. Thus we have
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that for any ∆ ∈ FW,
log
P
(
W˜i ∈ ∆|FY1:i
)
P
(
W˜i ∈ ∆|FY1:i−1
) = log P
(
W˜i ∈ ∆|Yi
)
P
(
W˜i ∈ ∆
) (3.70)
= i˜(∆, Yi)
where we have used both parts of Lemma 3.4.7.
Combining (3.68), (3.69), and (3.70) we can now write:
log
ψ¯i(An)
ψ¯i−1(An)
= log
P
(
W˜i ∈ Ai,n|FY1:i
)
P
(
W˜i ∈ Ai,n|FY1:i−1
)
= i˜(Ai,n, Yi)
2. Once we have Lemma 3.6.7, we can show (3.67) by directly applying the
Lebesgue Differentiation Theorem with the ball Tn(D

n) ⊂ CWk :
First, by the Lebesgue Differentiation theorem we have that for any sequence
(A˜n)n≥1 such that An → {W}, the following holds:
dψ¯1
dψ¯0
(x) , f(x)
= lim
n→∞
1
|A˜n|
∫
x∈A˜n
f(x)dx
= lim
n→∞
1
|A˜n|
∫
x∈A˜n
dψ¯1
dψ¯0
(x) ψ¯0(dx)︸ ︷︷ ︸
dx
= lim
n→∞
1
|A˜n|
ψ¯1(A˜n)
= lim
n→∞
ψ¯1(A˜n)
ψ¯0(A˜n)
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and so by the continuity of the log and the previous, we have that:
lim
n→∞
i˜(A˜n, Y1) = lim
n→∞
log
ψ¯1(A˜n)
ψ¯0(A˜n)
= i(W˜1, Y1)
By inspection of (3.60) we have that An ⊂ CWk where k →∞ as → 0. As
such, we have that
lim
n→∞
i˜(An, Y1) = i(W˜1, Y1)− δ() (3.71)
where lim→0 δ() = 0. As such, we have that (3.67) holds.
We can now examine convergence of the rate sequence:
Lemma 3.6.11. For any target R < C, there exists an  such that
lim inf
n→∞
E¯ [Rn] > R
Proof.
E¯ [C −Rn] = E¯ [in −Rn]
= E¯
[
1
n
log
dψ¯n
dψ¯0
(W )−Rn
]
=
1
n
n∑
i=1
E¯
[
i(W˜i, Yi)− i˜(Ai,n, Yi)
]
=
1
n
n∑
i=1
i,n (3.72)
112
where from stationarity, we have that:
i,n = E¯
[
i(W˜i, Yi)− i˜(Ai,n, Yi)
]
= E¯
[
i(W˜1, Y1)− i˜(A1,n−i+1, Y1)
]
≡ n−i
Each n−i term is now simply a function of n− i. We can let m = n− i and write:
m , E¯
[
i(W˜1, Y1)− i˜(A1,m, Y1)
]
Now the sequence in (3.72) is Cesa`ro summable: if limm→∞ m converges then so
does its mean. Looking at m:
E
[
D(P||Q)−D(PHm ||QHm)
]
where P = PW˜1|Y1=y, Q = PW˜1 and Hm = σ() the sigma algebra generated by the
restriction. This forms an increasing sequence [89, Corollary 7.3]:
D(PHm||QHm) ↑ D(P||Q)
The limiting behavior of m indeed confirms this:
lim sup
m→∞
m = lim sup
m→∞
E¯
[
i(W˜1, Y1)− i˜(A1,m, Y1)
]
= E¯
[
i(W˜1, Y1)− lim sup
m→∞
i˜(A1,m, Y1)
]
(3.73)
= E¯
[
i(W˜1, Y1)−
(
i(W˜1, Y1)− δ()
)]
(3.74)
= E¯[δ()]
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where (3.74) is by (3.66) in Lemma 3.6.10. As we can allow  be arbitrarily small,
combined with Lemma 3.6.2 we have that lim inf
n→∞
E¯[Rn] ≥ R for any R < C.
Now that we have established the necessary properties of the pulled-back
intervals and the rate sequence, we can state a very important theorem:
Theorem 3.6.12. For the PM scheme, if (W˜n)n≥1 is P-ergodic, then any rate
R < C is achievable.
Proof. We first establish an invariance property of the limiting rate sequence. We
consider:
Ω =
{
ω = (w˜1, y1, w˜2, y2, . . .) ∈ R2×∞
}
Define FW = to be the Borel sigma algebra for Ω.
For any ω = (w˜1, y1, w˜2, y2, . . .), we define the shift operator Υ to be given
by Υ(ω) , (w˜2, y2, w˜3, y3, . . .).
For any event A ∈ FW, we say that A is invariant if A = Υ(A). Any
invariant set has the property that it lies in the tail TW˜ ,Y where
TW˜ ,Y =
⋂
n≥1
σ(W˜n, Yn, W˜n+1, Yn+1, . . .).
Consider any v ∈ [0, R]. We first define the following event:
Av ,
{
ω : lim inf
n→∞
Rn(ω) ≤ v
}
.
Then note that for any sum Sn = X1 + . . .+Xn, we have that lim inf
n→∞
Sn
n
is
invariant to the shift operator [90, Lemma 332]. It follows that Av = Υ(Av), thus
Av ∈ TW˜ ,Y . As such, it directly follows that:
lim inf
n→∞
Rn(ω) = lim inf
n→∞
Rn(T (ω)).
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From ergodicity, we have that
P
(
lim inf
n→∞
Rn ≤ R− 2δ
)
∈ {0, 1} .
Suppose P
(
lim inf
n→∞
Rn ≤ R− 2δ
)
= 1, then lim inf
n→∞
Rn < R P a.s. This
means that there exists a convergent subsequence: lim
m→∞
Rnm = R− δ for some δ.
We now have that: lim
m→∞
E¯
[
Rnm
]
= R− δ, thus lim inf
n→∞
E¯
[
Rnm
] ≤ R− δ < R which
is a contradiction with Lemma 3.6.11.
We can now summarize all of the above in the main theorem of the chapter:
Theorem 3.6.13. The following conditions are equivalent:
1. The PM scheme is reliable.
2. (W˜n)n≥1 is P-ergodic.
3. The PM scheme achieves any rate below capacity.
Proof. • (1)⇔ (2) follows from Theorem 3.5.2.
• (2)⇒ (3) follows from Theorem 3.6.12.
• (3)⇒ (1) follows from Corollary 3.3.6.
3.7 Applications and Examples
In this section, we utilize OTT to demonstrate the construction of a nonlinear
diffeomorphic map S for PM schemes in arbitrarily high dimensions.
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(a) (b) (c)
Figure 3.6: Result of a brain-computer interface experiment. A smooth path
(red) is specified sequentially using the PM scheme within the context of a
brain-machine interface for the BSC shown in Example 4.
3.7.1 One-Dimensional Posterior Matching Schemes
Example 2 (Original PM Scheme). When W = [0, 1] we now show how we can
recover the posterior matching scheme by Shayevitz & Feder in [10]. If we constrain
Sy : [0, 1]→ [0, 1] to be an increasing function, then (3.33) becomes:
S ′y(w) = fW |Y1=y(w).
If we impose the boundary condition that Sy(0) = 0, then we recover
Sy(w) = FW |Y1=y(w)
as a solution to the Jacobian equation, which is precisely the scheme developed in
[10].
Remark 17. Analogously, if we constrain Sy to be decreasing with Sy(0) = 1, then
we see that Sy(w) = 1− FW |Y1=y(w) is also a solution to the Jacobian equation and
thus also a posterior matching scheme. This means that there are many maps that
induce a posterior matching scheme. Note that this special case was also discussed
in [83, Example 3.2.14].
Example 3 (Horstein). As an example, for W = [0, 1], for a binary symmetric
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channel (BSC) with Y = X = {0, 1} and crossover probability p,
P (Y = y|X = x) =

p, y 6= x
1− p, y = x
we have that the Horstein scheme [61]:
Xn+1 = φ(W˜n+1) =
 0, W˜n+1 ∈ [0,
1
2
]
1, W˜n+1 ∈ (12 , 1]
(3.75a)
=
0, W < mn ≡ median
(
ψ¯n
)
1, W ≥ mn ≡ median
(
ψ¯n
) (3.75b)
is a posterior matching scheme that achieves capacity (see [10] or Theorem 3.6.13).
Example 4 (BSC and Brain-Computer Interfaces). This algorithm was originally
implemented in [52] and was used to specify a smooth path that is in one-to-one
correspondence (via arithmetic coding) with a point W ∈ [0, 1]. The computer
takes observations Y1:n to compute the posterior ψ¯n and specifies a query point mn
to the human as the median of ψ¯n. The human specifies Xn = 0 or Xn = 1 in
response to a query point, as given by (3.75). The human user of a brain-computer
interface can utilize EEG motor imagery to provide a series of binary inputs, imagine
left (Xn+1 = 0) or imagine right (Xn+1 = 1). Assuming that the channel from
human brain to EEG measurements is input-symmetric, we can model any EEG
classification system as a binary symmetric channel (BSC) with outputs Yn+1 = 0 or
Yn+1 = 1, and the process continues. The comparison between W and mn performed
by the human can be done visually by the decoder displaying mn as an ordered
sequence and the user performing a lexicographic comparison [91]. In this case, the
first point where W and mn deviate resulting in a counter-clockwise direction from
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mn to W means that W < mn, and vice versa for W ≥ mn. This has the effect of
the computer to sequentially attaining increasing confidence about longer sub-paths
of the message W . Figure 3.6 represents a simulation of this paradigm, overlaid on
Google Earth, to demonstrate its feasibility of use in real-world scenarios.
3.7.2 The Optimal Symmetric Brenier Map for Higher Di-
mensional Problems
We now provide an example for the Brenier map, which is the optimal
solution to LS(P,Q, cI) where I is the d× d identity matrix.
We have previously demonstrated a BCI paradigm on a one-dimensional
alphabet in [52], and in Example 4. To generalize, consider a BCI with which the
subject wishes to “zoom in” onto a point in 2D space, e.g. a picture or a map.
We treat this as a scenario where dim(W) = dim(X) = 2, and more specifically
W = [0, 1]2, X = Y = {0, 1}2. We consider a scenario where a BCI can allow for a
human to signal Xn in one of four categories [92]. For example, suppose the subject
wants to zoom in onto Shannon’s face in Figure 3.7 (left panel, indicated by W˜1)
[93]. Suppose we record the subject’s neural signals to extract his/her motor intent,
which is restricted to specifying one of the four quadrants of W as partitioned by
the red cross in Figure 3.7:
Xn = φ(W˜n)
=

(0, 0), W˜n[1] ∈ [0, 12 ], W˜n[2] ∈ [0, 12 ]
(0, 1), W˜n[1] ∈ [0, 12 ], W˜n[2] ∈ (12 , 1]
(1, 0), W˜n[1] ∈ (12 , 1], W˜n[2] ∈ [0, 12 ]
(1, 1) W˜n[1] ∈ (12 , 1], W˜n[2] ∈ (12 , 1]
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The motor intent xn are input to a quadratic symmetric channel (QSC), modeling
y as the output of a classifier based upon neural recordings, with conditional
probability:
P (Y = y|X = x) =

p
3
, y ∈ {0, 1}2 \ {x}
1− p, y = x
.
In this setting, the posterior distribution PW |Y=y is piece-wise constant over the
four quadrants
{
φ−1(x) : x ∈ {0, 1}2}. Since we are transforming PW |Y=y, which
is easy to sample from i.i.d. to PW which is uniform over W, solving for the
optimal symmetric Brenier map S∗y to LS(P,Q, cI) can be accomplished with
convex optimization algorithms as demonstrated in [1, 94, 95]. Suppose that
y1 = x1 = (0, 1); by applying the Brenier map Sy1 to the original Figure (e.g.
Figure 3.7, left panel), we have transformed it into the one in Figure 3.7, right
panel. It is obvious that Shannon’s face has been enlarged and zoomed in onto.
3.7.3 The Knothe-Rosenblatt Map for Higher Dimensional
Problems
Assume W ⊂ Rd, and for any w ∈W, the k-th component of w is denoted
by w[k], and likewise for v. We now consider the problem LS(PW |Y=y, PW , cM) to
find a map Sy for which Sy#PW |Y=y = PW in Corollary 3.4.17, where M ≡M is
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Figure 3.7: The Brenier optimal transport posterior matching scheme, zooming
in on a point in a picture of Claude Shannon and his mouse [93]. Left: Original
picture of Shannon and his mouse from [93]. Right: optimally computed ‘zoomed’
in picture after application of Sy1 , where y1 = 1 pertaining to the top right
quadrant.
given by
M =

α[1] 0 . . . 0
0 α[2] . . . 0
. . . . . . . . . . . .
0 0 . . . α[d]

(3.76)
Lemma 3.7.1. For W = [0, 1]d, suppose
lim
→0
α[k]
α[k + 1]
= 0. (3.77)
Then the optimal solutions to LS(PW |Y=y, PW , cM) is an Sy map pertaining to the
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Knothe-Rosenblatt map. The elicited PM scheme becomes
wn+1[1] = FWn[1]|Yn=yn(wn[1])
wn+1[2] = FWn[2]|Yn=yn,Wn+1[1]=wn+1[1](wn[2])
. . . . . .
Proof. That the limit in (3.77) renders the Knothe-Rosenblatt map follows from
[96]. That the Knothe-Rosenblatt map for the scenario where P ≡ PW |Y=y and
Q ≡ PW is straightforward and can be found in [97].
In this case, the Jacobian of the map S∗y is triangular. Equivalently, M has
increasing weights α[k] in k. As such, preference is given more to certain axes of
the message point as compared to the other. As such, the selection of the lopsided
matrix M in LS(PW |Y=y, PW , cM) provides a rational design methodology to elicit
PM schemes with unequal error protection [98], where some components of the
message require more reliability than others. See Figure 3.8 for an example of the
Knothe-Rosenblatt map utilized in the PM scheme when W = [0, 1]2.
3.7.4 Multi-Antenna Communication as Multivariate Gaus-
sian Channels
In this section we will take two routes to solve for the optimal mapping in
an example case of a multi-antenna additive Gaussian noise with causal feedback.
We consider the case where the covariance matrices of the noise and the capacity
achieving inputs are not necessarily the identity matrix. We will find optimal
couplings with respect to the symmetric Brenier cost and the Knothe-Rosenblatt
cost, and show that in both cases, the schemes achieve capacity - although in
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(a) (b)
(c) (d)
Figure 3.8: The Knothe-Rosenblatt optimal transport posterior matching
scheme, zooming in on a point in a picture of Claude Shannon and his mouse
[93]. The target (as indicated by the white dot) is getting closer and closer to
the center of the cross over 3 channel uses. However, the map is highly nonlinear,
due to the Jacobian of the map having triangular structure.
very different ways. The former scheme will be shown to be the multi-dimensional
analogue to the ‘innovations’ scheme by Schalkwijk and Kailath [62], while the
latter can be interpreted from an ‘onion-peeling’ perspective.
Suppose we have a multi-antenna communication problem with feedback
(Figure 3.9). As such, we model X = Y = Rd, where d is the number of transmit
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antennas and also the number of receive antennas. Naturally, to develop a PM-
compatible scheme, it is desirable for Φ : W 7→ X to be an invertible map for which
dim(W) = dim(X). As such, we model W = [0, 1]d. We model the Gaussian noise
as Zi ∼ N (0,ΣN) ∈ Rd where σN is not necessarily diagonal. The received signal
is given by Yi = Xi + Zi.
Transmitter Receiver 
…
 
…
 
…
 
Feedback 
Figure 3.9: Feedback communication over a Gaussian MIMO channel with
feedback. dim(X) > 1.
Under an average power constraint, the optimal input distribution is given
by PX = N (0,ΣX) for some σX . Note that PX1|Y1 = N (E(X1|Y1),ΣX|Y ). It
can be directly shown [99, Prop 3.4.4] that E(X1|Y1) = ΣXΣ−1Y Y1 and ΣX|Y =
ΣX − ΣXΣ−1Y ΣX . From Corollary 3.4.9, it follows that it is our desire to construct
a PM-compatible map S¯y ≡ φ ◦ Syφ−1 such that S¯y#PX1|Y1=y = P ∗X .
The Optimal Brenier Map for Higher Dimensional Problems
The OTT perspective dictates that we need to find a diffeomorphism S¯y :
Rd → Rd that solves LS¯(PX1|Y1=y, P ∗X , cI). Theorem 3.4.1 of [83] gives the solution
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of this OTT problem (see [100] for original proof):
Xn+1 = S¯Yn(Xn) = α(Xn − ΣXΣ−1Y Yn) (3.78)
α = Σ
1
2
X
(
Σ
1
2
XΣX|Y Σ
1
2
X
)− 1
2
Σ
1
2
X
Alternatively, using MMSE estimation theory and Corollary 3.4.9, we can alterna-
tively find the symmetric Brenier map by first positing that
Xn+1 = α(Xn − βYn). (3.79)
with unknown α and β. β = ΣXΣ
−1
Y ensures that Xn+1 is independent of Yn (by
joint Gaussianity and MMSE estimation), so we only need to find an invertible
α. Because all variables are jointly Gaussian, and since both sides of (3.79) have
zero-means, we can simply operate on covariance matrices.
ΣX = α(ΣX|Y )αT = α(ΣX − ΣXΣ−1Y ΣX)αT
It can be verified that this leads to the same linear algebra problem encountered in
the OTT formulation solved by Olkin and Pukelsheim [100]:
α = Σ
1
2
X
(
Σ
1
2
XΣX|Y Σ
1
2
X
)− 1
2
Σ
1
2
X .
As such, it follows that the optimal Brenier map is the d-dimensional Schalkwijk-
Kailath scheme [62]. This d-dimensional scheme was also used to prove fundamental
limits of control over noisy channels in [64].
Remark 18. It can be easily verified that the 1-dimensional case of [10, eqn. 22]
that Xn+1 =
√
1 + SNR(Xn − SNR1+SNRYn) is a natural derivation of the results (3.78)
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in higher dimension spaces.
The Optimal KR map and Successive Cancellation
Now consider the parametrized family (M)>0 of positive definite matrices
given by (3.76). Then these tend to the Knothe-Rosenblatt couplings, and analogous
to Lemma 3.7.1, the optimal map in the 2−D Gaussian case is given by:
Xn+1[1] = β1 (Xn[1]− E [Xn[1]|Yn])
Xn+1[2] = β2 (Xn[2]− E [Xn[2]|Yn]) + β3Xn+1[1]
See [97] for the β1, β2, β3 constants. This can be naturally extended for arbitrary
d > 2. Note that the essence of this scheme is successive cancellation: first decode
the first dimension of W , followed by the second given knowledge of the first, etc.
Here, we are using the chain rule to expand I(W ;Y ) = I(W [1];Y )+I(W [2];Y |W [1]).
Thus, this has the potential to be applicable to unequal error protection scenarios
where the first dimension of W has more important information than the second.
3.8 Discussion and Conclusion
In this chapter, we have generalized the PM scheme to an arbitrary multidi-
mensional message point via the theory of optimal transport. In doing so, we have
taken the first step towards generalizing the posterior matching principle towards
general channels with memory.
After first defining notions of reliability and achievability from an almost-
sure perspective, we identified required properties of any generalization to the
PM scheme that allows for the message to be reliably decoded. This insight,
pertaining to invertibility, along with the standard conditions to maximize mutual
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information, led to a dynamical system construction of the posterior matching
scheme. We showed the existence of such systems and specific ways to construct
them, by leveraging the theory of optimal transport. From there, we developed
firm and succinct if and only if conditions to attain those performance measures.
Both conditions turn out to be equivalent, and boil down to the ergodicity of the
latent random process (W˜n)n≥1. To arrive at these conditions, the principles of
observability and stability from systems theory and nonlinear filtering theory were
utilized. The applications provided in the end of the chapter made extensive use of
this framework in multi-antenna communications, and brain machine interfaces.
Throughout this chapter we have emphasized how our “continuous message point”
formalism elucidates the interplay between information and control.
Future work could explore the Knothe-Rosenblatt optimal transport con-
struction and its possible connection to “onion-peeling” successive cancellation
decoding, as well as unequal error protection. The fact that ergodicity is the if and
only if condition suggests there might be further opportunities to use this type of
mathematics to study optimization over stochastic dynamical systems problems in
areas such as team decision theory (e.g. control over noisy channels [64, 66]) and
statistical physics [101].
Additionally, future work could focus on further developing the use of this
framework for use in interacting systems of humans and machines beyond traditional
brain machine interfaces. For example, in the field of interactive reinforcement
learning, some research has focus on systems in which a computer attempts to learn
an optimal control policy from a human where sequential corrective action is being
given by a human [102, 103, 104]. This generalization of the posterior matching
scheme complements previous research [105, 106] into developing the necessary
theory to maximize the efficiency of such systems.
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Chapter 4
The Use of Cardiac Orienting
Responses as an Early and
Scalable Biomarker of
Alcohol-Related
Neurodevelopmental Impairment
4.1 Introduction
Early identification of infants who will demonstrate neurobehavioral deficits
due to prenatal alcohol exposure (PAE) is of critical importance worldwide as early
intervention has been demonstrated to improve various developmental outcomes
[107] and may reduce lifetime health costs associated with PAE [108] by taking
advantage of early neural plasticity [15]. The vast majority of children who have
experienced this early brain insult lie somewhere on a continuum of disruption
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to their neurobehavioral functioning, and this range of outcomes has led to the
use of the term fetal alcohol spectrum of disorders (FASD) to characterize the
impact of PAE [109]. Physical indicators associated with fetal alcohol syndrome
(FAS), the most severe end of the spectrum, however, are often minimal or absent
[110, 16], and the alcohol-related functional deficits associated with PAE may not
be readily identifiable for years (see [12] for a comprehensive review). Estimates
of the quantity of exposure to alcohol at given intervals during pregnancy have
also not proven to be effective in delineating those who are in need of habilitative
care as children with similar levels of PAE need not be similarly affected [111, 112].
Children affected by PAE are often not recognized as affected by PAE until long
after infancy, when the child begins to struggle with performing in school [113].
Early detection of prenatal alcohol-affected individuals has been limited
by the lack of standardized tests that adequately capture important aspects of
alcohol-related neurobehavioral impairments in the infancy and preschool periods
[114, 115, 116]. Assessment in infancy, when habilitative care may have its greatest
impact [15], is particularly problematic in that standardized tests at this stage
of development are recognized as only coarse predictors of later neurocognitive
performance [117, 118]. As a result, early identification of neurodevelopmental
impairment remains challenging.
In addition to the difficulties associated with the tools currently available for
assessment of infants, there is a need to increase the scope and proliferation of the
application of infant assessments in populations around the globe. However, to do
this would require an inordinate amount of financial and physical resources. Such
standardized developmental assessments require highly trained professionals and re-
standardization every time an instrument is implemented within a different cultural
context. The process of adapting measurement tools across cultural contexts on a
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wide spread basis, in addition to gathering and distributing the necessary personnel
and materials, referred to as scaling up, has become an important parameter in
making global health decisions about resources. To put it more succinctly, existing
tools do not scale well. As recently noted by O’Connor et al. in reference to a South
African population, many women lack access to physicians in their communities and
among those available, there is a severe shortage of physicians trained in diagnosing
FASD. She recommended training community workers to assist in the delivery of
health care to compensate for these shortages [119]. In recognition of the scarcity
of clinical resources worldwide, to affect health on a global scale, special attention
must be paid to the issue of a particular method’s scalability or its associated
benefits and costs.
Specialized infant assessment protocols utilized in the context of research
environments have been more successful in capturing the early impact of PAE
[120, 121, 122]. These tools focus on aspects of early classical conditioning using
eye blink reflexes [121] or information processing skills [120, 122] that are known to
be mediated by prefrontal cortical (PFC) activity. In older children, PFC has been
found to be differentially impacted by PAE in that prenatal alcohol exposure effects
persist after controlling for the impact on whole brain volume [16]. In addition,
later executive functioning skills, which are mediated by PFC, have been found to
be important in differentiating individuals who are prenatal alcohol-affected from
typically developing children and those with other psychiatric conditions [123].
Of the assessment procedures previously discussed, one of the methods
involves eliciting cardiac orienting responses (CORs) [124]. CORs are characterized
by a specific pattern of heart rate deceleration in the presence of novel stimuli
and are the result of the heart gating oxygen to the central nervous system. They
can be elicited through electrical stimulation of the PFC in animal models [125],
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suggesting they may provide an early index of the efficiency of prefrontal cortical
functioning to gate energy resources between basic attention and arousal systems.
Behaviorally, these markers identify the infant’s neurophysiological encoding and
memory of environmental events with specific aspects of their attention behavior
associated with specific features of the COR [126].
CORs have previously been shown to be sensitive to the impact of PAE in
human and animal models of exposure [127, 122, 128, 129] and can be obtained
inexpensively with limited examiner expertise required. They are relatively easy to
collect on a large scale, as they are based completely on an electrocardiogram (ECG)
recording during the presentation of an auditory or visual stimulus. Increasingly,
affordable and accurate wearable sensors are continuously being developed to
monitor ECG and are being advanced rapidly as important tools in the health field
[130, 131, 132]. The development of these sensing platforms will only increase the
ease with which CORs can be collected, making the COR an ideal candidate for
efficient and effective screening in infancy when elicited during standard information
processing paradigms [118].
While previous work has established that such CORs collected during
information processing tasks are predictive of future developmental status (18-
month Bayley scores [133] and 5 year Stanford-Binet IQs [134]) and are sensitive to
the impact of PAE on human infants [122, 128], previous work with these responses
has focused primarily on group-level comparisons rather than developing these tools
for application to individuals. Previous methods of screening for individual risk
have focused on school-aged children impacted by heavy prenatal alcohol exposure
[135, 123] but the results are only applicable to children who are 5 years of age and
older.
Our interest is in the development of a concise early screening tool aimed
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at providing medical practitioners with an accessible method for managing risks
associated with PAE as early as possible and on a global scale. The goal of this
early screening tool is not necessarily for diagnostic purposes, but rather to identify
infants at risk who could then be further investigated by appropriate clinical
assessment to identify the individual’s habilitative care needs. Developing such
an early screening tool would not only aid in identifying prenatal alcohol-affected
individuals earlier in life, but could potentially also increase the impact of the limited
medical infrastructure available in resource-poor settings and in disadvantaged
populations. This would allow for more resources within these settings to be devoted
to providing targeted interventions to those infants who are identified as being
high-risk rather than attempting to provide care to all alcohol-exposed infants.
In what follows, we explore the development and testing of an individual
predictive model of prenatal alcohol-related neurobehavioral impairment in infancy
based on a COR habituation/dishabituation paradigm using a sample of children
enrolled in a prospective cohort study conducted in Ukraine. Specifically, we
examine how well one can predict developmental delay on the Bayley Scales of
Infant Development II (BSID-II) [136] exam at 12-months, comparing combinations
of visual and auditory CORs obtained at 6-months with and without maternal
prenatal alcohol exposure information included in the modeling. Additionally, we
contrast these models of prediction to a reference point: those obtained from using
6-month developmental performance on the BSID-II as a predictor of 12-month
developmental performance on the same test.
132
4.2 Materials and Methods
As part of the Collaborative Initiative on Fetal Alcohol Spectrum Disorders
(CIFASD), a longitudinal cohort study of pregnant women who reported no to
low alcohol consumption prenatally or some to heavy amounts of alcohol during
pregnancy was conducted in Ukraine between 2008 and 2015. At one of the study
sites, the offspring of a subset of these women were evaluated at 6 and 12-months of
age with a habituation/dishabituation learning paradigm using visual and auditory
stimuli and measurement of the COR. In each paradigm, baseline heart rate (HR)
was collected for 30 seconds prior to stimulus onset and by sampling HR for 12
seconds post-stimulus onset for each trial. These same infants were also evaluated
using the BSID-II at 6 and 12-months of age.
4.2.1 Recruitment and Interview Procedures
Between April of 2008 and August of 2012, women were screened for en-
rollment into the parent study based on their alcohol intake. A trained nurse
interviewer screened all women for alcohol use during pregnancy at the first prena-
tal appointment. The women who were asked to participate in the some to heavy
PAE group reported at least one or more of the following during the month around
conception or in the most recent month: (a) weekly heavy episodic or binge drinking
(5 or more), (b) five or more episodes of 3-4 standard drinks, or (c) 10 episodes of
1-2 standard drinks. The comparison or no to low PAE group screening criteria
was defined as having all three of the following: (a) no binge episodes, (b) minimal
(¡2 drinks on 1 occasion) or no alcohol in the month around conception, and (c) no
continued drinking in pregnancy. For each some to heavy PAE woman enrolled, a
comparison woman who met the no to low PAE criteria was also sought, with a 1:1
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recruitment ratio. All women agreeing to enroll gave written informed consent, and
all women were given information about the risks of alcohol consumption during
pregnancy.
A structured interview was conducted with all participants at enrollment and
again in the third trimester. The interview asked about demographics, lifestyle, and
substance use in pregnancy, including maternal and paternal alcohol and tobacco
consumption. Day-by-day alcohol quantity and type consumed in the week around
conception and in the two weeks before enrollment was assessed using a timeline
follow-back procedure. Ounces of absolute alcohol per day (ozAA/day) and per
drinking day (ozAA/drinking day) at each time point were computed from the
amount, type, and frequency of alcohol intake reported by the mother resulting
in four summary measures of prenatal alcohol exposure. The ozAA/drinking day
variables were used to capture episodic or binge drinking behaviors.
The study was approved by the Institutional Review Boards at the University
of California San Diego, La Jolla, CA, USA, and the Lviv National Medical
University, Lviv, Ukraine.
4.2.2 Infant Neurophysiology Assessment
Mothers and infants were seen again at the study site for assessment when
their infants were approximately 6 and 12-months of age. Visual and auditory
stimuli were presented using a fixed-trial habituation/dishabituation paradigm to
elicit CORs in infants that were approximately 6-months of age. Habituation trials
involved repeated presentation of a stimulus, allowing for the assessment of initial
stimulus encoding. In dishabituation trials, a similar but different stimulus was
presented to determine if the infant could differentiate the novel stimulus, allowing
for an assessment of memory of the initial stimulus. Mothers were allowed to
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passively observe the testing procedure. All stimuli were digitized via the STIM
stimulus presentation software; the Physiology System software performed the data
collection, and the IBI Analysis System software performed the conversion to heart
rate. All of these packages are available from the James Long Company.
The standard auditory stimuli consisted of alternating 400-Hz and 1000-Hz
pure tones presented contiguously for 2 seconds (2-s) each with a 5-ms controlled
linear rise and fall time for each tone. The novel auditory stimulus consisted of
alternating 700-Hz and 1000-Hz pure tones. The standard visual stimuli consisted
of chromatic Caucasian faces of a baby, while the novel visual stimulus was that
of a woman. The standard stimulus was presented for a total of 12-s followed
by an inter-stimulus interval of 12-s until 10 repetitions were completed. The
novel stimulus was then presented under similar conditions (12-s with 12-s ISI) for
five trials. The total duration of the habituation/dishabituation procedure was
approximately 12 minutes for each stimulus type.
Cardiac responses to the stimuli were monitored throughout the session
using an ECG amplifier connected to a data acquisition computer that was triggered
by the stimulus presentation software. A 30-s baseline period was collected prior to
initial stimulus onset. Infant state after each presentation of stimulus was rated,
with data collected during state 1: Deep Sleep or state 7: Vigorous Crying being
excluded from analysis. The first three trials of the habituation and dishabituation
trials were used for analysis as significant diminution of the COR occurs by the
fourth trial of exposure [122, 133].
4.2.3 Infant Standardized Developmental Assessment
In this study, a Russian translation of the BSID-II was selected as it is a
well standardized assessment tool that currently is more reliable than the third
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edition [137]. Measuring both psychomotor and mental development, it provides
two standardized scores: a Psychomotor Development Index (PDI) and a Mental
Development Index (MDI). Ukrainian child psychologists, who were trained and
supervised by the authors, were blinded to the mothers’ group status and admin-
istered the 30 to 45 minute examination. Children were tested individually in a
private office while seated in their caregiver’s laps. Norms based on a standardized
United States census sample provided by the manufacturer of the test were used
to convert raw scores to standardized scores as no norms were available for the
Ukrainian population.
4.2.4 Data Collection and Handling
All relevant infant neurophysiological, neurobehavioral, and maternal in-
terview data were collected and stored at the testing site in Ukraine. These data
were then transmitted electronically to Emory University, Atlanta, Georgia and the
University of California San Diego, La Jolla, California for storage and analysis.
4.2.5 Data Analysis
The analysis was framed as a classification problem, where the population
of infants was represented as belonging to two different classes, delayed and normal.
This designation reflected whether or not an infant was delayed at 12-months, as
measured by the BSID-II: MDI score. For our analysis, we defined delayed as a
scaled score of less than or equal to 85, which is consistent with the test developers’
designation for mild developmental delay [136] and is a threshold (1 standard
deviation below the mean) often used for identifying infants and toddlers in need
of early interventions services [138]. To assess the predictive utility of the 6-month
COR, an infant’s COR was represented by a grouping of features. In general, these
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features were either the averaged HR in a given second post-stimulus onset or the
results of key features of the COR determined by specific calculations of the HR
relative to stimulus onset.
As the purpose of this analysis was to explore the development of an individ-
ual predictive model for later impairment built on scalable features, we established
different groupings of features allowing us to compare our classification perfor-
mance across different feature groups, including non-scalable measures of maternal
drinking patterns. This allowed us to assess the potential tradeoffs associated with
using only scalable features. In addition, we also analyzed the performance of the
6-month BSID-II as a predictor of 12-month BSID-II performance, providing an
altogether separate method for comparison, and serving as a baseline or reference
point against which we evaluated performance of our predictive models.
4.2.6 Feature Groupings
Table 4.1 outlines the three groupings of features used in our analysis, the
first two of which were considered scalable as they were completely determined by
a COR. The first group highlighted in blue is the Standard COR, and consists of
the HR obtained at one second intervals during the habituation and dishabituation
trials the 6-month COR across both auditory and visual paradigms which is then
averaged over three separate trials.
The second group highlighted in orange is the Key-Features COR, and
represents features extracted from the raw COR time series, all having been
previously discussed in the literature as being physiologically meaningful [128].
These features were calculated from the Standard COR, and represent clinically
relevant summary statistics of the COR. The average trough was calculated as
the average value during the interval between 2 and 7-s post-stimulus onset. This
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interval typically includes the peak deceleration in heart rate in response to the
stimulus, and provides an index of sustained attention to the stimuli with more
deceleration in HR indicating greater interest. Latency of the COR is the time
point where the response reaches 2 beats per minute below the baseline heart rate,
and Post-STIM Latency is the time point where the response reaches 2 beats per
minute below post-stimulus onset. Finally, the average change in HR was computed
by subtracting the average HR during the trough period from the average baseline
HR. Also included in both Standard and Key-Features COR feature groups, was a
baseline HR (not shown in table) to normalize for individual differences [139].
To assess the comparable effectiveness of these scalable features, a third
feature group was included, highlighted in yellow, which included indices of maternal
drinking habits. This group was composed of the four alcohol consumption variables
described above and represented maternal alcohol consumption at the time of
conception and in the most recent two weeks prior to initial enrollment into the
study. Included in all feature groups above was the infant’s adjusted gestational
age at delivery (not shown in table).
In addition to the three feature groupings described above, two additional
groups were formed by including indices of maternal drinking with either the
Standard or Key-Features CORs, allowing us to see how much would be lost in only
using scalable features as compared to a feature group composed of both scalable
and non-scalable features. To build the predictive model, a supervised, weighted
logistic regression model was fitted using the different feature groupings described
above.
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4.2.7 Synthetically Expanding the Training Set
As is common in machine learning in medical applications [140], our dataset
suffered from two problems: class imbalance, and small sample sizes. To address
the class imbalance, we oversampled the minority (delayed) class using the widely
used Synthetic Minority Over-sampling Technique (SMOTE) [141] which creates
synthetic samples. Each additional synthetic sample was not directly obtained
from a measured infant but instead was synthetically generated from samples that
were the most representative of the delayed class. Traditionally, this technique is
used in conjunction with under-sampling the majority (normal) class, but this was
not done for this analysis due to our overall small sample sizes. In addition, the
actual classifier used was weighted, ensuring additional emphasis was placed on the
minority class.
To address the small sample sizes, techniques were used to prevent over-
fitting and to decorrelate features in our representation. To prevent over-fitting, a
logistic regression classifier was used with an L1 penalty, to encourage sparsity in
the solution by penalizing model complexity [142]. To prevent feature correlation
as well as reduce feature dimension, correlation and further curb overfitting, we
first applied a principle component analysis and then a linear discriminant analysis
[143]. In addition, a 5-fold cross-fold validation was used after introducing the
synthetic samples to ensure model robustness.
4.2.8 Classifier Performance Metrics
In the setting described above where we have small sample sizes and imbal-
anced classes, accuracy is no longer the best performance metric to use in assessing
the strength of a prediction procedure. In our case, by simply always predicting
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Figure 4.1: Labeled confusion matrix: NVP= Negative Predictive Value; TN=
True Negative; FN= False Negative; TP= True Positive; FP= False Positive
not delayed, the prediction would be correct over 80% of the time. In these types
of settings, more suitable performance metrics capture the classifier’s trade-off
between false positives (type I errors) and false negatives (type II errors). We
assessed classifier performance using four measures:
(1) A cross-validated Receiver Operating Characteristic (ROC) curve which
captured how the model traded off between type-I and type-II errors. (2) An
Area Under the Curve (AUC) score for each ROC curve which captured its total
coverage in this space, where 1 (100%) was the maximum value. These were then
averaged and an average AUC score was computed for the average ROC curve. (3)
An average confusion matrix which showed the average true-negative, false-positive,
false-negative, and true-positive counts. An appropriately labeled confusion matrix
is shown in Fig. 4.1. (4) The PPV and NPV were also calculated, where PPV
represented the proportion of delayed infants that were actually true positives and
NPV represented the proportion of not delayed infants that were actually true
negatives.
Of particular importance for our application was the NPV, as this specifies
a model’s ability to not misclassify delayed infants as normal, perhaps causing them
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to miss out on habilitative care as early as possible.
4.3 Results
The sample selected for this analysis consisted of infants who had at least
completed both visual and/or audio COR paradigm at 6-months of age and a
12-month BSID-II exam. Out of the 228 infants for whom we had a 12-month
Bayley score, 104 were excluded for not having also completed either the visual
or auditory COR paradigm at 6-months. The population subsequently analyzed
consisted of 124 infants who had completed both the visual and/or auditory COR
paradigm at 6-months and a 12-month BSID-II exam, in effect collapsing across all
groups in order to assess individual differences. Differential attrition was previously
analyzed in this population [144]. Characteristics of the final sample used for the
analysis by infant 12-month BSID-II score category are shown in Table 4.2.
4.3.1 6-Month Bayley
The left panel of Fig. 4.2 shows the normalized histogram and kernel den-
sity estimates of BSID-II scores at 12-months for both delayed and not delayed
populations. It is clear that relatively low counts skewed the estimate, and led
to considerable overlap in the scores. The right panel shows a scatter plot at 6
and 12-months for both delayed and not delayed infants, overlaid with a confusion
matrix, assessing the ability of the BSID-II at 6-months to predict performance at
12-months. The vertical line separates delayed from not delayed on the 6-month
BSID-II, and the horizontal line separates delayed from not delayed on the 12-month
BSID-II. This separates the scatter plot into four different labeled regions. Also
overlaid are the actual counts for the analyzed population, from which a positive
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Figure 4.2: Left Normalized histogram of Bayley Scores at 12-months for
Normal and Delayed infants with estimated distributions and actual counts
overlaid. Right Scatter plot of Bayley Scores at 6 and 12-months. Vertical
line separates the Delayed from Normal on the 6-month Bayley. Horizontal line
separates the Delayed from Normal on the 12-month Bayley. Also overlaid are
the actual counts, from which Positive Predictive Value (PPV) and Negative
Predictive Value (NPV) are calculated. MDI= Mental Development Index;
NVP= Negative Predictive Value; PPV= Positive Predictive Value
predictive value of 43% and negative predictive value of 77% were calculated, serving
as a baseline for later comparison.
4.3.2 Cardiac Orienting Response
Fig. 4.3 and Fig. 4.4 show the various aspects of the 6-month COR in response
to an auditory and visual stimulus respectively, for both normal and delayed infants.
All graphs are shown with their respective standard errors. The top right panel
shows the group averages across the three habituation trials. Although the overall
deceleration in the delayed group was less, there is significant overlap between the
distributions.
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Figure 4.3: 6-Month Habituation COR (Audio). Left Trials 1-3 for Normal
infants. Middle: Trials 1-3 for Delayed infants. Right Average habituation for
Normal vs. Delayed infants. COR= Cardiac Orienting Responses
4.3.3 Classification Performance
Fig. 4.5 provides a comparison of the performance of the first three feature
groupings. The left panel shows the classifier’s performance using the standard
COR where the average habituation and dishabituation under visual and audio
stimuli were used, with an average AUC score of 81%, a NPV of 85% and a PPV of
66%. The middle panel shows the classifier’s performance using the Key-Features
COR where the average trough, latency, post-stim latency, and average change
features were extracted from the Standard OR, with an average AUC score of
81%, a NPV of 82% and a PPV of 62%. The right panel shows the classifier’s
performance using indices of maternal drinking, with an average AUC score of 68%,
a NPV of 75% and a PPV of 49%.
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Figure 4.4: 6-Month Dishabituation COR (Visual). Left Trials 1-3 for Normal
infants. Middle: Trials 1-3 for Delayed infants. Right Average dishabituation
for Normal vs. Delayed. COR= Cardiac Orienting Responses
Fig. 4.6 provides a comparison of the performance of the last two feature
groups. The left panel shows the classifier’s performance using the Standard COR
in addition to indices of maternal drinking, with an average AUC score of 84%, a
NPV of 87% and a PPV of 65%. The right panel shows the classifier’s performance
using the Key-Features COR in addition to indices of maternal drinking, with an
average AUC score of 80%, a NPV of 80% and a PPV of 62%.
Table 4.3 summarizes our classification results across different feature groups
and shows an additional row for the 6-month BSID-II, bolding the highest scores.
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Figure 4.5: Visualizing classifier performance through ROC curves (top) and
confusion matrix (bottom). Left Classification using Standard OR. Middle
Classification using Key-Features OR. Right Classification using indices of
maternal drinking. OR= Orienting Responses; ROC= Receiver Operating
Characteristic
4.4 Discussion
Identifying prenatal alcohol-affected individuals as early as possible is an
important public health priority. Doing so requires focusing on both improving
identification in younger populations, as well as considering issues pertaining to
method scalability. This study addressed this problem by assessing the performance
of a 6-month COR paradigm as a predictor of 12-month developmental delay as
measured on a widely accepted measure of developmental status. We evaluated
the performance of classification methods trained on different groupings of scalable
features built around the COR paradigm, comparing its effectiveness with and
without the inclusion of non-scalable features indicative of maternal prenatal
drinking habits.
Predictive analysis based solely on the COR resulted in good NPV but poor
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Figure 4.6: Comparing performance of different sets of feature groups. As
above, ROC curves (top) and confusion matrix (bottom) are provided for each
case. Left Classification using both indices of maternal drinking and the
Standard OR. Right Classification using both indices of maternal drinking and
the Key-Features OR. OR= Orienting Responses; ROC= Receiver Operating
Characteristic
PPV. The levels obtained by both models of the COR exceeded levels obtained by
the 6-month BSID-II MDI score alone, which only had NPV in the fair range and
PPV in the poor or failed range. As the resources required to generate a BSID-II
MDI score are considerably more than those required in a COR-based paradigm
and the predictive utility was improved with COR, these results suggest that the
COR paradigm may be a more efficient method of identifying individuals with
neurodevelopmental impairment.
Comparison of the Standard COR to the Key-Features COR in which the
latter served as a summary measure, being composed of features previously shown
to be sensitive to prenatal alcohol exposure, indicated comparable results with the
Key-Features COR having slightly improved performance. As the Key-Features
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COR is a essentially a function of the Standard COR in that it is extracted from it,
it allows us to use much less information to represent an infant. A concern would
be that such models might come at a large cost in terms of prediction but our
results indicated that this is not the case. The results support the various clinical
interpretations of the COR previously used [122], as well as suggests improved
scalability, as comparable predictive performance was achieved with much less data.
Indices of maternal alcohol consumption were relatively poor at identifying
infants who were mildly delayed at 12-months of age and when included in models
using indices of the COR, only minor improvements in prediction were obtained.
This suggests that simply identifying levels of maternal alcohol consumption will not
be sufficient to adequately identify children with alcohol-related neurodevelopmental
impairment. This result should not be surprising as a large portion of infants who are
prenatally exposed to alcohol do not exhibit deficits and the reliability and validity
of self-report of maternal alcohol consumption during pregnancy has problematic
[145].
Much of the literature on the design and assessment of the usefulness of
large-scale screening tools focus on assessing 1) the ease and cost of administration
of the screening tool, 2) the benefit and cost of early intervention in the screened
population, and 3) cost of follow-up testing [146, 147, 148]. Common to all is an
attempt at assessing the various types of cost. For example, the material and
bodily cost of intervening at a certain time vs. that of potentially missing out on
that early opportunity. Critical to how one compares these various notions, are
measures of performance such as PPV and NPV [146]. Above we have shown that
a 6-month cardiac measure can do better than a 6-month developmental assessment
score (BSID-II MDI). The most promising results of our analysis, however, shows
that a COR-based paradigm can perform quite well at excluding infants from risk,
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as measured by its NPV: when someone is excluded from future risk (declared not
at risk, or normal, at 6-months), there is a very high probability that the infant
will indeed score in the normal range at 12-months.
We suggest that for the population of PAE infants, this is a very desirable
property to have in this type of large scale risk stratification tool, where several
follow up early interventions exist that are relatively low-cost and have potentially
very high-reward by reducing life time healthcare costs and improving developmental
outcomes. Using the COR to declare an infant at 6-months of age as being at
risk for later delay would serve to trigger further follow-up testing and perhaps
candidacy for traditional early intervention services and more novel interventions
such as nutritional supplementation [149]. In a screening paradigm intended to
identify at-risk infants as young as possible, misclassifying an infant at 6-months
as being at risk for later delay (a type I error, meaning the infant will subsequently
test normal) comes at a much lower ultimate detriment to the infant than the
opposite. In other words, a missed opportunity for early intervention can have
a high adverse impact on an alcohol-affected child; whereas providing follow-up
testing and interventions for those who screen false positive would be expected
to have little to no negative effects for that child. Future work should focus on
attempting to carefully elucidate and model the various notions of costs, attempting
to create an optimal screening tool for a PAE population.
As our results are focused primarily on early and scalable identification, an
immediate comparison can be made to the early work of O’Connor et al. [133]
where they used an auditory COR paradigm at 4 months to predict performance
on an 18 month Bayley exam, examining differences between preterm and full
term infants. While their findings were that female and not male responsiveness to
novelty at 4 months was a strong predictor of 18-month mental performance, here
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we did not examine gender specific differences, instead collapsing across all groups
to determine a robust characterization of later delay regardless of infant gender. In
addition, our analysis used both auditory and visual stimuli and employed modern
statistical analysis techniques, achieving better performance than using either one
alone. Indeed, in many respects, this work can be considered a continuation and
an extension of this early work.
Another ready-made comparison is the work of Mattson et al. in developing
and testing a neurobehavioral profile of FASD [135, 150, 123]. Their results in
older children (from 6-12 years of age) yielded a classification accuracy of near
73% for both PAE and control groups and were based on the inclusion of many
neuropsychological variables. In this study, we were able to show similar performance
in much younger children, but were limited to predicting only their 12-month BSID-
II MDI score. Our results are a natural first step towards developing screening
tools comparable to those that Mattson developed for older children, but relevant
for application in younger populations and on a larger scale.
Some limitations of the present work are the increased risk of over-fitting to
the given population. Steps were taken to mitigate these effects, but future work
will focus on improving the sample size, improving the underlying classification
model, and testing its performance across different clinical populations, helping to
ensure its ability to generalize. An additional possible weakness of this study is
due to recruitment and retention issues in the original sample, which may have
altered the sample in the retained population. As previously described [144], greater
percentages of women classified as high risk drinkers did not return for the follow-up
portion of the study, suggesting that the sample was not a random representative
sample of the original cohort, and the lack of representativeness may have some
how attenuated our findings.
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As the 12-month Bayley is a relatively coarse predictor of later performance
and not the best outcome measure to evaluate the predictive validity of the COR,
the focus of future work should be to assess the long-term predictive validity of a
COR paradigm across different measures of intellectual functioning obtained in the
preschool school and school-age periods of development. Additionally, as CORs are
not necessarily specific to PAE, it is important not to suggest that this will be a
way of identifying that prenatal alcohol-exposure has occurred. Instead, it should
be considered a way of identifying that there is neurodevelopmental impairment of
which one potential cause is prenatal alcohol exposure.
The results described herein are indeed promising and suggestive of the
usefulness of the COR as a concise and scalable early screening tool for identification
of aspects of the neurobehavioral profile of fetal alcohol spectrum disorders that
historically have been unobtainable until later in childhood. Further research is
needed to refine and validate the long term predictive validity of the COR paradigm
to determine if it is an appropriate tool to improve access to early intervention
services for children negatively impacted by prenatal alcohol exposure.
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Table 4.3: Classification summary table, showing AUC (Area Under the Curve),
NPV (Negative Predictive Value), and PPV (Positive Predictive Value) for each
of the feature groupings described in Table 4.1, with highest scores bolded. OR =
Orienting Responses; AUC = Area Under the Curve; NPV= Negative Predictive
Value; PPV= Positive Predictive Value
Chapter 5
Conclusions and Future Work
In this thesis, we have provided a distributed framework for the construction
of transport maps, enabling new applications in large-scale inference and optimal
sequential communication. Additionally, we have explored the use of a low cost, non-
invasive cardiac measure as an indication of risk of later neurocognitive impairment
is alcohol-exposed infants. Below we discuss specific open problems, and conclude
with a brief discussion of a future research direction which encompasses the above in
a sequential risk segmentation framework for large scale global health applications.
5.1 Transport Maps for Learning
At a fundamental level, (supervised) statistical learning is concerned with
taking a set of data Xn1 and labels Y
n
1 , and trying to find some function f ∈ H
such that f(x) ≈ y in an appropriate sense for a certain class of hypotheses H. A
common choice is to find an f that minimizes the empirical risk over the training
set:
f ∗ = min
f∈H
1
n
n∑
i
l(f(xi), yi)
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for some loss function: l. There are also many well-known intersections between
information-theory and statistics, providing various bounds on sample size, sensi-
tivity to SNR, etc. The connections between these and Optimal Transport Theory
(OTT) have been under-appreciated, however. The above, for example, can be
thought of as a special case of the OTT problem, where we want to find a coupling
pi over (X, Y ) with Y a deterministic function of X. This restricts our class of joint
measures to have the form:
dpi(x, y) ≡ dµ(x)δ[y = T (x)]
This perspective of relaxing a problem by searching over joint probability
measures has a history in statistics and information theory [151, 152] and is at
the core of OTT. While the “optimal transport cost”/Wasserstein distance has
been attracting attention in information theory [153] and deep neural networks
[154], many interesting open questions remain. I hope to leverage work on the
stability of, and continuous interpolation between optimal transport maps to develop
both meaningful bounds for the depth and structure of deep networks, as well as
iterative distributed optimization schemes whose iterates are related to optimal
paths along geodesics in the space of measures. When these measures are Bayesian
priors and posteriors, these developments would have particularly large impact.
Interestingly, this work would also relate (and contribute) to various non-equilibrium
thermodynamic interpretations of Bayesian Inference.
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5.2 Information, Dynamical Systems and Opti-
mal Communication
Posterior-matching schemes in arbitrary dimensions can be thought of
as time-invariant dynamical systems for an intermediate encoder state variable
W˜n = SYn−1(W˜n−1) where SYn−1 is an optimal transport map that depends on Yn−1.
A necessary and sufficient condition for these schemes to maximize I(W ;Y n1 ) is the
ergodicity of the W˜ process. To arrive at this condition, principles of observability
and stability from systems theory and nonlinear filtering theory were used. This
raises many interesting questions, and relates to the long and rich interaction
between information theory and ergodic theory [89]. The fact that ergodicity is
the if and only if condition suggests there might be further opportunities to use
this type of mathematics to study optimization over stochastic dynamical systems
problems in areas such as team decision theory (e.g. control over noisy channels
[64, 66]) and statistical physics [101]. It also suggests the possibility of testing
for the ergodicity of a random process, by trying to find a matching channel for
which that processes can be communicated reliably. Additionally, since this random
process can be thought of as being induced by a sequential composition of transport
maps, it also begs the question of whether a continuous interpolation between
densities could always be found that results in an ergodic process. These are
fundamental questions in statistics, optimal transport and information theory that
could have far reaching consequences.
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5.3 Sequential Decision Making in Global Health
Using tools from optimal feedback communication and experimental design,
future work could focus on optimal resource allocation in the context of a distributing
a fixed set of resources of varying cost among participants who are sequentially
assessed for risk at higher levels of specificity and sensitivity. A primary goal would
be to make precise the notion of “costs” associated with sequential decision making
within the context of infants at risk for later delay.
Within this large-scale framework, more work needs to be done in leveraging
existing research in developing efficient solution techniques in fields like fluid
and statistical mechanics which can be adapted for the purposes of large-scale,
distributed inference and allocation. All of this needs to be done within an optimal
risk segmentation framework that is carefully elucidated for large longitudinal
studies and interventions.
Further, this framework can be applied to conditions outside of FASD, and
to neurocognitive impairment more broadly. Much of this work can be used to
assess risks associated with many other fetal teratogen exposures such as tobacco
and cocaine.
5.4 Closing Remarks
The work presented in this thesis represent a unique combination of applied
probability, optimization, and clinical research. This work could have ramifications
for improving the identification of those most in need of early intervention services,
while also having implications beyond FASD. A comprehensive sequential risk
segmentation framework based on a scalable initial screening test, such as the COR,
can then be leveraged to explore neurocognitive impairments more broadly. Contin-
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uing this work has the potential to significantly contribute to both the engineering
sciences and clinical/translational research fields in addition to enabling immensely
positive outcomes in vulnerable communities. Inspired by the manifestation of key
health disparities related to prenatal alcohol consumption, my future work will
focus on building the theoretical and numerical tools necessary to affect large-scale
change in public health.
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