Abstract: Although proponents of advanced information technology argue that automation can improve the reliability of health care delivery, the results of introducing new technology into complex systems are mixed. The new forms of failure that accompany automation challenge technical workers, often demanding novel approaches to recovering from failure and restoring system operations. We present a case where automation created a new form of failure that was not foreseen. In this case, human practitioners were the main source of robust and reliable health care delivery and were the primary agents in recovering from a life-threatening automation failure. The features of this case correspond closely to experience with new information technology in other domains and have implications for plans to improve patient safety using technology.
fforts to improve patient safety often focus on automation 1 as a means for preventing human practitioner ''error.'' Technological change in an ongoing field of activity, however, produces a complex set of organizational reverberations that are difficult to anticipate or predict and may go far beyond the expectations of designers. 2 Although some evidence suggests that information technology can defend against some types of failure, 3 the impact of automation on system performance is a mixture of desirable and undesirable effects. In commercial aviation, for example, cockpit flight management systems have changed the nature of the pilot's work, creating new tasks and shifting workload from slack to already busy times. 4, 5 Although automation may reduce workload in one area within health care (eg, transcribing orders), it will also generate new workload (eg, navigating through multiple displays, or restructuring work around computer terminals rather than at the bedside) in others.
Automation is rarely deployed as an appendage to ordinary work. To achieve its benefits, automation needs to be inserted into the operations of the system, becoming intimately woven into the system itself. Often it replaces some part of the predecessor system, making any retreat to the ''old way'' of doing things difficult or impossible. Once automation and system operations are coupled, critical system operations then become vulnerable to automation failure. 6 These unexpected effects are most readily seen in work settings where serious consequences, time pressure, and semantic complexity combine. Here, rapidly evolving situations place a premium on smooth integration of human and machine agents into a working team capable of quick, decisive action. 7 Examples of such work settings include the operating room, the intensive care unit, and the emergency department. This article reports an archetypal case involving the failure of an automated drugdispensing unit in an emergency department, its local consequences, and some of the implications for proposals to use automation to advance patient safety. Our purpose is not to present a comprehensive analysis of this specific system, but to use this case to illustrate more general issues common in the introduction of advanced technology into complex work environments.
CASE DESCRIPTION
The incident occurred in a 450-bed teaching hospital with a busy emergency department (ED) serving a large urban, indigent population. During the late evening hours, a 29-yearold woman with a history of asthma, hypertension, congestive heart failure, chronic renal failure requiring hemodialysis, and human immunodeficiency virus (HIV) infection presented to the ED complaining of shortness of breath. After some time in the ED, she became acutely agitated and diaphoretic, and had marked tachypnea and tachycardia. Her O 2 saturation by pulse oximeter was 90% while breathing 100% F i O 2 by mask. Intravenous access was obtained and continuous beta-agonist nebulization with albuterol, subcutaneous terbutaline, intravenous corticosteroids, and intravenous magnesium sulfate were ordered.
The resuscitation nurse went to obtain medications from an automated dispensing unit (ADU), part of a computerbased dispensing system in use throughout the hospital. He found an uninformative error message on the computer screen (''Printer not available'') and an unresponsive keyboard. The system did not respond to any commands and would not dispense the required medications.
The patient was well known to the ED staff. On a recent visit, she had deteriorated rapidly to cardiac arrest and had been successfully resuscitated. With this history fresh in mind, the primary ED nurse abandoned efforts to get the ADU to work and asked the unit clerk to notify the main pharmacy that the ADU was ''down'' and emergency medications were needed. He asked another nurse to try other ADUs in the ED. Other ED staff became aware of the problem and joined in the search for albuterol and magnesium sulfate ampoules. Some were discovered on top of another ADU in the ED, waiting to be returned to stock. Anticipating the patient's clinical deterioration, the ED physicians opened the resuscitation cart (''crash cart'') and prepared to intubate the patient, using the medications and equipment stored there.
A pharmacist came to the ED and examined the unresponsive ADU. He decided not to use the bypass facility for downtime access because neither the drawers nor the bins were labeled with the names of the medications they contained, and this information could not be obtained from a nonfunctioning unit. Instead, he arranged for the pharmacy staff to use runners to bring medications from the main pharmacy, one floor below, to the ED in response to telephone requests. The patient eventually received the requested medications; her condition improved transiently, but she was intubated 4 hours later. She survived and was later discharged from the hospital.
After the event, staff members were debriefed by the authors and the events of the incident reconstructed along the lines used to investigate other technology related events. 8, 9 The ED staff were astonished to be told that there was no general way to access medications when the system was down, even for the pharmacist; they had taken for granted that such access must exist. Nursing staff generally viewed the ADUs as useful because they automated the tracking of controlled substances. Several expressed concern that a similar episode might lead to serious patient injury or death. Staff admitted that in the future they might keep reserves of important medications outside of the ADUs to have access to these drugs in case of another failure.
THE CHAIN OF EVENTS
A series of interviews with the ED staff, pharmacists, computer specialists, and the ADU manufacturer's representative enabled a reconstruction of the complex sequence of events leading to this incident. (The sequence is summarized in schematic form in Table 1 .) The hospital had installed a popular computer-controlled automated dispensing system for drugs and supplies in 1994 to improve inventory tracking and reduce errors and pilferage, especially of controlled substances. The system was regarded as mature and reliable, and had been regularly upgraded. Other than a limited number of resuscitation drugs stored in ''crash carts,'' all hospital medications were dispensed via this system. At the time of this incident, there were 40 ADUs linked to 2 centrally located computers by a general-purpose computer network that provided connectivity to the hospital information system (HIS).
To enhance safety within the hospital, the ADUs were programmed to deny access to a drug unless there was a current, valid, pharmacist-approved order for it in the HIS pharmacy subsystem. This safety feature was implemented by a software interlock mechanism between the HIS, the pharmacy computer, and the ADUs. When a user attempted to retrieve a drug for a patient from the dispensing unit, the ADU would query the HIS via the pharmacy computers and provide the medication only if a validated order could be found in the HIS. This feature was not activated in the ED because of the time constraints associated with ED drug orders and delivery.
About 2 weeks prior to the incident, the hospital began a major HIS software upgrade that was complicated by a sudden, unexpected hardware failure, resulting in the complete loss of all HIS functions. In response, operators in the pharmacy disabled the safety interlock feature that required order checking before dispensing medications so that nursing staff on the wards could obtain drugs. As the HIS came back online, the pharmacy operators enabled this feature to restore normal operations. However, the HIS crashed repeatedly during this process, prompting the pharmacy operators to disable the safety interlock feature again.
The procedure for enabling and disabling the safety interlock feature entailed dialog between the pharmacy central computer and the ADU computers, which was conducted for each item in the inventory of each dispensing unit. When this procedure was started on the day of this incident, it unexpectedly created a storm of messages to and from the dispensing units. This message storm slowed the system response such that the individual units appeared to be unresponsive to keyboard commands from users. The pharmacy operators monitoring the system initially thought that network communication problems were causing the outage, but gradually came to realize that the network was functioning normally but that the ADUs were overwhelmed with messages. This phenomenon was essentially similar to denial-of-service attacks that have occurred on the internet 10 ; the ADUs were unavailable to the users because they were busy with a large number of messages.
Eventually most of the ADUs appeared to resume normal operation. The operators had assumed that ED units would not be affected by this procedure because they did not use the order checking feature. The specific reasons for the message storm, and for why the ED unit did not resume normal operation, could not be determined, leaving a residual and unremovable mystery about the system.
DISCUSSION
The introduction of new automation has multiple effects. Some of these are intended and anticipated, while others are not. Significant and often unappreciated changes occur in the conduct of technical work; old tasks are modified or replaced with new ones. By changing the types of vulnerabilities present in the system, automation changes both the sorts of problems that arise and the ways that workers discover, understand, and cope with problems. By virtue of increased ''coupling'' between components of the system, automation generates opportunities for a complex systems failure, a ''normal accident.'' 11, 12 It would, therefore, not be rational to view this incident as the result of ''just another poor product choice'' by a product selection committee. It would also be short sighted to assume that failure mode and effects analysis could have anticipated this type of failure. Planners had anticipated several failure modes with the ADUs (eg, jammed drawer or power failure), but thought that the availability of cardiac arrest medications in the ''crash cart'' would be sufficient compensation until down-time procedures could be established or the system restored to operation. The urgent (within minutes) need for non-cardiac arrest drugs was not anticipated and represented a latent vulnerability in the system.
In this case, a severe, potentially life-threatening event arose from the conjunction of the characteristics of the Automation Factors 1. The failure sequence began in technical components that were distant in time and space from the place where the failure became manifest.
Of particular note, the initial fault (hardware failure in the HIS) occurred well before the consequences of that failure were experienced in the ED. This propagation of effects to distant times and places to create new problems is a characteristic of tightly coupled systems. 11 Because of the complex interdependencies of information technology, failure in one technological component rippled outwards to affect distant devices. Rather than being robust in performance, the automated dispensing process itself was exquisitely contingent, in that small changes in remote parts of the system resulted in large consequences elsewhere. 13 2. Ironically, the automation failure was a side effect of an effort to produce ''safety'' through automation.
A design feature (the order interlock) was supposed to forestall a particular form of failure, that is, the ''human error'' of a nurse taking an unprescribed drug from the dispensing unit. 14 An unintended consequence of this pursuit of technological safety was the creation of the conditions necessary for a new and unexpected form of failure. The side effects of the pursuit of safety via automation may produce new forms of failure. Rather than being simply an unalloyed reduction of risk, the use of automation involves trading off one set of risks for another. In this case, the risk of the wrong drug for one patient was traded off against the risk of no drugs for anyone. It is ironic that engineered safety devices sometimes contribute to accidents themselves, mostly by increasing the complexity of the system and the attendant potential for unexpected interactions. [15] [16] [17] 3. The automation failure was opaque to the users.
The ADU appeared to be working normally (the touch screen was lit), but it was unresponsive and its failure was not apparent to users until it was needed for a critical function. The operators of the HIS and pharmacy computers were not aware of the ADU problems until they began to receive calls about system unavailability, and they initially misdiagnosed the failure as a network problem. 18, 19 There was no way for end users to determine the cause of the failure or to devise means for overcoming it. This forced them to invent means for ''working around'' the automation. Significantly, because the failure was opaque, there was no way to form reasonable expectations about its likely duration, so the users needed to prepare to employ these ''work arounds'' indefinitely.
The automation was brittle.
Rather than degrading gracefully, the breakdown was complete: it prevented access to all medications. Because it was intended to act as a ''forcing function'' to prevent errors, 20 the system was an intentional ''choke point'' in operations. This allowed close control of narcotics and controlled substances, but also meant that units were designed to fail in ways that would prevent access to drugs (rather than reverting to floor stock, for example). Brittleness and reliability seem to trade off in this setting. The previous, manual drug management system had many more failures, but its failures tended to be both small and easily worked around. For example, running out of a medication was fairly common in manual systems, but it was generally a single medication only, and could be informally ''patched'' 21, 22 by borrowing medications from another unit. In contrast, the automated system has fewer small failures, but the failure here was large; all drugs were unavailable on all nursing units.
The failure was astonishing.
Until it actually happened, the breakdown appeared to be impossible. 23 This is in contrast to, for example, a failure from loss of electrical power, which fits well into users' prior experience of ''how things work.'' A power failure would surprise but not astonish users because they can easily see how a power failure would make the unit stop working. Significantly, it is impossible to prepare for astonishing failures because, before they occur, they are literally incredible.
6. The incident occurred not at the height of the HIS crisis, but rather during the attempt to return to normal operations.
A variety of other information system failures have occurred in similar circumstances, notably the Thomas Street telephone switching outage, 24 the America On-Line e-mail outage, 25 and the Tenerife disaster. 26 In each case, efforts to maintain or restore operations of the system led to the propagation of overt, large-scale failure. Complex technology is virtually always being upgraded or modified, and the vulnerability that this activity produces is difficult to foresee.
Human Factors 1. Human practitioners as the source of system resilience.
Confronted with brittle automation, the technical workers devised ''work around'' methods to make up for the failure. The design of the automation was predicated on the notion that workers are a potent source of failure (''human error'') but in this case, successful recovery depended upon the very humans against whose ''errors'' the automation was supposed to defend. 16 
Disturbance management.
Workers quickly switched attention from fault diagnosis and correction (trying to make the dispensing unit work correctly) to disturbance management 27 (trying to keep the patient stable, preparing for intubation and resuscitation). The smooth shift between these two types of activity is a hallmark of expertise in process control settings. When conditions change slowly and the consequences of faults are limited, effort can be focused on understanding and repair. But in high tempo settings where catastrophic failure looms, experts often must abandon lower level goals to preserve high level ones. 12, 28 3. Anticipation and planning in the midst of crisis.
High stakes and time pressure combine to limit the possible reactions to future events. The workers in this case anticipated future deterioration of the patient's condition and prepared to cope. Their initial treatment plans thwarted by technical failure, the ED staff prepared to deal with the patient's expected deterioration by assembling the necessary tools and people to handle intubation and cardiac arrest. By mentally rehearsing the likely pathways the patient might take, they reduced the time required to react if it occurred. This rehearsal and visualization of future states is a consistent feature of expertise in multiple domains. 29, 30 Time pressure significantly limits the ability to prepare for multiple future events, so strategic planning involves weighing the likelihood and consequences of future events and the effectiveness and costs of preparing responses.
Effective teamwork in the face of novel conditions.
The ability to marshal, divide, and use both human and technical resources effectively is a critical characteristic of successful coping with failure in complex systems. When catastrophic failure loomed, the workers were able to shift workload and devise novel strategies for coping with failure. The pharmacy runners for supplying drugs to the ED, the testing of other dispensing units, and the search for medications in the ED are all examples of effective responses to failure that entail coordination among human practitioners. The communication between the workers that allowed sharing workload and the smooth organization of their responses is of particular note here. The ability to work cooperatively was attributed by several of the workers to teamwork training that preceded the event. 31, 32 The contrast of human-human cooperation and the brittleness of the automation as demonstrated in this incident has been seen in other domains. 5 Organizational Factors 1. The automation failure demonstrates how the dispensing units served as a brittle bridge between pharmacy and nursing.
These two parts of the organization need to interact in order for each to function. Using automation as their medium constrains their interaction to brittle, machine-based dialogs. These formal methods of communication are efficient and cost effective but limited. Rather than welding the organization into a seamless whole, automation here creates a brittle, narrow bridge that restricts communication. Handling events requiring organizational coordination requires workers to establish connections between other parts of the organization-the system of runners in this case represents both a literal and figurative bridge between pharmacy and nursing.
2. The complexity of the technical and social system that delivers health care makes learning from failures difficult.
Tracing the sequence of events and the reverberating consequences required substantial effort. 33 The organizational response was muted; the causes of the failure, especially the automation, were regarded as beyond the reach of practitioners and not amenable to change. Ironically, some took the success of the practitioners in adapting to the failure of the automation as evidence of robustness of the larger system rather than of its vulnerability. ED staff learned very narrow lessons about how to cope with a particular form of failure 21, 22 ; several indicated that they would maintain ''off the record'' supplies of certain medications as a defense against future failures, ironically countering one of the major organizational benefits of the ADUs. These disjoint views are remarkable; it is difficult to see how any effective organizational change could come from such disparity. In this case, an effective organizational response did not begin until considerably after the reconstruction of the event chain above had been completed.
3. Organizational power relationships are played out in the introduction of technology.
Automation is often introduced in complex work settings because it benefits the organization's ''back end'' processes. In this case, the benefits of the ADU system to the organization are substantial: better inventory control, fewer shortages, less pilferage, greater accountability. Most of those advantages accrue to the ''back end'' processes; the burden on the ''front end'' worker (typically the nurse) may actually have increased, but these less-empowered workers generally have little or no voice in the adoption of such systems.
CONCLUSIONS
Automation offers a variety of tangible benefits and is often proposed as a means to increase patient safety. But, as this case demonstrates, automation also creates new vulnerabilities, some with substantial consequences. Automation failures test the adaptive capability of practitioners. In this case, workers were able to respond successfully to an unforeseen challenge, but to routinely rely on heroic actions or even optimal performance as a means of managing automation failure can be risky. 34 Ironically, the more reliable the technological system, the more deskilled workers become in responding to the eventually inevitable anomalies. 16, 35 Significantly, the desire to forestall ''human error'' by practitioners can lead to brittle automation and new forms of failure that are difficult or impossible to foresee.
As in aviation, automation in health care produces mixed results. 5 Improving patient safety depends on creating robust and resilient systems of care. Although automation may play a part in such systems, it is also a potent source of new vulnerability. Neumann points out that ''over-endowing hightech solutions is riskful in the absence of adequate understanding of the limitations of the technology and . human nature.'' 36 As we consider increased automation in health care, we should pay as much attention to anticipating new vulnerabilities and devising methods to detect and rapidly correct them as we do to the projected benefits. 37 
