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ABSTRACTLas medidas de la Clase JPET [4] propuestas
en este artículo, son la generalización de algunas medidas
de influencia presentadas para el caso de Regresión Lineal
Univariado (Jones y Ling, 1988).
Estas medidas nos permite detectar conjuntos de observa-
ciones influyentes y medir la influencia que· dichos conjuntos
ejercen sobre los diversos resultados del Análisis de Regresión
Lineal Multivariado.
Se muestra una Aplicación utilizando algunas Variables de
la Encuesta de Seguimiento de Consumo en Hogares, de las
principales ciudades del Perú [10].
1. INTRODUCCIÓN
Es importante para un analista de datos, estar en la capacidad de
identificar observaciones o conjuntos de observaciones influyentes, así
corno evaluar sus efectos sobre los diversos aspectos del Análisis de
Regresión.
Existe un gran número de medidas estadísticas propuestas para iden-
tificar y medir conjuntos de observaciones influyentes en el Modelo de
Regresión Lineal Univariado pero poco se conoce de las medidas pro-
puestas para el Modelo de Regresión Lineal Multivariado.
2. MODELO DE REGRESIÓN LINEAL MULTIVARIADO
El Análisis de Regresión Multivariado investiga y modela la relación
entre un conjunto de variables de respuestas y un conjunto de variables
regresoras, mediante el modelo de regresión lineal multivariado, el que
es útil para evaluar los efectos de las variables regresoras sobre las
variables de respuestas.
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Sea
Vec Y = (Ir ® X) Vec f3+ Vec €
Con
E(Vec e) = O Y Cov(Vec €) = 'E®In
donde la :
l)Representación Vectorial de la matriz de observaciones de las "r"
variables de respuesta en cada uno de los "n" individuos es:
VecY=
nrx1
2)La representación vectorial de la parte determinística del modelo esta
dada por:
a)
X O O O
O X O
O O
nxrp
X
Es el producto de la matriz de Identidad de orden r x r con la matriz
de variables regresaras de orden n x p.
b) Representación vectorial de la matriz de parámetros del modelo:
{3(1)
{3(2)
Vec{3 =
{3(r) prxl
3) La representación vectorial de la matriz de perturbaciones aleatorias:
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E(l)
E(2)
VeCE=
E(r) nrxl
Observaciones:
O
O
E (Vec e) = =0
O
(Jl1In (J12In (JlrIn
(J21In (J22In (J2rIn
y Coví'Vec e] = =:E 0 In
(JrlIn (Jr2In (JrrIn
Estimación de los Parámetros del Modelo
Los métodos comúnmente utilizados para estimar los parámetros del
modelo de regresión lineal multivariado son el de Mínimos Cuadrados
y el de Máxima Verosimilitud.
El Método de los Mínimos Cuadrados permite encontrar el estimador
para el vector de parámetros del modelo, minimizando la suma de
cuadrados del vector de perturbaciones aleatorias con respecto al vector
de parámetros de dicho modelo.
Se tiene:
(2.1) VecE = VecY - (Ir 0 X)Vec,8
Para obtener el estimador mínimo cuadrático V ecB, minimizamos la
suma de cuadrados :
(2.2) S(Vec,8) = [VeaJT [Vea]
Reemplazando (2.1) en (2.2), se obtiene una nueva expresión para la
suma de cuadrados del vector de perturbaciones aleatorias; de ella se
obtienen las derivadas parciales con respecto al vector de parámetros
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del modelo e igualando al vector cero, encontramos el siguiente esti-
mador mínimo cuadrático :
siempre que:
exista.
Matriz Leverage H. Se le conoce así debido a que al examinar los
elementos de su diagonal denominados "leverage", permite detectar
observaciones que pueden ser consideradas como observaciones "high-
1everage" en el espacio de las variables regresoras.
Descomposición de la matriz Leverage. :Sea 1 = {i1, i2, ... ,im}
un conjunto que contiene los Índices de las "m" posibles observaciones
influyentes.
Sin pérdida de generalidad; podemos considerar las "m" observaciones,
como las últimas filas de la matriz X, luego dicha matriz puede parti-
cionarse de la siguiente forma:
donde:
X(I) de orden (n - m) X p, es la matriz que contiene las "n - m" ob-
servaciones.
X¡ de orden (m x p) es la matriz que contiene las "m" observaciones
retiradas para realizar el análisis de influencia.
Como H = X(XT X)-l XT, la partición de la matriz de predicción
se puede representar como:
H= [ X(J)(XT xt1 X~)
X¡(XT X)-l X~)
X(I)(XTX)-l xt ]
X¡(XT xt1 Xr
H= [ H(I)
H¡,(J)
donde:
H(Il es de orden (n-m) x (n-m)
H(I),I es de orden (n-m) x m
H¡ es de orden (m x m)
H¡,(J) es de orden mx (n-m)
20 Medidas de clase JpET para detectar conjuntos de obs.
Residuos Multivariados
El análisis de los residuos permite validar los supuestos del modelo de
regresión (normalidad, no autocorrelación, varianza constante, etc.), es
un método efectivo para detectar deficiencias en el modelo, utilizando
diversos tipos de gráficos. La validez de los resultados obtenidos en
el análisis de regresión, son verificados luego de realizar un examen
detallado y cuidadoso de los residuos.
Los residuos ayudan a detectar observaciones que pueden ser consi-
deradas como "outliers".
Con el mismo objetivo que la matriz leverage H fue particionada, es
necesario descomponer la matriz de residuos E:
donde: E = Y - Y
E(I) de orden (n - m) x T.
El de orden m x T, contienen las "m" observaciones a ser evaluadas.
Se tiene además que una partición para Q = E (ET E) -1ET, similar
a las de H y E, es descrita por Barret y Ling [4].
E(I)(ET E)-1 EJ ]
E¡(ET E)-1 EJ
donde:
Q(I) es de orden (n - m) x (n - m)
Q(I),¡ es de orden (n - m) x ti
Q¡ es de orden (m x m)
Q¡,(I) es de orden m x (n - m)
3. MEDIDAS DE LA CLASE JPET
Barret y Ling (1992),presentaron dos clases de medidas de influencia
para la regresión multivariada: Jt¡r y J1et. Esta caracterización de las
medidas de influencia permite descomponer la influencia total de un
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conjunto de observaciones, en dos componentes: la componente leve-
rage y la componente residual; facilitando además el cálculo numérico
de dichas componentes cuando se dispone de varios posibles conjuntos
de observaciones influyentes.
La generalización de las medidas de influencia multivariada Jjet, se
representan de la siguiente forma:
Jfet ( f ; a, b) = f(n,p, r, m) det[(I - H¡ - Qr )a(I - Hr)b]
según Barret y Ling [4].
donde:
f : es una función basada en el orden de las matrices del Modelo
de Regresión Multivariado, (n,p,r) y del conjunto "m" de ob-
servaciones que han de ser retiradas.
1 : es la matriz de identidad de orden "m".
a y b : son valores enteros asociados con la cpmponente residual y
leverage.
Se mostrará que las medidas de influencia multivariadas: Andrews y
Pregibon, Covratio y Fvaratio pertenecen a la Clase Jfet. Estas medi-
das muestran el cambio del volumen del elipsoide confidencial cuando el
I-ésimo conjunto de observaciones es retirado; es decir miden la razón,
del volumen cuando se han retirado m observaciones en relación al
volumen con todas las n observaciones.
10 ESTADISTICA DE ANDREWS y PREGIBON. Mide la
influencia de un conjunto de observaciones sobre las variables de regre-
soras y de respuesta; permite detectar observaciones que se encuentran
lejos del resto y que pueden ser consideradas como outliers. Andrews
y Pregibon sugirieron la siguiente razón:
det[ZTr)Z(nl
(3.1) A Pr = det[ZT Z]
donde z = [X Y] es la matriz que considera, la matriz X de vari-
ables regresoras y la matriz Y de variables de respuesta.
Realizando el producto de las matrices (zT Z) y hallando su de-
terminante se obtiene:de't(zT Z) = det(XT X) det(ET E) similarmente
det(Zfr) Z(l)) = det(X[l) X(l)) det(E[r) E(l)); reemplazando estas expre-
siones en (3.1) y utilizando propiedades del álgebra matricial se tiene:
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(3.2) A P¡ = det(I - H¡ - Q¡) = Jft(l; 1, O)
Lo que muestra que la estadística de Andrews y Pregibon es una
medida de influencia que pertenece a la clase -r
2° COVRATIO. mide la influencia de un conjunto de observaciones,
en la matriz de covarianzas de los parámetros estimados cuando m
observaciones son retiradas.
con:
(3.3)
E'[I) E(¡)
s(¡) = -"'--'---
n-p-m y
ETEs=--n-p
Reemplazando las expresiones dadas en (3.3), en COVRATIO¡ y ha-
ciendo uso de las propiedades de determinantes llegamos a:
COVRATIO¡ = ( n - p )r
p
[det(I -H¡-Q¡)]mdet(I _H¡)-(r+p)
n-p-m·
COVRATIO¡ = Jft (( n - p )r
p
;p, -(r +p))
n-p-m
La medida COV RATIO¡ pertenece a la clase de medidas de influencia
Jdet¡ .
(3.4)
3° FVARATIO. Es una medida de influencia propuesta por Bels-
ley,1980 [2]que compara la varianza generalizada reducida de Vec(Y)
cuando "m" observaciones son retiradas, con la varianza generalizada
del total de observaciones. Mide la influencia sobre las estimaciones de
la matriz de covarianzas del vector de respuestas ajustado.
FV ARAT IO¡ = det[Cav[Vec(X¡ B(I))X¡ B]]
det[Cov[Vec(X¡ B)]]
trabajando separadamente el numerador y el denominador se tiene:
FV ARAT IO¡ = det[S(I) 0 (1 - H¡ tI H¡]
det[S 0 H¡]
reemplazando los valores de S(1) y S se obtiene:
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FVARATI0¡ ( )
rmn-p
det(I - H¡ - Q¡)m
n-p-m
det(I - H¡)-(r+m)
aplicando propiedades de determinantes:
(3.5) FV ARATI0¡ = J1et (( n - p )rm; m, -(r +m»)
n-p-m
4. DESCOMPOSICIÓN DE LAS MEDIDAS DE INFLUENCIA
Facilita la identificación de los conjuntos de observaciones influyentes.
Medida de Influencia = f(.)det(E¡R¡)
donde:
L¡ es la matriz 1everage, una función de H¡, que no considera los re-
siduos.
R¡ considera al resto de elementos de la matriz producto y se le llama
matriz de residuos.
La elección para construir L¡ Y R¡ depende de la preferencia que
tenga el investigador.
En este caso utilizaremos la versión multivariada de los residuos estu-
dentizados por las consideraciones señaladas por Chatterjee y Hadi [8].
a) Para la medida de Andrews-Pregibon; tomando el recíproco
de la medida dada en (3.2) y utilizando propiedades de determinantes
se tiene:
R¡ = (I - H¡ - Q¡)-1 (I - H¡)
las componentes leverage y residual para el recíproco de la medida de
Andrews-Pregibon.
b) Para la medida COVRATIO, tomando el recíproco de la medida
dada en (3.4) y utilizando propiedades de determinantes se tiene:
L¡ = (1 - H¡Y R¡ = (1- H¡ - Q¡)-1 (I - H¡)P
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las componentes leverage y residual del recíproco de la razón de Co-
varianzas.
e) Para la medida FVARATIO" procediendo de forma similar en
(3.5) se obtiene:
Estas tres medidas de influencia proporcionan información, de la con-
tribución de la componente leverage y residual a la influencia total.
5. GRÁFICOS PARA LA COMPONENTE LEVARAGE y
RESIDUAL
El análisis se complica cuando se tiene un conjunto de "m" observa-
ciones influyentes, debido a que la información de las componentes son
matrices, las cuales deberán ser reducidas a un solo escalar. Para eva-
luar la contribución relativa de las componentes a la influencia total se
tiene:
det(Lr Rr) = det(Lr) det(Rr)
Los gráficos son de gran ayuda para evaluar la contribución de la
componente leverage y residual, ya que nos permiten identificar conjun-
tos de observaciones cuyos efectos simultáneos neutralizan o eliminan
el efecto de otras observaciones.
Se pueden trazar los siguientes gráficos para realizar el análisis de la
contribución de las componentes:
1° Gráfico del det(Lr) versus det(Rr), permiten examinar los roles de
la componente leverage y residual.
2° Log[det(Lr)] versus Log[det(Rr )]; son los logaritrnos de las contribu-
ciones relativas de las componentes. Muestran las observaciones am-
pliamente dispersas, facilitando la ubicación de los conjuntas que más
contribuyen a la componente 1everagecomo a la componente residual.
OBSERVACIÓN:
La contribucin a la influencia total se obtiene:
Influencia Total = Log[det(Lr)] + Log[det(Rr)]
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6. APLICACIONES
DESCRIPCIÓN DE LOS DATOS. Se recopiló datos de los resul-
tados que se obtuvieron en la Encuesta de Seguimiento del Consumo
de Hogares (ENSECO) en las principales ciudades del Perú; encuesta
realizada en Junio de 1991 y cuyos resultados fueron publicados por el
INEI en Junio de 1992.
El objetivo del INEI al realizar dicha encuesta fue elaborar la estruc-
tura de los gastos e ingresos en los hogares peruanos. La información
la obtuvieron de un muestra de hogares en cada una de las siguientes
ciudades: Abancay, Arequipa, Ayacucho, Cajamarca, Cerro de Paseo,
Cuzco, Chachapoyas, Chiclayo, Chimbote, Huancavelica, Huancayo,
Huánuco, Huaraz, Ica, Iquitos, Lima, Moquegua, Moyobamba, Piura,
Puerto Maldonado, Puno, Tacna, Tumbes, Trujillo y Pucallpa. Por
motivos no conocidos no se publicaron los resultados de la Ciudad de
Cerro de Paseo.
MODELO DE REGRESIÓN PROPUESTO PARA LA APLICACIÓN
Variables utilizadas:
Yi: Gastos en alimentos y bebidas, Y2: Gastos en transporte y comu-
nicaciones.
Xl: Promedio de perceptores por hogar, X2: Promedio de cuartos por
hogar.
Luego, el modelo estimado es :
Y1 = -122.79 + 174.66X1 - 16.95X2
Y2 = -85.29 + 53.13X1 + 1.22X2
Realizado el ajuste del modelo es necesario realizar un análisis de
influencia que permita detectar la existencia o no de conjuntos de ob-
servaciones influyentes.
Cuando el I-ésimo conjunto de tamaño dos es retirado se obtiene el
siguiente cuadro, que muestra las ciudades detectadas como influyentes
(*) :
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MEDIDAS DE INFLUENCIA DE LA CLASE J1et
11 CIUDAD 1 Andrews-Pregibon 1 COVRATIO FVARATIO
Cuzco- *
Huancayo
Lima- * *Pto.Maldonado
Lima- * *
Moyobamba
Moyobamba- * *Pto.Maldonado
Outlier en el Influye en COy (B) Influye en Cov(Y)
espacio de X e Y (gastos)
Logaritmos de las Componentes Reesca1adas de las Medidas de
Influencia. Conjuntos de Observaciones que más contribuyen a las
Componentes Leverage, Residual e Influencia Total
OBSERVACIÓN A-P COVRATIO FVARATIOCIUDAD L R I.T L R I.T L R I.T
(9-11 ) Huancavelical X X X X X
Huánuco
(15-17) LimalMoyobamba X
(17-19) Moyobamba I X
Pto.Maldonado
(5-10) Cuzco I Huancayo X X
Los siguientes gráficos corresponden a los datos de las dos tablas presen-
tadas, pero para la medida de influencia de Andrews-Pregibon:
Medida de Adrews - Pregibon
para componentes de tamaño 2.
Principales Ciudades del Perú
,8
,1
o 246 a ~ ~ u • • z ~
Logaritmo de la reescalada Leverage
y Residual para la medida de Andrews
-Pregibon Principales ciudades del Perú
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Además dichos hogares presentan menor, promedio de perceptores y prome-
dio de cuartos por hogar.
* Huánuco, tiene el mayor número promedio de perceptores por hogar.
* Lima, es la ciudad cuyos hogares tienen el mayor promedio de cuartos por
hogar, el mayor número promedio de perceptores por hogar y dichos hogares
tienen los mayores gastos en alimentos y bebidas así como en transporte y
comunicaciones.
* Moyobamba y Puerto Maldonado, son ciudades cuyo promedio de percep-
tores y gastos en alimentos y bebidas son relativamente altos.
6. CONCLUSIONES
1. Se muestra que las medidas multivariadas que pertenecen a la clase
Jft: Andrews-Pergíbon, Covratio y Fvaratio miden la influencia sobre
la precisión de los estimadores.
2. Las medidas de influencia multivariadas identifican conjunto de ob-
servaciones influyentes, pero no permiten distinguir entre una obser-
vación outlier y una observación high - leverage; por lo que es necesario
descomponer dichas medidas en sus componentes leverage y residual
y luego realizar un reescalamiento, para evaluar la influencia real de
cada una de dichas componentes en la influencia total.
3. La aplicación muestra:
(a) Que es más conveniente y revelador utilizar la descomposición
de las medidas multivariadas (a utilizar las medidas de influen-
cia) para detectar conjuntos de observaciones que puedan ser in-
fluyentes en el modelo de regresión lineal multivariado.
(b) El conjunto de observaciones que proporciona mayor contribución
a la influencia total no necesariamente aporta mayor contribución
a la componente Leverage y/o componente Residual; de allí la im-
portancia de analizar separadamente la contribución de las com-
ponentes.
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