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Let p be an odd prime, c = exp(2rri/p), D a difference set modp having a 
nontrivial multiplier, and 7 = IT(c), where H(x) is the Hall polynomial of D. 
For any a = ~~~~ aiP with rational aj , denote a(~) = max 1 ai - aj 1. Assuming 
that there are no nontrivial multiplicative dependence relations among the con- 
jugates of 7, we obtain results for lirnkf I\ 7 1-g and lirntup a(v*)I 7 I*. 
We then show that for most known families of difference sets mod p the required 
independence result is valid. A conjecture concerning the exact value of the first 
number is stated. The conjecture is confirmed in certain particular cases. 
1 
Let p be an odd prime and Z& = exp(2ni/p). For any integer E of Q(c) 
having a representation a = xT:l aici, we denote 
Note that &(a) is independent of the representation, which is not unique, 
because xfit p = 0. It is often of importance to be able to decide whether 
or not a is a nontrivial power of another element of Z[<]. Loxton [9] has 
proved that if this is so, then S(U) > 2 (except in trivial cases), and the author 
(manuscript, to be published) has recently improved upon this result. 
Let a0 = a, a1 ,..., aB-t be the conjugates of a (not necessarily all distinct). 
Put 
D-2 
i-Z-/ = max 1 Ed 1, JqcY) = (p - 1)-l x ] CXi 12. 
LO 
Taking u = /3* in the following theorem gives a picture of the order of 
magnitude of 8(p) for large q. 
THEQREM 1. For any a E Z[c], we have 
(2/P) ITI G a(4 G (W - l)/PY2 lm. 
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ProoJ Put S = 8(a) and let E = ~~~~ aie, where mm ai = 0, max ai = 8. 
Considering the representation cx = xr:i (ai - a/2) ci, we find i5-T < ~812. 
To prove the second inequality, we obtain from [3, (3.4)] 
where 
F(aO ,..., a9-I) = ~ i.x~l (4 - a?. 
< , 
Consider F as a function of the real variables ai with the restrictions, say, 
a,, = 0, agvI = 6, 0 < a; < S for all j. If 0 < i < p - 1, then (a0 - LZ~)~ +
(ai - ap-I)2 = 2ai2 - 2 8ai + a2 > 8=/2, and we find that F attains its mini- 
mum pa212 at aI = ..* = anp2 = S/2. The asserted inequality follows 
easily. 
The above results indicate that if one wants to examine the behavior 
of the S-function for powers of a given cyclotomic integer, then a particularly 
interesting case is the one in which the number with all its conjugates lies 
on a circle with center at the origin. In this paper we shall consider special 
numbers of this type which are determined by means of difference sets. 
Let D = {dI ,..., &} be ap, k, A difference set, i.e., D is a nonempty collec- 
tion of k residues modp such that for any residue a + 0 mod p the con- 
gruence dj - dj FE a modp has exactly A solution pairs (di , dj) with di and 
dj in D. The difference set D is called an Hadamard diITerence set iff 
p = 3 mod 4, k = (p - 1)/2, A = (p - 3)/4. The Hall polynomial of D is 
H(x) = f xdi. 
i=l 
Let &‘(a) denote the smallest nonnegative integer ZV such that a is a sum 
of N roots of unity. Loxton [S] has derived a lower bound for m as a 
function of -N(a), valid for any cyclotomic integer a. In our case when cx 
belongs to the pth cyclotomic field, we shall derive a stronger inequality. 
At the same time the next theorem indicates the role of difference sets in this 
circle of ideas. 
THEOREM 2. If cx eZ[Q\{O}, then jXlz > &V(CL) + 1). Equality holds 
if and only ly CL is either a root of unity or p = 3 mod 4 and CY = &H(c), 
where H(x) is the HaIIpolynomial of an Hadamard d$erence set module p. 
ProojI Since m2 > &Z(a), it is enough to show that &?(a) > 
4(X(a) + I.) Put fl(a) = &(a) - &V(a) + 1). Suppose that there exists 
an E EZ[<]\{O} with A(U) < 0. We choose such an a so that 
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Let LY = xF:i aiF, where the representation is so chosen that N(U) = 
EZlQil. 
Suppose first that ok = max ai > 2. Let a’ = a - {k. Clearly A(&) = 
-V(U) - 1. From (1) and [3, (3.4)] we obtain 
9-l 
(p - 1)-l ,g (ak -I aj - l)z - &N(Z) 
j#k 
V-l 
and further 
D-1 
,Lo (2uj - 2ak -t 1 1 + cp - 1112 > 0. 
j&l; 
Let u and r denote the number of indices j # k such that a) 
aj = ak - 1, respectively. Then (2) implies 
U-tJ-3(JI-l - 21 - LQ + (p - 1)/2 > 0, 
(2) 
ak and 
so that 4~ + 221 2 5(~ - 1)/2 and u + G > 5(~ - 1)/8. Let r denote the 
number of indices j such that q > 0. Then r > u + P > ~(JJ - 1)/8. 
Consider the representation cz = x:i, (q - 1) e. Here a is written as a 
sum M(0) - r + p - r roots of unity. Therefore 2r < p, whence 
p > 5(p - 1)/4. This is possible only for JJ = 3, but then r > 5/4 implies 
r 2 2 which contradicts 2r < 3. 
We have proved that max Q~ < 1, and the same argument shows that 
min ai > -1. Let u and E denote the number of indices j such that aj = 1 
and aj z - 1, respectively. Then A’(a) = u + u and (p - 1) A’(a) = 
4u~ + (U + c)(p - u - U) so that 
(P - 1144 = wx u + L’ - 1) - (U - ?I)2 + $(U + v + 1). (3) 
By symmetry we may assume that u > P. The same argument as above with 
r replaced by u gives 2u < p. If now v > 1, then u + v - 1 > u - U, whence 
fl(a) > 0 by (3). Therefore ~1 = 0, so that (JI -- 1) A(a) == (p + I) u/2 - 
ZP - (p - 1)/2. But this expression is nonnegative for 1 .< u < (p - 1)/2. 
This proves the first part of the theorem. 
Consider now the possibility A(a) = 0. The above argument shows that 
this is the case iff ai = 0, &I for each j and (u, 2)) = (I, O), ((p - 1)/2, O), 
(0, l), (0, (p - 1)/2). ln the first and third case ti is a root of unity. By 
changing the sign of Lx if necessary, it is enough to consider the second case. 
Then u = II([), where H(x) is the Hall polynomial of some set D containing 
POWERS OF CYCLOTOMK INTEGERS 99 
(p - 1)/2 residues modp. Now ,Cj2 = J&‘(U) = (p + 1)/4 iII p/ = 1 CY~ 1
(i = O,...,p - 2). Since iq is an algebraic integer? we must have p = 3 
mod 4, and it is easily seen that D is an Hadamard difference set. This com- 
pletes the proof. 
2 
Let g be a primitive root of p which is kept hxed throughout in the sequel. 
If p f x we define ind x by gindz = x mod p. Let D be a p, k, A diITerence set. 
We assume that D is nontrivial, i.e., 2 < k <p - 2. Let H(x) denote the 
Hall polynomial of D and 7 = E/(l). Write 
L* = $t.it. inf 8(7@) R-g, L* = Ii-i sup 8(q@) R-q, 
where (cf. [1]) 
Theorem 1 gives estimates for L* and L*. In what follows we shall investigate 
these numbers for special types of D. 
We assume that D has nontrivial multipfier ge, i.e., geD s D + 3 modp 
for some 3. We shall further assume that e is the smallest natural number for 
which this holds. Then e 1 p - 1, and we write p = ef + 1. Applying a 
suitable shift D + D + t which transforms ~7 into vtt, we may assume that 
D is fixed by the multiplier ge. Further, replacing D by its complement if 
necessary, which changes the sign of q, we may assume that 0 $ D. Then D 
is a union of s eth-power residue index classes, where 1 < s < e - 1. It 
is well known (see [I, p. 127, Lemma 5.221) that e must be even andfodd. 
The Gaussian periods 
D-1 
L = 2 P 
x=1 
indxcnmode 
are conjugates and they form an integral basis for a cyclic extension KJQ 
of degree e. Let G = Gal(KJQ), and let u denote the automorphism of KG 
induced by the mapping < +-+ Q’. Then D maps en into [n+l and it is a generator 
of G. Note that ~9’~ is the complex conjugation. For any positive divisor 
n of e, let KS denote the unique extension of degree n over Q contained in Ke . 
The norm from Ke to Kn is denoted by Nfi . 
We know that 7 is of the form ~7 = x;C1 fnt , where the ni are distinct 
mode. By the minimality of e, we must have Ke = Q(y). We denote 
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Since qn+ejz = ij%, we have pn+Cfz = -pn . From the well-known relation 
connecting p, k, A [1, p. 1, (1.2)], we obtain 
k = sJ A = s(sf - 1)/e, Rz = k - A = ((es - ?)p + sz)/e2. (4) 
Let q be any natural number and determine the integers cj from 
JJ-1 
H(x)q 2 x c# modxg - 1. 
/=o 
Then 
P-1 
cj = p-1 x H(ch)q <-lL1 (j = o,..., p - l), 
11=0 
so that 
Here 
Now (6) and (7) imply 
(5) 
THEOREM 3. V 
po ,...> pets1 , T are linearly independemt oL)er the rationals, (9) 
then 
g, in addition, p > 9e2, then 
where the O-constant only depends on e. 
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It is interesting to observe that L* depends on e and p, but not on D 
(assuming that (9) holds). Further, (11) shows that the upper bound in 
Theorem 1 is rather strong in general. 
ProojI From (8), it is obvious that L* does not exceed the right-hand side 
of (10). Since (9) holds, we can apply a classical theorem of Kronecker 
[6, p. 380, Theorem 4421 which gives the opposite inequality. This proves (IO). 
Define the character x mod p by x(x) = <Fdz for p I’ x, where 
lE = exp(2ri/e). We shall need the Gaussian sums 
(I2 = I,..., e - 1). 
It is well known that 1 T(x~)/ = p1i2. One can easily see that 
I & I < CCe - 11 p1’2 + 1)/e. (13) 
From (13) we find that if p > 9ez, then 1 f - [u 1 > [ fV - [,,, 1 for any 
u, u, w. Hence (I I) follows and the theorem is proved. 
3 
We shall now derive an upper estimate for L.+ , still assuming that (9) 
holds. Suppose first that e = 2 mod 4, i.e., p = 3 mod 4. For any real 
number t we have 
==O if I < 11 < e - 1, II # e/2. 
Using the fact that T(x~~~) = @ lj*, we obtain from (12) and (14) 
C-1 
z. .fn exp(ft(-l)n) = -cos t - p112 sin t. 
From (I 5) as it stands and with t replaced by -t, we obtain 
P-1 
a-1 
jEo &+?J - f,z+e) exp(it(- I)%) = ((- l)V - (-l)“) p112 sin t. (17) 
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We choose a real number t,, so that 
0 < to < z-12, sin to = (p/(p + l)Y, cos to = (I& + l))1’2. (18) 
If we replace qpn in (8) by t,,(-l)n, then (16) and (17) imply that the right- 
hand side of (8) takes the value ~(JJ + 1) l12. By Kronecker’s theorem again, 
we can approximate mod 2~ arbitrarily close to to(- l)n by qp% 
(n = o,..., e/2 - 1), and adding e/2 to FZ means complex conjugation every- 
where, because e/2 is odd. We have thus proved 
THEOREM 4. If p = 3 mod 4 and (9) hoZds, then 
L* < 2(p + 1)--r/2. (191 
Conjecture. Under the assumptions of Theorem 4, equality holds in (19). 
In Section 6 we shall present some results supporting the validity of the 
conjecture. 
Let us now consider the case e = 0 mod 4, i.e., p = 1 mod 4. We have 
from which, using T(x~/~) = p1f2, 
and 
e-1 
II0 G+tl - &+%,)(-l)n = ((-l)U - (-l)“)p1’2. 
The same argument as above yields 
THEOREM 5. If p E I mod 4 and (9) holds, then 
L* < 2p-112. 
It is doubtful whether equality holds in (20) in general. 
4 
In the above discussion the independence assumption (9) is essential. We 
shall now investigate the validity of (9) in some particular cases. In this section 
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we assume that e = 2q, where q is an odd prime, and we shall show that (9) 
is true in this case. 
Let A = {UJ E Z[G] 1 7m E Q}. Then A is an ideal of Z[G] and 1 + & E A. 
Let A* = Q 8~ A denote the extended ideal in Q[G]. The decomposition 
of the semisimple algebra Q[G] into simple components is of the form 
& @ Q[G] Q, where the ei are primitive orthogonal idempotents having 
the expressions 
We have 
e2 = &(l + u*) - eI , q = +(I - ug) - e2 . 
A* = x’@Q[G]ei, (21) 
where the prime indicates that the direct sum is to be taken over such indices 
iforwhicheiEA*.ClearlyeI,e3EA*. 
Suppose that ez E A*. Forming eI + ez we find that xE:i ~3% E A*. This 
means that there exists a natural number m such that /I* E Z, where /I = Nz(7). 
We have 1 /I 1 = Rq. Consider first the possibility /I E Z. Then RQ E Z and 
also Rz = k - A E Z’, whence R E Z. By (4) we can write 
s?p = ((R - 1) s + Rt)((R + 1) s + Rt), G? 
where t stands for e - 3. We must have R > 1, because otherwise 7 would 
be a root of unity by the classical theorem of Kronecker. Dividing (22) by 
the prime factors of st, we are left with a composite number on the right-hand 
side. This contradiction shows that /3 .$ Z, so that & = Q@). Obviously 
,82 EZ, i.e., p2 = -Re. Since Q(iR) = Q((-p)1/2), we fmd R2 = x2p for some 
integer x. But s(e - s)p + s2 = x2e2p is clearly impossible. Hence e2 $ A*. 
Suppose now that e4 E A*, Forming e3 + e4 we find that q - xL:t uzn s A*. 
Thus there exists a natural number m such that (7*/N2(7))m E Q. Hence the 
ratios of the relative conjugates of 7 with respect to K2 are roots of unity. 
Since these ratios belong to Q(c), they must be of the form j-p. Therefore 
we can write (7cU)* = -&N2(7) for some integer JJ. However, it is easily seen 
that this equation is possible only if 7<Y E Kz . But now it is easy to conclude 
that B has the multipiier g2 which contradicts the minimality of e. Hence 
e4 $ A*. From the above discussion we obtain 
THEOREM 6. If e = 2q, N,here q is an odd prime, then (9) holds and 
A = (1 + c+)Z[G]. 
ProoJ Since eI and e3 are the only idempotents contained in A*, it is 
clear that A* is the principal ideal generated by 1 + uq, and obviously the 
104 VEIKKO ENNOLA 
same is true for A. Suppose now that p,, ,..., ,J*-~ , n are linearly dependent 
over Q. Then there exist integers ??zO ,..., mUmI, m, not all zero, such that 
mop0 +- ... -t- mg-lpg-l + rnv = 0. 
Then 2mo + 2mlu + ... + 2moMlu~-1 E A, and multiplying by 1 - CT~ we 
obtain a contradiction. This completes the proof. 
5 
In this section we consider the case e = 2qz, where q is an odd prime. We 
use the same notations A and A* as in the preceding section. The decom- 
position of Q[G] into simple components is of the form ‘& @ Q[G] et , 
where the primitive orthogonal idempotents ei are 
el = (l/e) 2 dL, 
?L=O 
Again (21) holds, and eI , e3 , e5 c A*. As before we have e2 $ A*. 
Consider next the possibility e* 6 A*. Forming e3 -+ e* we obtain 
(23) 
Hence there exists a natural number m such that 
Since the absolute value of N2J#/N2($ equals 1, this number is a root of 
unity, and thus of the form hp. But as the number is contained in a proper 
subfield of Q(l), we must have x = 0 mod JJ. Therefore 
This equation is clearly possible only if N&v) o Kz . Conversely, if 
N.&q) E & , then (23) holds and ed E ,4*. 
Suppose finally that e6 E .4*. Forming e5 + e6 we get q - xt:i 02qn E A*. 
By the same argument as in the preceding section we deduce that q[g E K3Q 
for some integer ,v. This leads to the contradictory result that D has the muli- 
plier gzg. Thus e6 $ A*. 
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THEOREM 7. Let e = 2q2, where q is an odd prime. 
(i) ~N&+,I) $‘K2, then (9) holds and A = (1 + u@‘~) Z[G]. 
(ii) Zf NW(q) E K2 , then (9) does not hold. We hare 
Z[G]. 
Proof. In case (i) we have e& # A*, and the proof can be completed in 
the same way as the proof of Theorem 6. Suppose therefore that N2*($ E K2, 
so that e* E A * and (23) is true. Put 7 = xt:i (- l)tz @. Clearly 
(24) 
which further implies qo++ F Q and (1 + 0) T E A, because N&y) E K2. 
Hence (9) is not satisfied. 
Simple computations give 
t 
a-1 
Lo C-lP CP (1 + u) ?- zzz 1 + fyi*, 
t 
(a-3) /2 
(1 - cr@) q - 1 7 ?ZO (c++l + u-2n-1) 
1 
7. = 
Thus A* = (1 + u) &J[G]. 
Consider the foliowing elements of ,4 
uV(l + u) T (r = 0, I ,..., qz + q - 2). 
The element (27) is of the form 
(27) 
where Ed E {03 I, -l}. In (28) the highest exponent qz - q + I + r is less 
than e. Hence the elements (27) form a Z-basis of a Z-submodule A1 of A. 
Multiplying (25) by powers of u we find that Us + &/2+-n E Al for all integers n. 
It is now easy to verify that (1 + u) TZ[G] = Al. 
Let UJ be any element of A. We have w = a1 mod Al , where UJ~ is of the 
form q = x;Liq a++ for some integers q . Since 
co1 E A CA* = (I + u) dI![G], 
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there exists a natural number m such that mm1 e ,41 . Now (28) shows that 
this is possible only for C+ = O- Hence A = Al, and the theorem is proved. 
As a by-product we get the fact that the Z-rank of ,4 equals qz + q - I. 
ii 
We shall now examine certain special cases which are of interest in con- 
nection with known famihes of difference sets. 
Case e = 2. Here D is either the set of quadratic residues or nonresidues 
modp, p = 3 mod 4. It is of course easy to verify by direct computation 
that for all JJ zs 3 mod 4, 
L * = 2(p + 1)-1~2, L.* = NP + lYpY2. 
Hence (I 1) and the conjecture are true for al1 such p. 
Case e = 2”, a > 2. Examples are the biquadratic or octic residues for 
certain particular values of p [l, p. 123, Theorem 5.181. Using the notation 
A* as before, we find that the decomposition of Q[G] is of type 
~~~~ @ Q[G] eZ, where the ei are primitive orthogonal idempotents, and 
with a suitable numbering, ea+l = $(l - #j2) $ A* and et ,..., e0 E 
(1 + IY/~) Q[G] = A*. Hence the conchtsion of Theorem 6 is true in this 
case. 
Case e = 6. There is essentially only one difference set D for which 
e = 6 is minimal, namely the Ha11 set with s = 3 and R2 = (p -k 1)/4 [ 1, 
p. 129, Theorem 5.231. By Theorem 6, (9) is valid. Let x be defined as in the 
proof of Theorem 3. We have T(x~) = ip1/2. Denote 
7(x) = pl!z exp(+), T($) = pljz exp(S). t-291 
Then 
T(x~) = -pljz exp( - ip), 5-(x4) = pljz exp( -it?). (30) 
There is a classical relation connecting these Gaussian sums, viz., 
4x3) TCXZl = x(4) 4x) 4x4)- (31) 
The relation (31) has been stated without proof by Iacobi [7]. It is a special 
case of the well-known Davenport-Hasse relation [4]. Another proof, due 
to Mitchell, is contained in [5]. From (29) (30) (31) we obtain 
y = 26’ + 7~12 - 2rrv/3, (32.1 
where v IZ {O, 1, 21 is determined by ~(4) -= exp(2riv/3). Now (I 2), (29), 
(30), (32) yield 
1 + 6en = p112{2 cos(e - 2mr/3) + i((- l)rL 
+ 2 cos(20 - 2nv/3 - m7./3))j., (331 
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and (8) takes the form 
+ (( - l)‘l+ ?l + 2 cos(20 - 27rv/3 - (/I + U) r/3)) sin x,,), 
LltLc(.x) = i (4 sin((U - C) 7r/3) sin(0 - (211 + 24 + L.) Tr/3) cos xn 
7&=0 
+ (-(-l)neU + (-l)fl+V - 4 sin((U - u)GT/~) 
x sin(20 - 2rv/3 - (20 + u + U) z-/6)) sin xJ. 
Estimating these expressions slightly more carefully than in the proof 
of Theorem 3, we find that (11) holds for p > 100. In the remaining cases 
p = 7, 19,31,43,67,79 we have verified this by means of direct computation. 
Hence (11) is true for all p = 7 mod 12. 
As regards L* , the question is as follows. The functions L&X), d&x) 
form a family 9 of linear trigonometric polynomials. Put A(X) = 
maxi] F(x)1 1 FE F}. We have F(to , -to , to) E {O, -l6(p/(p + l))l/g} for each 
FEN, where to is defined by (18). Hence d(fO, -to, to) = 6(p/(p + l))1/2. 
Suppose now that the conjecture is not true. Then there exists a point 
z = (zO , z1 , ZJ E R3 such that 
44 -c ~(P/(P + l)Y2. (35) 
In the special case v = 0,O < 0 < 7r/l2, p sufficiently large, we have verified 
that (35) leads to a contradiction and thus confirmed the conjecture. This 
verification involves rather tedious computations, the complete details of 
which are unpubhshable. In the sequel we shall shortly describe the method. 
It is highly probable that the method works for other values of v and 19 too. 
We often need lower estimates for expressions of the form a cos ,Y + b sin x, 
and for that purpose it is frequentIy convenient to use the concavity of this 
function in certain cases. In order to have good estimates for the coefficients 
we need the rather stringent limitation imposed upon the range of 0. We also 
have to distinguish between separate cases depending upon the quadrants 
to which the variables belong. 
For each F ~9 we have 
W + CT, T, 4) = -F(x), F(-x) = F3(x), (36) 
FC-x2, x,, , xl) = FXxo , xl . x2), (37) 
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where Fn is the member of 9 which is obtained by adding 11 to the sub- 
script(s) of F. By (36) we may assume w.1.o.g. that 0 < q, .< r/2. Let [mI , RZJ 
denote the case (HZ~ - 1) r/2 < zi < mjr/2 mod 2~ (i = I, 2; I 5-z rnj .< 4). 
Applying the transformations (36) and (37) we find that these sixteen cases 
can be arranged in six classes as follows: 
It is enough to deal with one case from each class. 
Class a. Consider the case [l, 11. For large p the zj are close to r/2. It is 
convenient to distinguish subcases according to the sign combination 
(sgn(z,, - &,), sgn(q - &,), sgn(zZ - Q). In each subcase one can find a 
suitable linear combination I,(x) of the functions A*,, , AS0 , A34 , &, , AIS , 
ASS with nonnegative coefficients satisfying L(z) > L(tO , r0 , r,,), and this is 
then seen to contradict (35). 
Classes b, c, d. In each case a rather straightforward estimation of the 
members of F or suitable linear combinations of them leads to a contra- 
diction to (35). 
Class e. This is the toughest class. Consider the case [2, 11. By means 
of relatively crude estimates we first establish that z is not too far from 
(~r/2, r, 0). There is a “critical point” y = ( y0 , yI , yJ defined by 
0 -=I yo -c 77/L 5-p -=c Yl -c =, 0 -c y2 -c G, 
T sin y. = 2(3)ljz(3 - 4 sin2 0), 
T sin yI = 4(3)1/2 sin 0(3rj2 cos 0 - sin 0), 
T sin yZ = 4(3)lj2 sin @(31i2 cos tI + sin e), 
where 
T2 = 108 + 4 sin2 0(3 - 4 sin2 @2, 
At this point we have 
A&y) = (6 sin 0(3 - 4 sin2 0) p1j2 + l8(3)1l2)/T u = ((22, 5), (38) 
&(y) = 36(3)lj2/T (u = I, 3,4; ZJ = 0,2, 5), (39) 
44dY~ = 0 (~,11~{1,3,4}oru,~~{O,2,5}). (40) 
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Consider subcases depending on the sign combination (sgn(z,, - J+,), 
sgn(zl - JQ, sgn(zs - JLJ). Form L(x) according to the table, so that, e.g., 
w = 42w + 40~ x in the subcase + + +. Then one can show that ) 
L(z) > L(y). From (35) and (39), 36(3)1/2/T < 6(p/(p -k l))lj2, and a simple 
computation shows that this is equivalent to 
sin f?(3 - 4 sin2 f9)p1j2 > 3(3)lj2. (41) 
We now form the expression L’(x) = 4 sin 0 d+&x) + (3p)lj2 L(X). Again 
L’(z) > L.‘(y), and it is relatively easy to deduce a contradiction from (35), 
(38), (41). 
CZuss f. First note that for large p, z0 , -zl , z2 are close to n/2. Divide 
again the case into eight subcases according to the sign combination 
(sgn(z,, - &J, sgn(zl + @, sgn(zZ - Q). Considering Al2 , L&~, &,, , the 
sum of any two of them, the sum of all three, and d*O, we obtain a contra- 
diction to (35). 
Case e = 18. We use Theorem 7 to check the validity of (9). We take 
p = 127, because there are interesting difference sets known for this p 
according to Baumert and Fredricksen [2]. Take g = 3. There are four 
inequivalent difYerence sets which do not belong to a smaller e, each consisting 
of 9 index classes of the 18th power residues. One of these is the Singer 
set S6, and the other three are special sets which do not belong to any 
infinite family. Of these the last set in the list in [2] on p. 217, i.e., 
{x 1 1 < x < 126, ind x = 0, 1, 3, 5, 8, 9, 12, 14, 15 mod 18}, is of particular 
interest because for this set Na(q) = - 16(1 + (- 127)llz) E K2 . It is in fact 
the only example we have found for tihich (9) does not hold. (E.g., (9) holds 
for the other three diRerence sets mentioned above.) It would be interesting 
to determine L* and L* for this set. 
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