During the past few years we have obtained several new computer classification results on association schemes and in particular distance regular and strongly regular graphs. Central to our success is the use of two algebraic constraints based on properties of the minimal idempotents E i of these association schemes : the fact that they are positive semidefinite and that they have known rank.
Introduction and overview
Association schemes are combinatorial objects that satisfy very strong regularity conditions and as a consequence of this, have applications in many branches of combinatorial mathematics : in coding theory, design theory, graph theory and group theory, to name but a few.
The regularity properties of an association scheme are parametrized by a set of integers p k ij which are called the intersection numbers of that scheme. A lot of research has been devoted to classifying association schemes in the following sense : given a specific set of intersection numbers, does a corresponding scheme exist, or can we on the other hand prove nonexistence ? If several schemes exist with the same intersection numbers, are they essentially different ? In other words, what can we tell about isomorphism classes of such schemes ?
Quite a bit of work on this subject has already been done and several tables of 'feasible' intersection numbers and related existence information have been published, especially for the better-known special cases of distance regular and strongly regular graphs [2, 3, 10] . During the past few years also the present authors have made several contributions to this subject [5, 6, 7, 8, 9, 11, 12] .
In our case most results were obtained by computer. We have developed special purpose programs to tackle several cases for which a full classification did not yet exist. These programs use standard backtracking methods for exhaustive enumeration, in combination with several special purpose techniques to obtain the necessary efficiency.
On many of the techniques and 'tricks' we use in these programs we have already reported elsewhere [8, 9, 11, 12] . In this paper we will describe the use of two constraints (which haven't been discussed in detail before) that are based on algebraic properties of association schemes. They allow us to prune the search tree extensively and turn out to be very powerful.
Both constraints are based on properties of the minimal idempotents E i associated with a given scheme : the minimal idempotents are always positive semidefinite, and they have a known rank (which can be computed from the intersection numbers). As a consequence, if we generate the association schemes by building their relation matrices 'column by column', we can check whether the corresponding principal submatrix of E i is positive semidefinite and does not have a rank which is already too large, before proceeding to the next level. This is however not so straightforward as it may seem : the standard algorithms from numerical algebra for checking positive semidefiniteness and computing the rank of a matrix, suffer from numerical inaccuracy, and we need to take care not to prune a branch of the search tree because a matrix is mistakenly interpreted as not positive semidefinite or its rank is incorrectly estimated.
In Section 2 we give definitions of the mathematical concepts which are used further on, and we list some well-known properties. Section 3 gives a short description of the algorithm for isomorph-free exhaustive generation we have used, in so far as it is relevant to this paper. In Sections 4 and 5 we discuss the algorithms for checking positive semidefiniteness and computing the rank. Finally, Section 6 lists some new classification results we have obtained using this technique. One of the new schemes discovered has a nice geometrical description which we will discuss in detail.
Definitions and well-known properties
Let V be a finite set of n vertices. A d-class association scheme Ω on V is an ordered set { R 0 , R 1 , . . . , R d } of relations on V satisfying the axioms listed below. We use the notation x R i y to indicate that (x, y) ∈ R i .
2. R 0 is the identity relation, i.e., x R 0 y if and only if x = y, whenever x, y ∈ V .
3. Every relation R i is symmetric, i.e., if x R i y then also y R i x, for every x, y ∈ V . ii denotes the number of vertices y in relation R i to a fixed vertex x of V , and does not depend on the choice of x. It also follows that n = k 0 + . . . + k d is completely determined by the intersection numbers of Ω.
There are several special cases of association schemes that are of independent interest. For example, a distance regular graph G of diameter d is a connected graph for which the distance relations form a d-class association scheme. More precisely, a pair of vertices x, y in G satisfies x R i y if and only if d(x, y) = i. A strongly regular graph is a distance regular graph of diameter 2. Strongly regular graphs are essentially equivalent to 2-class association schemes. Instead of using intersection numbers, it is customary to define the electronic journal of combinatorics 13 (2006) , #R00 strongly regular graphs in terms of their parameters (v, k, λ, µ), with v = n, k = k 1 , λ = p 1 11 and µ = p 2 11 . A strongly regular graph with these parameters is also called a strongly regular (v, k, λ, µ) graph.
(Several mathematical properties of association schemes are relevant to our generation algorithms. For actual proofs of the properties listed in this section, and for further information on the subject of association schemes and distance regular graphs, we refer to [1, 2, 15] .)
With every relation R i of Ω we may associate a 0-1-matrix A i of size n × n as follows : rows and columns of A i are indexed by the elements of V and the entry at position x, y of A i is defined to be 1 if and only if x R i y, and 0 otherwise. In terms of these matrices the defining axioms of a d-class association scheme Ω translate to
where I denotes the n × n identity matrix, J is the all-one matrix of the same size and A T is the transpose of A.
It follows readily that A 0 , A 1 , . . . , A d form a basis for a (d + 1)-dimensional commutative algebra A of symmetric matrices with constant diagonal. This algebra A was first studied by Bose and Mesner [4] and is therefore called the Bose-Mesner algebra of Ω.
It is well known that A has a basis of so-called minimal idempotents E 0 , . . . , E d (also called principal idempotents), satisfying
Since E i 2 = E i , it follows easily that each minimal idempotent E i is positive semidefinite. i.e., that xE i x T ≥ 0 for all x ∈ R 1×n .
Consider the coefficient matrices P and Q that express the relation between the two bases of A as follows :
(P and Q are called the eigenmatrix and dual eigenmatrix of Ω, respectively.)
It can be proved that P Q = QP = nI, that P ij is an eigenvalue of A j , that the columns of E i span the corresponding eigenspace, and that E i has rank Q 0i . Let x, y ∈ V , then the definition of E j implies that the (x, y)-th entry of E j is equal to Q kj /n where k is the unique class to which the pair (x, y) belongs, or equivalently, the unique index such that x R k y.
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For the purposes of this paper it is important to note that the entries of P and Q can be computed from the intersection numbers p k ij of Ω. In other words, we can compute P and Q for a given set of intersection numbers without the need for an actual example of a corresponding association scheme.
Two association schemes Ω = { R 0 , . . . , R n } on V and Ω = { R 0 , . . . , R n } on V are called isomorphic if there exists a bijection π : V → V such that for every i ∈ {0, . . . , d} the following property holds
This means that two association schemes Ω and Ω are isomorphic if and only if the vertices of V and V can be numbered in such a way that all corresponding matrices A i are identical for both schemes.
The problem of classification of association schemes consists of finding all association schemes that correspond to a given set of intersection numbers, up to isomorphism, i.e., to determine all isomorphism classes and for each class indicate exactly one representative.
In our case we try to classify association schemes by means of a computer using isomorphfree exhaustive backtracking techniques.
3 Isomorph-free exhaustive generation
Our programs represent an association scheme Ω internally as an n × n relation matrix M with rows and columns numbered by the vertices of V . The entry M xy at position x, y of M contains the index i of the class to which the pair (x, y) belongs, i.e., the unique i such that x R i y. This matrix is symmetric and has zero diagonal.
The exhaustive generation algorithm initially starts with a matrix M where all nondiagonal entries are still left uninstantiated (i.e., undefined, unknown -we denote an uninstantiated matrix entry by a question mark). Then each upper diagonal entry M xy (and at the same time its symmetric counterpart M yx ) is systematically recursively instantiated with each value of the domain {1, . . . , d}.
During this recursive process we use several constraints to prune nodes of the search tree, either because it can be inferred that the partially instantiated matrix can never be extended to the relation matrix of an association scheme with the required parameters, or because every possible extension is known to be necessarily isomorphic to a result we have already obtained earlier.
In [11, 12] we have described most of the constraints we use that are of a combinatorial nature. In this paper which shall concentrate on the constraints that were derived from the electronic journal of combinatorics 13 (2006) , #R00
the algebraic properties of Ω. These constraints are more easily described in terms of the matrices M E i , with i ∈ {0, . . . , d}, where matrix entries are defined as follows:
Essentially M E i is the minimal idempotent E i , except that we allow entries to be uninstantiated. For ease of notation we shall henceforth simply write E i instead of M E i .
As has already been mentioned in the introduction, we use the following constraints :
Algebraic constraints Let i ∈ {0, . . . , d}. Then every completely instantiated leading principal submatrix of E i
• must be positive semidefinite, and
• must have rank at most equal to Q 0i .
Indeed, any principal submatrix of a positive semidefinite matrix must again be positive semidefinite, and any principal submatrix of a matrix must have a rank which is at most the rank of the original matrix.
We only consider leading principle submatrices for reasons of efficiency, and of those, we only look at the largest one which is fully instantiated, for if that matrix satisfies the constraint, then it is automatically satisfied for the smaller ones.
For isomorph rejection we have used an orderly approach [14, 17] : of all association schemes in the same isomorphism class we only generate the relation matrix M which has the smallest column order certificate C(M ), defined to be the tuple
of length (n 2 − n)/2 obtained by concatenating the upper diagonal entries of M in a column-by-column order. We order certificates using the standard lexicographical ordering. Note that the certificate for a leading principal submatrix of M is a prefix of C(M ).
Although other authors seem to favour a row-by-row generation order (see for example [17] in the context of tournaments), in our case a column-by-column strategy turns out to yield results faster, because in this way large leading principal submatrices which are fully instantiated turn up earlier during search and hence the algebraic constraints can be invoked higher up in the search tree, pruning larger subtrees. However, this speed gain seems to be only truely effective when combined with other (look-ahead) criteria which sometimes allow the generation to switch to a row-by-row sequence temporarily.
The unique matrix M which has the smallest certificate in its isomorphism class is said to be in canonical form. Checking whether M is in canonical form is very time consuming an therefore we use several additional criteria to speed up this check: lexical ordering of the rows of M and clique checking [9, 12] .
A more extensive discussion of the techniques we use for isomorph-free exhaustive generation algorithms of association schemes can be found in the PhD thesis of one of the authors [13] .
Checking positive semidefiniteness
In the introduction we have already pointed out that it is not possible to use the standard numerical algorithms for checking positive semidefiniteness in unaltered form. The main reason is that we must make sure that numerical errors do not invalidate our results. Moreover, for reasons of efficiency, we should take advantage of the fact that we have to apply the same algorithm several times to matrices that only differ in the values of a few entries.
Recall from linear algebra that a real symmetric matrix A ∈ R m×m is positive semidefinite if and only if xAx T ≥ 0 for every row vector x ∈ R 1×m and its transpose x T ∈ R m×1 . If the matrix A is not positive semidefinite then we will call any row vector x for which xAx T < 0 a witness for A.
The basic algorithm
The following theorem serves as the basis for the algorithm we have used in all our generation programs.
Theorem 1 Consider a real symmetric matrix A ∈ R m×m , where
with α ∈ R, a ∈ R 1×m−1 and A ∈ R m−1×m−1 . Then we distinguish between the following cases:
1. If α < 0, then A is not positive semidefinite. Moreover, x = (1 0 . . . 0) ∈ R 1×m is a witness for A. 3. If α = 0, then A is positive semidefinite if and only if A is positive semidefinite and a = 0. If a = 0, then we may find y ∈ R 1×m−1 such that ya T ≥ 0 and then each vector x = (λ y) is a witness for A whenever λ < −yA y T /2ya T . If A is not positive semidefinite, then every witness y for A can be extended to a witness x = (0 y) for A.
Proof : Let λ ∈ R, y ∈ R 1×v−1 and set x = (λ y). We have
We consider the following three different cases:
1. If α < 0, then the right hand side of (1) is less than zero for λ > 0 and y = 0. Hence A is not positive semidefinite and (1 0 . . . 0) may serve as a corresponding witness.
2. If α > 0, then we may rewrite the right hand side of (1) as
using ya T = ay T . This expression is nonnegative for every x if and only if every y satisfies y A − a T a/α y T ≥ 0, i.e., if and only if the matrix A − a T a/α ∈ R m−1×m−1 is positive semidefinite. If this matrix is not positive semidefinite, and y is a corresponding witness, then for λ = −ya T /α the vector (λ y) provides a witness for A.
3. Finally if α = 0, then the right hand side of (1) reduces to
which is linear in λ. This expression is nonnegative for all λ if and only if the coefficient 2ya T of λ is zero and the constant term yA y T is nonnegative. Hence the matrix A is positive semidefinite if and only if ya T = 0 and yA y T ≥ 0 for all y, or equivalently, if and only if a = 0 and the matrix A is positive semidefinite. As a consequence, if A is not positive semidefinite and y is a witness for A , then the vector (0 y) provides a witness for A. Also, if a = 0, then we may find y such that ya T > 0 and then any λ satisfying λ < −yA y T /2ya T will make (3) less than zero.
This theorem can easily be used as the basis for an algorithm which checks whether a given real symmetric matrix A ∈ R m×m is positive semidefinite. As was already explained in Section 3, we intend to use this algorithm to check positive definiteness of (millions of) potential leading principal submatrices of minimal idempotents E i for assocation schemes with the requested parameters.
For ease of notation we will denote the element on the i-th row and j-th column of a matrix M by M [i, j] (instead of M i,j ). Submatrices keep the row and column numbering of the matrices they are part of. For example, the rows and columns of the matrices A and A in Theorem 1 would be numbered from 1 up to m and from 2 up to m respectively.
Using the notations of Theorem 1, we define
The matrix obtained by applying the same process to A (2) shall be denoted by A (3) , and in a similar way we may define A (4) , A (5) , . . . , A (m) . We also write A (1) = A. In general, the matrix A (k) is a symmetric (m − k + 1) × (m − k + 1) matrix with rows and columns numbered from k up to m. This yields the following recurrence relation, for all i, j ∈ {k + 1, . . . , m} :
, otherwise.
Theorem 1 leads to Algorithm 1 which takes a real symmetric m×m matrix A as input and returns true or false depending on whether A is positive semidefinite or not. 
A useful variant of the basic algorithm
Observe that all comparisons in Algorithm 1 are performed on elements
. We may now reformulate (4) as follows, for all i, j > k :
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Algorithm 1 Checks whether A is positive semidefinite. function isPSD(A : matrix) : boolean
return false 4: compute A (k+1) using (4) 12: end for 13: return true and hence, by repeated application for different k,
where all fractions with zero denominator B[j, j] should be regarded as equal to zero. From this we obtain the following recurrence relation for B :
again omitting all terms with a zero denominator. We use this relation in Algorithm 2, which again needs O(m 3 ) operations and O(m 2 ) storage.
It follows from (5) for j ← k + 1 · · · m do 15: compute B[k + 1, j] using (5) These properties make Algorithm 2 extremely suitable for use with our generation strategy : the column-by-column order for instantiating matrix entries guarantees that subsequent applications to the algorithm will be done for matrices that differ very little (typically only in their last column). Also recall that we only check leading principle submatrices for positive semidefiniteness.
In fact, even when the last column of a leading principle submatrix is not yet fully instantiated, we may already be able to decide that the full submatrix cannot possibly be positive semidefinite. Indeed, consider condition in Algorithm 2. By (5) we have 
Coping with numerical errors
The algorithms above use various operations on real numbers which by their nature can only be implemented using approximate arithmetic and hence give rise to numerical inaccuracies. It is therefore important to be absolutely certain that any numerical errors that occur are sufficiently small as not to invalidate classification results obtained by our generation program.
For this reason we modify Algorithm 2 in the following way : before returning false, we first compute a witness x for A using the properties of Theorem 1. Then we compute xAx T and verify whether it is indeed negative, or more exactly, whether it is smaller than − for a suitably small > 0. If not, we revoke our decision, and proceed with the algorithm as before. For condition we assume that B[k, k] = 0 and for condition we assume that B[k, j] = 0.
Note that the value of λ in case 2 of Theorem 1 was chosen to make xAx T as small as possible, and hence values of xAx T that are close to zero do not occur very frequently in practice. It is also important to observe that possible rounding errors for the value of xAx T can be estimated very accurately.
We have
The relative error on each symbol x i , x j and A[i, j] is essentially 2 −b , where b denotes the number of bits used in the mantissa for the floating point representation (we use a very conservative b = 32 for Java 'double' numbers). The relative error ρ on each term x i x j A[i, j] is the sum of the relative errors on each symbol, hence ρ = 3·2 −b . The absolute error on each term is equal to ρ|x i ||x j ||A[i, j]|, which is bounded upwards by ρx T is the sum of the absolute errors on each term, and hence at most = m 2 ρx trix which is finally generated satisfies the definition of an association scheme with the requested parameters. A less accurate implementation of Algorithm 2 simply results in a less efficient generation program.
Finally, remark that rounding errors can be avoided alltogether by using multiprecision (algebraic) integer arithmetic. However, as far as we know, the best algorithms for checking whether a k × k matrix A is positive semidefinite, still need a number of digits that is linear in k. Early experiments have shown that the resulting programs are still markedly slower than the approximate methods discussed here.
Although Java, the programming language we have used to obtain our results, has a fairly efficient library for multiprecision integer arithmetic, the reader might wonder whether using a computer algebra system would not have been to our advantage. It should be observed that the algorithms are called in the 'inner loop' of the generation program, and therefore it would be important that the computer algebra system would be one that compiles to machine language. But even then we predict that using floating point arithmetic would still be faster.
One idea which might be worth considering, is to use floating point calculations to 'guess' whether A is positive definite and then in some cases 'make sure' by using exact arithmetic on the same matrix. This extra check could for instance be restricted to those cases where the floating point value of xAx T is less than some small positive threshold.
Further improvements
The witness x constructed when A is not positive semidefinite also sometimes allows us to identify a smaller principal submatrix A of A which is also not positive semidefinite. This happens when some of the coordinates x i of the witness x are zero, as in that case the elements on the ith row and column of A are not involved in the value of xAx T . More precisely, if A denotes the submatrix obtained from A by removing all rows and columns with indices i for which x i = 0, then also A is not positive semidefinite, and the vector x obtained from x by removing all zero entries may serve as a witness for A .
This observation leads to the following look-back strategy which we can incorporate into our generation algorithm. Suppose that the instantiation of an entry of A completes the submatrix A as described above, then this instantiation remains forbidden until a backtrack occurs to the entry of A which was instantiated second to last.
For this technique to be effective, it is necessary to have witnesses that have many entries that are zero. To increase the likelyhood of such a witness, we can sometimes 'improve' the witness generated in the second case of Theorem 1 : when we obtain the witness y the electronic journal of combinatorics 13 (2006), #R00
for A − a T a/α, we can simply check whether (0 y) happens to be a witness for A, i.e., whether yA y T < 0. If this is the case we use (0 y) instead of the witness (λ y) of Theorem 1.
A further improvement is possible when the witness x for A turns out to be of the form x = (x 1 , . . . , x k , 0, . . . , 0, x m ) for some k ∈ {1, . . . , m − 2} such that x k , x m = 0. In this case, letĀ denote a matrix of sizem ×m (with k <m) which has the same leading principal k × k submatrix as A and such that the first k elements of the last columns of both matrices are the same, i.e., such that A [1, m] 
Then x is also a witness forĀ andĀ is not positive semidefinite either.
This observation leads to the following constraint recording technique. We store the tuple (A[1, m] , . . . , A[k, m]) and use it to forbid similar column prefixes, as long as the entries of the k × k leading principle submatrix are left unaltered. Because the possible entries for A[i, j] can only take a few different values, it is advantageous to store these column prefixes into a trie, which also allows them to be combined to yield even shorter forbidden column prefixes.
Checking the rank
As was pointed out in Section 3 we also need a method for checking whether a square symmetric matrix A has a rank which does not exceed a given value r. As with positive semidefiniteness, the standard algorithm for determining the rank (through Gaussian elimination) suffers from numerical inaccuracy, which is this time an even more dangerous problem, because to compute the rank exactly we need to determine with certainty whether various real numbers are equal to zero or not.
The technique which we have used to surmount these problems, and which we describe below, is not as efficient as the algorithms from Section 4, but luckily it turns out that rank checking is not needed as often as checking for positive definiteness. Observe for instance that the rank of a matrix cannot be larger than its order, and therefore we only need to check matrices of size at least r + 1 × r + 1. Also, we can sometimes postpone rank checking even longer, because adding a row (or column) to a matrix can only increase the rank by 1, and hence the rank of a m × m matrix A can be at most 2(m − m ) larger than the rank of a principal submatrix A of A of order m × m . Indeed, if A turns out to have rank equal to only r − e, then rank checking is superfluous until we reach a submatrix of order larger than m + e/2.
We use modular arithmetic to avoid problems of numerical inaccuracy. Recall from linear algebra that the rank of a matrix A with integral entries is always greater than or equal to its p-rank, i.e., the rank of the matrixĀ obtained from A by reducing every matrix the electronic journal of combinatorics 13 (2006), #R00 entry of A modulo a fixed prime number p. So, if we find that the p-rank of A is larger than r, we know for sure that also the rank of A itself is larger than r. The p-rank can be computed exactly, using Gaussian elimination, and if we choose p < 2 15 (e.g. p = 32749), then this can be done using standard 32-bit integer arithmetic without the risc of overflow.
In our generation programs, the entries of the matrices A for which we need to compute the rank are the entries of the dual eigenmatrix Q associated with the association scheme, divided by n. For most of the actual cases which we have investigated these entries are rational numbers. If we multiply A with the least common multiple of the denominators of these constants, we obtain an integer matrix with the same rank, for which we then compute the p-rank.
In the general case, the entries of A can also be irrational, but they will always be algebraic integers. Also then it is still possible to find a suitable p and to transform A into an appropriate matrix A. For example, the dual eigenmatrix for the Perkel graph [8] has entries that belong to Q( √ 5). Multiplying A with the appropriate constant yields a matrix with entries in Z[ √ 5]. Choosing p = 30011, we obtainĀ by mapping an entry of the form x + y √ 5 to x + 6583y mod p. Because 6583 2 = 5 mod p, we again end up with a matrixĀ whose rank cannot be larger than the rank of A.
In each of these cases it is of course possible that the rank ofĀ is strictly smaller than that of A, and hence that we fail to recognise a matrix A with a rank that exceeds the given bound r. As with the algorithm of the previous section, this is not a problem. It may make the algorithm less efficient, but will never yield results that are not correct.
The remarks of Section 4.3 also hold for computing the rank : using the p-rank as an approximation appears to be more efficient than computing the exact rank with multiprecision arithmetic. It might however be beneficial to use the following 'hybrid' algorithm: if the p-rank 'almost' reaches the bound r, exact arithmetic could be used to compute the true rank. Although in that case it would probably be faster to simply recompute the p-rank for a few additional values of p.
Classification results
In [8, 9, 11, 12] we have already discussed many of the results which we have obtained by applying the techniques of the previous sections. In this section we will list some recent classification results.
As was mentioned before, our programs were written in the Java programming language. Timings given are for a computer with a single CPU with a clock speed of approximately 1GHz. All timings are approximate.
the electronic journal of combinatorics 13 (2006), #R00 6.1 A unique strongly regular (126, 50, 13, 24) graph There exists a strongly regular graph with parameters (v, k, λ, µ) = (126, 50, 13, 24) which is related to the Hermitian two-graph H(5) and can be constructed from the HoffmanSingleton graph [16] .
Our generation program proves that this strongly regular graph is uniquely determined by its parameters (up to isomorphism). This took approximately 5 days of processing time.
Two distance regular antipodal 3-covers of K 14
A distance regular graph on 42 vertices with intersection array {13, 8, 1; 1, 4, 13}, i.e., with n 1 = 13, p There is a well-known construction of a graph with this parameters, based on the finite field GF(13) (see for instance [2, Proposition 12.5.3] ). This scheme has automorphism group PGL(2, 13) of size 2184.
Our generation program proves that there are exactly 2 isomorphism classes of association schemes with these parameters (this takes about 20 minutes). The second graph can be constructed as follows :
• Vertices are the 42 ordered triples of collinear points in the Fano plane PG(2, 2).
• Two triples (x 0 , x 1 , x 2 ), (y 0 , y 1 , y 2 ) that correspond to different lines of the Fano plane are adjacent in the graph if and only if either x 0 = y 0 , x 1 = y 2 or y 1 = x 2 .
• Two triples that correspond to the same line are adjacent if and only if they share the third coordinate, i.e., if they are of the form (x 0 , x 1 , x 2 ) and (x 1 , x 0 , x 2 ).
The automorphism group of this graph is PGL(3, 2). The antipodal classes correspond to the oriented lines {(x 0 , x 1 , x 2 ), (x 1 , x 2 , x 0 ), (x 2 , x 0 , x 1 )} of the Fano plane. It is fairly easily seen that every triple is adjacent to exactly one triple for each of the 13 remaining oriented lines, in other words, that the graph is a cover of K 14 . We do not know of an elegant mathematical proof of the fact that the graph is distance regular with the indicated parameters, but this property is easily checked by computer.
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