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Results from two recent flight campaigns into High Ice Water Content 
(HIWC) are summarized. HIWC was detected with airborne radar and 
measured via microphysical probes mounted on NASA’s DC-8. Results from 
the campaign demonstrate detectability of HIWC using airborne radar. In the 
cases examined, tropical storms are more proficient at producing large areas 
of HIWC than hurricanes. Three-dimensional, numerical simulations of 
tropical cyclones encountered during the campaign are also presented and are 
compared to measurements in order to understand conditions associated with 
HIWC. Within Hurricane Lane (2018), the highest ice water contents were 
found in regenerating thermal plumes located in the eye wall and in feeder 
bands. Within Tropical Storm Danny (2015), large areas of ice water content 
greater than 1 g m-3 were fed by broad-areas of convection occurring 
downshear from the center of circulation. 
Nomenclature 
BHS = Background Humidity System 
dBZ = decibels of radar reflectivity factor, Z (decibels of mm6 m-3) 
CDP = cloud droplet probe 
Dic = ice crystal diameter (m) 
DLH = diode Laser hygrometer 
GOES = Geostationary Operational Environmental Satellite 
HAIC = High Altitude Ice Crystals 
HIWC = High Ice Water Content 
IAS = indicated air speed 
ICD = ice crystal detector 
IMC = Instrumented Meteorological Conditions 
IWC = ice water content (g/m3) 
MCS = mesoscale convection system 
MSL = mean sea level 
MMS = Meteorological Measurement System 
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MR = mass water content for rain water (g/m3) 
MS = mass water content for snow water (g/m3) 
NM = Nautical Miles 
NO = intercept value in the particle size distribution (m-4) 
PIP = Precipitation imaging probe 
PPI = plan position indicator 
PSD = particle size distribution 
RIWC = radar estimated ice water content using Swerling method (g/m3) 
RRF = radar reflectivity factor (dBZ) 
SAT = static air temperature 
t = time coordinate 
TASS = Terminal Area Simulation System 
TAT = Total Air Temperature 
TC = atmospheric temperature (Centigrade) 
UTC = Universal Time Coordinated 
x = west-east space coordinate in lateral plane 
y = south-north space coordinate in lateral plane 
z = vertical coordinate, elevation 
Z = radar reflectivity factor (mm6 m-3) 
2D-S = 2-dimenisonal stereoscopic probe 
 
I. Introduction 
IGH concentrations of ice crystals associated within the upper-regions of large convective systems can pose a 
threat to the safety of commuter and large-transport jet aircraft. The ingestion of high concentrations of ice 
crystals by jet engines can cause power loss, such as roll-back and unstart, and in some cases result in engine damage.1 
The financial costs to the airlines includes loss of service, special inspections, as well as the replacement or repair of 
damaged parts following an encounter. These regions of dense ice-crystal concentrations are typically referred to as 
High Ice Water Content2 (HIWC) or High Altitude Ice Crystals3 (HAIC) and have been linked with over one hundred 
fifty incidents over the past two decades.4 Broad areas containing high concentrations of ice crystals can expose 
traveling aircraft for a duration of time (i.e. several minutes or more) and seem more of a factor than brief encounters 
with small areas that have high concentrations. Thus, the HIWC threat is most associated with the large cloud canopies 
of mesoscale convective systems (MCS) and tropical cyclones (such as hurricanes and tropical storms), rather than 
from chance encounters with isolated short-lived thunderstorms. According to Mason and Grzych,5 engine events 
favor oceanic systems and occur near the most active region of convection. Engine icing can occur over most any 
region that can sustain large, deep convective systems,4 but rarely occur at latitudes greater than 45oN or 45oS.1 
Conditions reported during engine icing incidences are low-visibility, little to moderate turbulence, absence of 
airframe ice accretion, and little or no radar reflectivity factor as displayed on the ship’s weather radar. Engine icing 
events can occur within continental systems, but are less often encountered, since pilots tend to avoid these systems 
due to their higher radar reflectivity factor and potential for hail, lightning, and turbulence. Altitudes of the engine 
events tend to range from 9000 ft to 41,000 ft (2.4 km – 12.5 km) with environmental temperatures ranging from -7oC 
to -63oC.6,7 Additional threats from high concentrations of ice crystals can occur from the obstruction of the aircraft’s 
pitot tube and temperature sensors.1,8,9 This is a concern since such encounters may cause erroneous readings and 
unsafe responses from the aircrew and the aircraft’s automated flight systems. 
 The threat of ice crystals on engine performance depends upon the ice crystal water content and duration of engine 
exposure. The actual threshold may also depend upon engine design and use. The susceptibility of the modern cooler-
running more efficient engine designs may also be a factor. Engine experts have suggested an exposure to ice 
concentrations of 1 g m-3 for an extended duration may be sufficient to cause engine icing and malfunction.10 Similar 
concentrations of ice crystals at temperatures colder than -30oC, may be sufficient to interfere with aircraft probes and 
engine temperature sensors as well.9 
 In response to the HIWC threat, airlines, along with air frame builders, engine manufactures, regulatory bodies, 
and others, desire solutions to mitigate safety risks, diminish disruptions to service, and reduce operation costs. 
International efforts to address this problem have resulted in the formation of committees and consortiums, and the 
sponsorship of field studies to address this problem.10,11,12 Two major flight campaigns were conducted at Darwin, 
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Australia in 2014 and at Cayenne, French Guiana in 2015. Both were under international sponsorship and had as a 
major objective to characterize the HIWC/HAIC environment. These campaigns utilized research aircraft equipped 
with weather radar and microphysical probes that collected in-situ data.3,13,14 Participating organizations included 
Airbus, Boeing, Honeywell, Environmental Canada, National Research Council Canada, National Center for 
Atmospheric Research, Australian Bureau of Meteorology, European Aviation Safety Agency, FAA, NASA, and 
more. The field studies successfully explored regions of HIWC and found the ice crystal spectra to be dominated by 
small ice crystals. Since the radar reflectivity factor (RRF) is proportional to the equivalent hydrometeor diameter to 
the sixth power, the dominance of small particles helps to explain the common observation from pilots that the RRF 
seemed benign in regions of HIWC (events are often reported as either green or black on the aircraft’s weather display). 
 Recent flight deployments under NASA/FAA sponsorship have focused on airborne Doppler radar and 
microphysical measurements taken in oceanic and coastal HIWC events. These campaigns had as a major objective 
to investigate the feasibility of using commercial airborne radar to diminish the HIWC risk to commercial aviation. 
An extensive review of these campaigns are found in Ratvasky et al.9 and Harrah et al.15 The objective of our paper is 
to provide a brief review of these two deployments with the focus of HIWC within tropical cyclones. The paper will 
also utilize the Terminal Area Simulation System (TASS), a numerical cloud model, to help understand and 
characterize the IWC that was associated with the tropical cyclones during these two deployments. Previous studies 
using TASS to investigate HIWC are in reference [16 and 17]. A brief overview of the initialization procedure, TASS 
microphysics, and results will be discussed in this paper. In the appendix, an improved algorithm for estimating the 
intercept for snow particles by fitting inverse-exponential size distributions for snow particles to ice particle size 
distributions (PSD) collected during the HIWC deployments. 
II. 2015 and 2018 NASA/FAA Flight Campaigns 
 
In order to better understand the characteristics of HIWC events and to evaluate the feasibility of airborne radar in 
detecting HIWC, two field campaigns were recently conducted under NASA/FAA sponsorship. Both campaigns 
utilized a modified Honeywell RDR-4000, X-band Doppler radar. The radar has an antenna beam width of 
approximately 4-degrees, and is installed within the nose of NASA’s DC-8. (Fig. 1). The DC-8 was also equipped 
with microphysical sensors for measuring particle size distributions and a second-generation IsoKinetic Probe18,19 
(IKP-2) for measuring ice water content. Values for ice water content (IWC) were measured along the flight path by 
the IKP-2 and averaged over five seconds. In order to compare the radar products and to be consistent with these IWC 
measurements, the detections by the X-Band Doppler radar were chosen along the flight path at minimum range to 
the DC-8. A complete description of the instruments used on the DC-8 is described in Ratvasky et al.9  
The first campaign was conducted in 2015, with the base of operations located in Fort Lauderdale, Florida. Over 
50 flight hours were conducted flying into coastal and oceanic MCS and into two tropical storms (Danny and Erika). 
Flight altitudes through the convection ranged between 20,000 ft to 37,000 ft (6 km – 11.25 km) at flight temperatures 
between -12oC and -52oC. Rules for engagement (Table 1) were followed during the deployments to ensure safety. 
The restrictions on areas of the storm that could be flown do not allow sampling in the most active locations of the 
storm systems, but are conditions routinely followed by commercial traffic. HIWC conditions were encountered 
during each of the ten flight days, with measured IWC of up to 3.6 g m-3 (Table 2). Radar reflectivity factor was 
usually found to be low in HIWC conditions, and only weakly correlated with IWC. Unlike the relationship for liquid 
water content and rain, a suitable relationship between RRF and IWC was not obvious (Fig. 2). A further analysis that 
included sorting by static air temperature (SAT) did not assist in uncovering a feasible relationship between IWC and 
RRF.15  
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Figure 1. NASA's DC-8 and flight campaign instrumentation, including wingpods for IKP-2 and cloud particle 
spectra probes, fuselage-mounted instruments for background humidity, water content, and temperature, and 
a modified Honeywell RDR-4000 as the primary weather radar. 
 
Table 1. Mission flight rules and procedures for 2015 and 2018 flight campaigns9 
Mission Flight Rules and Procedures 
 
• 20NM lateral separation from RRF > 40 dBZ at flight level (“red” on pilots weather radar 
display). Could be reduced to 10 NM if hail unlikely. 
 
• Flight not allowed over red RRF with less than 5000 ft vertical separation. 
 
• 10 NM lateral separation from “yellow” RRF (30-40 dBZ) at flight level. Could be reduced 
in some circumstances. 
 
• Engine ignitors on during icing operations. 
 
• Engine throttles staggered every 5 min, engine power cycled to vary engine fan speeds 
during encounters. 
 
• Aircraft commander has final authority to judge acceptability of weather conditions. 
 
• If all Indicated Air Speed (IAS) readings were unreliable due to pitot icing, at the aircraft 
commander’s discretion, the cloud traverse could continue up to 10 min and then exited 
as soon as practical. 
 
• If only one of the IAS readings was unreliable due to pitot icing, the cloud traverse could 
continue at the aircraft commander’s discretion. 
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Table 2. Summary of flights for 2015 flight campaign. Values for IWC were measured by the IKP-2 and averaged 
over five seconds. The RRF detections were chosen at minimum range of the DC-8 to be consistent with the IWC. 
Days with flights into Tropical cyclones in bold. 
Date 
 
Max 
IWC 
 g m
-3
 
Max Path 
Length with 
IWC > 1 g m
-3
 
Max 
RRF 
along 
flight 
path 
Type of System General Location 
12 Aug 2015 2.3 31 km 26 dBZ Oceanic MCS Atlantic Ocean near 
Southeastern US 
13 Aug 2015 2.3 59 km 31 dBZ Oceanic MCS Atlantic Ocean near Florida 
14 Aug 2015 3.4 64 km 35 dBZ Oceanic MCS Atlantic Ocean and Gulf of 
Mexico  
16 Aug 2015 2.8 186 km 30 dBZ Oceanic MCS Gulf of Mexico 
19 Aug 2015 2.3 114 km 29 dBZ Coastal MCS Louisiana Coast 
21 Aug 2015 2.7 86 km 29 dBZ Coastal MCS Louisiana Coast 
23 Aug 2015 2.3 139 km 26 dBZ Tropical Storm 
Danny 
Atlantic Ocean east of  
Lesser Antilles 
26 Aug 2015 2.7 179 km 29 dBZ Tropical Storm 
Erika 
Atlantic Ocean east of  
Lesser Antilles 
27 Aug 2015 3.2 125 km 30 dBZ Tropical Storm 
Erika 
Caribbean Sea southeast 
of Puerto Rico 
28 Aug 2015 2.9 220 km 31 dBZ Tropical Storm 
Erika 
Caribbean Sea southwest 
of Puerto Rico 
 
 An example of one of the systems that 
produced large areas of HIWC is shown in 
shown in Fig. 3. This case represents a coastal 
MCS that occurred on 19 August 2015. The 
MCS can be identified in the infrared satellite 
imagery, by its large cloud canopy and its cold 
tops that extend above the tropopause (white or 
purple area in Fig. 3). The MCS was fueled by 
multi-cellular convective plumes that 
transported ice into the upper regions of the 
cloud canopy.17 During the flight for this day, 
the DC-8 encountered a stretch of IWC > 
1 g m-3 for 114 km (62 NM) with a peak of 
2.3 g m-3, as measured by the DC-8’s IKP-2 
sensor. During all flight encounters that day, 
the short-range RRF remained below 30 dBZ 
and appeared as black or green on the 
horizontal scans of the DC-8’s weather radar. 
As shown in Table 2, the four flights through 
tropical storms encountered the highest 
concentrations of IWC with the longest 
durations of IWC above 1 g m-3 compared to 
 
Figure 2. Relationship between RRF and IWC at close range 
for all 2015 flights with the static air temperature (SAT) less 
than -15oC. 
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the other flights. Tropical storms have been recognized for their potential in producing engine icing environments. As 
an example, Mason et al.1 described an incident within a tropical storm near Hong Kong. Engine icing with a multiple-
engine shutdown occurred when a large-transport aircraft flew at 30,000 ft through a tropical storm that had been 
downgraded from a Category-4 Typhoon. 
  
 
 
Figure 3. GOES infrared Imagery for 1415 UTC, 19 August 2015. White/Purple areas represent coldest cloud 
tops, at altitudes above the tropopause. A segment of the flight track is superimposed. (Courtesy of NASA 
Langley Satellite Group20) 
 One of the outcomes of the 2015 flight campaign was recognizing the importance of tropical storms in providing 
a persistent source of HIWC. The highest IWC concentrations and longest trajectories through HIWC (IWC > 1 g m-3) 
were inside the tropical storms (Table 2). They were more dependable targets for data collection due to their multiple-
day lifetimes, size, and persistent track. They also were more predictable, had less lightning and posed no threat from 
hail as compared to other deep convective systems. In addition, the bulk statistics of ice PSD’s sampled in the 2015 
tropical storms had little difference with those taken within MCS. As seen by comparing Figs. 4 and 5, the (lack of) 
correlation between RRF and IWC were about the same between tropical cyclones and MCS. 
 Given that relationships between RRF and IWC seem unfavorable for HIWC prediction, data collected in the 2015 
campaign was used for developing alternative approaches for the prediction of HIWC. The second campaign, 
conducted in 2018, sought to assess the performance of these radar algorithms and evaluate their feasibility and 
accuracy. Again the 2018 campaign utilized the same aircraft and instrumentation as in 2015, with the addition of 
sensors for three-dimensional winds and turbulence,21 particle optics, and improved humidity readings.9 In the 2018 
campaign, seven flights were conducted (Table 3), with the DC-8 sampling deep convection in the Gulf of Mexico 
and an evolving tropical cyclone in the Pacific (i.e. Hurricane Lane). About 35 hours were flown within the storm 
systems during the seven flight days. Flight altitudes through the storms ranged between 25,000 ft and 38,000 ft (7.6 
km – 11.6 km), at temperatures ranging between -18oC to -50oC. The same rules of engagement (Table 1) were 
followed here as well. The peak (5-second averaged) IWC measured by the IKP-2 ranged from 1.9 g m-3 to 3.7 g m-3. 
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Table 3. Summary of flights for 2018 flight campaign. Values for IWC were measured by the IKP-2 and averaged 
over five seconds. The RRF detections were chosen at minimum range of the DC-8 to be consistent with the IWC. 
Days with flights into Tropical cyclones in bold. 
Date 
 
 
 
Max 
IWC 
 g m
-3
 
Max Path 
Length 
with IWC > 
1 g m
-3
 
Max RRF 
along 
flight 
path 
Type of System General Location 
02 Aug 2018 2.7 84 km 28 dBZ Oceanic MCS Eastern Gulf of Mexico 
06 Aug 2018 2.9 19 km 34 dBZ Deep Convection Southern Gulf of Mexico 
15 Aug 2018 2.8 80 km 26 dBZ Tropical Storm 
Lane 
Eastern Pacific  
16 Aug 2018 3.7 35 km 33 dBZ Tropical Storm 
Lane 
Eastern Pacific 
18 Aug 2018 1.9 20 km 26 dBZ Hurricane Lane 
(Category-4) 
Eastern Pacific 
19 Aug 2018 3.5 23 km 36 dBZ Hurricane Lane 
(Category-3) 
Southeast of Hawaii 
20 Aug 2015 2.9 41 km 33 dBZ Hurricane Lane 
(Category-4) 
Southeast of Hawaii 
 
  
         
Figure 4. Relationship between RRF and IWC at 
close range for all 2015 and 2018 flights into MCS. 
 
Figure 5. Relationship between RRF and IWC at 
close range for all 2015 and 2018 flights into 
tropical storms and hurricanes. 
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 As previously mentioned, one of the goals of the second campaign was to test new radar algorithms for predicting 
and avoiding HIWC. A new processing algorithm, termed “Swerling,” was developed from the 2015 data and 
employed in real-time during the 2018 campaign to better estimate IWC from the DC-8’s Honeywell X-band radar. 
The name “Swerling” and the concept for the algorithm is inspired from classic research published by radar 
theoretician Peter Swerling,22 who developed the statistical fluctuating target scattering model. The Swerling 
algorithm was developed by the NASA Radar Team, and relies on the radar signal amplitude and accounts for the 
statistical variance in amplitude as well the mean amplitude within a coherent processing interval.16 The radar 
estimated IWC (RIWC) is then assumed proportional to the index of dispersion of the pulse amplitudes. A major 
benefit of the Swerling technique is that it can be implemented without any hardware modification to existing 
commercial airborne Doppler radar systems. The approach was found to predict the IWC typically within a ± 0.5 g m-
3 accuracy and appears to have little dependency upon range. 
 As an example of this technique, results from 
the second flight day in 2018 are shown in Fig. 6. 
This was of a small convective system located in 
the Gulf of Mexico off the South Florida coast. The 
satellite image and radar PPI displays are shown 
just as the DC-8 was entering the convection from 
the south at an altitude of 32,000 ft (9.75 km). The 
RRF display shows two active areas (yellow, 
30-35 dBZ) on the southwestern end of the system 
with precipitation spreading northeastward. A 
profile of the RIWC (black line) along with a 
profile for IWC measured along the DC-8 flight 
(blue) show very good agreement (middle plot in 
Fig. 6). Values for IWC were measured by the IKP-
2 and averaged over five seconds. Values for the 
profile for RIWC were chosen along the DC-8 
flight path for the minimum range of the radar 
estimate to be consistent with these IWC 
measurements. The PPI display of RIWC from the 
real-time radar display (bottom right in Fig. 6) 
shows small areas of > 3 g m-3 (white) within the 
30-35 dBZ RRF (yellow on RRF display). In 
addition, a relatively broad area of RIWC greater 
than 1 g m-3 (black) is downstream from these local 
hot spots and within the green area of the RRF 
display. 
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Figure 6. Observed during the 6 August 2018 flight. Infrared 
satellite imagery at 1230 UTC with flight track for DC-8 
imposed (top); Radar estimated IWC (RIWC) (black curve) 
vs IWC from IKP-2 (blue curve) along flight track (middle); 
and horizontal displays from airborne radar of RRF (bottom 
left) and RIWC (bottom right) at 1230 UTC. On the RIWC 
display, white represents RIWC greater than 3 g m-3 and dark 
blue, 1 - 1.5 g m-3. Flight elevation is at 32,000 ft. 
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III. Tropical Cyclones during the 2015 and 2018 Campaigns 
 
HIWC conditions within three tropical cyclones were encountered during both campaigns. During one of the flight 
days Tropical Storm Danny was investigated on 23 August 2015, after it had weakened from being a hurricane two 
days earlier. Tropical Storm Erika was probed during three flight days (26-28 August 2015). During the 2018 
campaign, Pacific Hurricane Lane was investigated over five flight days as it intensified from a weak tropical storm 
to a major hurricane (15-16 August 2018 and 18-20 August 2018). The flight paths relative to the tropical cyclone 
tracks are shown in Figs. 7-9. Tables 2 and 3 show these days in bold, and include the peak IWC measured by IKP-2 
and the longest flight segment with IWC greater 1 g m-3. One of the unexpected observations during the encounter 
with Hurricane Lane during the 2018 deployment was the relatively short duration of IWC greater than 1 g m-3. For 
instance, the longest segments with IWC > 1 g m-3 for each of the flight days through the 2015 tropical storms ranged 
from 125 km to 220 km; while the longest segments for each the flight days through Hurricane Lane ranged from 
20 km to 80 km. Even here, the longest track occurred while Lane was a minimal tropical storm. The peak values for 
IWC, however, were comparable between tropical storm and hurricanes. It is important to note that the higher 
reflectivity regions within the eye wall of Hurricane Lane were avoided due to mission rules (Table 1). 
 
 
 
Figure 7. Path and intensity of Hurricane Danny. The DC-8 flight path from 23 August 2015 is imposed. 
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Figure 8. Path and intensity of Tropical Storm Erika. The DC-8 flight paths for 26-28 August 2015 are imposed.  
 
 
Figure 9. Path and intensity of Hurricane Lane. The DC-8 flight paths for 15-16 and 18-20 August 2018 are 
imposed. 
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A. Brief Summary of the Tropical Cyclones during the Campaigns 
Hurricane Danny developed over the tropical Atlantic from an easterly wave moving off the coast of Africa. It 
became a tropical depression on 18 August 2015 and a tropical storm a day later. It then rapidly intensified into a 
hurricane reaching Category-3 intensity on the 21 August. The National Hurricane Center noted that it was an 
unusually small hurricane with a small eye and gale force winds extending only 95 km from its center.23 After this 
time, the storm weakened into a tropical storm due to vertical shear and entrainment of dry air. Tropical Storm Danny 
dissipated over the Lesser Antilles on the 24 August. Its center path and intensity is shown in Fig. 7. This storm was 
in range of the DC-8 stationed at Ft. Lauderdale for only one day, 23 August 2015, before dissipating the next day. 
Peak low-level winds in Tropical Storm Danny at the time the storm was probed by the DC-8 were 40-45 knots23 (20-
23 m s-1). On 23 August, the center of Danny’s circulation was offset near the southwestern edge of its cloud canopy 
and strong convection was ongoing within the eastern and northern quadrants relative to the circulation center. The 
diameter of the cloud canopy was about 300-350 km. Asymmetry and weakness of the storm were due to vertical shear 
in the ambient wind (e.g., Frank and Ritchie24). Movement of the storm was generally westward to west-
northwestward at about 6 m s-1. 
Tropical Storm Erika formed over the tropical Atlantic from an easterly-wave moving off Africa. It became a 
tropical storm on the 24 August 2015 but never reached hurricane status. It dissipated into a tropical low on the 28 
August near the Dominican Republic. Its peak low-level winds never exceeded 45 knots, but produced destructive and 
deadly flooding in the Dominican Republic.25 Convection in Erika remained poorly organized and mostly confined to 
the eastern portion of the cyclone. The center path of Erika is shown in Fig. 8. Tropical Storm Erika became in range 
of the DC-8 based at Ft. Lauderdale on 26 August 2015 and remained in range until the storm dissipated following 
the 28th of August. The diameter of the cloud canopy was roughly 400-450 km, and movement of the storm was 
generally westward around 8 m s-1. 
Hurricane Lane became a rare Category-5 Eastern Pacific hurricane and produced the second highest rainfall 
accumulations of any cyclone to affect the U.S.26 Hurricane Lane formed from a tropical depression located southwest 
of Baja-California Peninsula of Mexico. As the disturbance drifted westward along the International Tropical 
Convergence Zone (ITCZ) it was declared a tropical storm on the morning of 15 August 2018. It slowly continued to 
intensify and became a hurricane by 0000 UTC on 17 August. Ideal conditions of weak wind shear and warm ocean 
water resulted in a rapid intensification of Lane. It reached Category-4 status as a major hurricane on 18 August.27 By 
this time, the storm exhibited symmetry and a well-defined eye. On August the 19th, Lane weakened to Category-3 
status due to increased wind shear, but then re-intensified to become a Category-5 storm with 160 mph sustained low-
level winds on 22 August, just before passing several hundred miles southeast of Hawaii. The storm later weakened 
as it moved westward of Hawaii. The path and intensity of Hurricane Lane is shown in Fig. 9. The DC-8 while based 
at NASA Armstrong flew into Lane while it was a developing tropical storm on the 15th and 16th of August. Two days 
later, the DC-8 flew into Lane after it had become a Category-4 hurricane on the 18th of August and then landed in 
Hawaii. On the following day (19 August), the DC-8 flew into Hurricane Lane (now weakened to a Category-3 
hurricane), and returned to Hawaii. The next day the DC-9 departed from Hawaii and into Hurricane Lane for a 5th 
time and then returned to Armstrong (Fig. 9). Hurricane Lane had re-intensified to Category-4 by the time of the last 
flight. Satellite infrared imagery of the intensifying Lane is shown in Fig. 10. The diameter of the cloud canopy 
associated with Hurricane Lane was about 450-600 km. Its movement was generally westward to northwestward at 
5 m s-1 to 7 m s-1. 
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Figure 10. GOES-16 Infrared Satellite Imagery of four day period showing intensification of tropical cyclone 
Lane: Minimal tropical storm (top left), strong tropical storm intensity (top right), hurricane Category-2 
(bottom left), hurricane Category-4 (bottom right). 
 
B. Ice crystal water measurements in Tropical Cyclones during the Campaigns 
Now that the potential for the Swerling technique is established for providing RIWC as a good estimate for ice 
water content, the analysis can be extended to other cases and systems to evaluate the robustness of the technique, as 
well as to better characterize the different HIWC environments. 
The ice water profiles taken in Tropical Storm Danny (Fig. 11), Tropical Storm Erika (Fig. 12), Tropical Storm 
Lane (Fig. 13), and Hurricane Lane (Fig.14), show a good agreement between RIWC and IWC, as was earlier shown 
for a deep convective systems (e.g., Fig. 6). The IWC estimated from radar measurement using the Swerling technique 
(RIWC) correlates well with the IWC measured from IKP-2. Both measurements show corresponding periods lasting 
many minutes where the IWC is sustained above 1 g m-3. In several instances, RIWC tended to underestimate the peak 
values and overestimate minimum values. This partly may be due to the nature of comparing a beam-averaged value 
to an in-situ measurement, especially when flying in a highly-varying field.  
A comparison of the profiles between tropical storms (Figs. 11-13) to those in Hurricane Lane (Fig. 14) emphasize 
an earlier observation that the HIWC in tropical storms may cover a greater area than found in hurricanes. However, 
careful analysis is needed because mission rules did not permit the penetration of the intense convection surrounding 
the eye of Hurricane Lane. The DC-8 usually skirted the eye-wall convection or flew at high elevations in Hurricane 
Lane to avoid being in close proximity to high values of RRF. 
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Figure 11. Comparison of Radar estimated IWC (RIWC) (black curve) vs IWC from IKP-2 (blue curve) along 
flight track for Tropical Storm Danny on 23 August 2015. Altitude of flight track ranged from 29,000 ft – 
37,000 ft (8.8 km - 11.25 km). 
 
 
 
 
Figure 12. Comparison of RIWC (black curve) vs IWC from IKP-2 (blue curve) along flight track 
for Tropical Storm Erika on 26 August 2015 (top) and 27 August (bottom). Altitude of flight tracks 
ranged from 29,000 ft- 37,000 ft (8.8 km -11.25 km). 
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Figure 13. Comparison of RIWC (black curve) vs IWC from IKP-2 (blue curve) along flight track for Tropical 
Storm Lane on 15 August 2018. Altitude of flight track ranged from 30,000 ft - 36,000 ft (9.1 km -11 km). 
 
 
 
 
Figure 14. Comparison of RIWC (black curve) vs IWC from IKP-2 (blue curve) along flight track for 
Hurricane Lane on 18 August 2018 (top) and 20 August (bottom). Altitude of flight tracks ranged from 
36,000 ft- 38,000 ft (11 km - 11.6 km) for 18 August, and from 28,500 ft- 35,000 ft (8.7 km - 10.7 km) for 20 
August. 
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 A comparison of horizontal scans of RRF and RIWC fields between Tropical Storm Danny and Hurricane Lane is 
shown in Fig. 15. Both the RRF and RIWC fields are taken from individual radar scans measured along the DC-8 
flight track and are composited into a horizontal field as shown. Altitudes of the scans are approximately 32,000 ft to 
37000 ft (9.75 km – 11.3 km). In the plots from Tropical Storm Danny (top row), the RRF with values between 20-30 
dBZ (light green) covers a broad area on the north side of the circulation. Smaller areas of higher RRF (30-40 dBZ) 
are embedded on the western side as displayed as yellow. The corresponding RIWC field for Tropical Storm Danny 
indicates IWC approaching 3 g m-3 within the high reflectivity regions and a broad area of just over 1 g m-3 on the 
northern side. Here, the RRF is mostly in the 20 dBZ to 30 dBZ range. Flight tracks through this storm did not penetrate 
the high RRF regions due to mission rules. Line plots of RIWC vs IWC along the flight path were shown in Fig. 11, 
and measured IWC greater than 1 g m-3 was encountered along a 139 km segment of the flight path.  
The same variables are shown for Hurricane Lane in the bottom row of Fig. 15. For Hurricane Lane a distinctive 
closed eye is present and RRF between 15 dBZ and 30 dBZ covers a very large area greater than several hundred 
kilometers in length. The RIWC field, however, shows that the IWC is concentrated mostly in the eye wall. Detailed 
line plot along the flight track for this day confirms that IWC > 1 g m-3 was of very short duration along the flight path 
(Fig. 14). 
To explore these unexpected differences numerical experiments are set up in the next section to investigate why 
these difference may have occurred. 
 
 
 
Figure 15. Composite RRF (right column) and RIWC (left column) for Tropical Storm Danny on 23 August 
2015 (top row) and for Hurricane Lane on 18 August 2018 (bottom row). Altitude of the composites is about 
29,000 ft (8.8 km) for Danny and 34,000 ft to 37,000 ft (10.4 km - 11.25 km) for Lane. The DC-8 light track is 
superimposed. 
IV. Numerical Cloud Simulations of Danny and Lane 
 
In order to better understand the microphysical interactions and distribution of cloud ice within Tropical Storm 
Danny and Hurricane Lane, a three-dimensional, time-dependent numerical cloud model is used. Numerical 
simulations are performed with NASA’s Terminal Area Simulation System (TASS).28,29,30,31 Recently, it has been 
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applied to the study of HIWC, such as a MCS observed during the HAIC-HIWC flight campaign at Darwin,16 as well 
as for Coastal MCS and continental supercells.17 The numerical model has prognostic equations for velocity, potential 
temperature, pressure, and water substances (water vapor, cloud droplet water, rainwater, cloud ice crystal water, 
snow, and hail/graupel). The TASS formulation includes all three-phases of latent heat exchanges for water, and has 
a subgrid-turbulence closure formulation based on the Vreman32 model. TASS also has over 60 cloud microphysical 
submodels similar to those used by Lin et al.,33 and Rutledge and Hobbs.34 The autoconversion of cloud droplets into 
rain is based on drop growth studies by Berry and Reinhardt,35,36 and allows for differences in cloud droplet sizes 
usually found between continental and maritime locations.28,31 The submodels for precipitation processes are 
parameterize based on inverse exponential size distributions and a nonconstant size distribution intercept parameter. 
The PSD intercept parameter for rain is a function of rainwater content and is taken from Zhang et al.37 The intercept 
for snow is a function of temperature and snow water content. 
Boundary conditions for TASS can be periodic, open, closed, or in combination. The surface boundary is assumed 
flat, and can represent either ocean or a flat ground. The impermeable surface boundary is nonslip with a 
parameterization for surface stress based on Monin-Obukhov similarity theory.38 Initiation packages are available for 
triggering cumulus convective systems, turbulence, microbursts, and aircraft wake vortices. A summary of the salient 
characteristics of TASS are in Table 4. The TASS model has over a 35-year history of supporting NASA programs.39 
 
 
Table 4. Salient Features in TASS 
• Ambient conditions initialized with atmospheric sounding 
• Arakawa C-grid staggered numerical mesh 
• Bulk parametrizations for cloud microphysics (over 60 sub-models) 
• Compressible, time-split formulation 
• Efficient and accurate conservative numerical schemes with 4th order accuracy in space 
• Surface-stress based on Monin Obukhov Similarity Theory 
• History of application to aviation weather and safety problems 
• Initialization packages for: convective storms, microbursts, turbulence, planetary boundary layer, 
tropical cyclones, and aircraft wake vortices 
• Large Eddy Simulation with subgrid scale turbulence closure 
• Liquid, vapor, and ice phase microphysics 
• Massively parallel interface, scales efficiently with multiple processors as used on high-performance 
supercomputer clusters 
• Meteorological framework 
• Model simulations validated with field data and theoretical solutions 
• Monotone upstream-centered schemes for water substance 
• NonBousssinesq equation set 
• Nonreflective boundary conditions for open boundaries 
• Option of either open or periodic lateral boundaries 
• Option for either periodic or impermeable top and bottom boundaries 
• Prognostic equations for velocity, pressure, potential temperature, dust/insects, and water 
substance 
• Storm-tracking, movable grid domain 
• Variable time step to ensure CFL criteria for numerical stability 
• Vreman subgrid turbulence closure model with modification for stratification and flow rotation 
• Water substance represented by water vapor, liquid cloud water, rain, cloud ice, snow, and 
hail/graupel 
• Wet and dry growth for hail and snow 
 
 The prediction of ice particles in TASS are divided into three different categories: 1) ice crystal water — which 
represents small hexagonal ice crystals, 2) Snow — which represents larger precipitating ice particles (other than 
graupel or hail), and 3) hail (or graupel) — which represents the even larger more dense particles that are produced 
from freezing raindrops and riming snow particles. The ice crystal water is assumed to have a monodispersed particle 
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size that is limited to diameters no greater than about 200 µm. These particles are represented by hexagonal plates, 
have little fall velocity, and grow primarily by diffusion of vapor. The snow category assumes spherical particles that 
have an inverse exponential size distribution. The size-distribution intercept for snow has been updated as based on 
latest version of ice particle data measured during the HIWC 2015 and 2018 flight campaigns, and is described with 
more detail in the Appendix. The category for hail and graupel particles also assume an inverse exponential size 
distribution, but with a smaller intercept and a larger particle density than for snow. The RRF from TASS is diagnosed 
from the predicted water content and the assumed particle distribution for each of the precipitation fields.17 The radar 
reflectivity for ice particles also accounts for the dielectric factors for ice and water and follow the approach by Smith 
et al.40 Several of the key parameters assumed for the particle distributions are summarized in Table 5. 
 
Table 5. Key relationships and assumptions in TASS microphysics 
Category Size Distribution 
Intercept m
-4
 
Particle Density 
 kg m
-3
 
Comment 
Liquid 
Cloud Water 
Monodispersed 50 Number of droplets per 
volume is an input  
Rain Inverse exponential 
No = 7.106 x 10
6 M
R
0.648
 
1000 Intercept increases with 
rainwater content,  
M
R
 (g m
-3
) 
Cloud Ice Monodispersed Particle mass (kg) = 
0.1758 D
ic 
2.2
 
Hexagonal plates 
Diameter mostly < 200 
µm 
Snow Inverse exponential 
 
No = 10
(6.7 – 0.03 Tc+ Ψ), 
 
where 
Ψ = 1.45 M
s
- 0.375 M
s
2 
 –  0.005 M
s
3 
for Ms < 3.5 g m-3 and 
4
o
C > Tc > -55
o
C 
100   if   Tc <-15
o
C 
or 
100[1+(Tc +15)/15] 
 if  
0 > Tc > -15
 o
C 
Intercept increases with 
decreasing temperature 
and increasing snow 
concentration, M
s 
(g m
-3
) 
Hail/Graupel Inverse exponential 
Intercept is an input 
parameter 
Either 450 if graupel 
or 
800 if hail 
Intercept decreases with 
temperature below 
melting level 
 
 
A. Model Configuration 
A cloud model is not ideally suited for simulating the evolution of a tropical cyclone due to the systems immense 
size, long time scales, and need for variable boundary conditions that interact with changes in the larger-scale scale 
environment. However, a cloud model can provide detailed high-resolution information on the distribution of cloud 
fields within a tropical cyclone. A tropical cyclone is initialized in TASS by defining a representative initial vortex 
as is done in many hurricane models, and by defining the environmental conditions for temperature and ambient 
wind, and integrating over several hours of time. Other than the initial vortex, the environmental fields in TASS are 
assumed uniform in the horizontal direction and vary vertically as defined by the input of the environmental sounding. 
The simulations are only allowed to run for several hours since current boundary conditions do not interact with the 
larger, synoptic-scale flow. Convection is triggered within the convectively unstable environment and the model 
equations act to concentrate and re-distribute the initial vorticity. Domain sizes for each of the two runs are chosen 
to be sufficiently large to minimize boundary effects, while assuming grid sizes small enough to resolve important 
scales of convective motion. Table 6 shows the domain and grid size assumed in each of the two simulations. The 
input soundings for each of the simulations are shown in Fig. 16. Both soundings exhibit convective instability, being 
greater for the Hurricane Lane environment. Some windshear (vertical variation of the horizontal wind) is evident 
with both soundings, but certainly greater for Tropical Storm Danny’s sounding. Temperature at the tropopause 
heights are near -70oC for Hurricane Lane and -63oC for Tropical Storm Danny. 
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Table 6. Domain Size and Resolution 
Domain Parameter Tropical Storm 
Danny 
Hurricane Lane 
Lateral dimensions (x, y) 400 km x 400 km 600 km x 600 km 
Vertical dimension (z) 20 km 20 km 
Lateral grid spacing 250 m 250 m 
Vertical grid spacing 200 m 200 m 
Computational grid, # of 
points 
257 x 10
6
 485 x 10
6
 
 
B. Results 
Results from the simulation for Tropical Storm Danny are discussed below followed by results from Hurricane 
Lane. Comparisons, including satellite imagery along with measurements of RRF and RIWC from the DC-8, are 
shown as well. Lastly, comparison of the HIWC fields generated by the two simulations is discussed at the end of this 
section. 
The numerical simulation for Tropical Storm Danny is integrated for 6 hrs and 45 min. Again the goal is not to 
simulate the lifecycle but to capture the cloud and precipitation distribution within the storm at a representative time 
that can be compared to observations. Fig. 17 shows simulated low-level wind speeds of at least 15-20 m/s were 
encircling the center and peak winds were 25-30 m/s (49-58 knots). The actual estimated winds in Tropical Storm 
Danny were about 20-25 m/s. Fig. 17 also shows the corresponding mid-level RRF field at the same time. The 
simulations shows RRF > 40 dBZ (red) within the eastern half of Danny’s circulation. In the actual system, 
disorganized deep convection was occurring east and northeast of the cyclone center. A concentric eye was not 
apparent in the in the observation as well as in the simulation for this day. This is expected for a tropical storm that is 
being influenced by environmental shear. 
 
Figure 16. Composite Skew-T soundings representing the environmental conditions for Tropical Storm 
Danny on 23 August 2015 (right), and Hurricane Lane on 20 August 2018 (left). Based on soundings 
extracted from an operational weather model forecast. Wind hodograph inserted. 
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Fig. 18 shows a comparison of the simulated storm-top temperatures with those measured by GOES Satellite. The 
size and intensity of the simulated storm are of similar scale and magnitude, with shearing of the system toward the 
northeast. The coldest cloud tops occur over the strong convection, located along the east-northeast side of the 
circulation. The simulated RRF (Fig.19) displayed at an altitude of 11 km is about the same size and intensity of the 
composite RRF observed by the DC-8. The corresponding IWC and RIWC fields (Fig.20) show IWC of 0.5 g m-3 or 
greater covering an area just under 200 km in diameter. The highest IWC (~3 g m-3) is associated with convection and 
higher RRF on the eastern side of the storm circulation. 
 
 
 
Figure 17. Low-level wind speed (left) and RRF at an altitude of 5000 m (16,400 ft) simulated from TASS 
for Tropical Storm Danny. 
 
 
Figure 18. Comparison of TASS simulated cloud top temperatures (left) and GOES IR Satellite imagery of 
cloud top temperatures (right) for Danny on 23 August 2015. White/Purple areas represent coldest cloud tops, 
at altitudes above the tropopause. Distance scales are identical between plots. Right plot courtesy of NASA 
Langley Satellite Group. 
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Figure 19. Comparison of TASS simulated RRF (left) and RRF composited from DC-8 radar (right) at an 
altitude of about 11 km (36,000 ft) for Hurricane Danny on 20 August 2018. Distance scales are identical 
between plots. 
 
 
Figure 20. Comparison of TASS simulated IWC (left) and RIWC composited from DC-8 radar (right) at an 
altitude of 11 km (36,000 ft) for Tropical Storm Danny on 23 August 2015. Distance scales are identical between 
plots. 
 
The simulation of Hurricane Lane shows many similarities to the observed storm on 20 August 2018. Results are 
presented below at 5hrs and 15 mins into the numerical simulation. This time is chosen since at later times boundary 
conditions begin to influence the intensity and symmetry of the simulated system. 
The TASS generated low-level wind field and corresponding RRF field for Hurricane Lane are shown in Fig, 21. 
The simulated storm is less intense than the actual storm on 20 August, with the peak simulated winds being just over 
50 m/s. Hurricane intensity winds > 35 m/s do surround the nearly calm core. The TASS mid-level RRF field indicates 
strong convection within the eye wall that wraps around the center of the circulation. The cloud top temperatures from 
TASS are similar in scale and magnitude to those observed for Lane on 20 August (Fig. 22). Both show that the 
hurricane cloud canopy covers an area with a diameter of over 500 km. 
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Figure 21. Low-level wind speed (left) and RRF at altitude of 5000 m (16,400 ft) simulated from TASS for 
Hurricane Lane. 
 
 
Figure 22. TASS simulated cloud top temperatures (left) and GOES IR Satellite imagery of cloud top 
temperatures (right) for Lane on 20 August 2018. White/Purple areas represent coldest cloud tops, at altitudes 
above the tropopause. Distance scales are identical between plots. Right plot courtesy of NASA Langley Satellite 
Group. 
At typical flight levels (Figs 23 and 24), both the simulation and DC-8 radar observation show an active eye wall 
with some red reflectivity surrounding a nearly precipitation-free eye. Both simulation and observation show peak 
IWC over 3 g m-3 within the eyewall, although the radar derived RIWC has tighter gradients and seems less diffused 
as in the simulation. Differences include that the eye of the observed system appears to have a smaller diameter, and 
the observations show more active structures within the storm feeder bands than the simulations.  
The TASS simulation indicates that eye wall is composed of pulsing convective cells that rotate within the inner 
circulation of the hurricane. These continuously-regenerating cells supply much of the ice fields within the storm and 
maintain the circulation of the hurricane wind field. Convective cells also form and regenerate within the inward-
spiraling rainbands as well. 
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Figure 23. TASS simulated RRF (left) and composited from DC-8 radar (right) at an altitude of 8.8 km 
(29,000 ft) for Hurricane Lane on 20 August 2018. Distance scales are identical between plots. 
 
 
Figure 24. TASS simulated IWC (left) and RIWC composited from DC-8 radar (right) at an altitude of 
8.8 km (29,000 ft) for Hurricane Lane on 20 August 2018. Distance scales are identical between plots. 
 
From the TASS simulations, a comparison of vertical cross-sections running south to north through the center of 
each Tropical Storm Danny and Hurricane Lane for RRF and IWC is shown in Fig 25. Tropical Storm Danny has high 
ice water content spread over a larger continuous area than Hurricane Lane. In Hurricane Lane, the higher IWC appears 
more concentrated in the eye wall. Both show similar values in the maximum IWC. However, areas with red intensity 
RRF and with IWC > 3 g m-3 (white) are carried to high elevations within the eye wall of Hurricane Lane. The altitudes 
that have the greatest area with IWC >1 g m-3 are at 9-10 km for Hurricane Lane and 10-12 km for Tropical Storm 
Danny.  This is interesting since flights within the higher elevations of Danny on previous days (e.g., Fig. 15) found 
only low values of IWC outside of the eye wall. 
 
 
American Institute of Aeronautics and Astronautics 
 
 
23 
 
Figure 25. South-North cross section through the center of Tropical Storm Danny (top row) and Hurricane 
Lane (bottom row). The TASS simulated RRF field is shown in the left column and the TASS simulated IWC 
is shown in the right column. Distance scales are identical between plots. 
 
V. Summary and Conclusions 
 
In this paper some of the results from the 2015 and 2018 NASA-FAA HIWC field campaigns are discussed. HIWC 
conditions were probed by a radar and microphysics instrumented research aircraft. Large convective systems such as 
MCS, tropical storms, and hurricanes, were targeted within oceanic and coastal environments. Peak values of 5-second 
averaged IWC ranged between 1.9 g m-3 to 3.7 g m-3. The RRF along the flight path was usually less than 30 dBZ and 
never exceeded 36 dBZ during any of these encounters. Flight segments with IWC sustained above 1 g m-3 extended 
over 100 km in MCS and tropical storm systems. The flights through Hurricane Lane were found to have a much 
shorter duration of IWC > 1 g m-3. 
 Results from a new process that allows estimation of IWC from Doppler radar data are shown to agree favorably 
with measured IWC data. This new technique, termed “Swerling” was developed by the NASA Langley Radar Team 
and may allow radar detection of HIWC with conventional airborne Doppler radars; thus avoiding unnecessary costs 
and certification efforts for the addition of new hardware. The output from this technique, Radar derived Ice Water 
Content, or RIWC, seems to produce realistic fields that compare well with measured IKP-2 data. This approach was 
found to predict the IWC typically within a ± 0.5 g m-3 accuracy and appears to have little dependency upon range. 
The Swerling method is still being evaluated and may be improved with further research. 
Numerical Simulations with a cloud model are used to further investigate the characteristics of HIWC 
environments and to compare with the observed field campaign data. The microphysical models assumed in TASS 
are be able to simulate the basic features of the observed RRF and IWC fields. The TASS predicted IWC fields are 
consistent with the basic features of the radar estimated RIWC fields, although without the same sharpness of 
gradients. The simulations also demonstrates the feasibility of using numerical model to help characterize the HIWC 
environment. Data sets generated by the numerical models could be useful tools for evaluating sensor detection 
systems and helping to establish alerting procedures. They also could be helpful in any activity to certify radar 
detection implementations. 
The results from this study suggest that tropical storms and MCS can produce large HIWC environments. 
Hurricanes, on the other hand, may have smaller areas of HIWC and may be difficult to measure since the highest 
concentrations of IWC occur within the eye wall or with transient convective elements embedded within the feeder 
bands. 
From ice particle size distributions measured during the recent HIWC flight campaigns, a new algorithm is 
developed to determine the intercept parameter for ice particle size distributions. This algorithm is important in 
developing parametrizations for ice microphysics processes and for determining the contribution of RRF from IWC. 
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Appendix: Ice Particle Size Distributions 
Relationships between the ice-particle size distributions, temperature, and ice water content are needed for accurate 
parameterization of ice-phase cloud microphysics. These relationships are also useful in other applications, such as 
diagnosing radar reflectivity factor (RRF) due to ice particles. 
The analytical relationship for the particle size distribution (PSD) intercept for ice particles, N0, presented here 
improves upon earlier work based on the 2015 Florida flight campaign.17,41 The current model adds the data from the 
2018 Florida flight campaign42 as well as the 2014 Darwin Australia HAIC/HIWC flight campaign.14 Particle size 
distributions were measured along the flight path of research aircraft instrumented with microphysical probes.9 Ice 
water and liquid water were also measured by independent sensors. In addition, values for the RRF were measured by 
the aircraft’s Doppler radar in the Florida flight campaigns. These three data campaigns were conducted in wide 
geographic regions, and provide a robust sampling of convective systems with which to construct an analytical model 
for N0. The RRF of the Florida flight campaigns was computed using the same signal and data processing techniques 
on recorded radar return signals.15 These three data sets supply the basis for the analytical relationship assumed in 
TASS for the PSD intercept for snow particles. 
The three data sources, PSD, ice water concentration (IWC), and RRF all emanate from different sensors; 
therefore, the timestamp of each data source correlates the data of the different sensors. The Darwin PSD data is at 
one-Hertz intervals, while the PSD data from both Florida campaigns are at 5-second intervals. The radar data (Florida 
campaigns only) and the IWC data are both recorded at one-Hertz intervals.  
The measured data was discretized into appropriate size bins and normalized by the width of the corresponding 
bin. This allowed for the direct comparison of the PSD data with different size resolutions and common theoretical 
drop-size distributions (e.g., Marshall-Palmer43). The size resolution was10 μm for the 2D-S probe and 100 μm for the 
PIP. The range of particle measurements varied among the different sets, but they all include 15 μm to 5.995 mm. The 
PSD binning assumed a 10 μm uniform size, meaning that the coarser measurements were spread across associated 
smaller bins.  
The intercept of the least squares exponential curve fit to the distribution gives the resulting value for N0. The 
values for N0 undergo grouping by temperature and IWC to arrive at a functional representation based on the median 
values, which then serves as the input to construct the analytical curve fit. The functional relationship derived from 
the data is as follows: 
 
 Log10 (N0) = 6.7 – 0.03 Tc +1.45 IWC – 0.375 IWC2 +0.005 IWC3 (A-1) 
for Tc> -55oC  and  IWC < 3.5 g m-3 
 
where N0 has units of m-4, and IWC has units of g m-3, and Tc is temperature of the environment in centigrade. Figure 
A1 shows the comparison of the data with the above model. The effect of the magnitude for No is to change the 
populations of each size bin. A larger intercept value, N0, translates into a particle size distribution with overall smaller 
particles, a larger number concentration (number of particles per unit volume), lower radar reflectivity factor, and 
slightly slower median fall velocity. Other parameterized microphysical processes affected by the assumption for N0 
include sublimation or deposition of snow particles, riming, melting, and other growth processes. Smaller ice particles 
sublimate more quickly, but grow less by riming with supercooled water.  
A relationship for RRF can be determined by assuming Rayleigh scattering and integrating over the size 
distribution. The relationship between No and IWC to RRF contribution from snow particles can be determined as: 
 
 Z [mm6/m3] = 3.90 x 108 IWC1.75 No-0.75 (A-2) 
 
where the above assumes melted spherical particles, accounts for the differences in radar dielectric constants for ice 
and water, and assumes an inverse exponential size distribution. As a sanity check to the adequacy of our assumptions 
and the quality of our data, the RRF values computed from the above equation are compared with the observed RRF 
from the Florida flight campaigns in Fig. A2. 
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Figure A1. Ice particle distribution intercept, No, 
vs ice water content for three temperature ranges. 
Data points derived from PSD distributions 
measured during the 2014 Darwin, 2015 Florida and 
2018 Florida Campaign flights. Circle sizes 
correspond to data sample size, and Black line 
represents curve fit using Eq. (A-1). 
Figure A2. Radar reflectivity factor vs ice 
water content for three temperature ranges. 
Data points of close-range RRF measured during 
the 2015 Florida and 2018 Florida Campaign 
flights. Circle sizes correspond to data sample 
size, and Black line represents curve fit using 
Eqs. (A-1) and (A-2). 
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Comparisons between the above relationships and the measured data shown in Figs. A1 and A2 for specific 
temperature ranges show general agreement with the trends of the data. Note that each data point symbol represents 
the median value at a specific IWC value sized logarithmically by the number of observations in that specific IWC 
bin (see the insert reference size in the lower figure of A2). The IWC bins assume a width of 0.1 g m-3, resulting in 35 
potential data points for each flight campaign. The symbol sizes are typically smaller, signifying smaller sample sizes, 
beyond 2.0 g m-3. The median value for N0 compares well with the value predicted with Eq. (A1) up to 2 g m-3 for all 
three plots and up to almost 3 g m-3 for the -25o C plot of figure A1. The comparison of equations (A1) and (A2) with 
measured RRF in figure A2 shows that the RRF of the model curve fit provides a good approximation of the observed 
RRF. Overall, the present formulation of the intercept for ice particles, N0, demonstrates the robust performance across 
a wide range of temperatures, IWC, and geographic regions. 
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