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Abstract
Every ﬁnitary endofunctor H of Set can be represented via a ﬁnitary signature  and a collection of
equations called “basic”. We describe a terminal coalgebra forH as the terminal -coalgebra (of all -trees)
modulo the congruence of applying the basic equations potentially inﬁnitely often. As an application we
describe a free iterative theory onH (in the sense of Calvin Elgot) as the theory of all rational-trees modulo
the analogous congruence. This yields a number of new examples of iterative theories, e.g., the theory of all
strongly extensional, rational, ﬁnitely branching trees, free on the ﬁnite power-set functor, or the theory of
all binary, rational unordered trees, free on one commutative binary operation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
It is well-known that for any ﬁnitary signature an initial-algebra I is the algebra of all ﬁnite
-trees, and a terminal -coalgebra T is the algebra of all (ﬁnite and inﬁnite) -trees. We now
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prove the analogous statement for every ﬁnitary endofunctor H of Set . First, we express H as a
quotient of the polynomial functor H, given by
HX = 0 +1 × X +2 × X 2 + · · ·
for some ﬁnitary signature. In fact, being ﬁnitary (i.e., preserving directed colimits) is, for set func-
tors, equivalent to being a quotient of someH. Moreover, the quotient is expressed by a collection
of basic equations, i.e., equations of the form
(x1, . . . , xn) = (y1, . . . , yk),
where  and  are operation symbols and xi and yi are variables (not necessarily distinct).
Example: the ﬁnite-power-set functor Pf is a quotient of the polynomial functor
HX = 1+ X + X 2 + · · ·
(of the signature  which has one n-ary operation n for every n ∈ ) via the basic equations
n(x1, . . . , xn) = k(y1, . . . , yk),
where n and k are arbitrary numbers and the variables are such that the set {x1, . . . , xn} is equal to
{y1, . . . , yk}.
Now given such a presentation of H , it is well known that an initial H -algebra I has the form
I = I/∼,
where ∼ is the congruence generated by the basic equations. That is, two ﬁnite -trees t and s are
congruent iff t can be obtained from s by a ﬁnite application of the basic equations.We prove below
that a terminal H -coalgebra has the form
T = T/∼∗ ,
where∼∗is the congruence of ﬁnite and inﬁnite applications of the basic equations. The inﬁnite ap-
plication has a simple deﬁnition, inspired by the description of the terminalPf -coalgebra provided
by Barr [14]: Given inﬁnite -trees t and s denote by ∂k t and ∂ks the trees we obtain from them by
cutting them at level k . Then we deﬁne ∼∗ as follows:
t ∼∗ s iff ∂k t ∼ ∂ks for all k = 0, 1, 2, . . .
Example: a terminal Pf -coalgebra is the coalgebra of all ﬁnitely branching strongly extensional
trees, i.e., ﬁnitely branching unordered trees such that distinct children of every node deﬁne non-bi-
similar subtrees, see [25]. The reason is that they form a choice class of the above congruence ∼∗:
every unordered tree is congruent to a unique strongly extensional tree.
The main result of our paper is the above description of a terminal coalgebra for any ﬁnitary set
functor H . From this we (easily) derive a concrete description of a free iterative theory RH on H .
Iterative theories were introduced by Elgot [17] as a means of an algebraic description of inﬁnite
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computations. He presented two main examples: the theory Pfn of timed terminal behaviors, or
partial functions, see [17], and the theoryR of rational -trees, which is a free iterative theory on
, see [18]. Recall that a-tree on X (a set of variables) is a tree2 whose inner nodes are labeled inn
where n is the number of children, and whose leaves are labeled in 0 + X . Such a tree is rational,
see [19], if it has, up to isomorphism, only ﬁnitely many subtrees. The theoryR assigns to every X
the -algebra RX of all rational -trees on X .
We now describe all free iterative theories on ﬁnitary endofunctors H of Set . Represent H as a
quotient of H modulo basic equations. For every set X of variables denote by ≈∗ the congruence
on the rational-tree algebraRX obtained by potentially inﬁnite applications of the basic equations.
Then the free iterative theoryRH assigns to every set X the quotient algebra RX/≈∗ of all rational
-trees modulo ≈∗. This extends considerably the known concrete examples of iterative theories;
e.g., in the compendium [16] one ﬁnds, besides the mentioned theories Pfn and R, and the theory
of synchronization trees, only examples based on complete metric spaces.
Example: one commutative binary operation. This corresponds to algebras for the endofunctor
H assigning to every setX the setHX of all unordered pairs inX . This is represented via consisting
of one binary operation ∗ and the basic equation x ∗ y = y ∗ x. Here R is the theory of ordered
rational binary trees, and RH is the theory of unordered rational binary trees.
Related Work. An extended abstract of the present paper was presented at the workshop Coalge-
braic Methods in Computer Science 2003, see [5].
Several constructions of terminal coalgebras T for ﬁnitary set functors H have been studied in
the literature. For example, Barr shows, in case H is also ω-continuous, the terminal coalgebra as a
Cauchy completion of a natural metric on the initial algebra I for H , see [14], and the ﬁrst current
author provided in [6] a natural ordering on I for which T is a free (ideal) completion of I . For
general ﬁnitary endofunctorsWorrell [25] proved that the dual of the transﬁnite initial-algebra con-
struction introduced in [4] stops after ω + ω steps and yields a terminal coalgebra. The construction
presented below is new and independent of the above mentioned results.
Free iterative theories over polynomial functors were concretely described by Elgot et al. as the
theories of rational trees, see [18]. The authors proved in [9,10] that, more generally, every ﬁnitary
endofunctor of Set generates a free iterative monad. And we described this monad coalgebraically
as a certain colimit. The description presented in the current paper is much more concrete. For
endofunctors of base categories other than Set such a description is not known.
2. Initial algebras
Assumption 2.1. We assume throughout the present section, whose aim is to prepare ground for
Section 3, that a ﬁnitary endofunctor H of Set is given. This means as proved in [13] one of the
following equivalent properties:
(i) H preserves directed colimits,
2 Trees are considered to be rooted, ordered, labeled trees, unless stated otherwise, and they are always taken up to
isomorphism.
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(ii) every element of HX , where X is an arbitrary set, lies in the image of Hm for some ﬁnite subset
m:M ↪→ X
and
(iii) H is a quotient of some polynomial functor, i.e., there exists a natural transformation
ε:H → H with epimorphic components where H is a polynomial functor, see Example
2.2 below.
For convenience we also assume that H preserves monomorphisms, however, all the results hold
without this assumption. In fact, for every endofunctor H there exists a monomorphism preserving
endofunctor H ′ such that
(a) for all X /= ∅ we have HX = HX ′ (and analogously on morphisms), and
(b) H∅ = ∅ if and only if H ′∅ = ∅.
Consequently, both the categories of algebras and the categories of coalgebras for H and H ′, re-
spectively, are isomorphic.
Example 2.2. For every (ﬁnitary) signature = (n)n∈ the corresponding polynomial endofunctor
H given on objects X by
HX = 0 +1 × X +2 × X 2 + · · ·
is ﬁnitary. The elements ofHX are written in the form (x1, . . . , xn) for  ∈ n and (x1, . . . , xn) ∈ X n
and they are called ﬂat terms. They correspond to ﬂat trees
of height 1 (for n > 0) or 0 (for n = 0). Pairs of ﬂat terms are called basic equations.
Remark 2.3. The equivalence of the condition (i)–(iii) was proved in [13], let us make this explicit
here:
(i)→ (ii) Express X as a directed colimit of ﬁnite subsets.
(ii)→ (iii) Put
n = H(n) for all n = 0, 1, 2, . . .
and use the Yoneda Lemma: the component εX :
∐
H(n)× X n → HX is given by
εX (, f ) = Hf() for all f : n→ X and all  ∈ H(n).
(iii)→ (i) Polynomial functors preserve directed colimits because coproducts and ﬁnite products
commute with directed colimits in Set . The proof of the statement that all quotients of ﬁnitary
functors are ﬁnitary is only a bit more technical, see V.3.9 in [13] or a simpler proof in [11], 5.2.
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Remark 2.4. The condition (iii) in 2.1 presents H via a ﬁnitary signature  and a natural transfor-
mation ε:H → H having epimorphic components. Therefore each component
εX :
∐
n<ω
n × X n → HX
is fully described by its kernel equivalence, which we can present in the form of basic equations
(x1, . . . , xn) = (y1, . . . , xk)
for  ∈ n,  ∈ k and for tuples (x), (y) in HX (where X is a set of variables including all
xi and yj) satisfying
εX
(
(x)) = εX ((y)).
We shall call these basic equations the ε-equations.
Example 2.5. (i) The functorP2 assigning to a set A the setP2A of all subsets of cardinality at most
2 is a quotient of H where  consists of a binary operation  and a constant b. Here
εX :X × X + 1→ P2X
sends a pair (x, y) to {x, y} and the unique element of 1 to ∅. The ε-equations are all consequences
of the commutativity of :
(x, y) = (y , x).
(ii) Consider the ﬁnite-power-set functorPf assigning to a set X the setPf X = {A ⊆ X ;A ﬁnite}.
Here we can use the signature  where n contains a unique n-ary operation for any n = 0, 1, 2, . . .
and obtain a natural epitransformation
εX : 1+ X + X 2 + X 3 + · · · → Pf X
sending an n-tuple to the set of its members. The ε-equations equate two ﬂat terms iff the sets of
variables appearing in the terms are equal.
(iii) Aczel and Mendler use in [3] the following subfunctor (−)32 of the polynomial functor
X → X 3:
X 32 =
{
(x1, x2, x3) ∈ X 3; xi = xj for some i /= j
}
.
This can be represented as a quotient ofHwhere2 = {, !, } andn = ∅ else. The corresponding
basic equations are
(x, x) = !(x, x) = (x, x).
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Notation 2.6.We denote by Alg H the category of H -algebras, i.e., sets A equipped with a structure
morphism ":HA→ A, and homomorphisms f between H -algebras, deﬁned by the commutativity
of the following square
Example 2.7. (i) If H = H, then Alg H is the usual category of -algebras and homomorphisms.
(ii) For every presentation ε:H → H we can consider Alg H as the variety of -algebras pre-
sented by all ε-equations.
More precisely, every H -algebra ":HA→ A deﬁnes a -algebra
HA
εA→HA "→A
which, since εA is an epimorphism, determines " completely. The full subcategory of Alg H on all
these algebras is presented by ε-equations. In fact:
(a) The above algebra satisﬁes every ε-equation u = v in HX because given an interpretation
f :X → A of the variables, then the interpretation of the two (ﬂat) terms is Hf(u) and Hf(v),
respectively, and "·εA merges these two elements because εX merges u and v and "·εA·Hf =
"·Hf ·εX .
(b)Whenever a-algebra "¯:HA→ A satisﬁes all ε-equation, then given u, v ∈ HAwith εA(u) =
εA(v), it follows that "¯(u) = "¯(v), thus, "¯ factorizes through εA—in other words,A lies inAlg H .
Remark 2.8. (i) As we just observed, every categoryAlg H , whereH is ﬁnitary, is a variety presented
by basic equations. Conversely, every variety presented by basic equations is equivalent to Alg H
for a ﬁnitary set functor, see [13].
(ii) As with every variety, Alg H is a reﬂective subcategory of Alg H: for every -algebra A the
congruence ∼ generated by ε-equations in A yields a quotient-algebra
q:A→ A/∼ with A/∼ in Alg H .
This is a reﬂection, i.e., for every homomorphism f :A→ B in Alg H with B in Alg H there exists
a unique homomorphism f¯ :A/∼ → B in Alg H with f = f¯ ·q.
Initial-algebra construction 2.9. Recall from [4] that every ﬁnitary endofunctor H has an initial
algebra
I = colim
i<ω
H i∅.
More precisely, we consider the unique chain ω→ Set with objects Wi and connecting morphisms
wij such that
W0 = ∅, Wi+1 = HWi, and wi+1,j+1 = Hwij .
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Then a colimit I = colimi<ωWi is an initial algebra whose structure map ϕ is given by the isomor-
phism
ϕ:HI −−→ colim
i<ω
HWi = colim
0<j<ω
Wj = I.
Observe that since H preserves monomorphisms, each wi,i+1 is a monomorphism. Consequently, the
colimit maps of I = colimWi are all monomorphisms.
Example 2.10. For a polynomial functor H we can describe an initial algebra
I
as the algebra of all ﬁnite -trees. Here a tree labeled in  is called a -tree iff every node with n
children is labelled inn. In particular, all leaves are labeled in0. The initial algebra construction
yields
H∅ = 0 = all -trees of depth 0,
HH∅ =
∐
n<ω
n ×n0 = all -trees of depth  1,
...
H i+1 ∅ = all -trees of depth  i
etc.
Example 2.11. Given a ﬁnitary functor H and a set X (of generators), the functor H(−)+ X is
also ﬁnitary. A free H -algebra on X is easily seen to be the initial algebra for H(−)+ X (and vice
versa). It is given as a colimit of the unique ω-chain with objects Wi and connecting morphisms wij
(i  j < ω) such that
W0 = ∅, Wi+1 = HWi + X , and wi+1,j+1 = Hwi,j + idX .
The corresponding right-hand injections injections X ↪→ Wi+1 yield the universal map of the free
algebra.
We call this chain a free-algebra construction of H on X .
Example 2.12. An initial Pf -algebra is the set of all hereditarily ﬁnite sets. Recall the hierarchy Wi
(i ∈ Ord) of constructive sets given by W0 = ∅, Wi+1 = PWi and Wj =⋃i<j Wi for limit ordinals j.
All the sets Wi with i < ω are ﬁnite, and coincide with the above initial-algebra construction. Thus,
the set
Wω
of all hereditarily ﬁnite sets is an initial Pf -algebra w.r.t. the identity function
Pf Wω
id−−−−→Wω
since Pf Wω = Wω.
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Remark 2.13. The initial-algebra constructionsW i of H andWi of H are connected by the unique
natural transformation
w˜i:W i → Wi (i < ω)
for which the formation of next step is given by
w˜i+1 ≡ W i+1 = HW i Hw˜i−−−−→HWi
εwi−−−−→HWi = Wi+1 (2.1)
The ﬁrst steps are as follows:
Notation 2.14.We denote by
ε˜: I → I
the reﬂection of the initial-algebra I in Alg H , see Remark 2.8(ii), i.e., ε˜ is the unique homomor-
phism of -algebras from I to I :
(2.2)
where ϕ and ϕ are the structures of the initial -algebra, and the initial H -algebra, respectively.
Lemma 2.15. A reﬂection ε˜ of the initial -algebra is given by the colimit
ε˜ = colim
i<ω
w˜i: I → I.
Proof. For the sake of proof let us denote by ε˜ the above colimit. It is our only task to show that
for this morphism the above square (5.1) commutes. The colimit cocone ci:Wi → I yields a colim-
it cocone Hci:HWi → HC and the algebra structure ϕ:HI → I is deﬁned by ϕ·Hci = ci+1, see [4].
J. Adámek, S. Milius / Information and Computation 204 (2006) 1139–1172 1147
Analogously we have ci :W

i → I and ϕ·Hci = ci+1. The desired square commutes when pre-
composed withHci for every i. In fact, the upper part of the diagram (2.3) below commutes by the
deﬁnition of ϕ, for the left-hand part removeH and use the deﬁnition of ε˜, and for the right-hand
part use the deﬁnition of ε˜ once again. The lower left-hand part commutes by naturality of ε, and
the lower right-hand part commutes by the deﬁnition of ϕ. Finally, the outer shape commutes due
to the deﬁnition of w˜i+1, see (2.1). Consequently, since (Hci )i<ω is collectively epimorphic, the
desired inner square commutes, whence the lemma follows.

(2.3)
Corollary 2.16. For every set X a free H -algebra FX is a reﬂection of the free-algebra FX with the
reﬂection map
ε˜ = colim
i<ω
w˜i: FX → FX ,
where w˜i is the unique natural transformation between the free-algebra constructions (see Example
2.11) with
w˜i+1 = εWi ·Hw˜i + idX (i < ω).
In fact, this is Lemma2.15 applied toH(−)+ X (which is the polynomial functor of the signature
 expanded by nullary operation symbols from X ) and H(−)+ X .
Notation 2.17. (i) We denote by
1 = {⊥}
a terminal object of Set .
(ii) We shall write
F and F
for a free H-algebra and a free H -algebra on 1, respectively.
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(iii) We also denote by
W i and Wi (i < ω)
the initial-algebra constructions of H(−)+ 1 and H(−)+ 1, respectively with connecting mor-
phisms
wij and wij (i  j < ω)
so that
F = colim
i<ω
W i and F = colim
i<ω
Wi.
(iv) We ﬁnally denote by
w˜i:W i → Wi (i < ω)
the natural transformation of Corollary 2.16 where X = 1.
Observe that
W i = all
(
+ {⊥})-trees of depth < i
and
F = all ﬁnite
(
+ {⊥})-trees.
Corollary 2.18. The kernel equivalence of ε˜ = colimi<ω w˜i is the congruence ∼ of application of
ε-equations:
t ∼ s iff t can be obtained from s by applying ε-equations (ﬁnitely many times)
for all trees t, s ∈ F.
In fact, due to Example 2.7(ii) a reﬂection of F in Alg H is the quotient algebra F/∼ with the
canonical quotient homomorphism F → F/∼. Applying Corollary 2.16 to X = 1, we see that ε˜ is
this canonical map.
Corollary 2.19. For every i < ω we have
w˜i(t) = w˜i(s) iff s ∼ t (s, t ∈ W i ).
In fact, the colimit cocone of F = colimW i is formed by the inclusion maps ci :W i ↪→ F.
And the colimit cocone ci:Wi → F of F = colimWi is formed by monomorphisms, see 2.9. Thus, the
present corollary follows from the preceding one due to the commutative square
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3. Terminal coalgebras
Assumption 3.1. Throughout this section H denotes a ﬁnitary endofunctor of Set . We still assume
without loss of generality that H preserves monomorphisms. Furthermore, we assume that a ﬁxed
presentation
ε:H → H
is given. Recall that F denotes a free H-algebra on one generator and Wi is the corresponding
construction (see 2.17). Analogously F  and W i .
Notation 3.2.We denote byCoalgH the category of H -coalgebras, i.e., sets A equipped with a struc-
ture map ":A→ HA, and homomorphisms f between H -coalgebras deﬁned by the commutativity
of the following square
A terminal coalgebra, i.e., a terminal object of CoalgH , exists due to the ﬁnitarity of H , see [14], and
we denote it by T with the structure morphism
T
 −→HT.
Recall that by Lambek’s Lemma [22],  is an isomorphism; thus T can also be viewed as an
H -algebra.
Example 3.3. (i) For the polynomial functor
HX = X × X + 1
we can consider coalgebras as deterministic systems with binary input and with halting states: given
a map
":A→ A× A+ 1
then A is the set of all states, the halting states are mapped to ⊥ in the right-hand summand, and
non-halting states are mapped to the pair of next states. Homomorphisms are the usual functional
bisimulations of systems. A terminal coalgebra T can be described as the coalgebra of all binary
trees.
(ii)Pf -coalgebras can be viewed as ﬁnitely branching graphs: A is the set of all nodes, and ":A→
Pf A assigns to every node the set of all neighbors. Beware! The homomorphisms of
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Pf -coalgebras are stronger than the usual graph morphisms; in fact, a Pf -coalgebra homomor-
phism h:A→ B is a graph morphism reﬂecting edges, i.e., for each edge h(a)→ b in B there exists
an edge a→ a′ in A with h(a′) = b. We mention a description of the terminal Pf -coalgebra in
Example 3.18 below.
Terminal-coalgebra construction 3.4.The initial-algebra construction of [4] recalled in 2.9 abovewas
restricted to ω because we work with ﬁnitary functors; in [4] it was deﬁned for all ordinals. In case
of the dual terminal-coalgebra construction, we work at the beginning with Ordop (the class of all
ordinals with ordering opposite to the usual one), but we then show that all ordinals up to ω + ω
are sufﬁcient.
Let
V :Ordop → Set
be the essentially unique chain of objects Vi and morphisms vij: Vi → Vj (i  j) such that
V0 = 1, Vi+1 = HVi and vi+1,j+1 = Hvij ,
and for all limit ordinals j
Vj = lim
i<j
Vi with the limit cone
(
vji
)
i<j
.
We say that this construction converges in 1 steps if v1+1,1:HV1 → V1 is an isomorphism. Or,
equivalently, all vji (j > i  1) are isomorphisms. It then follows that
T = V1
is a terminal coalgebra with the structure map v−11+1,1: T → HT .
Example 3.5.The terminal coalgebra construction of every polynomial functorH, whichwedenote
by
V i
converges in ω steps because H (being a coproduct of right adjoint functors) preserves ωop-limits.
We identify
V 0 = {⊥}
with the singleton tree labelled by ⊥ and
V i =
∐
n∈
n ×
(
V i−1
)n
with the set of all trees of depth  i such that
(a) all leaves at level i are labeled by ⊥,
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(b) all leaves at levels < i are labeled in 0, and
(c) all inner nodes with n children are labelled in n (n > 0).
The connecting maps
vij: V i → V j (j < i < ω)
cut every tree at level j and label every leaf at level j by ⊥. A limit of the chain
{⊥} v1,0←−H{⊥} v2,1←−HH{⊥} v3,2←−· · ·
is the set T of all (ﬁnite and inﬁnite) -trees. The limit cone takes a tree t ∈ T and assigns to it
the sequence of cuttings at level i = 0, 1, 2, . . .We use the following
Notation 3.6.We denote by V i the terminal-coalgebra construction of H and by
∂i: T → V i (i < ω)
the limit cone of the corresponding limit T = limi<ω V i . These are the functions assigning to every
-tree t the tree ∂it obtained by cutting t at level i and labelling all leaves of level i by ⊥.
That is, the nodes of ∂it are precisely all nodes of t of depth at most i. All leaves of depth i are
labelled by ⊥, all other nodes are labelled as they were before.
Remark 3.7. For polynomial functors we see that V 0 = {⊥} is contained in W 1 = H∅ + 1 and,
more generally,
V i ⊆ W i+1 for all i < ω
since we described V i as some of the trees forming W

i+1 (namely those where the label ⊥ is only
used at the deepest level). This is no coincidence, as the following notation indicates.
Notation 3.8. (i) We denote by
Vi (i ∈ Ordop)
the terminal-coalgebra construction of H and deﬁne monomorphisms
mi: Vi → Wi+1 (i < ω)
by induction as follows:3
m0 = inl: {⊥} → H∅ + {⊥}
3 We denote the coproduct injections of A+ B by inl:A→ A+ B and inr:B→ A+ B, respectively.
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and
mi+1 ≡ Vi+1 = HVi Hmi−−−−→HWi+1 inl−−−−→HWi+1 + {⊥} = Wi+2.
If H = H, we denote these monomorphisms mi : V i → W i+1. They are just the inclusion maps
of Remark 3.7.
Theorem 3.9 (Worrell [25]). For every ﬁnitary functor the terminal-coalgebra construction converges
in ω + ω steps, and the connecting maps after ω
vω+i,ω: Vω+i → Vω (i < ω)
are all monomorphisms. Shortly:
T = lim
i<ω
Vω+i =
⋂
i<ω
Vω+i.
The following result is a well-known fact proved in [20]. We include here a full proof for the
convenience of the reader.
Lemma 3.10. The canonical homomorphism
εˆ: T → T ,
i.e., the unique homomorphism of the H -coalgebra
T
 −−−−→HT εT−−−−→HT,
is an epimorphism.
Proof. Let u:HT → HT split the epimorphism εT :HT → HT , i.e., we have εT u = id. Take the
unique homomorphism uˆ: T → T of the H-coalgebra
T
 −−−−→HT u−−−−→HT.
Then εˆ·uˆ: T → T is an H -coalgebra homomorphism:
Thus, εˆ·uˆ = id, which completes the proof. 
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Remark 3.11. Analogously to Remark 2.13 let us denote by
vˆi: V i → Vi (i < ω + ω)
the unique natural transformation between the terminal-coalgebra constructions of H and H
such that for all i we have
vˆi+1 ≡ HV i Hvˆi−−−−→HVi
εVi−−−−→HVi.
Observe that vˆi is an epimorphism for every i < ω (easy proof by induction). However, vˆω: T → Vω,
which is (necessarily, due to naturality) the limit
vˆω = lim
i<ω
vˆi
is, in general, not an epimorphism: a counterexample isPf aswe demonstrate below. Surprisingly,
vˆω+ω is an epimorphism. This follows from Lemma 3.10 and the following
Lemma 3.12. εˆ = limi<ω+ω vˆi.
The proof is simply a dual of Lemma 2.15 except that there we only had i < ω, whereas here we
have to also consider vˆω = limi<ω vˆi .
Deﬁnition 3.13. Given -trees t and s, we say that t can be obtained from s by (possibly inﬁnitely
many) applications of ε-equations, notation
t ∼∗ s,
provided that for every natural number k the cutting ∂k t can be obtained from the cutting ∂ks by
(ﬁnitely many) applications of ε-equations. In symbols:
t ∼∗ s iff ∂k t ∼ ∂ks (k < ω).
Example 3.14. For ε:H → P2 of Example 2.5(i) we have
because in F we clearly have
etc.
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Theorem 3.15. A terminal H -coalgebra T is the quotient of the terminal H-coalgebra T modulo the
congruence of applications of ε-equations,
T = T/∼∗ .
Remark. We already denoted the canonical homomorphism by εˆ: T → T and we know from
Lemma 3.10 that it is an epimorphism. Thus, all we need to prove is that ∼∗ is the kernel equiva-
lence of εˆ. This makes T canonically isomorphic to T/∼∗ .
Proof. (1) We prove ﬁrst that for every natural number i the kernel equivalence of vˆi: V i → Vi (see
Remark 3.11) is the congruence∼ of Corollary 2.18. More precisely, we have V i ⊆ F and we prove
vˆi(t) = vˆi(s) iff t ∼ s (i < ω).
For this it is sufﬁcient that the square
(3.1)
commutes: recall from 3.8 that mi is a monomorphism and mi an inclusion map, and use the fact
that ∼ is the kernel equivalence of w˜i+1, see Corollary 2.19.
The commutativity of the squares (3.1) follows by easy induction. For i = 0 both sides compose
to inr: {⊥} → H∅ + {⊥}. In the induction step use the following diagram (based on the recursive
deﬁnitions in 2.13, 3.8 and 3.11):
In fact, this diagram commutes. The two right-hand squares are obvious, the lower left-hand
one commutes due to the naturality of ε, and the remaining upper left-hand one by the induction
hypothesis.
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(2) The limit cone li: Vω+ω → Vi (i < ω + ω) of the terminal H -coalgebra T = Vω+ω = colimVi
is collectively monomorphic. Since all the connecting morphisms vω+i,ω = Vω+i → Vω are mono-
morphic (see Theorem 3.9), it follows that the ﬁrst ω projections li, i < ω, are also collectively
monomorphic. Therefore the commutative squares
where ∂i is the limit cone of T, see Notation 3.6, prove that
εˆ(t) = εˆ(s) iff vˆi(∂it) = vˆi(∂is) for all i < ω.
By part (1) this concludes the proof:
εˆ(t) = εˆ(s) iff ∂it ∼ ∂is for all i < ω,
in other words
εˆ(t) = εˆ(s) iff t ∼∗ s. 
Example 3.16.A terminalP2-coalgebra can be described as the coalgebra of all non-ordered binary
trees. In fact, T (in Example 2.5(i)) is the algebra of all ordered binary trees—we can simply ignore
the labeling by b and . And two ordered trees are congruent under ∼∗ iff they yield the same
non-ordered tree (by forgetting the ordering of children).
Example 3.17. For inﬁnitary functors the corresponding description of a terminal coalgebra does
not work. We illustrate this on the countable-power-set functor Pc, assigning to every set X the
collection of all countable subsets of X . This functor is a quotient of the inﬁnitary polynomial
functorH where = {c, }with c nullary and  ω-ary. The corresponding natural transformation
ε:H → Pc has components
εX : 1+ Xω → PcX
sending the ﬁrst summand to ∅ and given, on the second summand, by (xn)n<ω → {xn; n < ω}.
A terminal coalgebra forPc can be described as T/ where T is the algebra of all -trees and
 is the bisimilarity equivalence. It is clear that the following trees
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are not bisimilar. However, t ∼∗ s because for every k we clearly have ∂k t ∼ ∂ks.
Example 3.18. The terminal coalgebra for Pf has been described by Worrell in [25], see also [1].
It is the coalgebra formed by all (non-ordered) ﬁnitely branching strongly extensional trees, i.e.,
those non-ordered and ﬁnitely branching trees where subtrees deﬁned by distinct children of a
node are never bisimilar. We obtain this description from Theorem 3.15 as follows. Recall ﬁrst the
presentation of Pf in Example 2.5(ii).
Then clearly the set V i consists of all ﬁnitely branching trees of depth less than i with all leaves
at level i labelled by ⊥, and T = V ω is the coalgebra of all ﬁnitely branching trees.
It is not difﬁcult to see that the sets Vi, (i < ω), consist of all ﬁnitely branching strongly extension-
al trees of depth less then i. And the maps vˆi: V i → Vi compute the strongly extensional quotient
obtained by forgetting the order of children, and then taking the quotient modulo the greatest
bisimulation (which is always an equivalence). It follows that for two trees t and s in T we have
t ∼∗ s iff for each natural number k the cuttings ∂k t and ∂ks have the same strongly extensional
quotient.
Finally, one readily shows that ﬁnitely branching strongly extensional trees are in a one-to-one
correspondence with equivalence classes of ∼∗.
Notice that in the present case the set Vω consists of all equivalence classes of all countably
branching trees modulo the relation deﬁned analogously as ∼∗. This is not the terminal coalgebra
T : we need the next ω steps! The subset vω+1,ω:Pf Vω → Vω consists of all equivalence classes of
trees in Vω which are ﬁnitely branching at the root; in general, Vω+i are the classes of all trees ﬁnitely
branching up to level i. So T = Vω+ω is the intersection of all Vω+i, (i < ω), i.e., it consists of those
classes in Vω given by ﬁnitely branching trees.
4. Free completely iterative theories
In the present section we describe for every ﬁnitary endofunctor H of Set a free completely it-
erative theoryTH on H in the sense of Elgot et al. [18]. The description is analogous to that of a
terminal coalgebra in the preceding section: we use a presentation of H as a quotient
ε:H → H
for some signature. Then H generates a free completely iterative theoryT which, as proved in
[18], assigns to every set X of variables the-algebra TX of all-trees on X , i.e., trees where every
node with n > 0 children is labeled in n and every leaf is labeled in 0 + X . And we prove that
the free completely iterative theoryTH on H assigns to every set X the quotient of TX obtained
by applying basic equations ﬁnitely or inﬁnitely many times.
Notation 4.1. Given a signature  and a set X of variables, we denote by
(X )
the signature obtained from  by adding new constant operation symbols labeled by elements of
X . Then the initial algebra
I(X )
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for the (polynomial) functor H(X ) is precisely a free -algebra on X ; it can be described as the
algebra of all ﬁnite -trees on X .
We also form a terminal coalgebra for H(X ) and denote it by
 X : TX → HTX + X.
ByLambek’s Lemma [22] the coalgebra structure X is an isomorphism; therefore T is a coproduct
of the set X of all variables (considered as singleton trees) and the set HTX of all trees with root
labeled in . More precisely: TX is a coproduct with injections
X
3X−−−−→ TX !X←−−−−HTX , (4.1)
where 3X assigns to every variable the corresponding singleton tree, and !X expresses the-algebra
structure (of tree tupling) on TX .
We also denote, for every function s:X → TY (which substitutes every variable x in X by a tree
s(x) on Y ) by s∗ the corresponding -homomorphism
s∗: TX → TY (4.2)
which carries out the substitution s in every leaf labeled by a variable.
An important property of the (co-)algebra TX is the unique solvability of recursive equation
systems of the following form:
xi = ti(x0, x1, . . . , y0, y1, . . .), (4.3)
where X = {x0, x1, . . .} is an arbitrary set of variables, Y = {y0, y1, . . .} is an arbitrary set of parame-
ters, and ti is a -tree on X + Y . By a solution we mean trees
x
†
i ∈ TY
(one for every variable xi ∈ X ) such that x†i is equal to ti with x0 substituted by x†0 , x1 by x†1 etc.:
x
†
i = ti
(
x
†
0 /x0, x
†
1 /x1, . . . , y0, y1, . . .
)
Example 4.2. For  consisting of binary operations ♦ and , we solve the following equations:
where X = {x1, x2} and Y = {0, 1}. The unique solution is given by the trees
x
†
0 , x
†
1 ∈ TY
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(using parameters, but not variables) satisfying
Here they are:
Remark 4.3. Categorically, a system of equations xi = ti as above is a morphism
e:X → T(X + Y ).
A solution of e is a morphism
e†:X → TY
having the property that e† is equal to the composite of the morphism e with the “substitute e†”
morphism from T(X + Y ) to TY . The latter morphism is simply s∗, see (4.2), for the function
s = [e†, 3Y ]:X + Y → TY
(substituting e†(xi) for every variable xi, but leaving the parameters unchanged). Thus, the deﬁning
property of the solution morphism e† is that the following triangle
commutes.
Almost all equation morphisms have a unique solution. Exceptions arise where on the right-
hand sides of xi = ti single variables are allowed—e.g., the equation x1 = x1 certainly does not have
a unique solution. An equation morphism
e:X → T(X + Y )
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is called guarded provided that e(x) is not a single variable for all x ∈ X . Observe that since by (3.1)
we have
T(X + Y ) = HT(X + Y )+ X + Y ,
e is guarded iff it factorizes through the coproduct injection of HT(X + Y )+ Y into T(X + Y ):
Observation. 4.4. (1) Every guarded equation morphism e:X → T(X + Y ) has a unique solution
e†:X → TY .
(2) The above assignment of TX and 3X to every set X is the object part of a monad
T = (T, 3,6)
on Set whose unit 3: Id→ T has the components 3X , and whose multiplication 6: TT →
T has components 6X : TTX → TX given by the ﬂattening. Observe that s∗ = 6Y ·Ts for all
s:X → TY .
Remark 4.5. The above facts about the tree monad T generalize to monads called completely
iterative in [18]. To formulate this, we ﬁrst need the concept of an ideal theory of Elgot [17]. We
formulate this in categorical language of monads instead of theories. This is equivalent as explained
in [2]:
Deﬁnition 4.6. A monadS = (S ,6, 3) on Set is called ideal provided that there is a subfunctor
: S ′ S
such that
(i) S = S ′ + Id with coproduct injections  and 3
and
(ii) 6 can be restricted to a natural transformation 6′: S ′S → S ′ (with ·6′ = 6·S).
Remark 4.7. (1) The above subfunctor S ′, if it exists, is essentially unique, being the complement of
the subfunctor 3: Id S .
(2) Given ideal monadsS andS (given by S = S ′ + Id), a monad morphism h: S → S is called
ideal if h restricts to a natural transformation h′: S ′ → S ′ with h = h′ + id.
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Example 4.8. (1) The tree monadT is ideal. We have, by (4.1)
T = HT + Id
and the tree ﬂattening 6X : TTX → TX restricts to
6′X = H6X :HTTX → HTX ,
which is the tree ﬂattening of all nontrivial trees.
(2) Let H be a ﬁnitary endofunctor of Set . Then H(−)+ X is also ﬁnitary (for every set X ), thus,
it has a ﬁnal coalgebra
 X : TX → HTX + X.
By Lambek’s Lemma [22] the coalgebra structure  X is an isomorphism TX ∼=H(TX )+ X which
makes TX a coproduct of HTX and X ; we denote again by
3X :X → TX and !X :HTX → TX
the coproduct injections. We obtain an endofunctor T of Set with T = HT + Id, and natural trans-
formations : T → HT + Id, 3: Id→ T and !:HT → T such that and [!, 3] are mutually inverse.
We denote those by 3: Id→ T and !:HT → T in case of a polynomial endofunctor H.
It has been proved in [2] that T is a part of a monad
TH = (T , 3,6)
which is ideal (with T = HT + Id) since 6 has the restriction
6′ = H6:HTT → HT.
We write 6: TT → T in case of a polynomial endofunctor H.
Deﬁnition 4.9. Let S = (S , 3,6) be an ideal monad on Set . By an equation morphism is meant
a morphism e:X → S(X + Y ), and it is called guarded if it factorizes through [X+Y , 3X+Y ·inr]:
S ′(X + Y )+ Y → S(X + Y ):
By a solution of e is meant a morphism e†:X → SY for which the following square
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commutes. The monad S is called completely iterative provided that every guarded equation mor-
phism has a unique solution. AndSis called iterative provided that every guarded equation morphism
e:X → S(X + Y ) with X ﬁnite has a unique solution; such equation morphisms are called ﬁnitary.
Example 4.10. The tree monad T is completely iterative for every signature . More generally,
given a ﬁnitary endofunctorH of Set , the above monadTH is completely iterative see [2,23,24], for
a simple coalgebraic proof.
In fact, TH can be characterized as a free completely iterative monad on H in the following
sense:
Notation 4.11.We denote by CIM(Set) the category of all completely iterative monads on Set and
idealmonadmorphisms.We consider it as a concrete category over the endofunctor categorySetSet
via the functor
U :CIM(Set)→ SetSet
assigning to every ideal monad S (carried by S = S ′ + Id) the endofunctor S ′ and to every ideal
monad morphism h:S→S the natural transformation h′: S ′ → S ′.
Example. For the above monadTH we have UTH = HT .
Theorem 4.12 (see [2,23]). For every ﬁnitary endofunctorH of Set the monadTH is a free completely
iterative monad on H . That is, given a completely iterative monad S and a natural transformation
f :H → US there exists a unique ideal monad morphism f :T→S with f = Uf ·H3.
Corollary 4.13. The tree monad T is a free completely iterative monad on the polynomial functor
H.
This has been proved already in [18], but the proof is much more involved than those of [2,23].
The monadsT have been the only concretely described completely iterative monads so far. We
are able to concretely describe the free completely iterative monadTH on any ﬁnitary endofunctor
H of Set :
Notation 4.14. Let H be a ﬁnitary endofunctor of Set represented as a quotient
ε:H → H
of a polynomial endofunctor, see Remark 2.4. For every set X we thus have a quotient
ε+ idX :H(−)+ X → H(−)+ X.
(Observe that the ε-equations, as deﬁned in 2.4, are precisely the same as the (ε+ idX )-equations.)
Denote by
∼X
the corresponding congruence on the (X )-algebra F(X ), see Deﬁnition 2.6.
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Further, let
∼∗X
denote the congruence on TX = T(X ) of Deﬁnition 3.13 given by applying the ε-equations ﬁnitely
or inﬁnitely many times. That is, -trees s and t over X are congruent iff ∂ks ∼X ∂k t holds for all
k < ω.
Example 4.15. For H = P2, see Example 2.5 (i), the congruence ∼X on the algebra F(X ) (of all
ﬁnite binary trees with leaves labeled in X + {b,⊥} and all inner nodes labeled by ) is just the
commutativity of the operation . And ∼∗X is the congruence on the algebra T(X ) (of all binary
trees with leaves labeled in X + {b}) which uses the commutativity ﬁnitely or inﬁnitely many times.
Example:
Theorem 4.16 (Description of free completely iterative monads). For every ﬁnitary endofunctor H
of Set a free completely iterative monadTH on H can be described as the quotient of the tree monad
T modulo the monad congruence ∼∗X (X a set) of applying the basic equations ﬁnitely or inﬁnitely
many times.
Remark.More detailed: given a presentation as a quotient ε:H → H , then for the free completely
iterative monadTH on H we have the unique ideal monad morphism h:T →TH such that the
square
(4.4)
commuteswhere h′ is the restriction of h, seeRemark 4.7(2). The theorem states that the components
hX are epimorphisms with the kernel equivalence ∼∗X .
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Proof. Consider the following commutative diagram
(4.5)
In fact, the left-hand square commutes since h is a monad morphism (∗ denotes the parallel compo-
sition), and the commutativity of the right-hand part follows from naturality applied to the parallel
components separately. The left-hand component with domain H commutes due to (4.4) and the
right-hand one with domain T is trivial. For the lower part we have the commuting diagram
where the right-hand square commutes since T is an ideal monad (see Deﬁnition 4.6(ii)) and the
left-hand triangle follows from the monad laws of T . Similarly, the upper part of (4.5) commutes.
We conclude that, for any set X , the diagram
(4.6)
commutes. In fact, recall that the coalgebra structure X is an isomorphismwith the inverse [!X , 3X ].
Thus, to see that the outer shape of (4.6) commutes it sufﬁces to check in the left-hand part the
commutativity of the coproduct components of HTX + X . The left-hand component commutes
by (4.5) and the right-hand one since h·3 = 3 holds for the monad morphism h.
Therefore, hX : TX → TX is the canonical coalgebra homomorphism, which is epimorphic by
Lemma 3.10. Finally, by Theorem 3.15, the terminal coalgebra TX for H(−)+ X is the quotient of
the terminal coalgebra TX for H(−)+ X modulo ∼∗X and the kernel equivalence of hX is ∼∗X as
desired. 
Example 4.17. One commutative binary operation. Here algebras are precisely the H -algebras for
the functor
HY = all unordered pairs in Y .
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We have a canonical presentation of H as a quotient of the polynomial functor
HY = Y × Y.
Analogously, the polynomial functor H(−)+ X of one binary operation and constants labelled
in X , has H(−)+ X as a canonical quotient. For H we get the completely iterative monad
TX = all binary trees on X .
And our H generates the free completely iterative monad
TX = TX/∼∗X ,
where for trees t, s ∈ TX we have
t ∼∗X s iff s can be obtained from t by swapping siblings (possibly inﬁnitely often).
This is completely analogous to Example 3.16:
TX = all unordered binary trees on X .
Example 4.18.The ﬁnite-power-set functorPf . We start with the signature of Example 2.5(ii): the
free completely iterative monadT assigns to every set X the algebra TX of all ﬁnitely branching
trees with leaves labeled in X + 1. We then obtain the free completely iterative monad onPf as the
quotientT/∼∗ . It is easy to see that for every tree t ∈ TX , given a node where two children are
bisimilar subtrees, we can cut one of the subtrees away and obtain a tree t′ ∼∗X t. The bisimilarity
here is related to labeled trees, of course: it is the biggest relation R on TX such that given a pair
t1 R t2 of trees in TX , then for every child s1 of t1 there is a child s2 of t2 with s1 R s2, and vice versa.
By repeating this process (inﬁnitely often) we obtain, for every tree t ∈ TX , a strongly extensional
tree congruent to t under ∼∗X ; strong extensionality is deﬁned, analogously to Example 3.18, by the
property that distinct children of any parent are non-bisimilar.
We conclude that a free completely iterative monad TPf on Pf is described analogously to
Example 3.18:
TX = the algebra of all non-ordered strongly extensional ﬁnitely branching trees on X + 1.
Example 4.19.A free completely iterative monad on (−)32, see Example 2.5(iii), is obtained from the
monadT (of all binary trees with inner nodes labeled by , ! or  and leaves labeled by variables)
as a quotient
TH =T/∼∗ .
Here t ∼∗ s means that t can be obtained from s by relabeling (ﬁnitely or inﬁnitely many) inner
nodes whose children are isomorphic subtrees. Example:
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5. Free iterative theories
Iterative theories were introduced by Elgot in his fundamental paper [17], and the existence of
free iterative theories was proved in [15]. Later, these free theories were described as the theories of
all rational trees, see [18,19]. The basic notion of Elgot is a Lawvere theory in which certain iterative
equation have unique solutions. We use here, in lieu of Lawvere theories, the equivalent concept
of a ﬁnitary monad. The concept of ideal and iterative theory of [17] then precisely correspond to
ideal and iterative ﬁnitary monads, as explained in [9,10]. This section presents a description of a
free iterative monad RH on an arbitrary ﬁnitary endofunctor H of Set . Again, we present H as a
quotient of a polynomial functor H. The free iterative monad R on H is the subtheory of the
-tree theory
R ⊆T
of all rational-trees on X , where a tree is called rational iff it has, up to isomorphism, only ﬁnitely
many subtrees. We describe RH as the quotient of R obtained by (possibly inﬁnite) applications
of the basic equations.
Remark 5.1. (i) Rational -trees in T can all be obtained as solutions of ﬁnite equation systems
(4.3), i.e., such that X = {x1, . . . , xn}. We can, in fact, without loss of generality restrict to ﬁnite, ﬂat
equation systems, i.e., ﬁnite systems of equations
x1 = t1
...
xn = tn
where each ti is either a ﬂat -tree
or a single parameter from Y . For example, the rational tree x†1 of Example 4.2 is obtained by solving
the following ﬂat system
Flat equation morphisms have the form
e:X → HX + Y
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and they are considered as (always guarded) equationmorphisms by compositionwith the canonical
embedding
HX + Y ↪→ T(X + Y ).
On the other hand, e is simply a coalgebra for the functor H(−)+ Y .
(ii) More generally, for every endofunctor H a coalgebra
e:X → HX + Y
for H(−)+ Y is called a ﬂat equation morphism. It is considered to be an (always guarded) equation
morphism by composition with the canonical morphism HX + Y → T(X + Y ) whose components
are (see Example 4.8)
HX
H3X−→HTX !X−→ TX T inl−→ T(X + Y ) and Y 3Y−→ TY T inr−→ T(X + Y ).
The solution of the corresponding equation morphism is denoted by e†:X → TY (by a slight abuse
of notion).
Lemma 5.2 (see [2]). For ﬂat equation morphism e solution is corecursion. That is, e† is the unique
homomorphism from the coalgebra e for H(−)+ Y into the terminal coalgebra TY.
Deﬁnition 5.3 (see [8]). Given a ﬁnitary endofunctor H of Set , we deﬁne a subfunctor R of the above
free completely iterative monad T on H (see Example 4.8(2)) by
RY =
⋃
e†[X ],
where the union ranges over all ﬂat equation morphisms e:X → HX + Y with X ﬁnite.
Remark 5.4.R is amonad and it has a universal property analogous to T (seeNotation 4.11 and The-
orem4.12): herewe form the category IM(Set)of iterativemonads (seeDeﬁnition 4.9) and the forget-
ful functor U ∗: IM(Set)→ SetSet given by S → S ′. The universal morphism 1:H → HR = U ∗R
is here the codomain restriction of H3:H → HT :
Theorem 5.5 (see [9]). Every ﬁnitary endofunctor H of Set generates a free iterative monad, viz, the
submonad RH ofTH carried by the above subfunctor R. That is, given an iterative monad S and a
natural transformation f :H → U ∗S, there exists a unique ideal monad morphism f :RH →S with
f = U ∗f ·1.
Notation 5.6. Let H be ﬁnitary endofunctor of Set represented as a quotient
ε:H → H.
For every set X we denote by ≈∗X the congruence on the rational-tree algebra RX which is the
restriction of the congruence ∼∗X of Notation 4.14. That is, two rational -trees s and t on X are
congruent iff t can be obtained from s by (potentially) inﬁnite applications of the basic equations.
More precisely, iff ∂ks ∼X ∂k t for all k < ω.
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Theorem 5.7 (Description of free iterative monads). For every ﬁnitary endofunctor H on Set a free
iterative monad RH on H can be described as the quotient of the rational-tree monad R modulo the
monad congruence ≈∗X (X a set) of applying the basic equations ﬁnitely or inﬁnitely many times.
Remark. We thus exhibit, for every presentation of H as a quotient ε:H → H , a monad homo-
morphism h:R → R whose components hX are epimorphisms with the kernel equivalence ≈∗X .
Proof. (1) Recall that by
TY
 Y−−−−→HTY + Y and TY  Y−−−−→HTY + Y
we denote the terminal coalgebras forH(−)+ Y andH(−)+ Y , respectively. By applying Lemma
3.10 to H(−)+ Y , we obtain a quotient map εˆY : TY → TY such that the square below
commutes:
Observe that εˆ: T → T is a natural transformation (in fact, a monad morphism: we denoted it
by h in Theorem 4.16).
(2) Given a coalgebra for H(−)+ Y , say
e:X → HX + Y (X ﬁnite),
we obtain a coalgebra for H(−)+ Y :
e ≡ X e−→HX + Y εX+Y−−−→HX + Y
such that the following triangle
(5.1)
1168 J. Adámek, S. Milius / Information and Computation 204 (2006) 1139–1172
commutes. In fact, by Lemma 5.2, e† is a coalgebra homomorphismw.r.t.H(−)+ Y into the termi-
nal coalgebra TY . This clearly implies that εˆY e† is a coalgebra homomorphism w.r.t.
H(−)+ Y :
Since TY is terminal, we conclude e† = εˆY e†.
This implies that εˆY has a domain–codomain restriction hY :RY → RY . In fact, every element
r of RY is a solution of some ﬂat system e:X → HX + Y with X ﬁnite, more precisely, r = e†(x)
for some x ∈ X , see Remark 5.1(i). Then, by Deﬁnition 5.3 we have
εˆY (r) = εˆY e†(x) = e†(x) ∈ RY.
Since εˆ: T → T is a monad morphism, it follows that the maps hY form a natural transformation
h:R → R, in fact, a monad morphism, h:R → R.
It remains to prove that hY is surjective. To this end, for every ﬂat equation e:X → HX + Y
choose a splitting of εX :
u:HX → HX , εX ·u = idHX
and consider the ﬂat equation e = (u+ idY )·e:X → HX + Y w.r.t. H. Then the above triangle
(5.1) commutes. To verify this, we only need to prove that e† is a coalgebra homomorphism w.r.t.
H(−)+ Y from e to the coalgebra εTY + idY : TY ∼=HTY + Y −−−−→HTY + Y . In fact, from
Lemma 5.2 we know that e† is a coalgebra homomorphism from e to TY . That is, in the following
diagram
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the outward square commutes. Since the right-hand part commutes by naturality of ε, it follows
that e† is a homomorphism from e w.r.t. H(−)+ Y , as requested. This shows that hY is surjective:
every element r ∈ RY has the form r = e†(x) for some ﬂat equation e:X → HX + Y with X ﬁnite
and some x ∈ X , see Remark 5.1(i), and then we have
r = hY
(
e†(x)
)
with e†(x) ∈ RY. 
Example 5.8. (i) One commutative binary operation, i.e.,
HY = all unordered pairs in Y .
The free iterative theoryRH assigns to every set X the algebra RX of all rational, binary unordered
trees. This follows from Example 4.17.
(ii) The free iterative theory onPf (the ﬁnite-power-set functor) is the theory of all non-ordered
strongly extensional, rational, ﬁnitely branching trees. See Example 4.18.
(iii) The functor (−)32, see Example 4.19, generates the free iterative theoryRH assigning to every
setX the algebraRX/≈∗ whereRX are all binary, rational (ordered) trees with inner nodes labeled
by {, !, } and leaves labeled in X . And ≈∗ is the congruence allowing arbitrary changes of labels
of nodes where two children deﬁne isomorphic subtrees.
6. Conclusions and generalizations
The main result of the present paper is a description of a terminal coalgebra for every ﬁnitary
endofunctor H of the category of sets: present H as a quotient functor of a polynomial functor (of
some ﬁnitary signature ) modulo basic equations and then describe a terminal H -coalgebra T as
a quotient
T = T/∼∗
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of the terminal-coalgebra T of all-trees modulo the congruence∼∗ of ﬁnite and inﬁnite appli-
cation of those basic equations. This is completely analogous to the well-known fact that an initial
H -algebra I , i.e., an initial algebra of the variety of-algebras presented by our basic equations, is a
quotient I = I/∼ of the initial-algebra I of all ﬁnite-trees modulo the congruence∼ of (ﬁnite)
application of the basic equations. As a consequence of our description of terminal coalgebras we
were able to describe all free iterative monads in Set in the sense of Elgot.
The reader may wonder why we restricted ourselves to ﬁnitary functors: in Example 3.17 we
show, however, that the corresponding result does not hold for the countable-power-set functor.
Next the reader may wonder why we restricted ourselves to the category of sets. In fact, the two
main ingredients of our description of terminal coalgebras of ﬁnitary endofunctors seem to be that
(a) every ﬁnitary endofunctor is a quotient of a polynomial functor, and
(b) the initial-algebra construction converges after ω steps and the terminal-coalgebra construc-
tion converges after ω + ω steps and the steps between ω and ω + ω are monomorphisms.
Both of these facts are true in every strongly locally ﬁnitely presentable category, whenever the
ﬁnitary endofunctor preserves strong monomorphisms and epimorphisms as proved in [7]. For
example, the category Gra of graphs (= sets with a binary relation) is strongly locally ﬁnitely pre-
sentable. The concept of a signature  in this category, following Kelly and Power [21], assigns to
every ﬁnite graph n (up to isomorphism) a graph n. The corresponding polynomial functor H is
deﬁned on objects X by
HX =
∐
n
hom(n,X ) •n
whereM • − denotes a coproduct indexed by the setM . There is an important third ingredient, be-
sides (a) and (b) above, which plays a rôle in our description of terminal coalgebra above, namely:
(c) for every presentation ε:H → H the canonical homomorphism εˆ: T → T between the ter-
minal coalgebras of H and H , respectively, is a quotient.
Unfortunately, this feature seems to request that all quotients are split epimorphisms (see the proof
of Lemma 3.10 above). In fact, (c) fails in Gra consider the following signature :
with n = ∅ for all n /= 0, 1. The corresponding polynomial functor is
HX = 0 +
∐
loops of X
1
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and its terminal coalgebra is easily computed: the terminal-coalgebra construction converges after
1 step to the following graph
(isomorphic to HT). Now let
ε:H → H , HX = 1+
∐
loops of X
1
be the regular quotient obtained by merging 0 to a single-node graph. A terminal coalgebra T of
H is obtained from the terminal coalgebra of the set functor X → X + 1 by putting loops on all
elements: T is thus a countable set of loops. Therefore εˆ has the following form
Consequently, the method used in the present paper in Set does not seem to have any analogy
in Gra .
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