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3Общая характеристика работы
Актуальность работы. Возрастание роли телекоммуникационных си­
стем для передачи и обработки информации и их усложнение требует раз­
работки и анализа все более сложных стохастических моделей, для которых
получение условий стационарности является одной из важнейших задач. Дан­
ные условия играют исключительно важную роль как при анализе существу­
ющих, так и при проектировании систем, поскольку нарушение стационар­
ности ведет к большим затратам: потерям заявок, неограниченному росту
времени ожидания обслуживания и так далее. Под стационарностью в дан­
ной работе понимается существование режима функционирования системы,
который устанавливается с течением времени и в дальнейшем его числовые
характеристики остаются неизменными.
Если модель системы может быть описана процессом восстановления,
то для получения асимптотических оценок ее характеристик могут быть ис­
пользованы результаты теории восстановления. Если базовый процесс, опи­
сывающий динамику системы, является регенерирующим, то возможно ис­
пользовать регенеративный метод анализа стационарности, который являет­
ся одним из наиболее мощных методов исследования, поскольку охватывает
широкий класс случайных процессов. В частности, результатом применения
этого метода в данной работе является получение достаточных условий ста­
ционарности моделей систем обслуживания.
Степень разработанности.Методы теории восстановления и ее асимп­
тотические результаты в полной мере изложены в работах С. Асмуссена [16],
В. Феллера [15] и У. Смита [19]. Также стоит отметить работы В. В. Рыко­
ва [13, 14] и Е. В. Морозова [17, 18], касающиеся анализа регенеративных
систем и применимости регенеративного метода анализа стационарности.
Цель диссертационной работы состоит в нахождении условий стаци­
4онарности стохастических моделей телекоммуникационных систем, для кото­
рых процесс загрузки имеет отрицательный снос на больших уровнях.
Для достижения поставленной цели были решены следующие задачи:
1. Адаптация регенеративного метода для получения условий стационар­
ности в моделях
— системы с оптическим буфером,
— приоритетной системы, в которой канал передачи данных управ­
ляется цепью Маркова,
— систем, в которых параметры зависят от текущего состояния.
2. Асимптотический анализ характеристик модели с ограничением на сум­
марный объем заявок методами теории восстановления.
3. Имитационное моделирование динамики систем для демонстрации точ­
ности определения области стационарности на основе полученных до­
статочных условий.
Методы исследований. В диссертационной работе применяются мето­
ды теории восстановления, теории регенерации, теории цепей Маркова, метод
каплинга, а также методы статистического моделирования.
Научная новизна. Для моделей системы с оптическим буфером и си­
стемы с параметрами, зависящими от текущего состояния получены достаточ­
ные условия стационарности на основе регенеративного метода. Для модели
приоритетной системы с каналом передачи данных, управляемым цепью Мар­
кова получен критерий стационарности. Результатом анализа модели систе­
мы с ограничением на суммарный объем ожидающих заявок является соотно­
шение, связывающее предельную долю потерянного объема и стационарную
вероятность простоя в случае, когда время обслуживания и объем заявки
5пропорциональны, а также асимптотическое соотношение, связывающее ста­
ционарную вероятность потери с предельной долей потерянного объема.
Практическая значимость. Результаты, полученные в диссертации,
могут быть использованы для определения области стационарности широ­
кого класса телекоммуникационных систем, в том числе мобильных сетей
связи, соответствующих рассмотренным моделям. Кроме того, полученные
асимптотические оценки могут быть использованы при анализе эффективно­
сти существующих и проектируемых телекоммуникационных систем с огра­
ничениями.
На защиту выносятся следующие основные результаты и поло­
жения:
1. Достаточное условие стационарности модели системы с оптическим бу­
фером.
2. Критерий стационарности модели приоритетной системы с каналом пе­
редачи, управляемым цепью Маркова.
3. Достаточное условие стационарности модели системы, в которой пара­
метры зависят от текущей величины очереди или незавершенной рабо­
ты.
4. Асимптотические соотношения для доли потерянного объема в модели
с ограничением на суммарный объем ожидающих заявок.
5. Комплекс программ имитационного моделирования процесса загрузки
моделей, для которых получены условия стационарности.
Апробация работы. Основные результаты диссертации были представ­
лены на следующих конференциях:
61. Международный семинар “4th Nordic Triangular Seminar in Applied Stochas-
tic” (Хельсинки, 6–8 марта 2013 г.);
2. Международный семинар “Networking games and management” (Петро­
заводск, 23–25 июня 2013 г.);
3. Международная конференция “Distributed computer and communication
networks (DCCN-2013): control, computation, communications” (Москва,
7–10 октября 2013 г.);
4. Международная научная конференция “Computer Networks (CN2014)”
(Brunow, Польша, 23–27 июня 2014 г., по итогам конференции доклад
был отмечен сертификатом с отличием);
5. Международная конференция “6th International Congress on Ultra Modern
Telecommunications and Control Systems and Workshops (ICUMT 2014)”
(Санкт-Петербург, 6–8 октября 2014 г.);
6. Всероссийская конференция с международным участием “Информаци­
онно-телекоммуникационные технологии и математическое моделирова­
ние высокотехнологичных систем (ИТТММ 2015)” (Москва, 20–24 ап­
реля 2015 г.);
7. Международная научная конференция “Computer Networks (CN2015)”
(Brunow, Польша, 16–19 июня 2015 г.);
8. Международная конференция “International Conference on Man-Machine
Interactions (ICMMI 2015)” (The Beskids, Польша, 6–9 октября 2015 г.).
Работа выполнена при поддержке РФФИ (проекты 15-07-02341, 15-07-02354)
и программы стратегического развития ПетрГУ на 2012-2016 годы.
7Публикации. Материалы диссертации опубликованы в 11 работах, из
них 2 статьи в рецензируемых журналах (входящих в БД Web of Science и
РИНЦ) [4, 9], 4 статьи в сборниках трудов конференций (индексируемых в
БД Scopus) [3, 6, 7, 10] и 5 тезисов докладов [2, 5, 8, 11, 12]. Подана заявка
на регистрацию программы для ЭВМ [1].
Структура и объем диссертации Диссертация состоит из введения,
4 глав, заключения, перечня сокращений и условных обозначений, библиогра­
фии и списка иллюстраций. Общий объем диссертации 105 страниц, включая
20 рисунков. Список литературы включает 95 наименований.
Содержание работы
Во Введении обоснована актуальность диссертационной работы, сфор­
мулирована цель и аргументирована научная новизна исследований, показа­
на практическая значимость, представлены выносимые на защиту научные
положения.
Первая глава содержит основные определения и результаты теории вос­
становления и теории регенерации, необходимые для дальнейшего анализа.
Рассмотрим случайные моменты времени 0 ≤ 𝑍0 < 𝑍1 < 𝑍2 < . . . , в которые




I{𝑍𝑛 ≤ 𝑡} = inf{𝑛 : 𝑍𝑛 > 𝑡}, 𝑡 ≥ 0.
Процесс {𝑁𝑡, 𝑡 ≥ 0} называется процессом восстановления (п. в.), если ин­
тервалы 𝑋𝑛 := 𝑍𝑛 − 𝑍𝑛−1, 𝑛 ≥ 2, являются независимыми одинаково рас­
пределенными (н. о. р.) случайными величинами (с. в.) и не зависят от ин­
тервала 𝑋1 = 𝑍1 − 𝑍0, который может иметь другое распределение. Мо­
менты {𝑍𝑛, 𝑛 ≥ 0} называются моментами восстановления (м. в.), а с. в.
{𝑋𝑛, 𝑛 ≥ 0} – интервалами восстановления (и. в.).
8Для каждого 𝑡 определим прошедшее время текущего и. в. 𝐴𝑡 и незавер­
шенное время текущего и. в. (перескок) 𝐵𝑡 соответственно, как
𝐴𝑡 = 𝑡− 𝑍𝑁𝑡−1, 𝐵𝑡 = 𝑍𝑁𝑡 − 𝑡,
и тогда 𝐿𝑡 = 𝐴𝑡 + 𝐵𝑡 есть и. в., накрывающий момент времени 𝑡.
Пусть E𝐴2 <∞ и существуют пределы по распределению при 𝑡→∞
𝐴𝑡 ⇒ 𝐴∞, 𝐵𝑡 ⇒ 𝐵∞, 𝐿𝑡 ⇒ 𝐿∞, (1)
то
E𝐴∞ = E𝐵∞ =
E𝑋2
2𝜇




Выражения (1) и (2) являются одной из форм парадокса времени восстанов­
ления [16]. Помимо классических результатов собственно теории восстановле­
ния, в главе 1 представлены важные для дальнейшего анализа результаты,
связанные с так называемым неравенством Лордена для перескока 𝐵𝑡.
Случайный процесс 𝑋 = {𝑋(𝑡), 𝑡 ≥ 0} называется регенерирующим,
если существует последовательность случайных моментов 0 ≤ 𝑍0 < 𝑍1 < . . .
такая, что случайные элементы
𝐺𝑛 := {𝑋(𝑍𝑛 + 𝑡) : 0 ≤ 𝑡 < 𝑍𝑛+1 − 𝑍𝑛}, 𝑛 ≥ 1, (3)
называемые циклами регенерации (ц. р.), являются н. о. р. и не зависят от
начального цикла 𝐺0 := {𝑋(𝑡) : 0 ≤ 𝑡 < 𝑍0}. Моменты {𝑍𝑛} называются
моментами регенерации (м. р.).
Также в главе 1 описан регенеративный метод анализа стационарности.
Он применим к системам обслуживания, у которых базовый процесс, описы­
вающий динамику системы, является регенерирующим. Здесь и далее термин
система будет означать модель рассматриваемой системы обслуживания.
Рассмотрим систему 𝐺𝐼/𝐺/1, в которую заявки поступают в моменты
{𝑡𝑛} через н. о. р. интервалы 𝜏𝑛 = 𝑡𝑛+1 − 𝑡𝑛, 𝑛 ≥ 0, причем E𝜏 ∈ (0, ∞),
9где 𝜏 – типичная с. в., то есть 𝜏 распределена как 𝜏𝑛. Пусть {𝑆𝑛, 𝑛 ≥ 0} –
н. о. р. времена обслуживания, E𝑆 ∈ (0, ∞). Определим процесс величины
очереди 𝜈 = {𝜈(𝑡)}, где 𝜈(𝑡) – число заявок в системе в момент 𝑡, а 𝜈𝑛 =
𝜈(𝑡−𝑛 ), 𝑛 ≥ 0 – число заявок в момент прихода заявки 𝑛. Считаем, что в
системе фиксирована некоторая дисциплина обслуживания заявок. Так же
определим процесс загрузки системы𝑊 = {𝑊 (𝑡)}, где𝑊 (𝑡) – незавершенное
время обслуживания всех заявок, находящихся в системе в момент 𝑡 (при
отсутствии поступления новых заявок), и пусть 𝑊𝑛 = 𝑊 (𝑡−𝑛 ).
Поскольку {𝑊𝑘 = 0} = {𝜈𝑘 = 0}, то вложенные последовательности
{𝑊𝑛} и {𝜈𝑛} регенерируют одновременно в моменты
𝜃𝑛+1 = min{𝑘 > 𝜃𝑛 : 𝑊𝑘 = 0}, 𝑛 ≥ 0, 𝜃0 = 0, (4)
где полагаем min ∅ = ∞. Пусть 𝛽 есть типичная длина ц. р. в дискретном
времени, то есть 𝛽 распределена как 𝜃𝑛 − 𝜃𝑛−1 при 𝑛 ≥ 1. Определим неза­
вершенное время регенерации в момент 𝑛 как
𝛽(𝑛) = min{𝜃𝑘 − 𝑛 : 𝜃𝑘 − 𝑛 > 0}.
Основная идея регенеративного метода анализа стационарности стоит в
том, что при любом 𝜃1, если существуют константы 𝑥0 ≥ 0, 𝜀 > 0 и детерми­
нированная последовательность 𝑛𝑖 →∞ такие, что
inf
𝑖
P(𝛽(𝑛𝑖) ≤ 𝑥0) ≥ 𝜀, (5)
то E𝛽 < ∞. Это условие является ключевым для существования стационар­
ного распределения процессов 𝑊 и 𝜈.
Во второй главе содержатся теоретические результаты анализа теле­
коммуникационных систем обслуживания.
В первом разделе рассмотрена модель системы, в которой заявки буфе­
ризуются при помощи оптическими линий задержки 𝒜 = {𝑎0, 𝑎1, 𝑎2, . . . },
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длина которых является случайной: 𝑎0 = 0 и
𝑎𝑛 = ∆1 + · · ·+ ∆𝑛, где {∆𝑖} – неотрицательные н. о. р. с. в.. (6)
В такой системе, для реализации дисциплины FIFO, время ожидания 𝑊𝑘
заявки 𝑘 вычисляется как
𝑊𝑘+1 := inf
𝑖
{𝑎𝑖 ∈ 𝒜 : 𝑎𝑖 ≥ 𝑊𝑘}. (7)






где ∆ распределена как любая с. в. ∆𝑖. Тогда если 𝜏 есть типичный интервал
между приходами заявок, а 𝑆 – типичное время обслуживания. Справедливо
следующее достаточное условие стационарности.
Теорема 1. Если P(𝜏 > ∆ + 𝑆) > 0 и
E𝑆 < E𝜏 + ∆0, (9)
то E𝛽 <∞.
Доказательство Теоремы 1 опирается на обобщенное неравенство Лордена.
(Отметим, что для системы 𝐺/𝐺/1 с классическим буфером достаточным
условием стационарности является E𝑆 < E𝜏 .) Условие (9) обеспечивает отри­




E(𝑊𝑛+1 −𝑊𝑛|𝑊𝑛 ≥ 𝑥) < 0. (10)
Во втором разделе главы 2 приведен анализ модели беспроводной систе­
мы передачи заявок 𝐾 классов, в которой состояния каналов, определяющие
11
скорость передачи, управляются неприводимыми цепями Маркова. Рассмот­
рим систему с временными слотами [𝑡, 𝑡 + 1), 𝑡 ∈ 𝑇 := {0, 1, . . . }, в кото­
рой реализована дисциплина обслуживания по лучшей скорости (Best-Rate,
BR-дисциплина): приоритет при передаче данных (обслуживании) имеют за­
явки, для которых состояние канала соответствует наивысшей достижимой
BR-скорости обслуживания. Пусть обслуживающее устройство состоит из𝑀
параллельных идентичных серверов. Пусть 𝐴(𝑘)(𝑡) – число заявок класса 𝑘,
поступающих с систему в слоте 𝑡 ∈ 𝑇 , {𝐴(𝑘)(𝑡), 𝑡 ∈ 𝑇} – н. о. р. с. в. и
E𝐴(𝑘) ∈ (0, ∞) для любого 𝑘. Обозначим целочисленный размер (время об­
служивания) заявки класса 𝑘 через 𝑠(𝑘), где {𝑠(𝑘)} – н. о. р. с. в. и E𝑠(𝑘) <∞
для любого 𝑘.
Предположение 1. С. в. 𝑠(𝑘) или имеет конечный носитель, или принад­






















Теорема 2 (Достаточное условие стационарности) Если с. в. 𝑠(𝑘) принадле­
жат классу NBU, P(𝐴(𝑘) = 0) > 0 для любого 𝑘 и
𝜌 < 𝑀, (14)
то E𝛽 <∞.
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Необходимость условия (14) доказывает следующая
Теорема 3. Если 𝜌 ≥𝑀 , то 𝑊𝑡 ⇒∞, 𝜈𝑡 ⇒∞ при 𝑡→∞ и E𝛽 = ∞.
Таким образом условие (14) является критерием стационарности для BR-дис­
циплины. Отметим, что доказательство Теорем 2 и 3 опирается на ряд вспо­
могательных теорем и лемм.
Следующий раздел посвящен анализу систем, параметры которых за­
висят от значения процесса загрузки {𝑊𝑛, 𝑛 ≥ 0}, что, в принципе, позволя­
ет гибко управлять интенсивностями обслуживания и входного потока и, как
следствие, оптимизировать использование ресурсов системы. Важной совре­
менной областью применения таких моделей являются “зеленые” вычисления
(green computing). Пусть в системе существует 𝑀 порогов
0 = 𝑥0 < 𝑥1 < · · · < 𝑥𝑀 < 𝑥𝑀+1 := ∞,
таких, что если 𝑊𝑛 ∈ [𝑥𝑖, 𝑥𝑖+1), 𝑖 = 0, . . .𝑀 , то время обслуживания 𝑆𝑛
заявки 𝑛 и время 𝜏𝑛 до поступления следующей заявки распределены как
с. в. 𝑆(𝑖) и 𝜏 (𝑖) соответственно, с заданными (условными) распределениями,
зависящими только от 𝑖.
Теорема 4. Пусть E𝑆(𝑀) < E𝜏 (𝑀) и
min
0≤𝑖≤𝑀
P(𝜏 (𝑖) > 𝑆(𝑖)) > 0. (15)
Тогда E𝛽 <∞.
Далее в главе 2 рассмотрено понятие дисциплины, асимптотически со­
храняющей работу (при растущей нагрузке). Это означает, что сервер ис­
пользует полностью свою мощность (максимальную скорость обслуживания),
лишь когда загрузка системы превышает некоторый заданный порог, в то вре­
мя как мощность ниже этого порога может быть меньше или даже равной
нулю.
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В качестве базового процесса, описывающего динамику системы, мож­
но рассматривать не только процесс загрузки {𝑊𝑛}, но и процесс размера
очереди {𝜈𝑛}. Это обосновывается следующим свойством солидарности для
рассматриваемой системы с параметрами, зависящими от состояния.
Теорема 5. 𝜈𝑛 ⇒∞ тогда и только тогда, когда 𝑊𝑛 ⇒∞.
Наконец, в последнем разделе главы 2 проведен асимптотический (при
большой загрузке) анализ модели системы с потерями, в которой заявка с
номером 𝑛 имеет 2 параметра: случайный объем 𝑉𝑛 (который может трак­
товаться как физический параметр, например, требуемый объем памяти) и
время обслуживания 𝑆𝑛 (например, время передачи заявки). Считаем, что
система имеет ограниченный буфер размера 𝑀 для накопленного объема за­
явок: заявка с номером 𝑛 теряется, если∑︁
𝑖∈𝒩 (𝑛)
𝑉𝑖 + 𝑉𝑛 > 𝑀, (16)
где 𝒩 (𝑛) – множество номеров заявок, находящихся в системе в момент ее
прихода. При этом в системе реализована дисциплина FIFO. Такая модель мо­
жет быть применена при описании системы обработки заявки в оперативной
памяти.
Обозначим через 𝑃0 и 𝑃𝑙𝑜𝑠𝑠 стационарные вероятности простоя и потери,
соответственно. Пусть 𝐴(𝑡) и 𝑅(𝑡) есть число поступивших и потерянных







Теорема 6. Если объем заявки пропорционален времени обслуживания, то
есть 𝑉𝑛 = 𝑐𝑆𝑛, где 𝑐 > 0 – постоянная, то




Можно интерпретировать {𝑉𝑖} как интервалы восстановления. На основе





𝑃𝑙𝑜𝑠𝑠 ≥ 𝑃𝑙𝑜𝑠𝑠. (19)
При дополнительных ограничениях на величину объема 𝑉 верна
Теорема 7. Если с. в. 𝑉 с функцией распределения 𝐹𝑉 (𝑥) принадлежит
классу “новое хуже старого”, то есть
𝐹𝑉 (𝑥 + 𝑦) ≥ 𝐹𝑉 (𝑥)𝐹𝑉 (𝑦), 𝑥 ≥ 0, 𝑦 ≥ 0,
то 𝑄𝑙𝑜𝑠𝑠 ≥ 𝑃𝑙𝑜𝑠𝑠.
Третья глава содержит краткое изложение альтернативных методов
анализа стационарности стохастических моделей обслуживания: регенерация
цепей Маркова, возвратных по Харрису; жидкостной метод и метод построе­
ния функций Ляпунова.
В четвертой главе представлены результаты имитационного модели­
рования моделей, для которых получены достаточные условия стационарно­
сти. Целью моделирования является численная демонстрация полученных
выше условий стационарности систем, а также поведения процессов в зави­
симости от значений основных параметров, в частности от их близости к
границе области стационарности. Кроме того, численные примеры демонстри­
руют точность полученных выше достаточных условий стационарности (то
есть их близость к необходимым). Результаты экспериментов подтверждают,
что полученные условия фактически являются критериями стационарности и
позволяют строго разграничить области стационарности и нестационарности
систем. Отметим, что результаты моделирования позволяют выдвинуть ги­
потезу о том, что требование Предположения 1 является чисто техническим
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и продиктовано использованным методом доказательства. Также в данной
главе приведены результаты оценивания среднего размера очереди в модели
приоритетной системы на основе регенеративного метода (расчеты проводи­
лись на кластере Центра высокопроизводительной обработки данных КарНЦ
РАН).
Для моделирования был разработан комплекс программ, предназначен­
ных для имитационного моделирования динамики базового процесса (величи­
ны текущей загрузки или размера очереди) в моделях системы с оптическим
буфером, приоритетной системы, управляемой цепью Маркова, и систем, па­
раметры которых зависят от текущего состояния.
В Заключении сформулированы основные результаты, полученные в
работе, и их возможные применения.
Заключение
В диссертации представлен обзор методов теории восстановления, реге­
неративного метода анализа стационарности, а так же других методов ана­
лиза стационарности стохастических систем обслуживания. Исследованы мо­
дели систем, для которых процесс загрузки имеет отрицательный снос на
больших уровнях. Для моделей системы с оптическим буфером и системы
с параметрами, зависящими от текущего состояния получены достаточные
условия стационарности на основе регенеративного метода. Для модели прио­
ритетной системы с каналом передачи данных, управляемым цепью Маркова
получен критерий стационарности. Проведено имитационное моделирование
рассмотренных моделей для подтверждения точности полученных достаточ­
ных условий стационарности. Полученные результаты экспериментов хорошо
согласуются с проведенным теоретическим анализом. Кроме того, для модели
системы с ограничением на суммарный объем ожидающих заявок доказано
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соотношение, связывающее предельную долю потерянного объема и стацио­
нарную вероятность простоя в случае, когда время обслуживания и объем за­
явки пропорциональны, а также асимптотическое соотношение, связывающее
стационарную вероятность потери с предельной долей потерянного объема.
Результаты, полученные в диссертационной работе, могут быть использо­
ваны для анализа стационарности и оценке характеристик систем, в том чис­
ле мобильных сетей связи, соответствующих рассмотренным моделям. Отме­
тим возможность применения полученных результатов к уточнению области
стационарности телекоммуникационных систем, описываемых изученными в
работе моделями, а также к выбору эффективных механизмов управления
мощностью системы в зависимости от ее текущей загрузки. Полученные ре­
зультаты также позволяют точнее оценить потери в системах с ограниченным
суммарным объемом заявок.
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