We modify an algorithm of Bron and Kerbosch [1973] for maximal clique enumeration to choose more carefully the order in which the vertices are processed, giving us a fixed-parameter tractable algorithm with running time O(dn3 d/3 ) on graphs with n vertices and degeneracy d. Our time bound matches a worst-case bound of (n − d)3 d/3 on the number of maximal cliques when d is a multiple of 3 and n ≥ d + 3. For graphs with degeneracy d and maximum clique size κ, the algorithm satisfies a time bound of O(d 2 n(d/κ) κ ), and for K h -minor-free graphs we obtain a time bound of n2 O(h log log h) , matching a bound of Fomin et al. [2010] for the number of cliques in these graphs. We implement our algorithm and provide a comparative analysis of it and a different variation of the Bron-Kerbosch algorithm by Tomita et al. [2006] on a large corpus of real-world graphs with low degeneracy. Our algorithm always performs comparably with Tomita et al. on moderately sized graphs, in some cases is much faster, and due to its more space-efficient data structures is capable of being applied to significantly larger graphs. 
. A graph with two of its maximal cliques marked. Cazals and Karande 2008; Cheng et al. 2010; Chiba and Nishizeki 1985; Chrobak and Eppstein 1991; Du et al. 2009; Gély et al. 2009; Gerhards and Lindenberg 1979; Harary and Ross 1957; Johnston 1976; Lu et al. 2010; Makino and Uno 2004; Modani and Dey 2008; Mulligan and Corneil 1972; Pan and Santos 2008; Samatova et al. 2008; Schmidt et al. 2009; Tomita et al. 2006; Zhang et al. 2005] and for the complementary problem of finding maximal independent sets [Eppstein 2009; Johnson et al. 1988; Lawler et al. 1980; Loukakis and Tsouros 1981; Tsukiyama et al. 1977] . One of the most successful in practice is the Bron-Kerbosch algorithm, a simple backtracking procedure that recursively solves subproblems specified by three sets of vertices: the vertices that are required to be included in a partial clique, the vertices that are to be excluded from the clique, and some remaining vertices whose status still needs to be determined [Bron and Kerbosch 1973; Cazals and Karande 2008; Johnston 1976; Koch 2001; Tomita et al. 2006] . All maximal cliques can be listed in polynomial time per clique [Lawler et al. 1980; Tsukiyama et al. 1977] or in a total time proportional to the maximum possible number of cliques in an n-vertex graph, without additional polynomial factors [Eppstein 2003; Tomita et al. 2006] . In particular, a variant of the Bron-Kerbosch algorithm is optimal in this sense [Cazals and Karande 2008; Tomita et al. 2006] . Unfortunately this maximum possible number of cliques is exponential [Moon and Moser 1965] , so that all general-purpose algorithms for listing maximal cliques necessarily take exponential time in the worst case.
Parameterized Analysis
We are faced with a dichotomy between theory, which states categorically that clique finding takes exponential time, and practice, according to which clique finding is useful and can be efficient in its areas of application. One standard way of resolving dilemmas such as this one is to apply parameterized complexity [Downey and Fellows 1999] : one seeks a parameter of instance complexity such that instances with small parameter values can be solved quickly. A parameterized problem is said to be fixed-parameter tractable if instances with size n and parameter value p can be solved in a time bound of the form f ( p)n O(1) , where f may grow exponentially or worse with p but is independent of n. With this style of analysis, instances with a small parameter value are used to model problems that can be solved quickly, while instances with a large parameter value represent a theoretical worst case that, one hopes, does not arise in practice.
The size of the largest clique does not work well as a parameter: the maximum clique problem, parameterized by clique size, is hard for W[1], implying that it is unlikely to have a fixed-parameter tractable algorithm [Downey and Fellows 1995] , and Turán graphs K n k , n k , n k ,... have (n/k) k maximal cliques of size k, forcing any algorithm that lists them all to take time larger than any fixed-parameter-tractable bound. However, clique size is not the only parameter one can choose. In this article, we parameterize maximal clique finding by degeneracy, a measure of the sparseness of a graph that has been used for other fixed-parameter problems [Alon and Gutner 2009; Cai et al. 2006; Golovach and Villanger 2008; Kloks and Cai 2000] . Sparse graphs often appear in practice; for instance, the World Wide Web graph, citation networks, and collaboration graphs have low arboricity [Goel and Gustedt 2006] and therefore low degeneracy. The h-index, a measure of sparsity that upper bounds degeneracy, is also low for social networks [Eppstein and Spiro 2009] . In addition, our experiments in Section 4 show that proteinprotein interaction networks have low degeneracy as well. Furthermore, planar graphs have degeneracy at most five [Lick and White 1970] , and the Barabási-Albert model of preferential attachment [Barabási and Albert 1999] , frequently used to model large scale-free social networks, produces graphs with bounded degeneracy.
Practice
Many different clique-finding algorithms have been implemented, and an algorithm of Tomita et al. [2006] , based on the much earlier algorithm of Bron and Kerbosch [1973] , has been shown through many experiments to be faster by orders of magnitude in practice than the other algorithms that have been studied to date. An unfortunate drawback of the algorithm of Tomita et al., however, is that both its theoretical analysis and implementation rely on an adjacency matrix representation of the input graph. For this reason, their algorithm has limited applicability for large sparse graphs, whose adjacency matrix may not fit into working memory. We therefore seek to have the best of both worlds: we would ideally like an algorithm that rivals the speed of the Tomita et al. result, while having linear storage cost.
In Section 4, we describe an implementation of our new algorithm that has these ideal properties. Our algorithm uses only linear space, so it is usable on very large graphs. Its running time rivals, and in many cases is faster than, the running time of the Tomita et al. method. And, although it is never slower than Tomita et al. by more than a small factor, it is sometimes faster by a large factor, showing that it is more reliably fast than the previous algorithm.
Our Results
In this article, we show the following. Fomin et al. [2010] for the number of cliques in these graphs. -Our algorithm can be implemented using O(n) space. -Every n-vertex graph with degeneracy d (where d is a multiple of three and n ≥ d+ 3) has at most (n − d)3 d/3 maximal cliques, and there exists an n-vertex graph with degeneracy d that has exactly (n−d)3 d/3 maximal cliques, showing that our algorithm is close to the optimal worst-case time as a function of n and d.
-Experimental results indicate that our algorithm is fast in practice: it rivals the speed of Tomita et al. [2006] on small graphs, and because it uses linear space, it can be run on sparse graphs with millions of vertices.
Our algorithms are fixed-parameter tractable, with running times of the form
. Algorithms for listing all maximal cliques in graphs of constant degeneracy in time O(n) were known [Chiba and Nishizeki 1985; Chrobak and Eppstein 1991 ], but had not been analyzed for their dependence on degeneracy. We compare the parameterized running time bounds of these other algorithms to our variant of the Bron-Kerbosch algorithm, and we show that the Bron-Kerbosch algorithm has a much smaller dependence on d. 
PRELIMINARIES
We work with an undirected graph G = (V, E), which we assume is stored in an adjacency list data structure. We let n and m be the number of vertices and edges of G, respectively. For a vertex v, we define (v) to be the set {w | (v, w) ∈ E}, which we call the neighborhood of v, and similarly for a subset W ⊂ V we define (W) to be the set w∈W (w), which is the common neighborhood of all vertices in W.
Degeneracy
Our algorithm is parameterized by the degeneracy of a graph, a measure of its sparsity.
The degeneracy of a graph G is the smallest value d such that every nonempty subgraph of G contains a vertex of degree at most d [Lick and White 1970] .
Figure 2(a) shows an example of a graph of degeneracy 3. Degeneracy is also known as the k-core number [Batagelj and Zaveršnik 2003 ], width [Freuder 1982] , and linkage [Kirousis and Thilikos 1996] of a graph and is one less than the coloring number [Erdős and Hajnal 1966] . In a graph of degeneracy d, the maximum clique size can be at most d + 1, for any larger clique would form a subgraph in which all vertices have degree higher than d.
A graph of degeneracy d has a degeneracy ordering, an ordering such that each vertex has d or fewer neighbors that come later in the ordering (Figure 2(b) ). Such an ordering may be formed by repeatedly removing a vertex of degree d or less: by the assumption that G is d-degenerate, at least one such vertex exists at each step. Conversely, if G has an ordering with this property, then it is d-degenerate, because for any subgraph H of G, the vertex of H that comes first in the ordering has d or fewer neighbors in H. Thus, as Lick and White [1970] showed, degeneracy may equivalently be defined as the minimum d for which a degeneracy ordering exists. A third, equivalent definition is that d is the minimum value for which G has an orientation as a directed acyclic graph in which all vertices have out-degree at most d [Chrobak and Eppstein 1991] : such an orientation may be found by orienting each edge from its earlier endpoint to its later endpoint in a degeneracy ordering, and if such an orientation is given, then a degeneracy ordering may be found by topologically ordering the oriented graph.
Degeneracy is a robust measure of sparsity: it is within a constant factor of other popular measures of sparsity including arboricity and thickness. In addition, degeneracy, along with a degeneracy ordering, can be computed by a simple greedy strategy of repeatedly removing a vertex with smallest degree (and its incident edges) from the graph until it is empty [Batagelj and Zaveršnik 2003 ]. The degeneracy is the maximum of the degrees of the vertices at the time they are removed from the graph, and the degeneracy ordering is the order in which vertices are removed from the graph [Jensen and Toft 1995] . The easy computation of degeneracy has made it a useful tool in algorithm design and analysis [Chrobak and Eppstein 1991; Eppstein 2009] .
We can implement the greedy algorithm for finding a degeneracy ordering in time O(n + m) [Batagelj and Zaveršnik 2003] We can also use degeneracy to bound the total number of edges in the graph. If we sum, for each vertex v, the number of neighbors of v that are later in the ordering, then each edge is counted once, so the value of the sum is just m. However, for a vertex v at position i in the degeneracy, the number of later neighbors of v can be at most min(d, n − i). Adding this quantity over all possible positions, we get the following bound on the number of edges of a d-degenerate graph. ) edges.
The Bron-Kerbosch Algorithm
The Bron-Kerbosch algorithm [Bron and Kerbosch 1973 ] is a recursive backtracking algorithm for listing all maximal cliques that is easy to understand, easy to code, widely used, and works well in practice. A recursive call to the Bron-Kerbosch algorithm provides three disjoint sets of vertices, R, P, and X, as arguments, where R is a (possibly nonmaximal) clique and P ∪ X = (R) form a partition of the vertices that are adjacent to every vertex in R. The vertices in P will be considered to be added to clique R, while those in X must be excluded from the clique; thus, within the recursive call, the algorithm lists all cliques in P ∪ R that are maximal within the subgraph induced by P ∪ R ∪ X. The algorithm chooses a candidate v in P to add to the clique R, and makes a recursive call in which v has been moved from R to P; in this recursive call, it restricts X to the neighbors of v, since non-neighbors cannot affect the maximality of the resulting cliques. When the recursive call returns, v is moved to X to eliminate redundant work by further calls to the algorithm. When the recursion reaches a level at which P and X are empty, R is a maximal clique and is reported (see the pseudocode in Figure 3 ). To list all maximal cliques in the graph, this recursive algorithm is called with P equal to the set of all vertices in the graph and with R and X empty. Bron and Kerbosch also describe a heuristic called pivoting, which limits the number of recursive calls made by their algorithm. The key observation is that for any vertex u in P ∪ X, called a pivot, any maximal clique must contain one of u's non-neighbors (counting u itself as a non-neighbor). Therefore, we delay the vertices in P ∩ (u) from being added to the clique until future recursive calls, with the benefit that we make fewer recursive calls. Tomita et al. [2006] show that choosing the pivot u from P ∪ X that maximizes P ∩ (u) ensures that the Bron-Kerbosch algorithm has worst-case running time O(3 n/3 ), excluding the time to write the output. This is worst-case optimal, as there exist graphs with 3 n/3 maximal cliques [Moon and Moser 1965] .
THEORETICAL RESULTS
In this section, we show that as well as the pivoting strategy, the order in which the vertices of G are processed by the Bron-Kerbosch algorithm is also important. We develop a variant of the Bron-Kerbosch algorithm that chooses this ordering carefully and correctly lists all maximal cliques in time O(dn3 d/3 ). Our algorithm performs the outer level of recursion of the Bron-Kerbosch algorithm without pivoting, using a degeneracy ordering to order the sequence of recursive calls made at this level, and then switches at inner levels of recursion to the pivoting rule of Tomita et al. [2006] .
We also show that this performance is optimal in terms of the degeneracy, and that the dependence on the degeneracy is better than other algorithms that are designed for clique-finding in sparse graphs.
High-level Description of the Algorithm
Each recursive call of the original BronKerbosch algorithm considers for expansion the vertices in P, one by one in an unspecified order (see line 4 of BronKerbosch in Figure 3 ). We first analyze what happens if we fix an order v 1 , v 2 , . . . , v n on the vertices of V , and use the same order consistently to loop through the vertices of P in each recursive call of the nonpivoting version of the algorithm.
OBSERVATION 1. When processing a clique R in the ordered variant of Bron-Kerbosch, the common neighbors of R can be partitioned into the set P of vertices that come after the last vertex of R, and the set X of remaining neighbors (Figure 4).
PROOF. This follows easily by induction on the number of levels of recursive calls made by the algorithm and the number of steps made within each call. At each step, when we add a new vertex v to R, we restrict P and X to be intersection of its former value with the common neighbors of v, so that (in recursive calls made with v in R) the sets P and X continue to form a partition of the common neighbors of R. By the induction hypothesis, the new vertex v is the last vertex of R, and is later in the ordering than the previous last vertex which is in turn later in the ordering than all vertices in X. By the choice of ordering, the new vertex v is earlier than all remaining vertices in P. Therefore, after adding v, it remains the case that the partition of the common neighbors of R into X and P is determined by the ordering of these common neighbors with respect to the last vertex v of R.
Our algorithm ( Figure 5 ) computes a degeneracy ordering of the given graph, and performs the outermost recursive calls in the ordered variant of the Bron-Kerbosch algorithm (without pivoting) for this ordering. The sets P passed to each of these recursive calls will have at most d elements in them, leading to few recursive calls within each of these outer calls. Below the top level of the recursion we switch from the ordered nonpivoting version of the Bron-Kerbosch algorithm to the pivoting algorithm (with the same choice of pivots as Tomita et al. [2006] ) to further control the number of recursive calls. PROOF. Let C be a maximal clique, and v its earliest vertex in the degeneracy order. By Lemma 3.1, C will be reported (once) when processing v. When processing any other vertex of C, v will be in X, so C will not be reported.
Analysis of the Algorithm
To make pivot selection fast, we pass as an additional argument to BronKerboschPivot a subgraph H P,X of G that has P ∪ X as its vertices; an edge (u, v) of G is kept as an edge in H P,X whenever at least one of u or v belongs to P and both of them belong to P ∪ X. The pivot chosen according to the pivot rule of Tomita et al. [2006] is then just the vertex in this graph with the most neighbors in P.
PROOF. The vertex set of H P,X is known from P and X. Each edge is among the d outgoing edges from each of its vertices. Therefore, we can achieve the stated time bound by looping over each of the d outgoing edges from each vertex in P ∪ X and testing whether each edge meets the criterion for inclusion in H P,X .
The factor of d in the time bound of Lemma 3.3 makes it too slow for the recursive part of our algorithm. Instead, we show that the subgraph to be passed to each recursive call can be computed quickly from the subgraph given to its parent in the recursion tree. 
where p and k are integers, such that p ≥ k, and d, e are constants greater than zero.
LEMMA 3.6. Let v be a vertex, P v , be v's later neighbors, and
|P v |/3 ), excluding the time to report the discovered maximal cliques.
PROOF. Define D( p, x) to be the running time of BronKerboschPivot
. By the description of BronKerboschPivot, D satisfies the following recurrence relation:
where c 1 and c 2 are constants greater than 0. Since our graph has degeneracy d, the inequality p + x ≤ d + x always holds. Thus, 
Worst-Case Bounds on the Number of Maximal Cliques
We now show matching upper and lower bounds for the number of maximal cliques a graph with degeneracy d may have. In particular, we prove the following theorem:
THEOREM 3.8.
Let d be a multiple of 3 and n ≥ d + 3. Then the largest possible number of maximal cliques in an n-vertex graph with degeneracy d is
PROOF. We first show that there cannot be more than (n − d)3 d/3 maximal cliques. We then show that there exists a graph that has (n − d)3 d/3 maximal cliques.
An Upper Bound. Consider a degeneracy ordering of the vertices, in which each vertex has at most d neighbors that come later in the ordering. For each vertex v that is placed among the first n − d − 3 vertices of the degeneracy ordering, we count the number of maximal cliques such that v is the clique vertex that comes first in the ordering. Since vertex v has at most d later neighbors, the Moon-Moser bound [Moon and Moser 1965] 
A Lower Bound. By a simple counting argument, we can see that the graph K n−d,3,3,3,3,... Relatedly, a bound of (n − d + 1)2 d on the number of cliques (without assumption of maximality) in n-vertex d-degenerate graphs was already known [Wood 2007 ].
Optimal Running Time?
The O(dn3 d/3 ) running time of algorithm BronKerboschDegeneracy described previously is nearly worst-case optimal, since there may be ((n − d) This new algorithm, which we'll call BronKerboschDegeneracy2, is divided into two phases. In the first phase, we run BronKerboschDegeneracy, which we allow to compute the degeneracy ordering and we stop its execution once it has processed the first n − d vertices in the ordering. This takes time
and gives us all maximal cliques containing the first n − d vertices.
In the second phase, we compute the subgraph D of G induced by the last d vertices in the ordering. We then run the algorithm by Tomita et al. [2006] on D, obtaining at most 3 d/3 cliques, which are maximal with respect to D, but not necessarily maximal with respect to the entire graph. Therefore, we check each clique C computed in this phase for maximality, by testing if any vertex v in the first n−d vertices in the ordering, can be added to C to form a larger clique. If no such vertex exists, then C is maximal.
We Though this algorithm is theoretically faster for large values of d, we caution that it is more complex to implement and will likely not lead to speedup in practice. The main difference between this algorithm and BronKerboschPivot is that, for the final d vertices in the degeneracy ordering, it avoids passing the correct set X down through the recursive calls and instead, for each generated clique, iterates through the entire graph to test for maximality of the clique. This final set of vertices is likely to constitute a negligible fraction of the total time for the algorithm, and iterating through the entire graph for each generated clique is unlikely to be cheaper than passing the correct value of X. Therefore, we consider this variant to be of theoretical interest only, and we did not test it in our experimental results.
Parameterizing by Both Degeneracy and Clique Size
As we observed in the introduction, the maximum clique problem, parameterized by clique size, is hard for W[1], implying that it is unlikely to have a fixed-parameter tractable algorithm [Downey and Fellows 1995] . However, we may parameterize by both degeneracy and clique size, obtaining stronger bounds than we could from degeneracy alone. In the following analysis, we let κ denote the clique size, the number of vertices in the largest clique of the given graph.
LEMMA 3.10. Let T (x, p, k) be the worst-case time for BronKerboschPivot to run, given arguments X of size x and P of size p, and given additionally a guarantee that the largest clique in P has size k
PROOF. For k = 1, the algorithm takes time O( p 2 x) to compute the pivot and to set up the recursive calls to the algorithm. The assumption that the largest clique in P has size one implies that there are no edges between pairs of vertices in P, so each recursive call returns immediately, and the total time for the algorithm is O(
For k > 1, the time bounds for the algorithm obey a recurrence of the form
A straightforward induction on k shows that there exists a constant c such that
For, applying the induction hypothesis and expanding the instances of T on the right-hand side of the recurrence would give us
When j = p/k, the j and (( p − j)/(k − 1)) k−1 terms of this expansion combine to give ( p/k) k , the p− j + x term can be replaced by p + x while still giving a valid upper bound, and the p − j term is smaller than the factor of p that we need by a factor of (1 − 1/k), small enough to cancel the O( p 2 x) term in the recurrence when c is a sufficiently small constant. Similarly, when j = ( p/k), the j and (( p − j)/(k − 1)) k−1 terms still combine to give something that is at most ( p/k) k , and the p − j is smaller than p by a factor of (1 − 1/O(k)), still small enough to cancel the O( p 2 x) term. When j is outside this range, the combination of the j and (( p − j)/(k − 1)) k−1 terms is itself enough smaller than ( p/k) k to again allow us to cancel the O( p 2 x) term. Thus, the result follows by induction.
THEOREM 3.11. BronKerboschDegeneracy, given a graph G with n vertices, degeneracy d, and maximum clique size κ ≤ d/3, takes total time O(d
PROOF. We sum the bound of Lemma 3.10 over all the calls to BronKerboschPivot made in the outer call of BronKerboschDegeneracy. In each call, p ≤ d, k ≤ κ, and p + x ≤ δ i where δ i is the degree of vertex i. Therefore, this sum is
To show that this result leads to nontrivial improvements compared to our O(d3 d/3 n) bound, we consider the case of minor-closed graph families, families of graphs closed under the operations of edge contraction and edge deletion. We say that such a family F is nontrivial if it does not include all graphs; in this case, we may let h be the minimum number of vertices in a graph that does not belong to F. The complete graph K h is an excluded minor for F and F ⊂ F h where F h is the family of graphs that do not have K h as a minor.
All graphs in F h have degeneracy O(h log h), and this is tight [Kostochka 1984; Thomason 2001 Thomason , 1984 . Therefore, our time bound for BronKerboschDegeneracy that uses only the degeneracy would show that it takes time n2 O(h √ log h) on graphs in F h . However, if we use the observation that the maximum clique size κ on graphs in F h is at most h, we can instead apply Theorem 3.11, giving us a tighter bound of n2 O(h log log h) on the running time of BronKerboschDegeneracy. This time bound matches an upper bound of n2 O(h log log h) on the number of cliques in these graphs given by Fomin et al. [2010] , and provides an alternative proof for their bound.
Comparison with Other FPT Algorithms
Our algorithm is not the first to list the maximal cliques of sparse graphs, and algorithms that run in linear time on graphs of constant degeneracy were already known.
Essentially, although their analysis was not necessarily phrased in these terms, these previous algorithms are fixed-parameter tractable algorithms. However, the dependence of these algorithms on the degeneracy parameter has not always been explicitly described, so we now review these existing algorithms and show that our algorithm's dependence on d is superior.
Chiba and Nishizeki. Chiba and Nishizeki [1985] describe two algorithms for finding cliques in sparse graphs. One of the two reports all maximal cliques using O(am) time per clique, where a is the arboricity of the graph, and m is the number of edges in G. The arboricity is the minimum number of edge-disjoint spanning forests into which the graph can be decomposed [Harary 1972 ]. The degeneracy of a graph is closely related to arboricity, being always within a factor of two of each other: If a graph G has arboricity a, then any subgraph of G with k vertices has at most a(k− 1) edges, average degree 2a(k − 1)/k < 2a, and minimum degree at most 2a − 1. In the other direction, if G has degeneracy d, then we may partition it into d forests by finding a degeneracy orientation of G and, at each vertex v, assigning each of the at most d outgoing edges to a different forest.
In ) , by checking whether each of its vertices has all the later vertices in the subset among its later neighbors, giving a total time of O(nd 2 2 d ) to list all the cliques in the graph. However, although this singly exponential time bound is considerably faster than Chiba and Nishizeki, and is close to known bounds on the number of (possibly nonmaximal) cliques in d-degenerate graphs [Wood 2007] , it is slower than our algorithm by a factor that is exponential in d. Our new algorithm uses this same idea of searching among the later neighbors in a degeneracy order but achieves much greater efficiency by combining it with the Bron-Kerbosch algorithm.
Makino and Uno. Makino and Uno [2004] list all maximal cliques in graphs with maximum degree in time O( 4 ) per clique. For graphs with degeneracy d, can be any value between d and n − 1, making a meaningful comparison with our algorithm difficult. Therefore, for graphs with constant degeneracy, their time bound is a factor 4 slower than our algorithm in the worst case, which may be a constant factor, or much worse. A graph with maximum degree can have no more than (n − )3 /3 maximal cliques, and an analysis similar to that of the previous section shows that this algorithm has a run time of O( 4 (n − )3 /3 ), which is fixed-parameter tractable when parameterized on . However, this bound is always worse than the bound for our algorithm by a factor of at least 3 , and possibly by a significantly larger factor in the case that is significantly larger than d.
As Abu-Khzam et al. [2006] observed, the complementary relation between cliques and vertex covers allows fixed-parameter tractable algorithms for vertex cover to be applied to the clique problem. However, it is only possible to use this approach for cliques much larger than the ones that exist in sparse graphs. Eblen et al. [2011] apply fixed-parameter analysis to algorithms for a different but closely related problem, the enumeration of maximum cliques.
IMPLEMENTATION AND EXPERIMENTAL ANALYSIS
In this section, we complement our theoretical results by an experimental comparison of the running time of our algorithm against the state of the art, on several data sets of real-world graphs, as well as some randomly generated graphs.
Experimental Setup
We review the algorithms we implemented, as well as the data sets we used.
4.1.1. Algorithms Tested. Many algorithms have been designed to work quickly on sparse graphs, according to their theoretical analysis; however, the algorithm of Tomita et al. [2006] is orders of magnitude faster than these algorithms in practice, as shown in the experimental results of Tomita et al. However, there is an unfortunate drawback to this algorithm: both its theoretical analysis and implementation rely on the adjacency matrix representation of the input graph, as we noted in the introduction. For this reason, their algorithm has limited applicability for large sparse graphs, whose adjacency matrix may be too large to fit into working memory. To ensure a fair comparison, we also implemented a straightforward adaptation of their algorithm that uses an adjacency list representation instead; see below for details.
We implemented three variants of our algorithm:
-an implementation with no data structuring, which uses only the degeneracy order to compute pivots and vertex sets for recursive calls, -an implementation of BronKerboschDegeneracy that only uses O(m + n) space overhead for the data structure, and -an alternative implementation of the data structure using bit vectors to represent the sets of neighbors of each active vertex.
However, the bit vector implementation executed no faster than the data structure implementation in our tests, so we omit its experimental timings and any detailed discussion of its implementation.
In more detail, the following four implementations appear in our tables of results:
Tomita et al. (TTT-classic).
First off, we implemented the classical algorithm by Tomita et al. [2006] , using an adjacency matrix to store the graphs.
Tomita et al. with adjacency lists (TTT-lists).
The algorithm of Tomita et al. turns out to be fixed-parameter tractable when parameterized by , the maximum degree, if we store the graph in the adjacency list representation, 1 and if we are careful with how we store the sets X and P and compute pivots. First, we note that it is possible to store the sets X and P so that we can check in constant time which set a vertex belongs to (we elaborate how this can be done in the discussion of the ELS-array algorithm). Then computing a pivot can be done in time O( (|X| + |P|)) by iterating over all vertices in P ∪ X and testing all neighbors for membership in P. Furthermore, when a vertex v 3.1:14 D. Eppstein et al. Fig. 7 . When a vertex v is added to the partial clique R, its neighbors in P and X (highlighted in this example) are moved toward the dividing line in preparation for the next recursive call.
is added to R for a recursive call, we can intersect the neighborhood of v with P and X in O( ) time, by iterating over its at most neighbors and testing for membership in P or X. Thus, preparing subsets for all recursive calls takes time O(|P| ). Finally, we note that the pivot at the top level of recursion intersects neighbors in P, and therefore, we only make (n − ) recursive calls at the top level.
Fitting these facts into the analysis of Tomita et al. shows that the running time of this algorithm is O( (n − )3 /3 ). We note that may be significantly larger than the degeneracy, so this algorithm's theoretical time bounds are not as good as those of Tomita et al. or ours; nevertheless, as we show in the next section, the simplicity of this algorithm makes it competitive in practice.
Our Algorithm with No Data Structure (ELS-bare). It is possible to implement
BronKerboschDegeneracy with only the degeneracy ordering, and no extra data structuring, only passing lists of vertices as arguments in each recursive call. The slowest part of each recursive call, and therefore the bottleneck of the algorithm, is the step in which the pivot vertex is selected. A simple strategy for determining each pivot would be to loop over all the possible pivots in X ∪ P and, for each one, loop over its later neighbors in the degeneracy ordering to determine how many of them are in P. The same strategy can also be used to perform the neighborhood intersection required to set up the arguments for the recursive calls. With the pivot selection and set intersection algorithms implemented in this way, the algorithm would have running time
), a factor of d larger than the worst-case output size and a factor of d slower than the more highly optimized version of our algorithm. However, the simplicity of this version of the algorithm may benefit it compared to the other algorithms.
Our Algorithm with Linear-Size Data Structure (ELS-array). To obtain our claimed O(dn3
d/3 ) worst-case time bound in a practical implementation, we maintain the sets of vertices P and X in a single array, the address to which is passed between recursive calls. Initially, the array contains the elements of X followed by the elements of P. We keep a reverse lookup table, so that in constant time we can look up the position of each vertex in this array. With this lookup table, we can tell whether a vertex is in P or X in constant time, by comparing its index to the position in the array where the two subarrays for X and P are separated from each other. When a vertex v is added to R in preparation for a recursive call, we reorder the array. Vertices in (v) ∩ X are moved to the end of the X subarray, and vertices in (v) ∩ P are moved to the beginning of the P subarray (see Figure 7) . We then make a recursive call on the subarray containing the vertices (v) ∩ (X ∪ P). After the recursive call, we move v to X by swapping it to the beginning of the P subarray and moving the boundary so that v is in the X subarray. Of course, moving vertices between sets will affect P and X in higher recursive calls. Therefore, within a given recursive call, we maintain a separate list of the vertices that are moved from P to X, and we move these vertices back to P when the call ends.
To perform pivots quickly, our algorithm uses a modified adjacency list representation of a subgraph formed by the vertices in X ∪ P: a set of arrays, one for each potential Fig. 8 . For each vertex in P ∪ X, we keep an array containing neighbors in P. We update these arrays whenever a vertex is moved from P to R, and whenever we need to intersect a neighborhood with P and X for a recursive call.
pivot vertex u in P ∪ X, contains the neighbors of u in P. Whenever P changes, we reorder the elements in these arrays so that neighbors in the new set P are stored earlier than the other neighbors (see Figure 8 ). Computing the pivot is as simple as iterating through each array until we encounter a neighbor that is not in P. This reordering procedure allows us to maintain a single set of these arrays throughout all recursive calls, requiring linear space in total. In comparison, making a new copy of this data structure for each recursive call might require space O(dm).
Datasets Used.
Our primary experimental data consisted of four publicly available databases of real-world networks, including nonelectronic and electronic social networks as well as networks from bioinformatics applications. As a reference point, we also ran our experimental comparisons using the two sets of graphs that Tomita et al. used in their experiments.
Pajek Dataset. We tested six large social and bibliographic networks that appeared in the Pajek dataset but were not in the other datasets [Batagelj and Mrvar 2006] . Stanford Collection. We tested a representative sample of graphs from the Stanford Large Network Dataset Collection [Leskovec 2009 ]. These included road networks, a co-purchasing network from Amazon.com data, social networks, email networks, a citation network, and two Web graphs.
DIMACS. Tomita et al. used a data set from a DIMACS challenge [Johnson and Trick 1996] , a collection of graphs that were intended as difficult examples for clique-finding algorithms, and that have been algorithmically generated. Although these graphs are more dense than our algorithm was designed for, we also tested our algorithm on the same dataset.
Random Graphs. Tomita et al. also generated graphs randomly with varying edge densities, most quite dense in comparison to the intended design regime for our algorithm. We did not have access to the dataset they used, so to replicate their results we generated another set of random graphs with the same parameters.
4.1.3. Technical Specifications. We implemented all algorithms in the C programming language, and ran experiments on a Linux workstation running the 32-bit version of Ubuntu 10.10, with a 2.53GHz Intel Core i5 M460 processor (with three cache levels of 128KB, 512KB, and 3,072KB, respectively) and 2.6GB of memory. We compiled our code with version 4.4.5 of the gcc compiler with the -O2 optimization flag. We have released our code under the GNU GPL 3.0 license, and we freely provide the code and data sets upon request.
Experimental Results
Tables I, II, III, IV, V, and VI list the results of our experiments. For each graph in a given data set we ran the four algorithms TTT-classic, TTT-lists, ELS-bare, and ELS-array, and we provide the elapsed running times (in seconds) for each of these algorithms; an asterisk indicates that the algorithm was unable to run on that problem instance due to space limitations. In addition, we list the number of vertices n, edges m, degeneracy d, maximum degree , and number of maximal cliques μ. To aid analysis, we have listed the graphs in Tables I to IV (Table I ) contains many graphs that were too small for us to time our algorithms accurately, but our algorithm was faster than that of Tomita et al. on all four of the largest graphs; in one case it was faster by a factor of approximately 130. On the BioGRID data (Table II) , our algorithm was significantly faster than that of Tomita et al. on the worm and fruitfly networks, and matched or came close to its performance on all the other networks, even the relatively dense yeast network. Our algorithm was consistently faster on the networks in the Pajek datasets (Table III) . Due to their large size, the algorithm of Tomita et al. was unable to run on two of these networks; nevertheless, our algorithm found all cliques quickly in these graphs. Finally, nearly all of the graphs in the Stanford Large Network Dataset Collection (Table IV) were too large for the Tomita et al. algorithm to fit into memory. For graphs which are extremely sparse, it is no surprise that the TTT-lists algorithm was faster than our algorithm, but our algorithm was consistently fast on each of these datasets, whereas the TTT-lists algorithm was orders of magnitude slower than our algorithm on the large soc-wiki-Talk network. We also ran our comparisons using the two sets of graphs that Tomita et al. used in their experiments, the DIMACS challenge graphs (Table V) and a set of random graphs (Table VI) . Our algorithm runs about 2 to 3 times slower than that of Tomita et al. on many of these graphs; this confirms that the algorithm is still competitive on graphs that are not sparse, in contrast to the competitors in Tomita et al.'s paper which ran 10 to 160 times slower on these input graphs. The largest of the random graphs in the second dataset were generated with edge probabilities that made them significantly sparser than the rest of the set; for those graphs our algorithm outperformed that of Tomita et al. by a factor that was as large as 17 on the sparsest of the graphs. The TTT-lists algorithm was even faster than our algorithm in these cases, but it was significantly slower on other data.
A Remark about Degeneracy and Maximum Degree.
Observe that the real-world graphs in Tables I to IV tend to have degeneracy that is significantly lower than the maximum degree. This experimentally verifies that degeneracy is a tighter measure of sparsity than the maximum degree, and we believe our experimental results demonstrate the power of degeneracy as a parameter when designing algorithms for such sparse real-world graphs.
CONCLUSION
We have presented theoretical evidence for the fast performance of the Bron-Kerbosch algorithm for finding cliques in graphs, as has been observed in practice. Our modified algorithm is fixed-parameter tractable in terms of the degeneracy of the graph, a parameter that is expected to be low in many real-world applications, and performs optimally in terms of this parameter. Furthermore, our experimental results show that our algorithm is efficient in practice for large sparse graphs. This algorithm is highly competitive with the algorithm of Tomita et al. on sparse graphs, and within a small constant factor on other graphs. The advantage of this algorithm is that it requires only linear space for storing the graph and all data structures. It does not suffer from the drawback of requiring an adjacency matrix, which may not fit into memory. Its closest competitor in this respect, the Tomita et al. algorithm modified to use adjacency lists, is sometimes faster by a small factor but is also sometimes slower by a large factor.
