We study a phase-field variational model for the solvaiton of charged molecules with an implicit solvent. The solvation free-energy functional of all phase fields consists of the surface energy, solute excluded volume and solute-solvent van der Waals dispersion energy, and electrostatic free energy. The surface energy is defined by the van der Waals-CahnHilliard functional with squared gradient and a double-well potential. The electrostatic part of free energy is defined through the electrostatic potential governed by the PoissonBoltzmann equation in which the dielectric coefficient is defined through the underlying phase field. We prove the continuity of the electrostatics-its potential, free energy, and dielectric boundary force-with respect to the perturbation of dielectric boundary. We also prove the Γ-convergence of the phase-field free-energy functionals to their sharpinterface limit, and the equivalence of the convergence of total free energies to that of all individual parts of free energy. We finally prove the convergence of phase-field forces to their sharp-interface limit. Such forces are defined as the negative first variations of the free-energy functional; and arise from stress tensors. In particular, we obtain the force convergence for the van der Waals-Cahn-Hilliard functionals with minimal assumptions.
Introduction
We study the convergence of a phase-field variational model to its sharp-interface limit for the solvation of charged molecules. In this section, we present first the sharp-interface then the phase-field models of molecular solvation. We also describe our main results and discuss their connections to existing studies. To ease the presentation, the quantities are only formally defined in this section; their precise definitions are given in Section 2.
A Sharp-Interface Variational Model of Solvation
We denote by Ω ⊂ R 3 the entire solvation region. It is divided into a solute (e.g., protein) region Ω p (p for protein) that contains solute atoms located at x 1 , . . . , x N , and solvent region Ω w (w for water), separated by a solute-solvent (e.g., protein-water) interface Γ. The solute atomic positions x 1 , . . . , x N are given and fixed. A solute-solvent interface is treated as a dielectric boundary as it separates the low dielectric solutes from high dielectric solvent. In a variational implicit-solvent model, an optimal solute-solvent interface is defined as to minimize the solvation free-energy functional of all the possible interfaces Γ ⊂ Ω that enclose x 1 , . . . , x N [11, 12, 33, 37] :
(1.1)
The first term of F [Γ] describes the work it takes to create the solute region Ω p in a solvent medium at hydrostatic pressure P 0 , where Vol (Ω p ) is the volume of Ω p . The second term is the solute-solvent interfacial energy, where γ 0 is an effective, macroscopic surface tension. The third term, in which ρ 0 is the constant bulk solvent density, is the solute-solvent interaction energy described by a potential U that accounts for the solute-excluded volume and solute-solvent van der Waals attraction. The interaction potential U is often given by
where each
is a Lennard-Jones potential with parameters ε i of energy and σ i of length. The last term is the electrostatic free energy. In the classical Poisson-Boltzmann theory, it is defined to be [2, 7, 10, 18, 29, 36, 37] 
where ψ = ψ Γ is the electrostatic potential. It solves the boundary-value problem of the Poisson-Boltzmann equation [2, 7, 36, 37] ∇ · ε Γ ∇ψ − χ Ωw B ′ (ψ) = −ρ in Ω, (1.3) ψ = ψ ∞ on ∂Ω.
(1.4)
Here, the dielectric coefficient ε Γ (in the unit of vacuum permittivity) is defined by ε Γ (x) = ε p if x ∈ Ω p and ε Γ (x) = ε w if x ∈ Ω w , where ε p and ε w are the dielectric coefficients (relative permittivities) of the solute and solvent regions, respectively. In general, ε p ≈ 1 and ε w ≈ 80. The function ρ : Ω → R is the density of solute atomic charges. It is an approximation of the point charges N i=1 Q i δ x i , where Q i is the partial charge carried by the ith atom at x i and δ x i denotes the Dirac mass at x i (1 ≤ i ≤ N). The function χ A is the characteristic function of A.
The function ψ ∞ : ∂Ω → R is a given boundary value of ψ Γ . The term B(ψ Γ ) models the ionic effect and the function B is given by
where k B is the Boltzmann constant and T absolute temperature, and c ∞ j and q j = z j e are the bulk concentration and charge for the jth ionic species, respectively, with z j the valence and e elementary charge. Note that B ′′ > 0 on R; so B is strictly convex. We assume there are M species of ions in the solvent. Moreover, in the bulk, the charge neutrality is reached: M j=1 q j c ∞ j = 0. This implies that B ′ (0) = 0, and hence B is also minimized at 0. For a smooth dielectric boundary Γ, we denote by ν its unit normal pointing from the solute region Ω p to the solvent region Ω w . We define the normal component of the boundary force (per unit surface area) as the negative variation, −δ Γ F [Γ] : Γ → R, of the solvation free energy F [Γ] (cf. (1.1)). It is given by [5, 7-9, 19, 34, 37 ] 5) where H is the mean curvature, defined as the average of principal curvatures, positive if Ω p is convex, ψ Γ is electrostatic potential defined by (1.3) and (1.4), and ∇ Γ = (I − ν ⊗ ν)∇, with I the identity matrix, is the surface gradient along Γ.
A Phase-Field Variational Model of Solvation
To incorporate more detailed physical and chemical properties in the solute-solvent interfacial region, such as the asymmetry of dielectric environment, Li and Liu [20] , and Sun et al. [31] constructed and implemented a related phase-field model for the solvation of charged molecules (cf. also [21, 35] ). In such a model, a phase field φ : Ω → R, a continuous function that takes values close to 0 and 1 in Ω except in a thin transition layer, is used to describe the solvation system. The solute and solvent regions (or phases) are approximated by {φ ≈ 1} and {φ ≈ 0}, respectively, and the thin transition layer is the diffuse solute-solvent interface. Let ξ > 0 be a small number. The phase-field solvation free-energy functional of phase fields φ : Ω → R is [20, 21, 31, 35] :
where
and ψ = ψ φ solves the boundary-value problem of the phase-field Poisson-Boltzmann equation
(1.9)
All the four terms in (1.6) correspond to those in the sharp-interface free-energy functional (1.1). The second integral term, in which
is the van der Waals-Cahn-Hilliard functional [4, 27, 32] (sometimes called the Allen-Cahn functional [1] ) that is known to Γ-converge to the area of solute-solvent interface as ξ → 0 [24, 30] . The pre-factor 18 is so chosen that
In the last term of electrostatic free energy, the dielectric coefficient ε = ε(φ) is constructed to be a smooth function, taking the values ε p and ε w in the solute region {φ ≈ 1} and solvent region {φ ≈ 0}, respectively [20, 31] . The first variation of the functional F ξ [φ] is given by [20, 31] 
We remark that the van der Waals-Cahn-Hilliard functional in the phase-field model (1.6) is exactly the interfacial free energy defined through the macroscopic component of water density in the Lum-Chandler-Weeks solvation theory [22] , where though the electrostatics is not included. It has been recognized that such interfacial free energy is crucial in the description of hydrophobic interactions [3, 6, 22 ].
Main Results and Connections to Existing Studies
In this work, we study the limit properties of the phase-field free-energy functionals (1.6) in terms of their sharp-interface limit. We prove the following:
(1) The convergence of the phase-field Poisson-Boltzmann electrostatics to the corresponding sharp-interface limit. More precisely, if a sequence of phase fields converge to a characteristic function of a subset of Ω, then the corresponding sequences of electrostatic potentials, electrostatic free energies, and forces converge to their respective sharp-interface counterparts; cf. Theorem 3.2 and Theorem 3.3; (2) The free-energy convergence. There are two main results concerning such convergence.
First, the Γ-convergence of phase-field free-energy functionals to the corresponding sharpinterface limit; cf. Theorem 2.1. The existence of a global minimizer of the sharp-interface free-energy functional F is then a consequence of this Γ-convergence; cf. Corollary 2.1. The proof of Γ-convergence is similar to that for the van der Waals-Cahn-Hilliard functional.
Care needs to be taken for the solute-solvent interaction part, i.e., the third term in (1.1) and that in (1.6). In particular, we construct the recovering sequence as the same canonical phase fields for the van der Waals-Cahn-Hilliard functional [24, 30] . Second, the equivalence of the convergence of total free energies and that of the individual parts of free energy (volume, surface, solute-solvent van der Waals interaction, and electrostatics); cf. Theorem 2.2; (3) The force convergence: if a sequence of phase fields converge to a characteristic function and the corresponding solvation free energies converge to the sharp-interface free energy, then the corresponding phase-field forces converge to their sharp-interface counterpart. In fact, each individual part of the force converges to the corresponding sharp-interface part; cf. Theorem 2.3. There are two non-trivial parts in the proof of this force convergence.
One is the proof of electrostatic force convergence, which is Theorem 3.3. The other is the proof of surface force convergence, i.e., the force convergence for the van der WaalsCahn-Hilliard functional. Due to its general interest, we state and prove a separate theorem, Theorem 2.4, for the surface force convergence. All the different kinds of forces are defined as the first variations of the corresponding parts of the free-energy functionals. These forces are shown to arise from stress tensors. Our results on force convergence are then stated in terms of the weak convergence of corresponding stress tensors. Our work is closely related to the analysis in [21] and [20] . In [21] , Li and Zhao study a similar but simpler phase-field model in which the electrostatic free energy is described by the Coulomb-field approximation [8, 33] , without the need of solving a dielectric Poisson or PoissonBoltzmann equation. They obtain the Γ-convergence of the phase-field free-energy functionals to the respective sharp-interface functional. They also prove the existence of a global minimizer of the sharp-interface free-energy functional. In [20] , the authors obtain the well-posedness of the phase-field Poisson-Boltzmann equation and derive the variation (1.11). Using the matched asymptotic analysis, they also show that, in the sharp-interface limit as ξ → 0, the relaxation dynamics φ t = −δ φ F ξ [φ] approaches that of the sharp-interface governed by v n = −δ Γ F [Γ], where v n is the normal velocity of the sharp boundary. We shall use some of the results on the Poisson-Boltzmann electrostatics obtained in [20] .
We remark that the force convergence for (a subsequence of) van der Waals-Cahn-Hilliard functionals is proved in [26] under the assumption that corresponding sequence of free energy is bounded and that 12) where φ ξ (0 < ξ ≪ 1) is the underlying family of phase fields; cf. also [16, 17, 23, 25, 26, 28] and the references therein. These assumptions provide additional regularities that allow one to show the equi-partition of the free energy, the existence of variation of the varifold corresponding to the limit of Radon measures
and the rectifiability of the varifold. Here, we only assume the convergence of phase fields to a characteristic function and the corresponding convergence of the van der Waals-Cahn-Hilliard free energies to that of the sharp-interface counterpart, i.e., the perimeter of the limit set.
The free-energy convergence is a natural assumption as the free energies can converge to a different number even if the sequence of phase fields converge to the same limit characteristic function; see an example constructed in Subsection 2.3. Our proof of force convergence involves no varifolds. It is rather based on the observation that the free-energy convergence implies the asymptotic equi-partition of energy, and that the gradients of phase fields are controlled asymptotically by their projections onto the direction normal to the limit interface. Note that, without the additional assumption (1.12), we do not have the necessary regularities, and in turn we have to define the limit force in a weak sense through stress tensors. Consequently, the force convergence is proved as the weak convergence of stress tensors.
Organization of the Rest of Paper
In Section 2, we state our assumptions and main theorems. We also define forces and their corresponding stresses. In Section 3, we present results on the Poisson-Boltzmann electrostatics. These include a unified result on the well-posedness of the Poisson-Boltzmann equation, the continuity of the electrostatic free energy with respect to the change of dielectric regions, and the convergence of phase-field dielectric boundary force to the sharp-interface limit. In Section 4, we prove the Γ-convergence of the phase-field free-energy functionals to their sharp-interface limit. We also prove that the convergence of total free energies is equivalent to that of individual parts of free energy. Finally, in Section 5, we first prove the convergence of all the individual and total phase-field forces to their sharp-interface counterparts for the solvation free-energy functional, except the surface force. We then focus on the proof of such surface that corresponds to the van der Waals-Cahn-Hilliard functional for a general n-dimensional space with n ≥ 2.
2 Main Theorems
Assumptions
Unless otherwise stated, we assume the following throughout the rest of paper: (A1) The set Ω ⊂ R 3 is nonempty, open, connected, and bounded with a C 2 boundary ∂Ω. The integer N ≥ 1 and all points x 1 , . . . , x N in Ω are given. All P 0 , γ 0 , and ρ 0 are positive numbers. The functions
Moreover, U is not integrable in the neighborhood of each x i (1 ≤ i ≤ N) in the following sense: for any measurable subset ω ⊂ R 3 ,
where |Q| denotes the Lebesgue measure of Q in R 3 ; (In what follows, measure means the Lebesgue measure, unless otherwise stated.) (A3) The numbers ε p and ε w are positive and distinct. The function ε ∈ C 1 (R) and it satisfies that ε(φ) = ε w if φ ≤ 0, ε(φ) = ε p if φ ≥ 1, and ε(φ) is monotonic in (0, 1); (Two examples of such a function ε are given in [20] .) (A4) The function B ∈ C 2 (R) is strictly convex with B(0) = min s∈R B(s) = 0. Moreover, B(±∞) = ∞ and B ′ (±∞) = ±∞.
Theorems on Free-Energy Convergence
We denote
For any φ ∈ L 4 (Ω), we define E φ : A → R ∪ {∞, −∞} by
By Theorem 3.1, the functional E φ : A → R ∪ {+∞} has a unique minimizer ψ φ ∈ A that is also the unique weak solution of the corresponding boundary-value problem of the Poisson-Boltzmann equation: (1.3) and (1.4) if φ is the characteristic function of the solute region with boundary Γ; and (1.8) and (1.9) if φ ∈ H 1 (Ω) is a general phase field. Moreover, in both cases,
This is exactly the electrostatic free energy F ele [Γ] defined in (1.2) in the sharp-interface setting or F ele [φ] in (1.7) in the phase-field setting.
Let us fix ξ 0 ∈ (0, 1). We consider the phase-field functionals F ξ : [20, 31] :
Note that F ξ never takes the value −∞, as U is bounded below and F ele [φ] is finite for any φ ∈ H 1 (Ω). Let D be a nonempty, bounded, and open subset of R n for some n ≥ 2. We recall that a function u ∈ L 1 (D) has bounded variations in D, if
where C 1 c (D, R n ) denotes the space of all C 1 -mappings from D to R n that are compactly supported inside D; cf. [13, 15, 38] . 
For any Lebesgue-measurable subset A ⊆ R n , the perimeter of A in D is defined by [13, 15, 38 ]
We define the sharp-interface free-energy functional F 0 : We use the notation ξ k ց 0 to indicate that {ξ k } is a sequence of real numbers such that ξ 1 > ξ 2 > · · · and ξ k → 0 as k → ∞. We always assume that ξ 1 ∈ (0, ξ 0 ]. The following theorem on free-energy convergence is proved in Section 4: Theorem 2.1 (Γ-convergence of free-energy functionals). For any sequence ξ k ց 0, the sequence of functionals
This means precisely that the following two properties hold true:
(
We remark that this result does not follow immediately from the stability of Γ-convergence under continuous perturbations. In fact, the solute-solvent interaction term (i.e., the third term) and the electrostatics term (i.e., the fourth term) in the phase-field functional (2.3) are not simple continuous perturbations of the van der Waals-Cahn-Hilliard functionals. The convergence of those terms require more than the L 1 (Ω)-convergence of underlying phase-field functions.
The following corollary of the above theorem provides the existence of minimizers of the corresponding sharp-interface free-energy functional:
Corollary 2.1. There exists a measurable subset G ⊆ Ω with finite perimeter
, which is finite.
The next result, also proved in Section 4, is of interest by itself. It states that each component of the free energy converges to its sharp-interface analog, if the total free energy converges.
, and G ⊆ Ω be measurable with
All the limits are finite.
Definition of Force and Theorems on Force Convergence 2.3.1 Force in the Phase-Field Model
Let ξ ∈ (0, ξ 0 ]. We define the individual forces as vector-valued functions on Ω as follows:
where ψ φ ∈ A is electrostatic potential corresponding to φ, i.e., the solution to the boundaryvalue problem of Poisson-Boltzmann equation (1.8) and (1.9); cf. Theorem 3.1. If φ ∈ H 2 (Ω), we define the total force
Note that these forces are given as −∇φ multiplied by the negative first variations of the volume, surface, van der Waals solute-solvent interaction, electrostatics, and the total free energy, respectively; cf. (1.11). Note also that a phase field φ of lower free energy is close to the characteristic function of solute region. The direction −∇φ then points from the solute to solvent region, same as the direction ν in the sharp-interface force (1.5).
The forces can be also defined by the method of domain variations. Given V ∈ C 1 c (Ω, R n ), we define x = x(t, X) with t ∈ (−t 0 , t 0 ) for some t 0 > 0 small and X ∈ Ω byẋ = V (x) and x(0, X) = X. This defines a family of transformations T t : Ω → Ω with T t (X) = x(t, X). For a smooth phase field φ, these transformations define the perturbations φ • T t of φ. For the phasefield functional F ξ , one then defines naturally the force to be
, the negative variation of the phase-field free-energy functional F ξ at φ with respect to these perturbations. Note that
Therefore,
By (2.11), this differs from −f ξ (φ) · V only by a sign. This sign difference results from our choice of force direction as discussed above. We now define the corresponding individual stress tensors (with respect to the underlying coordinate system) by
14)
. Note also that we have the Sobolev embedding H 1 (Ω) ֒→ L 4 (Ω). We recall that the divergence of a tensor field T = (T ij ), denoted ∇ · T or div T , is the vector field with components ∂ j T ij (i = 1, 2, 3), if exist. For a differentiable vector field V : Ω → R 3 that has components V i (i = 1, 2, 3), the gradient ∇V is the matrix-valued function with the (i, j)-entry ∂ j V i . For any 3×3 matrices A and B, we define A :
It is straightforward to generalize these definition and notation to R n for any n ≥ 2.
The following lemma indicates that the phase-field forces defined above arise from the corresponding stress tensors. Moreover, lower regularities of phase field φ are needed to define the stress tensors: Lemma 2.1. We have for almost all points in Ω that (Ω) and i ∈ {1, 2, 3}. We have by the definition of T ξ,sur (φ) and using the summation convention that
where δ ij = 1 if i = j and 0 otherwise. This is the ith component of the force vector f ξ,sur ; (2.17) is thus proved.
Hence ψ φ ∈ H 2 (Ω). By direct calculations using the fact that ψ φ solves the Poisson-Boltzmann equation, we obtain
proving (2.19).
Force in the Sharp-Interface Model
Let G be an open subset of Ω such that the closure G ⊂ Ω, the boundary ∂G is C 2 , and x i ∈ G (i = 1, . . . , N). Denote by ν the unit vector on ∂G that points from G to G c = Ω \ G. Following (1.1) (with Γ = ∂G) or (2.4) (with A = G), and (1.5) (with Γ = ∂G), we define the individual volume, surface, van der Waals, and electrostatic forces on the boundary ∂G as vector-valued functions on ∂G as follows:
We also define the total boundary force to be
In (2.25), H is the mean curvature of ∂G, defined as the average of the principal curvatures, and is positive if G is convex. In (2.27), ψ χ G ∈ A is the electrostatic potential corresponding to
The quantity ε(χ G )∇ψ χ G · ν in (2.27) is the common value of both sides of (2.31). By (2.30), the tangential gradient (I − ν ⊗ ν)∇ψ χ G in (2.27) is the same when ψ χ G is restricted onto either side of the boundary ∂G. We recall that the stress tensors T vol (χ G ), T vdW (χ G ), and T ele (χ G ) are defined in (2.12), (2.14), and (2.15), respectively, with φ replaced by χ G . The following lemma indicates that the forces defined above in (2.24)-(2.27) also arise from stress tensors in the sharp-interface model and that only lower regularity of the subset G is needed to define the stresses: Lemma 2.2. Let G be an open subset of Ω such that the closure G ⊂ Ω and the boundary ∂G is C 2 . Let ν denote the unit vector ν on ∂G that points from G to G c . We have for any
Proof. Eq. (2.32) follows from the identity I : ∇V = ∇ · V and an application of the divergence theorem. Eq. (2.33) follows from our definition of force f 0,sur and the known result (cf. Lemma 10.8 in [15] ):
Assume each .14)) and the divergence theorem that
leading to (2.34). Finally, Eq. (2.35) is part of Theorem 3.3 that is proved in Section 3.
Force Convergence
Let D be a nonempty, open, and bounded subset of R n with n ≥ 2. For any measurable subset G of D with G ⊂ D and P D (G) < ∞, we denote by ∂ * G the reduced boundary of G and by
where H n−1 denotes the (n − 1)-dimensional Hausdorff measure [13, 15, 38] . We also denote by ν : D → R n the unit outer normal of ∂ * G. We recall that |ν| = 1 ∂G -a.e. and
The following result states that the convergence of total force is equivalent to that of individual forces; its proof is given in Section 5: Theorem 2.3 (Force convergence for the solvation free-energy functional). Let G be a measurable subset of Ω such that G ⊂ Ω, P Ω (G) < ∞, and
The force convergence for the van der Waals-Cahn-Hilliard functional is the main part of the above theorem. Since this functional is rather a general model, we state separately the result of its force convergence for a general n-dimensional space. For simplicity of notation, we define the stress tensor T ξ (φ) to be the same as T ξ,sur (φ) defined in (2.13), except we take γ 0 = 1, i.e., we define for a function φ of n-variables
where I is the n × n identity matrix.
Theorem 2.4 (Force convergence for the van der Walls-Cahn-Hilliard functional).
Let Ω be a nonempty, bounded, and open subset of R n . Let G be a nonempty, measurable subset of Ω such that G ⊂ Ω and
Then we have for any Ψ ∈ C c (Ω, R n×n ) that
, G is open, and ∂G is of C 2 , then we have for any
We remark that the assumption of the above theorem requires the convergence of freeenergy, i.e., (2.41). Such convergence is not guaranteed by the assumptions that φ k → χ G a.e. in Ω and
. This is expected as not every such sequence is a recovery sequence of the Γ-convergence. In particular, let G be an open subset of Ω with a smooth boundary ∂G and G ⊂ Ω, and let β be any real number such that
(We have σ = 1 for our choice of W .) We show that there exist
Let a > 0 and define
Clearly, q k is a strictly increasing function of t ∈ [0, 1] with q k (0) = 0,
By using the formula of derivatives of inverse functions, we obtain
We extend g k onto the entire real line by defining g k (s) = 0 for any s < 0 and g k (s) = 1 for any s > λ k . Denote now by d : Ω → R the signed distance function to the boundary [24, 30] . Moreover, since ∂G is smooth, we have for a.e. x ∈ Ω and k large enough that
Note for any s ∈ [0, 1] that φ k (x) = s if and only if d(x) = q k (s), and q k (s) ≤ λ k → 0 as k → ∞. Since ∂G is smooth, we have (cf. Lemma 4 in [24] and Lemma 2 in [30] ) that
Consequently, applying the co-area formula and the Lebesgue Dominated Convergence Theorem, we obtain that
If β = σ, we can take a = 1. If β > σ, we have two choices of a > 0 such that β = (1+a)σ/(2 √ a). Thus for any β ≥ σ we can find φ k (k = 1, 2, . . . ) that satisfy (1) and (2).
The Poisson-Boltzmann Electrostatics
We first present some basic results regarding the boundary-value problem of Poisson-Boltzmann equation and the corresponding electrostatic free energy for a function φ : Ω → R that describes the dielectric environment. These results unify and improve those of Theorem 2.1 in [19] and Theorem 2.1 in [20] . We recall that the set A and functional E φ are defined in (2.1) and (2.2), respectively.
There exists a unique ψ φ ∈ A such that
which is finite. Moreover, ψ φ ∈ A is the unique weak solution to the boundary-value problem of Poisson-Boltzmann equation (1.8) and (1.9), i.e., ψ φ ∈ A and
Proof. This is similar to that of Theorem 2.1 in [20] . First, note that B ∈ C 2 (R) is convex and nonnegative. By direct methods in the calculus of variations, there exists a unique ψ φ ∈ A that satisfies (3.1). The minimum value is finite as it is bounded above by E φ [ψ ∞ ] < ∞. Next, by a comparison argument using the growth property and convexity of B (cf. the proof of Theorem 2.1 in [20] ), we have |ψ φ | ≤ C a.e. on {φ = 1} for some constant C > 0 independent of φ. This is the first desired estimate. This estimate, together with the Lebesgue Dominated Convergence Theorem, allows us to obtain (3.
. By approximation, (3.2) is true for all η ∈ H 1 0 (Ω). Finally, the fact that ψ φ ∈ L ∞ (Ω) and the other two desired estimates follow from the regularity theory for elliptic problems; cf. Theorem 8.3 and Theorem 8.16 in [14] , and the proof of Theorem 2.1 in [20] . In particular, the estimate (10) in [20] provides the bound
The following theorem indicates that the electrostatic potential and electrostatic free energy are continuous with respect to the change of dielectric boundary:
Let ψ φ k ∈ A (k = 1, 2, . . . ) and ψ φ ∈ A be the corresponding electrostatic potentials, i.e.,
To prove this and other theorems, we need the following lemma which holds true for any measurable subset Ω ⊂ R n of finite measure |Ω| :
Proof. Assume φ k → φ a.e. in Ω. Fatou's lemma then leads to
Hence φ ∈ L p (Ω). Let ε > 0. Egoroff's Theorem implies that there exists a measurable subset A ⊆ Ω such that |A| < ε and φ k → φ uniformly on A c = Ω \ A. Therefore, it follows from Hölder's inequality and (3.4) that for any q ∈ [1, p)
Then there exists a subsequence of {φ k } that converges to φ a.e. in Ω. Applying Fatou's lemma to this subsequence, we also get φ ∈ L p (Ω). Let 1 < q < p. Every subsequence of {φ k } has a further subsequence that converges to φ a.e. in Ω, and hence, as proved above, converges to φ in L q (Ω). Thus φ k → φ in L q (Ω).
We are now ready to prove Theorem 3.2. We use the symbol ⇀ to denote the weak convergence:
Proof of Theorem 3.2. For notational convenience, let us write ψ k = ψ φ k and ψ = ψ φ . We first prove that ψ k → ψ in H 1 (Ω). It suffices to prove that any subsequence of {ψ k } has a further subsequence that converges to ψ in H 1 (Ω). Note by Theorem 3.1 and (3.3) that
By (3.3) and (3.7), any subsequence of {ψ k } has a further subsequence {ψ k j } that converges to someψ ∈ H 1 (Ω) weakly in H 1 (Ω), strongly in L 2 (Ω), and a.e. in Ω; and the corresponding sequence {φ k j } converges to φ a.e. in Ω. We prove thatψ = ψ in H 1 (Ω) and ψ k j → ψ strongly in H 1 (Ω). Since A is convex and strongly closed in H 1 (Ω), it is sequentially weakly closed. Hencê ψ ∈ A. Since ψ k j →ψ a.e. in Ω, by (3.7),ψ ∈ L ∞ (Ω). By Lemma 3.1,
By the compact embedding H 1 (Ω) ֒→ L 3 (Ω) and the weak convergence ψ k j ⇀ψ in H 1 (Ω), we have that ψ k j →ψ in L 3 (Ω), and hence that
Therefore, replacing φ k and ψ k in (3.5) by φ k j and ψ k j , respectively, and then sending j → ∞, we obtain for any
(Ω), this identity holds true also for any η ∈ H 1 0 (Ω). This and (3.6), together with the uniqueness of weak solution established in Theorem 3.1, imply thatψ = ψ in H 1 (Ω). We now prove ψ k j → ψ in H 1 (Ω). By our assumptions on ε, the fact that ψ k j − ψ ∈ H 1 0 (Ω) (j = 1, 2, . . . ), and Poincaré's inequality, it suffices to prove
By (3.3) and Lemma 3.1, we have 
(Ω) in (3.5) and (3.6), we then obtain
Since φ k j → φ a.e. in Ω, the Lebesgue Dominated Convergence Theorem implies that
It now follows from (3.11), (3.12), and the fact that ε(
leading to (3.10). We finally prove the energy convergence
, any subsequence of {φ k } and the corresponding subsequence of {ψ k } have further subsequneces {φ k j } and {ψ k j }, respectively, such that φ k j → φ a.e. in Ω, and ψ k j → ψ in H 1 (Ω) and a.e. in Ω. By (3.8), and (3.9) with ψ replacingψ, we have
This and (3.11) implies that
We now state and prove the last result in this section: the convergence to the sharpinterface limit of phase-field electrostatic boundary forces, in terms of the weak convergence of the corresponding stress fields; cf. Lemma 2.1. We recall that f 0,ele [∂G] is defined in (2.27).
Theorem 3.3 (Convergence of dielectric boundary force
(3.14)
We have for any
If, in addition, φ = χ G for some open subset G of Ω with a C 2 boundary ∂G and the closure G ⊂ Ω, then this limit is
Proof. We first note that, by Lemma
Since φ k → φ a.e. in Ω, the Lebesgue Dominated Convergence Theorem implies that
Similarly,
As in the proof of Theorem 3.2, we have again by the convergence 
This is exactly (3.15), since ψ = ψ φ . We now prove (3.16). Denote again ψ = ψ φ = ψ χ G ∈ A. Denote also by V i and ν i (i = 1, 2, 3) the components of V and ν, respectively. Notice that the unit normal ν points from G to G c = Ω \ G. Using the conventional summation notation, we have by integration by parts that 20) where in the last step we used (2.28)-(2.31).
The gradient ∇ψ restricted onto ∂G from either G or G c has the decomposition
Since ψ is continuous across ∂G (cf. (2.30) ), the tangential derivatives of ψ, and hence (I − ν ⊗ ν)∇ψ, are continuous across the interface ∂G:
Moreover, restricted onto ∂G from either G or G c ,
With our notation ψ = ψ χ G , this and (3.20) imply (3.16).
Free-Energy Convergence
In this section, we first prove some lemmas. We then prove Theorem 2.1 on the Γ-convergence of free-energy functionals and its Corollary 2.1. Finally, we prove Theorem 2.2 on the equivalence of the convergence of total free energy and that of each individual part of the free energy. The first lemma is on the existence of a phase-field minimizer for the functional F ξ (cf. (2.3)) for each ξ ∈ (0, ξ 0 ]. This result will be used in proving Corollary 2.1.
which is finite.
Proof. Let φ ∈ H 1 (Ω). We have by our assumptions on the functions U and ε, the fact that
and Hölder's inequality that
where all C i (i = 1, . . . , 4) are positive constants independent of φ ∈ H 1 (Ω).
Hence, it has a subsequence, not relabeled, such that ψ k → φ ξ weakly in H 1 (Ω), strongly in L 2 (Ω), and a.e. in Ω for some
Since φ k → φ ξ a.e. in Ω, Fatou's Lemma implies that lim inf
By the Sobolev embedding
Hence it follows from Theorem 3.2 that lim
Combining (4.2)-(4.5), we obtain
Next, we establish some lower bound for the functional F ξ = F ξ [φ] for all φ and ξ.
Lemma 4.2. There exists a constant C such that for any φ ∈ H 1 (Ω) and any ξ ∈ (0, ξ 0 ]
We have then by the definition of
where g : R → R is given by
Note that lim s→∞ g(s) = +∞, since 0 < ξ 0 < 1 and W (s) = 18s 2 (s − 1) 2 . Therefore, g is bounded below. Setting
we then obtain the desired estimate (4.6) from (4.7).
The following lemma, stated for R n with a general n ≥ 2, is refinement of a standard result; it is used in the proof of Theorem 2.1 and Theorem 2.4:
Let Ω be a nonempty, bounded, and open subset of R n with n ≥ 2. Let G be a measurable subset of Ω with P Ω (G) < ∞. Assume that ξ k ց 0 and
in Ω and in L q (Ω) for any q ∈ [1, 4/3), (4.10)
Proof. Since W is a quartic potential, we have 2W (t) ≤ C(1 + t 2 ) for all t ∈ R. Here and below, C denotes a generic, positive constant. Therefore,
Note for each k ≥ 1 that ∇η k = 2W (φ k )∇φ k a.e. in Ω. Hence,
This, together with (4.8) and (4.13), then implies that
Now (4.9) follows from (4.13) and (4.14).
Since φ k → χ G a.e. in Ω and the integral of 2W (s) over [0, 1] is 1, we have η k → χ G a.e. in Ω. Lemma 3.1 and (4.13) imply that η k → χ G in L q (Ω) for any q ∈ [1, 4/3). Hence (4.10) is proved.
By the fact that W 1,1 (Ω) ֒→ BV (Ω) and (4.9), we have sup k≥1 η k BV(Ω) < ∞. Consequently, by (4.10) [13, 15, 38] ,
This is (4.11).
c (Ω, R n ), then it follows from (4.10) and (2.36) that
Since sup k≥1 η k W 1,1 (Ω) < ∞ by (4.9) and the perimeter measure ∂G = H n−1 (∂ * G ∩ Ω) is a Radon measure on Ω, the equation in (4.12) for any function g ∈ C c (Ω, R n ) follows from the fact that such a function can be approximated uniformly on any compact subsets of Ω by
The following is the last lemma we need to prove our Γ-convergence result: Lemma 4.4. Let G be a measurable subset of Ω such that P Ω (G) < ∞, G ⊇ B(σ) for some σ > 0, and |G| < |Ω|. Then there exist bounded open sets D k ⊆ R 3 (k = 1, 2, . . . ) that satisfy the following properties:
This lemma is similar to Lemma 1 in [24] and Lemma 1 in [30] . Here we assume G ⊇ B(σ). Moreover, part (1) above replaces the volume constraint |D k ∩ Ω| = |G| in [24, 30] . An outline of the proof of this lemma is given in the proof of Lemma 2.2 in [21] . For completeness, here we provide the main steps of proof, pointing out how the property (1) is satisfied.
Proof of Lemma 4.4. Since
cf. Sections 2.8 and 2.16 in [15] . Since Ω is bounded, by using mollifiers, we can further modify u so that it is compactly supported. Notice that u = 1 on B(σ). By using mollifiers again, we can construct
, and using (4.15)
cf. Sections 2.8 and 2.16 in [15] .
For any t ∈ R, we define D k (t) = {x ∈ R 3 : u k (x) > t} (k = 1, 2, . . . ). Following Sections 1.24 and 1.26 in [15] , and the proof of Lemma 1 in [24] and Lemma 1 in [30] (using the coarea formula and Sard's Theorem), there exists t 0 ∈ (0, 1) and a subsequence of {D k (t 0 )}, not relabeled, that satisfy (2)- (5) in the lemma with
This, and the fact that B(σ) ⊆ G ⊆ Ω, implies part (1).
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. 
and that there exists a constant C > 0 such that
Since W (s) = 18s 2 (s − 1) 2 has exactly two minimum points 0 and 1, by a usual argument [24] , there exists a subsequence of {φ k }, not relabeled, that converges strongly in L 1 (Ω) and a.e. in Ω to χ G for some measurable subset G ⊆ Ω of finite perimeter in Ω.
Hence, it follows from Lemma 3.1 that
By Fatou's Lemma, the convergence φ k → χ G a.e. in Ω, the convergence φ k → χ G in L 2 (Ω), and the fact that U is bounded below, we obtain
The liminf inequality (2.5) now follows from (4.16)- (4.19) . (2) The recovering sequence. Let φ ∈ L 1 (Ω). If F 0 [φ] = +∞, then we can take φ k = φ for all k ≥ 1 to obtain (2.6). Assume F 0 [φ] < ∞. We then have φ = χ G ∈ BV (Ω) for some measurable subset G ⊆ Ω of finite perimeter in Ω. We divide the rest of proof into two steps.
Step 1. We first consider the case that G = D ∩ Ω for some bounded open set D ⊂ R 3 such that the boundary ∂D is a nonempty compact hypersurface of class C ∞ , ∂D ∩ Ω is C 2 , and H 2 (∂D ∩ ∂Ω) = 0. It follows from a standard argument [21, 24, 30] , for ξ k ց 0, there exist 
∩ Ω is open and ∂D ∩ Ω is C 2 , it follows from our assumptions on U, all points x i ∈ Ω (1 ≤ i ≤ N) must be interior points of G. Consequently, there exists r 0 > 0 and
Note that U is bounded on Ω \ B(r 0 ). Therefore, by (4.21) and the convergence
Combining (4.24)-(4.27), we obtain (2.6).
Step 2. We now assume that G ⊆ Ω is an arbitrary measurable subset of finite perimeter in Ω. Since F 0 [χ G ] is finite, the integral of U over Ω \ G is finite. This implies that |G| > 0. If |G| = |Ω| then P Ω (G) = 0. We can thus choose φ k = χ G to get the limsup inequality (2.6). We assume now 0 < |G| < |Ω|.
Choose σ k ց 0 such that the closure of B(
Since Ω \ G k ⊆ Ω \ G k+1 , we have by the Lebesgue Monotone Convergence Theorem that
Since U is bounded below and |Ω \ G k | → |Ω \ G|,
Combining the above two equations, we get 
By induction, we can choose j 1 < j 2 < · · · with j k → ∞ such that, with the notation
These, together with the fact that
By
Step 1, we can find for each k ≥ 1 a recovering sequence
By (4.33) and (4.34), and induction, we can choose
The proof is complete.
Proof of Corollary 2.1.
; cf. Lemma 4.1. By Lemma 4.2 and comparing F ξ k [φ k ] to the free energy of the constant function φ = 1, the sequence {F ξ k [φ k ]} is bounded. Hence the corresponding sequence of the van der Waals-Cahn-Hilliard functionals of φ k is also bounded. This and a usual argument [24, 30] imply that there exists a subsequence of {φ k }, not relabeled, such that Proof. Since a k ≥ 0 and b k ≥ 0 (k = 1, 2, . . . ) and {a k + b k } converges, both {a k } and {b k } are bounded. Let {a k j } be any subsequence of {a k }. Let {a k j i } be a further subsequence such that
We have then
Each term in the sum is nonnegative, and hence is 0. Thus lim inf j→∞ a k j = a. This and (4.35) imply that a k j i → a as i → ∞, and hence a k → a as k → ∞. Similarly, b k → b as k → ∞.
We are now ready to prove Theorem 2.2. 
being finite, it follows from (2.7), (2.10), and (4.36) that
By Lemma 4.3, we have lim inf
Fatou's Lemma implies that lim inf [G] are finite, the right-hand side of (2.9) is also finite.
Force Convergence
We first prove Theorem 2.3. We then focus on the proof of Theorem 2.4, which is for a general space dimension n ≥ 2. , 4) . This implies (2.37); it also implies (2.39) as both U and ∇U are continuous on supp (V ). The second equation (2.38) is part of Theorem 2.4. Finally, the equation (2.40) is part of Theorem 3.3.
To prove Theorem 2.4, we need the following lemma which states that the convergence of phase-field surface energies to their sharp-interface limit implies the asymptotic equi-partition of energies. Indeed, we prove that
This is stronger than the weak convergence of the discrepancy measures
that are defined in [17, 26] :
Lemma 5.1 (Asymptotic equi-partition of energy). Let ξ k ց 0, φ k ∈ H 1 (Ω) (k = 1, 2, . . . ), and G ⊆ Ω be measurable with P Ω (G) < ∞. Assume that φ k → χ G a.e. in Ω. Assume also that
Then, we have
and lim
Proof. Define η k = η k (x) as in Lemma 4.3. We have by Lemma 4.3 and (5.1) that
This proves (5.2). By (5.1) and (5.2), we have
implying (5.3).
We are now ready to prove Theorem 2.4. This, togehter with (5.4), implies (2.42). It remains to prove (5.4). Fix Ψ ∈ C c (Ω, R n × R n ) and let σ > 0. Recall that the reduced boundary ∂ * G has the decomposition [13, 15, 38 ]
where K j (j = 1, 2, . . . ) are disjoint compact sets, each being a subset of a C 1 -hypersurface S j ⊂ Ω, and Q ⊂ ∂G with ∂G (Q) = 0. The vector ν(x) at some x ∈ K j for some j is the normal to S j . Moreover, Since K j (j = 1, . . . , J) are disjoint, there exist disjoint open sets U j ⊂ U j ⊂ Ω such that K j ⊂ U j (j = 1, . . . , J). For each j (1 ≤ j ≤ J), we define d j : U j → R to be the signed distance to S j for which the sign is chosen so that ν(x) = ∇d j (x) if x ∈ K j ; and extend d j to Ω by setting d j = 0 on Ω \ U j . We also choose ζ j ∈ C 1 c (Ω) be such that 0 ≤ ζ j ≤ 1 on Ω, ζ j = 1 in a neighborhood of K j , supp (ζ j ) ⊂ U j , and ζ j ∇d j ∈ C c (Ω, R n ). Define ν J : Ω → R n by
Note that ν j ∈ C c (Ω, R n ), |ν j | ≤ 1 on Ω, and ν j = ν on each K j (1 ≤ j ≤ J). We rewrite ξ k ∇φ k ⊗ ∇φ k as
We claim:
(1) lim sup k→∞ Ω ξ k ∇φ k + ξ k |∇φ k |ν J ⊗ ξ k ∇φ k : Ψ dx
Since σ > 0 is arbitrary, this proves (5.4). We now prove all of our claims. Claim (2) follows from the assumption (2.41) of the energy convergence and the assumption that P Ω (G) < ∞. Claim (3) Proof of Claim (1) . Noting that |ν J | ≤ 1, we have for each k ≥ 1 that
=: I 1 (k) + I 2 (k) + I 3 (k) + I 4 (k). (5.8) 
