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Abstract
An unmixing method for hyperspectral data based on subspace method with learning
process is proposed.Unmixing methods can be divided into three categories, inversion
method, SVD (Singular Value Decomposition) based method, and subspace method.
Although these methods works well if the distribution of the hyperspectral data in
feature space can be represented as somewhat convex function, it is now allways true.
Unmixing method proposed here does work even if the distribution is expressed with
concave function because the method adjust the axis of subspace through a learn-
ing process. Through experimental studies with AVIRIS (Airborne Visible InfraRed
Imaging Spectrometer) data, it is found that the proposed method achieves 16.3% of
improvement of the unmixing accuracy in terms of root mean square error in compari-
son to the well known least square unmixing method. Also it is foundthat the proposed
method shows 15.0% better accuracy in comparison to the subspace based unmixing
method. The reasons for the improvement are clarified in a comprehensive manner
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log 2pi + log p(wi) (2.21)






































































































Y = [Y1, Y2, · · ·Ym] =


































wi = 1 (2.28)






































































|X − Y W | → min (2.30)
5
)(
Y = (Y1, Y2, · · · , Yk) (2.31)
.E"!$#55(
utE = 1 (2.32)

















W = Y +X +
1− utY + + X
ut(Y tY )−1u






















W = Y +X (2.36)








|X − Y W | −→ min (2.38)
(X − Y W )t(X − Y W ) −→ min (2.39)
∂
(








(X − Y W )t(X − Y W )
)




2(X − Y W )
)
= 0 (2.42)
Y tX − Y tY W = 0 (2.43)
Y tY W = Y tX (2.44)
W = (Y tY )−1Y tX (2.45)









































































































































































































































X = w1X1 + w2X2 (2.52)
w1 + w2 = 1 (2.53)
li =
√
X tX −X tpiX (2.54)
li =
√


























































































p1X = w1p1Y1 + · · ·+ wkp1Yk
p2X = w1p2Y1 + · · ·+ wkp2Yk
...





















































































































Y 0 = (Y 01 , Y
0




































W ′ = W0 − Y
+εW +
1− utY + εW0
ut(Y tY )−1u









|W ′ −W0| = | − Y
+εW +
1− utY + εW0
ut(Y tY )−1u
























































































































































































































































































































p1X = w1p1Y1 + · · ·+ wkp1Yk
p2X = w1p2Y1 + · · ·+ wkp2Yk
...







































































































t(w1p1Y1 + · · ·+ wkp1Yk)
(p2Y2)
tp2X = (p2Y2)















1 = w1||p1X1|| cos α
1




2 = w1||p2X1|| cos α
2





m = w1||pmX1|| cosα
m








































































































































































































































































































































































































































































































































































































































































































































 2.1: Created subspace based on subspace method Dotted lines show the created
subspace composed with (10,0,3) and (0,11,3)
20
 2.2: Created subspace based on subspace method with learning process Dotted lines
show the created subspace composed with (10,0,0) and (0,9,5)
21










































































































































































































































































































































































































































































































Typical spectral reflectance characteristics,three types of ground cover targets
provided by USGS Spectroscopy Laboratory
28
3.3







































































































































































C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 1000 0 0 1000 0 0 1000 0 0
9
C2 0 1000 0 0 1000 0 0 1000 0
D :




















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 1000 0 0 1000 0 0 1000 0 0
9
C2 0 1000 0 0 1000 0 0 1000 0
D :

















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 1000 0 0 1000 0 0 999 1 0
9
C2 0 1000 0 0 1000 0 8 990 2
D :


















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 1000 0 0 1000 0 0 964 36 0
9
C2 0 1000 0 0 1000 0 37 948 15
D :

















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 1000 0 0 1000 0 0 845 154 1
9
C2 0 1000 0 0 1000 0 37 948 15
D :

















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 997 3 0 997 3 0 746 234 20
9
C2 0 1000 0 0 1000 0 276 476 248
D :
















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 998 1 1 999 1 0 716 215 69
9
C2 2 998 0 1 999 0 357 387 256
D :
















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 985 11 4 995 0 5 660 282 58
9
C9 2 990 1 0 994 6 256 438 306
D :
















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 977 12 11 1000 0 0 676 254 70
9
C2 14 986 0 0 1000 0 284 450 166
D :















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 978 2 20 1000 0 0 708 118 74
9
C2 17 979 4 0 1000 0 314 386 300
D :

















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 967 6 27 1000 0 0 641 157 102
9
C2 12 981 7 0 1000 0 320 370 310
D :

















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 954 10 36 1000 0 0 618 332 150
9
C2 22 968 10 0 1000 0 312 300 368
D :















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 955 2 43 1000 0 0 584 301 115
9
C2 4 986 10 0 1000 0 316 331 353
D :















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 947 7 46 995 0 5 672 160 168
9
C2 4 986 10 0 1000 0 440 250 310
D :
















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 891 55 90 1000 0 0 606 200 194
9
C2 37 922 44 2 998 0 314 445 241
D :




















C1 C2 C3 C1 C2 C3 C1 C2 C3
C 7
C1 912 2 86 992 8 0 628 194 178
9
C4 2 955 41 7 993 0 359 383 258
D :




















































































































































































































Unmixing accuracies of the category decomposition as a function of mixing























Unmixing accuracies of the category decomposition as a function of noise(Correlation
coefficient of 0.53)
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Unmixing accuracies of the category decomposition as a function of mixing






























Unmixing accuracies of the category decomposition as a function of mixing






























Unmixing accuracies of the category decomposition as a function of mixing

























Unmixing accuracies of the category decomposition as a function of noise(Sub-space
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Situation of the selected pixels as endmembers of the four designated categories in
























































































































































Mixing w1 w2 w3 w4
Dataset1 0.5 0.5
Dataset2 0.33 0.33 0.33









































































































































































































A5.6: Cumurative contribution factor for subspace Method From the top to bottom
lines correspond to the category of grass, road, playa and bush
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A5.7: Cumurative contribution factor for subspace method with learning process
From the top to bottom lines correspond to the category of grass, road, playa and bush
56
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Separrability for subspace method with learning process
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5.3: A comparison of unmixing error
Method 4 categories 3 categories 2 categories










































































































































































































































































































































































































































































A domain of the AVIRIS data which I used for an experiment,the quadrangle of the
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