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We consider equivariant wave maps from a wormhole spacetime into the three-sphere. This toy-
model is designed for gaining insight into the dissipation-by-dispersion phenomena, in particular the
soliton resolution conjecture. We first prove that for each topological degree of the map there exists
a unique static solution (harmonic map) which is linearly stable. Then, using the hyperboloidal
formulation of the initial value problem, we give numerical evidence that every solution starting
from smooth initial data of any topological degree evolves asymptotically to the harmonic map of
the same degree. The late-time asymptotics of this relaxation process is described in detail.
I. INTRODUCTION
Dissipation of energy by radiation is a fundamental
phenomenon which is responsible for the asymptotic sta-
bilization of solutions of extended Hamiltonian systems.
In particular, for dispersive wave equations defined on
spatially unbounded domains, the relaxation to a station-
ary equilibrium is due to the radiation of excess energy
to infinity. This happens in various physical situations,
for example in the gravitational collapse to a stationary
black hole.
Notwithstanding their physical significance, the math-
ematical understanding of dissipation-by-dispersion phe-
nomena is very limited, especially in the non-perturbative
regime where initial data are not close to the final equilib-
rium. In order to gain insight into this kind of phenom-
ena in real physical situations, it is instructive to study
them in toy models. This was the motivation of a model
introduced in [1]: equivariant wave maps whose domain
is the flat spacetime exterior to a timelike cylinder and
the target is the three-sphere. By mixed analytical and
numerical methods it was shown in [1] that in each topo-
logical sector there exists a unique stationary solution
(harmonic map) which serves as the global attractor in
the evolution for any finite-energy smooth initial data.
Recently, this conjecture was proved by Kenig, Lawrie,
and Schlag [2].
The model of [1] is very simple but rather artificial ge-
ometrically. In this paper we introduce a similar model,
also involving the equivariant wave maps into the three-
sphere, but with a geometrically natural domain, namely
a wormhole-type spacetime. In this model we give evi-
dence for the analogous soliton resolution conjecture as
in [1, 2]. In contrast to [1], we employ here the hyper-
boloidal formulation of the initial value problem as de-
veloped by Zenginog˘lu [3] on the basis of concepts intro-
duced by Friedrich [4] and Frauendiener [5]. The dissipa-
tion of energy by dispersion is inherently incorporated in
the hyperboloidal formulation which makes this approach
ideally suited for studying relaxation to static solutions.
In particular, it allows us to describe the pointwise con-
vergence to the attractor on the entire spatial hypersur-
faces, including the null infinity.
The remainder of the paper is organized as follows. In
section 2 we introduce our model. We prove the exis-
tence of harmonic maps in section 3 and study their lin-
ear stability in section 4. In section 5 we describe the hy-
perboloidal formulation of the initial value problem and
formulate the main conjecture. The numerical evidence
supporting this conjecture is presented in section 6.
II. SETUP
A map X : M 7→ N from a spacetime (M, gαβ) into
a Riemannian manifold (N , GAB) is said to be the wave
map if it is a critical point of the action
S =
∫
gαβ∂αX
A∂βX
BGAB
√−g dx , (1)
where xα and XA are local coordinates on M and N ,
respectively. Variation of the action (1) yields the system
of semilinear wave equations
gX
A + ΓABC(X)∂αX
B∂βX
Cgαβ = 0 , (2)
whereg :=
1√−g∂α(g
αβ√−g ∂β) is the wave operator as-
sociated with the metric gαβ and Γ
A
BC are the Christoffel
symbols of the target metric GAB .
As the domain (M, gαβ) we take an ultrastatic
spherically symmetric spacetime with M = {(t, r) ∈
R
2, (ϑ, ϕ) ∈ S2} and the metric
gαβdx
αdxβ = −dt2 + dr2 + (r2 + a2)(dϑ2 + sin2ϑ dϕ2) ,
where a is a positive constant. This spacetime is a proto-
type example of the wormhole geometry with two asymp-
totically flat ends at r → ±∞ connected by a spheri-
cal throat (minimal surface) of area 4πa2 at r = 0. It
was first considered by Ellis [6] and Bronnikov [7] and
later popularized by Morris and Thorne as a tool for in-
terstellar travel [8]. Note that the metric (3) does not
obey Einstein’s equations Gαβ = 8πTαβ with a phys-
ically reasonable stress-energy tensor, because, due to
Gtt = −a2/(r2 + a2)2, the energy density of matter is
negative.
2As the target (N , GAB) we take the three-sphere with
the round metric and parametrize it by spherical coordi-
nates XA = (U,Θ,Φ)
GABdX
AdXB = dU2 + sin2 U(dΘ2 + sin2Θ dΦ2) .
In addition, we assume that the map X is spherically
ℓ-equivariant, that is
U = U(t, r), (Θ,Φ) = Ωℓ(θ, φ) ,
where Ωℓ : S
2 7→ S2 is a harmonic eigenmap map with
eigenvalue ℓ(ℓ+1) (ℓ ∈ N). Under these assumptions the
wave map equation (2) takes the form
∂ttU = ∂rrU +
2r
r2 + a2
∂rU − ℓ(ℓ+ 1)
2(r2 + a2)
sin(2U) . (3)
For a = 0 Eq.(3) reduces to the wave map equation from
Minkowski spacetime into the three-sphere which is well-
known to admit self-similar blow-up solutions [9, 10]. The
length scale a breaks the scale invariance and removes
the singularity at r = 0. This renders the wave map
equation subcritical and ensures global-in-time existence
for any smooth initial data.
The conserved energy is
E =
1
2
∞∫
−∞
[
(∂tU)
2 + (∂rU)
2 +
ℓ(ℓ+ 1)
r2 + a2
sin2 U
]
(r2+a2) dr .
(4)
Finiteness of energy requires that U(t,−∞) = mπ,
U(t,∞) = nπ, where m and n are integers. Without
loss of generality we choose m = 0; then n determines
the topological degree of the map (which is preserved in
the evolution).
The goal of this paper is to describe the asymptotic
behaviour of solutions for t→∞. Due to the dissipation
of energy by dispersion, solutions are expected to settle
down to critical points of the potential energy
EP =
1
2
∫ ∞
−∞
[
(∂rU)
2 +
ℓ(ℓ+ 1)
r2 + a2
sin2 U
]
(r2 + a2) dr .
(5)
Geometrically, these critical points correspond to the har-
monic maps from the three-dimensional asymptotically
flat Riemannian manifold of cylindrical topology R× S2
and the metric ds2 = dr2+(r2+a2)(dϑ2+sin2ϑ dϕ2) into
the three-sphere. In the next two sections we establish
their existence and linear stability.
III. HARMONIC MAPS
Time-independent solutions U = U(r) of Eq.(3) satisfy
the ordinary differential equation
U ′′ +
2r
r2 + a2
U ′ − ℓ(ℓ+ 1)
2(r2 + a2)
sin(2U) = 0 . (6)
In order to analyze solutions of this equation, it is con-
venient to introduce new variables, x = arcsinh(r/a) and
u(x) = U(r), in terms of which equation (6) becomes
u′′ + tanh(x)u′ − ℓ(ℓ+ 1)
2
sin(2u) = 0 . (7)
This equation can be interpreted as the equation of mo-
tion for the unit mass particle moving in the potential
− ℓ(ℓ+1)2 sin2u and subject to damping with the time-
dependent damping coefficient tanhx. The harmonic
map of degree n corresponds to the trajectory whose pro-
jection on the phase plane (u, u′) starts from the saddle
point (0, 0) at x = −∞ and goes to the saddle point
(nπ, 0) for x = +∞. The existence and uniqueness of
such a connecting trajectory for each n follows from an
elementary shooting argument. For example, let the par-
ticle be located at u = π/2 for x = 0. If the velocity
b = u′(0) is too small, then the particle will never reach
the hilltop at u = π, while if b is sufficiently large it will
reach u = π in finite time with nozero velocity. By con-
tinuity, there must be a critical velocity b1 for which the
particle reaches the hilltop in infinite time. From the re-
flection symmetry x → −x, the particle sent backwards
in time reaches u = 0 for x → −∞, giving the desired
connecting trajectory with n = 1. Repeating this argu-
ment for higher n we get a countable family of connecting
trajectories un which are symmetric with respect to the
midpoint u(0) = nπ/2, that is un(x) + un(−x) = nπ.
Near x = 0
un(x) =
nπ
2
+ bnx+O(x3) ,
where the parameter bn uniquely determines the trajec-
tory. It is routine to show that along the stable manifold
of the saddle point (nπ, 0)
un(x) = nπ − an e−(ℓ+1)x +O(e−(ℓ+3)x) for x→∞ .
Translating the above analysis back to the original vari-
ables we conclude that for each ℓ ∈ N and each integer
n there exists a unique harmonic map Un(r) satisfying
the boundary conditions Un(−∞) = 0 and Un(∞) = nπ.
This solution can be parametrized by
bn = aU
′
n(0) or an = lim
r→∞
(
2r
a
)ℓ+1
(nπ − Un(r)) .
(8)
The parameters bn and an can be determined numerically
with the help of a shooting method. A few values of these
parameters for different ℓ and n are listed in Table I, while
Fig. 2 depicts the profiles Un(r) for n = 1, 2.
IV. LINEAR PERTURBATIONS
In this section we determine the linear stability prop-
erties of harmonic maps Un(r). Plugging U(t, r) =
3ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4 ℓ = 5
b1 1.797149 2.703436 3.652577 4.621404 5.600560
a1 2.447230 2.607113 2.679588 2.703437 2.742340
b2 2.313377 2.526036 2.682482 2.804565 2.903891
a2 7.468230 10.870128 14.20889 17.48116 20.69089
TABLE I: The parameters of the harmonic maps Un(r) for
n = 1, 2 and a few ℓ.
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FIG. 1: The profiles of the harmonic maps Un(r) for ℓ = 1
and n = 1, 2.
Un(r)+w(t, r) into Eq.(3) and neglecting nonlinear terms
in w, we get the evolution equation for linear perturba-
tions
∂ttw = ∂rrw +
2r
r2 + a2
∂rw − ℓ(ℓ+ 1)
r2 + a2
cos(2Un) w . (9)
Substituting w(t, r) = eλt(r2 + a2)−
1
2 v(r) into Eq.(9) we
obtain the eigenvalue problem for the one-dimensional
Schro¨dinger operator
Lnv := (−∂rr + Vn) v = −λ2v , (10)
with the potential
Vn(r) =
a2
(r2 + a2)2
+
ℓ(ℓ+ 1)
r2 + a2
cos(2Un) .
The operator Ln has no negative eigenvalues. To see this,
consider the function vn(r) := (r
2+ a2)U ′n(r). Multiply-
ing Eq.(6) by (r2 + a2) and then differentiating it, one
finds that
L˜nvn = 0 where L˜n = Ln − a
2
(r2 + a2)2
. (11)
Since Un(r) is monotone increasing, the zero mode vn(r)
has no zeros which implies by the Sturm oscillation the-
orem that the operator L˜n, and therefore Ln as well,
l=2
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FIG. 2: The potentials Vn(r) for ℓ = 1, 2 and n = 1 (upper
plot) and n = 2 (lower plot).
has no negative eigenvalues. Thus, the harmonic maps
Un are linearly stable. Establishing linear stability is
only the first step in understanding the evolution in the
vicinity of harmonic maps. In the next step, in order to
describe the intermediate stages of the relaxation to har-
monic maps, we need to determine quasinormal modes.
They are defined as solutions of the eigenvalue equation
(10) with ℜ(λ) < 0 and the outgoing wave conditions
v(r) ∼ r−(ℓ+1) exp(∓λr) for r → ±∞. For our subse-
quent considerations only the two least damped quasi-
normal modes will be relevant. In the n = 0 case (that is
U0 = 0), there are several possible methods of comput-
ing quasinormal modes semi-analytically (notably, the
method of continued fractions) but the least effort way is
to use the fact that Eq.(10) is the confluent Heun equa-
tion and get Maple to do the job [11]. For n = 0 the
general solution of Eq.(10) (in Maple notation) is
v(r) =
√
r2 + a2
[
γ1HeunC(0,−α, 0, β, δ,−r2)
+γ2 rHeunC(0, α, 0, β, δ,−r2)
]
,
where α = 12 , β =
λ2
4 , δ =
1
4 (1 − ℓ − ℓ2 − λ2). The
quasinormal modes are alternately even (γ2 = 0) and
odd (γ1 = 0). Consider a solution with a given par-
ity (even or odd). For r → ∞ it behaves as v(r) ∼
4(n, j) ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4
(0, 0) −0.5297 ± 1.5727i −0.5127 ± 2.5466i −0.5069 ± 3.5343i −0.5043 ± 4.5270i
(0, 1) −1.7024 ± 1.2558i −1.5726 ± 2.3449i −1.5372 ± 3.3901i −1.5226 ± 4.4151i
(1, 0) −0.1079 ± 0.7130i −8.365 × 10−3 ± 0.8698 −1.697 × 10−4 ± 0.9348i −1.291 × 10−6 ± 0.9605i
(1, 1) −1.0443 ± 1.1965i −0.8751 ± 2.2765i −0.7996 ± 3.025i −0.75192 ± 4.3184i
(2, 0) −0.1126 ± 0.5063i −1.303 × 10−2 ± 0.6809i −4.489 × 10−4 ± 0.7788i −5.368 × 10−6 ± 0.8316i
(2, 1) −0.3711 ± 0.7143i − 0.1328 ± 1.1831i −2.292 × 10−2 ± 1.5208i −3.024 × 10−3 ± 1.7585i
TABLE II: The two least damped quasinormal frequencies λn,j for n = 0, 1, 2. For n = 0 the WKB approximation
λ20,j ≈ −V0(0)− i (j +
1
2
)
√
−2V ′′0 (0) gives λ0,j ≈ −(j + 1/2) ± (ℓ+ 1/2) i for large ℓ.
r−(ℓ+1) [γ+(λ) exp(λr) + γ−(λ) exp(−λr)] and the quan-
tization condition for the quasinormal modes is γ+(λ) =
0 (no ingoing wave). Unfortunately, the connection prob-
lem for the Heun equation remains unsolved and the coef-
ficients γ±(λ) are not known explicitly so we must resort
to a numerical computation. The difficulty is that for
ℜ(λ) < 0 the ingoing wave is exponentially small for large
r and therefore very hard to be tracked down numerically.
However, Maple is able to evaluate the confluent Heun
function in the whole complex r-plane which allows us
to impose the quantization condition along a rotated ray
reiθ where the ingoing solution is dominant [11]. Since θ
depends on λ, this approach in principle requires a careful
examination of Stokes’ lines and branch cuts but in prac-
tice (especially when we know the quasinormal frequency
approximately, for example from dynamical evolution or
the WKB approximation), the range of angles θ for which
the procedure is convergent can be easily determined em-
pirically. The quasinormal frequencies obtained in this
manner are given in the first two rows in Table II.
The above method is not applicable for n ≥ 1 because
the harmonic maps Un are not known explicitly. In this
situation the simplest way to get the two least damped
quasinormal frequencies is to solve Eq.(9) numerically
(for even and odd initial data, respectively) and then
fit an exponentially damped sinusoid to w(t, r0) at some
fixed r0 over a suitably chosen interval of intermediate
times (after the direct signal from the data has passed
through r0 but before the polynomial tail has unfolded).
The results are shown in Table II.
Notice that for n ≥ 1 the fundamental quasinormal
modes are very weakly damped. This is due to the deep
single well (for odd n) and double well (for even n) in
the potential Vn(r) (see Fig. 2). As ℓ increases, the outer
barriers of these potential wells increase and consequently
the damping rates of fundamental quasinormal modes
tend to zero. This leads to a metastable trapping of
waves.
V. HYPERBOLOIDAL INITIAL VALUE
PROBLEM
In this section we set the stage for numerical simula-
tions. We will use the method of hyperboloidal foliations
and scri-fixing [3]. To implement this method we define
new dimensionless coordinates
s =
t
a
−
√
r2
a2
+ 1 , y = arctan
( r
a
)
.
The hypersurfaces Σs of constant s are ‘hyperboloidal’,
that is they are spacelike hypersurfaces that approach the
’right’ future null infinity J +R along outgoing null cones
of constant retarded time u = t − r and the ’left’ future
null infinity along J +L outgoing null cones of constant
advanced time v = t + r. In terms of the coordinates
(s, y) and F (s, y) = U(t, r) Eq.(3) takes the form
∂ssF + 2 sin y ∂syF +
1 + sin2 y
cos y
∂sF
= cos2y ∂yyF − ℓ(ℓ+ 1)
2
sin(2F ) . (12)
The principal part of this hyperbolic equation degener-
ates to ∂s(∂s ± 2∂y)F at the endpoints y = ±π/2, hence
there are no ingoing characteristics at the boundaries and
consequently no boundary conditions are required (and
allowed). This, of course, reflects the fact that no infor-
mation comes in from the future null infinities.
We want to solve the Cauchy problem for Eq.(12)
for finite-energy smooth initial data (F (0, y), ∂sF (0, y)).
As mentioned above, the global-in-time regularity is not
an issue: all solutions that are smooth initially remain
smooth forever and enjoy the Bondi-type expansions near
the future null infinities J+L and J +R
F (s, y) =


∑
k=1
c−k (s)
(
π
2 + y
)k
for y → −π2 ,
nπ +
∑
k=1
c+k (s)
(
π
2 − y
)k
for y → π2 .
(13)
Multiplying Eq.(12) by ∂sF we get the local conservation
law
∂sρ+ ∂yf = 0 , (14)
where
ρ =
1
2
(
1
cos2 y
(∂sF )
2 + (∂yF )
2 + ℓ(ℓ+ 1)
sin2 F
cos2 y
)
,
f =
sin y
cos2 y
(∂sF )
2 − ∂sF∂yF .
5Defining the Bondi-type energy
E(s) =
∫ π/2
−π/2
ρ(s, y) dy , (15)
and integrating Eq.(14) over a hypersurface Σs one gets
the energy balance (where · = d/ds)
E˙(s) = −(c˙−1 (s))2 − (c˙+1 (s))2 . (16)
We shall refer to c−1 (s) and c
+
1 (s) as the radiation coeffi-
cients. The formula (16) expresses the loss of energy due
to radiation through J+L and J +R . Since the energy E(s)
is positive and monotone decreasing, it has a nonnegative
limit for s → ∞. It is natural to expect that this limit
is given by the energy of a static endstate of evolution.
This leads us to:
Conjecture. For any degree n smooth initial data there
exists a unique global smooth solution F (s, y) which con-
verges pointwise to the harmonic map Fn(y) as s→∞.
In the remainder of the paper we give numerical evi-
dence corroborating this conjecture, putting special em-
phasis on the quantitative rates of convergence.
VI. NUMERICAL RESULTS
Following [12] we define the auxiliary variables
Ψ = ∂yF and Π = ∂sF + sin y ∂yF ,
and rewrite Eq.(12) as the first order symmetric hyper-
bolic system
∂sF = Π− sin yΨ , (17a)
∂sΨ = ∂y (Π− sin yΨ) , (17b)
∂sΠ = ∂y (Ψ− sin yΠ) + 2 tan y (Ψ− sin yΠ)
− ℓ(ℓ+ 1)
2
sin(2F ) . (17c)
We solve this system numerically using the method of
lines with a fourth-order Runge-Kutta time integration
and eighth-order spatial finite differences. One-sided
stencils are used at the boundaries. Kreiss-Oliger dis-
sipation is added in the interior in order to reduce un-
physical high-frequency noise. To suppress violation of
the constraint C := Ψ− ∂yF = 0 we add the term −0.1C
to the right hand side of Eq.(17b). To determine pre-
cisely the late-time asymptotic behavior of solutions, it
was necessary to use quadruple precision in some cases,
especially for n ≥ 1.
To construct initial data for the system (17) we take
F (0, y) = g(y) and ∂sF (0, y) = h(y), where g(y) and h(y)
are smooth functions satisfying g(−π/2) = 0, g(π/2) =
nπ, and h(±π/2) = 0. Then
F (0, y) = g(y), Ψ(0, y) = g′(y),
Π(0, y) = h(y) + sin y g′(y) .
In agreement with the above conjecture, we find that
for initial data of a given degree n the solution tends to
the harmonic map Fn(y) as s → ∞. This is illustrated
in Fig. 3 for sample initial data
g(y) =
nπ
2
(1 + sin y) (18)
+ sin
[(
(y − 14 )2 + 120
)−1] (
y2 − π24
)
, h(y) = 0.
FIG. 3: The series of snapshots of F (s, y) for ℓ = 1 and sample
initial data (18) of degree one (n = 1). The solution converges
pointwise to the harmonic map F1(y) (red curve).
FIG. 4: The evolution of the solution from Fig. 3 is observed
at a sample interior point y0 = π/4. The quasinormal ring-
down (for early times) and the polynomial tail (for late times)
are clearly seen. Due to the slow fall-off of initial data at in-
finity, the tail decays by one power more slowly than in (20)
.
As shown in Fig. 4, at a given point y0 one can clearly
distinguish three stages of evolution: (i) the direct signal
from the initial data, (ii) the intermediate stage domi-
nated by the quasinormal ringdown, and (iii) the final
stage dominated by the polynomial decay (tail).
6The quasinormal ringdown is a well understood linear
phenomenon. For general initial data it is dominated
by the fundamental quasinormal mode. As mentioned
above, this mode is damped very weakly for n ≥ 1 and
therefore it takes very long before a tail uncovers, espe-
cially for large values of ℓ (see Fig. 5). A simple way to
shorten the duration of ringdown is to take odd initial
data. Since Eq.(12) is invariant under reflection y → −y,
the parity of solutions is preserved in the evolution, hence
for odd initial data the ringdown is governed by the least
damped odd quasinormal mode. As shown in Table 2,
this mode (labelled by the index j = 1) is damped much
faster than the fundamental mode which makes odd data
convenient in the study of tails. Fig. 6 illustrates how one
can use the dependence of damping rates of quasinormal
modes on parity to control the ringdown.
FIG. 5: Evolution of initial data (18) with n = 2 and two val-
ues of ℓ = 1, 2. For large perturbations of harmonic maps, the
ringdown is preceded by nonlinear oscillations which are due
to the nonlinear coupling between the quasinormal modes.
FIG. 6: The ringdown for ℓ = 2 and n = 2 initial data of the
form g(y) = F2(y) + (tanh y + 10
−5) exp(− tan
2 y
4
), h(y) = 0.
Initially, the ringdown is governed by the first odd quasinor-
mal mode which is rapidly decaying. For later times, the
fundamental, slowly decaying, even quasinormal mode takes
over.
We turn now to the description of the final stage of evo-
lution, the polynomial tail. The late-time tails for equiv-
ariant wave maps from Minkowski and nearly Minkowski
spacetimes into the 3-sphere were studied in [13, 14]. It
was found there that the dominant contribution to the
tail does not come from the linear backscattering off the
effective potential but from the cubic nonlinearity (in the
expansion of the sine function). In other words, the tail is
nonlinear at the leading order. More precisely, it follows
from [14] (see Eqs.(36) and (46) there) that for solutions
of Eq.(3) on r ≥ 0 with a = 0 (i.e. Minkowski domain)
starting from topologically trivial compactly supported
small initial data the tail for t → ∞ and all r ≥ 0 is
given by
U(t, r) ∼


A˜1rt
(t2 − r2)3 if ℓ = 1
A˜ℓr
ℓ
(t2 − r2)ℓ+1 if ℓ ≥ 2 ,
(19)
where the constants A˜ℓ depend on initial data.
It is natural to expect that the formulae (19) pro-
vide good approximations to the tails (both the profiles
and decay rates) in the asymptotically flat regions of the
wormhole spacetime where r2 ≫ a2, independently of n.
Outside of these asymptotic regions the profiles are of
course different, however the decay rates should be the
same at all interior points y0 ∈ (−π/2, π/2), namely as
follows from (19)
F (s, y0)− Fn(y0) ∼
{
B1s
−5 if ℓ = 1
Bℓs
−(2ℓ+2) if ℓ ≥ 2 , (20)
where the constants Bℓ depend on initial data and y0.
The numerical verification of this expectation is shown
in Fig. 7.
FIG. 7: The log-log plot of the evolution of compactly sup-
ported large perturbations of harmonic maps of the form
g(y) = Fn(y) + 10 exp(−
tan
2 y
4
), h(y) = 0 for ℓ = 1. For
late times ∂sF (s, π/4) decays as s
−6 independently of n, in
agreement with (20).
7The tails along future null infinity decay more slowly.
Using (13) and (19) we obtain
c±1 (s) ∼ A±ℓ s−k, k =
{
3 if ℓ = 1
ℓ+ 1 if ℓ ≥ 2 . (21)
The constants A−ℓ and A
+
ℓ depend on initial data and
are, in general, unequal. It follows from (16) and (21)
that the Bondi energy (15) tends to the harmonic map
energy at the rate
E − En ∼ k
2
2k + 1
[
(A+1 )
2 + (A−1 )
2
]
s−2k−1.
The mismatch between the decay rates of tails in the in-
terior (20) and along J+R and J+R (21) leads to the devel-
opment of boundary layers near ±π/2 which is reflected
in the growth of sufficiently high transversal derivatives
∂
(k)
y F (s,±π/2) = (∓1)kk!c±k (s). To show this, we insert
the series (13) into Eq.(12). This yields an infinite sys-
tem of ordinary differential equations for the coefficients
c±k (s). The first four equations read (since the equations
for c−k and c
+
k (s) are same, to avoid clutter in notation
below we drop the superscripts ±)
2c˙2 = c¨1 + ℓ(ℓ+ 1)c1, (22a)
4c˙3 = c¨2 + [ℓ(ℓ+ 1)− 2]c2 + 1
3
c˙1, (22b)
6c˙4 = c¨3 + [ℓ(ℓ+ 1)− 6]c3 + 4
3
c˙2 − 2ℓ(ℓ+ 1)
3
c31, (22c)
8c˙5 = c¨4 +
7
3
c˙3 +
11
90
c˙1 + [ℓ(ℓ+ 1)− 12]c4
+
2
3
c2 − 2ℓ(ℓ+ 1)c21c2 . (22d)
Note that for ℓ = 1 integration of Eq.(22b) gives a con-
served quantity
c˙2 +
1
3
c1 − 4c3 = const. (23)
Starting from c1(s) given by (21) and integrating the
equations (22) one by one, we can determine the lead-
ing order behavior of subsequent coefficients ck(s). For
example, for ℓ = 1 we obtain
c2 =
an
2
− A1
2
s−2 +O(s−4), (24a)
c3 =
A1
3
s−3 +O(s−5), (24b)
c4 =
an
30
+ C4 − A1
4
s−4 +O(s−6), (24c)
c5 = −5
4
C4s+O(1). (24d)
In these expressions there are two kinds of integration
constants. The constant an comes from the leading or-
der fall-off (8) of the harmonic maps Fn(y). This con-
stant does not lead to the growth of c3(s) because the
coefficient multiplying c2 in Eq.(22b) vanishes. Due to
the conservation law (23) and the assumption that ini-
tial data have the form of compactly supported pertur-
bations of Fn(y), there is no constant of integration in
(24b). The first nonzero integration constant which de-
pends on initial data, C4, appears in (24c). This constant
leads to the polynomial growth in time of the coefficients
ck = O(sk−4) for k ≥ 5. This behavior is depicted in
Fig. 8 for topologically trivial initial data.
FIG. 8: The log-log plot of the coefficients c+k (s) for ℓ = 1
and n = 0 initial data g(y) = exp(− tan
2 y
4
) tanh(y), h(y) = 0.
The dashed lines depict the leading order behaviour (24) with
a0 = 0 and the fitted constants A1 = 1.458, C4 = 0.365.
Similar analysis can be performed for ℓ ≥ 2, however
in this case there is no conservation law with prevents
a nonzero constant of integration appearing in the coef-
ficient cℓ+2, hence the polynomial growth starts already
from the coefficient cℓ+3 (for compactly supported per-
turbations of Fn). It should be emphasized that the poly-
nomial growth of the coefficients ck(s) is a general prop-
erty of the Bondi-type expansion of massless fields in any
asymptotically flat spacetime (in particular, Minkowski
spacetime) and does not correspond to any instability
[15].
Concluding, the toy model presented in this paper
seems to provide a very simple setting for the studies of
asymptotic stability of solitons. The key attractive fea-
ture of this model is that Eq.(3) is truly 1+1 dimensional
(in the sense that the radial variable r ranges over the
whole real line and there is no singularity at r = 0), yet
it inherits strong dispersive decay from the original 3+1
dimensional problem. It would be interesting to combine
the hyperboloidal approach used by us here with the rig-
orous methods developed in [2].
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