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2 T. BRANSON and O. HIJAZI
1 Introduction
In this paper, we establish basic material for future investigations of the analysis
and geometry of the twistor bundle, and of differential operators with the twistor
bundle as source and/or target, especially the Rarita-Schwinger operator, a first order
differential operator taking twistors to twistors. Some of the material that we shall
present generalizes to arbitrary irreducible tensor-spinor bundles [7]. In addition, some
material which does not have a clear generalization of this breadth should nevertheless
extend to statements about spinor-forms (see [4]), or about bundles contained in the
tensor product of the spinors with the trace-free symmetric tensors. There are some
nice complementary results in more analytic directions for flat structures; see for
example [16] and [14]. One direct inspiration for our investigations is the success of
the spinor program [2, 3], and we have been guided by a desire to obtain analogues
of the most important results of this field.
Some of the results we state here are undoubtedly not the most refined or extensive
possible. However, the relevant identities and decompositions do not seem to be in
general circulation. Given this, it seems timely to put some of this material into print,
together with sufficient concrete results to indicate the motivation and effectiveness
of the method. One of our main themes is that to “work on twistors and the Rarita-
Schwinger operator,” one needs to also consider several other related bundles and
operators.
2 Familiar vector bundles and first-order differen-
tial operators
Let (M, g, E, γ) be an n-dimensional Riemannian spin manifold. That is, we have
a Riemannian manifold (M, g) which admits spin structure, and thus has a volume
n-form E, a spinor bundle Σ, and a fundamental tensor-spinor γ; this is a smooth
section of the bundle TM ⊗ End(Σ) with
γαγβ + γβγα = −2gαβ and ∇γ = 0.
The connection ∇ is the natural extension of the Levi-Civita connection on TM to
tensor-spinors of arbitrary type. Here and below, we use an abstract tensor index
notation, but do not write spinor indices explicitly. “Abstract” is meant in the sense
of Penrose ([22], §2): the indices do not refer to a choice of local frame, but rather are
placeholders; indicating, among other things, how to compute the expression locally
should choices be made. The allowable manipulations may then be described by
a finite number of axioms. The dimension, but not the signature of the metric, is
detectable via such manipulations. As usual in tensor calculus, an expression like
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∇αωβ denotes (∇ω)αβ . An index which appear twice in a term, once up and once
down, indicates a contraction, and indices may be lowered and raised using the metric
tensor and its inverse.
Given a vector bundle V, we denote by Γ(V) its smooth section space. The Dirac
operator is, up to normalization, the operator
∇/ : Γ(Σ)→ Γ(Σ),
ψ 7→ γα∇αψ.
Let T be the twistor bundle; that is, the subbundle of T ∗M ⊗Σ determined by the
(pointwise) equation
γαϕα = 0 .
The twistor operator is the operator
T : Γ(Σ)→ Γ(T),
ψ 7→ ∇αψ + 1
n
γα ∇/ ψ.
(2.1)
The formal adjoint of the twistor operator is
T ∗ : Γ(T)→ Γ(Σ),
ϕ 7→ −∇αϕα , (2.2)
as one sees via the calculation〈(
∇α + 1
n
γα ∇/
)
ψ, ϕα
〉
= −
〈
ψ,∇αϕα + 1
n
∇/ (γαϕα)
〉
+ (exact divergence)
= −〈ψ,∇αϕα〉+ (exact divergence)
= 〈ψ,∇∗ϕ〉+ (exact divergence).
Here we have used the covariant constancy of the spin metric 〈·, ·〉, the skew-adjointness
of γα (and the consequent formal self-adjointness of ∇/ ), and the fact that γαϕα = 0
for a section of T. By “exact divergence”, we mean an expression of the form ∇αωα ,
where ω ∈ Γ(T ∗M). We shall often make calculations like this, without explicitly
noting all the steps.
The operator T may be described as P ◦∇, where∇ is the covariant derivative Γ(Σ)→
Γ(T ∗M ⊗Σ), and P is the orthogonal projection of T ∗M ⊗Σ onto T. Since T is a
Spin(n)-subbundle of T ∗M ⊗Σ, the projection P is Spin(n)-equivariant. Given this,
the formula (2.2) is not surprising, and is an example of a more general phenomenon:
since orthogonal projections are self-adjoint, (P ◦∇)∗ = ∇∗◦P = ∇∗ on Γ(T).
The Spin(n)-bundle complementary to T is the image of Σ under the injection I :
ψ 7→ γαψ. This map is clearly Spin(n)-equivariant. Injectivity is guaranteed by the
calculations
I∗ ϕ = −γα ϕα , I∗ I = n IdΣ ,
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which show that n−1/2I is an isometric injection.
In view of (2.1), the corresponding decomposition of ∇ψ is
∇ψ = T ψ − 1
n
I ∇/ ψ.
The Rarita-Schwinger operator (see (4.2)) on Γ(T) is, up to normalization, the oper-
ator
S0 : Γ(T)→ Γ(T),
ϕ 7→ γλ∇λϕα − 2
n
γα∇λϕλ .
(2.3)
The operator S0, like ∇/ , is formally self-adjoint. It may be described (and will be
below) as the orthogonal projection of the operator γλ∇λ on Γ(T) to the (unique)
subbundle W of T ∗M⊗T which is isomorphic to T, followed by a bundle isomorphism
W→ T.
3 Further relevant bundles and operators
Let TFS2 be the bundle of trace-free symmetric two-tensors, and let Z be the sub-
bundle of TFS2 ⊗Σ determined by the pointwise condition
γβΦαβ = 0. (3.1)
With (3.1) in place, the trace-free condition is actually redundant, since by the Clifford
relations, 0 = γβγαΦαβ = −gαβΦαβ . Note that (3.1) requires Φ to also be a section
of T ∗M ⊗T, so that
Z = (TFS2 ⊗Σ) ∩ (T ∗M ⊗T).
Similarly, let Y be the subbundle of Λ2 ⊗Σ determined by the condition (3.1); that
is,
Y = (Λ2 ⊗Σ) ∩ (T ∗M ⊗T).
Two more subbundles of T ∗M⊗T may be defined by injecting Σ into T ∗M⊗T using
the map
ψ 7→ (IΣψ)αβ =
{
γαγβ +
n− 2
n
γβγα
}
ψ,
and by injecting T into T ∗M ⊗T using the map
ϕα 7→ (ITϕ)αβ = γαϕβ − 2
n
γβϕα .
The maps IΣ and IT are clearly Spin(n)-equivariant. Injectivity is guaranteed by the
calculations
I∗
Σ
Φ = −2Φαα , I∗ΣIΣ = 4(n− 1) IdΣ ,
(I∗
T
Φ)α = −γβΦβα , I∗TIT =
(n+ 2)(n− 2)
n
IdT ,
(3.2)
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which also show that {4(n − 1)}−1/2IΣ and {(n + 2)(n − 2)/n}−1/2IT are isometric
injections.
For use in some of the following formulas, we introduce the antisymmetric Clifford
symbols
γαβ :=
1
2
(γαγβ − γβγα),
so that
γαγβ = γαβ − gαβ.
The four subbundles of T ∗M ⊗T given above are clearly orthogonal. Moreover, the
maps PΣ , PT , PY , PZ given by
(PΣΦ)αβ = − 1
2(n− 1)
{
γαγβ +
n− 2
n
γβγα
}
Φλλ
=
1
n
{
gαβ − 1
n− 1γαβ
}
Φλλ ,
(PTΦ)αβ =
1
(n + 2)(n− 2)
{
− nγαγλΦλβ + 2γβγλΦλα + 2γαγβΦλλ
−4
n
γβγαΦ
λ
λ
}
=
1
(n + 2)(n− 2)
{
− nγαλΦλβ + 2γβλΦλα + nΦαβ − 2Φβα
}
+
(
2
n(n− 2)γαβ −
2
n(n + 2)
gαβ
)
Φλλ ,
(PYΦ)αβ =
1
2
{
Φαβ − Φβα
}
+
1
2(n− 2)
{
γαγ
λΦλβ − γβγλΦλα
}
− 1
2(n− 1)(n− 2){γαγβ − γβγα}Φ
λ
λ
=
n− 3
2(n− 2)
{
Φαβ − Φβα
}
+
1
2(n− 2)
{
γα
λΦλβ − γβλΦλα
}
− 1
(n− 1)(n− 2)γαβΦ
λ
λ ,
(PZΦ)αβ =
1
2
{
Φαβ + Φβα
}
+
1
2(n+ 2)
{
γαγ
λΦλβ + γβγ
λΦλα − 2gαβΦλλ
}
=
1
2(n+ 2)
{
(n+ 1)(Φαβ + Φβα) + γα
λΦλβ + γβ
λΦλα − 2gαβΦλλ
}
,
are complementary projections: one has
PΣ +PT +PY +PZ = IdT ∗M⊗T ,
P2u = Pu ,
PuPv = 0, u 6= v,
where u, v run through the labels Σ, T, Y; and Z. The projections PΣ , PT , PY ,
and PZ are valued in IΣΣ, ITT, Y, and Z respectively. In particular,
T ∗M ⊗T = IΣΣ⊕ ITT⊕Y ⊕ Z .
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We define the first-order differential operators Gu by applying the above projections
to ∇ϕ for ϕ ∈ Γ(T):
(GΣϕ)αβ = − 1
2(n− 1)
{
γαγβ +
n− 2
n
γβγα
}
∇λϕλ
=
1
n
{
gαβ − 1
n− 1γαβ
}
∇λϕλ ,
(3.3)
(GTϕ)αβ =
1
(n+ 2)(n− 2)
{
− nγαγλ∇λϕβ + 2γβγλ∇λϕα + 2γαγβ∇λϕλ
− 4
n
γβγα∇λϕλ
}
=
1
(n+ 2)(n− 2)
{−nγαλ∇λϕβ + 2γβλ∇λϕα + n∇αϕβ − 2∇βϕα}
+
(
2
n(n− 2)γαβ −
2
n(n+ 2)
gαβ
)
∇λϕλ ,
(3.4)
(GYϕ)αβ =
1
2
{∇αϕβ −∇βϕα}+ 1
2(n− 2)
{
γαγ
λ∇λϕβ − γβγλ∇λϕα
}
− 1
2(n− 1)(n− 2) {γαγβ − γβγα}∇
λϕλ
=
n− 3
2(n− 2) {∇αϕβ −∇βϕα}+
1
2(n− 2)
{
γα
λ∇λϕβ − γβλ∇λϕα
}
− 1
(n− 1)(n− 2)γαβ∇
λϕλ ,
(3.5)
(GZϕ)αβ =
1
2
{∇αϕβ +∇βϕα}+ 1
2(n+ 2)
{
γαγ
λ∇λϕβ
+γβγ
λ∇λϕα − 2gαβ∇λϕλ
}
=
1
2(n+ 2)
{
(n+ 1)(∇αϕβ +∇βϕα) + γαλ∇λϕβ
+γβ
λ∇λϕα − 2gαβ∇λϕλ
}
.
(3.6)
By the above remarks on formal adjoints, G∗uGu = ∇∗Gu:
(G∗
Σ
GΣϕ)β =
1
2(n− 1)
{
γαγβ +
n− 2
n
γβγα
}
∇α∇λϕλ
= −1
n
{
gαβ − 1
n− 1γαβ
}
∇α∇λϕλ ,
(G∗
T
GTϕ)β =
1
(n+ 2)(n− 2)
{
nγαγ
λ∇α∇λϕβ − 2γβγλ∇α∇λϕα
−2γαγβ∇α∇λϕλ + 4
n
γβγα∇α∇λϕλ
}
=
1
(n+ 2)(n− 2)
{
nγα
λ∇α∇λϕβ − 2γβλ∇α∇λϕα
−n∇α∇αϕβ + 2∇α∇βϕα
}
−
(
2
n(n− 2)γαβ −
2
n(n+ 2)
gαβ
)
∇α∇λϕλ ,
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(G∗
Y
GYϕ)β = −1
2
{∇α∇αϕβ −∇α∇βϕα}
− 1
2(n− 2){γαγ
λ∇α∇λϕβ − γβγλ∇α∇λϕα}
+
1
2(n− 1)(n− 2){γαγβ − γβγα}∇
α∇λϕλ
= − n− 3
2(n− 2){∇
α∇αϕβ −∇α∇βϕα}
− 1
2(n− 2){γα
λ∇α∇λϕβ − γβλ∇α∇λϕα}
+
1
(n− 1)(n− 2)γαβ∇
α∇λϕλ ,
(G∗
Z
GZϕ)β = −1
2
{∇α∇αϕβ +∇α∇βϕα} − 1
2(n+ 2)
{γαγλ∇α∇λϕβ
+γβγ
λ∇α∇λϕα − 2gαβ∇α∇λϕλ}
= − 1
2(n+ 2)
{
(n+ 1)(∇α∇αϕβ +∇α∇βϕα)
+γα
λ∇α∇λϕβ + γβλ∇α∇λϕα − 2gαβ∇α∇λϕλ
}
.
The following is a consequence of the general elliptic classification scheme of [7],
Theorem 4.10. We also supply an elementary proof below.
Lemma 1 The operatorG∗
T
GT is strongly elliptic, in the sense that its leading symbol
is bounded below by a positive constant times the leading symbol of ∇∗∇.
Proof. One computes that if
(T (ξ)ϕ)β := (n− 1)ξαξβϕα + γβαξαξλϕλ , (3.7)
then T (ξ)2 = (n− 1)|ξ|2T (ξ), and
σ2(G
∗
T
GT)(ξ) = − 1
(n + 2)(n− 2)
(
−n|ξ|2 + 4
n
T (ξ)
)
.
As a result, if
ET := −(n + 2)2 G∗TGT +
2(n+ 2)(n2 − 2n + 2)
n(n− 2) ∇
∗∇ ,
then
σ2(ET)(ξ) σ2(G
∗
T
GT)(ξ) = |ξ|4.
Thus σ2(G
∗
T
GT)(ξ) is invertible for nonzero ξ, so G
∗
T
GT is elliptic. Hence, since
σ2(G
∗
T
GT)(ξ) = σ1(GT)(ξ)
∗σ1(GT)(ξ) is clearly positive semidefinite, it is positive
definite for ξ 6= 0. By equivariance, the eigenvalues of σ2(G∗TGT)(ξ) have the form
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µi|ξ|2, where the list of µi is independent of x ∈ M (and in fact independent of the
manifold M). By positive definiteness, 0 < µ := min{µi}, and we have
σ2(G
∗
T
GT) ≥ µ σ2(∇∗∇). (3.8)

In fact, the proof of Lemma 1 gives us more precise information:
Corollary 2 For a, b > 0, the operators
G∗
Z
GZ and aG
∗
Σ
GΣ + bG
∗
Y
GY
are strongly elliptic, and
σ2(G
∗
T
GT)(ξ) ≥ n− 2
n(n+ 2)
|ξ|2, (3.9)
σ2(G
∗
Z
GZ)(ξ) ≥ n + 1
2(n+ 2)
|ξ|2, (3.10)
σ2(a G
∗
Σ
GΣ + b G
∗
Y
GY)(ξ) ≥ min
(
a
n
,
b(n− 3)
2(n− 2)
)
. (3.11)
Proof. By the proof of Lemma 1, the eigenvalues µi of σ2(G
∗
T
GT)(ξ) for |ξ|2 = 1
must be roots of the quadratic
−(n + 2)2µ2i +
2(n + 2)(n2 − 2n+ 2)
n(n− 2) µi − 1
= −(n + 2)2
(
µi − n− 2
n(n + 2)
)(
µi − n
(n + 2)(n− 2)
)
.
In particular, we have the estimate (3.9). We may also compute that, in the notation
of (3.7) above,
σ2(G
∗
Σ
GΣ)(ξ) =
1
n(n− 1)T (ξ) =
n|ξ|2 − (n + 2)(n− 2)σ2(G∗TGT)(ξ)
4(n− 1) ,
σ2(G
∗
Y
GY)(ξ) =
n− 3
8(n− 1) {−(n− 2)|ξ|
2 + n(n + 2)σ2(G
∗
T
GT)(ξ)} ,
σ2(G
∗
Z
GZ)(ξ) =
1
8
{(n + 2)|ξ|2 − n(n− 2)σ2(G∗TGT)(ξ)} .
Thus, with respect to the block diagonalization in which
σ2(G
∗
T
GT)(ξ) = diag
(
n
(n + 2)(n− 2) ,
n− 2
n(n+ 2)
)
|ξ|2, (3.12)
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we also have
σ2(G
∗
Σ
GΣ)(ξ) = diag
(
0,
1
n
)
|ξ|2,
σ2(G
∗
Y
GY)(ξ) = diag
(
n− 3
2(n− 2) , 0
)
|ξ|2,
σ2(G
∗
Z
GZ)(ξ) = diag
(
n+ 1
2(n+ 2)
,
n
n+ 2
)
|ξ|2.
(3.13)
The estimates (3.10,3.11) follow. 
The following is a provisional form of Theorem 4 below:
Corollary 3 The following operators have order zero:
Z1 :=
(n− 3)(n− 2)
2n
G∗
Σ
GΣ − (n− 3)(n+ 2)
2n
G∗
T
GT +G
∗
Y
GY,
Z2 := −(n− 1)(n+ 2)
2n
G∗
Σ
GΣ − (n− 2)(n+ 1)
2n
G∗
T
GT +G
∗
Z
GZ.
Proof. Equations (3.12,3.13) show that the Zi have order at most 1. But invariant
theory shows that any equivariant operator of homogeneity 2 and order < 2 is an
action of the Riemann curvature. 
4 Bundles associated to representations of the spin
group
Here we would like to provide some background and motivation for the decompositions
above. Strictly speaking, this material is not needed to follow the arguments of this
paper. Accordingly, we do not fill in the details of, for example, the process of
matching dominant weight labels to tensor symmetry types of bundles; see [23, 24]
more information along these lines. We believe, however, that an understanding of
the representation theoretic thinking behind this work will be valuable in further
investigations.
Irreducible representations of Spin(n), n ≥ 2, are parameterized by dominant weights
(λ1 , . . . , λℓ) ∈ Zℓ ∪ (12 + Z)ℓ, ℓ = [n/2], satisfying the inequality constraint
λ1 ≥ . . . ≥ λℓ ≥ 0, n odd,
λ1 ≥ . . . ≥ λℓ−1 ≥ |λℓ| , n even.
The dominant weight λ is the highest weight of the corresponding representation. The
representations which factor through SO(n) are exactly those with λ ∈ Zℓ. We shall
denote by V (λ) the representation with highest weight λ. If M is an n-dimensional
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smooth manifold with Spin(n) structure and F is the bundle of spin frames, we denote
by V(λ) the vector bundle F ×λ V (λ). When spin structure is not involved (i.e. when
λ is integral), we may use the orthonormal frame bundle in constructing V(λ).
One important highest weight is that of the defining representation V (1, 0, . . . , 0) of
SO(n). The classical selection rule describes the Spin(n) decomposition of
V (1, 0, . . . , 0)⊗ V (λ) for an arbitrary dominant λ:
V (1, 0, . . . , 0)⊗ V (λ) ∼=Spin(n) V (σ1)⊕ . . .⊕ V (σN(λ)),
where the σu are distinct: σu ∼=Spin(n) σv ⇒ u = v. A given σ appears if and only if σ
is a dominant weight and
σ = λ± ea , some a ∈ {1, . . . , ℓ}, or
n is odd, λℓ 6= 0, σ = λ. (4.1)
Here ea is the a
th standard basis vector in Rℓ. Note that N(λ), the number of selection
rule “targets” of V (λ), depends on λ. We shall use the notation
λ↔ σ
for the selection rule: λ↔ σ if and only if V (σ) appears as a summand in
V (1, 0, . . . , 0) ⊗ V (λ). The notation ↔ is justified because the relation is symmet-
ric. In fact, one can see a priori that the relation must be symmetric: the defining
representation of SO(n) is real, and thus self-contragredient.
An interesting concept related to the selection rule is that of generalized gradients,
or Stein-Weiss operators [23]. The covariant derivative ∇ carries sections of V(λ) to
sections of
T ∗M ⊗ V(λ) ∼=Spin(n) V(1, 0 . . . , 0)⊗ V(λ)
∼=Spin(n) V(σ1)⊕ . . .⊕ V(σN(λ)).
Since the selection rule is multiplicity free, we may project onto the unique σu sum-
mand; the result is our gradient:
Gu = Gλσu = Pu◦∇.
Up to normalization and isomorphic realization of bundles, some examples of gradi-
ents, or direct sums of gradients, are the exterior derivative d, its formal adjoint δ,
the conformal Killing operator S, the Dirac operator, the twistor operator, and the
Rarita-Schwinger operator. In fact, every first-order Spin(n)-equivariant differential
operator is a direct sum of gradients [17].
In even dimensions, if λℓ 6= 0, the bundles V(λ) and V(λ¯), where
λ¯ = (λ1 , . . . , λℓ−1,−λℓ),
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are distinguished by the action of the volume element, which commutes with the
action of SO(n) or Spin(n), but not with that of O(n) or Pin(n). This shows up
in duality and chirality considerations. For example, we get the split between the
two eigenbundles of the pointwise operator Eα1 ...αnγ
α1 · · · γαn on spinors, or between
the two eigenbundles of the Hodge ⋆ operator on (complexified) n/2-forms. In the
situation where duality and/or chirality are not in play, it is convenient to define, for
λℓ ≥ 0,
U(λ) :=
{
V(λ)⊕ V(λ¯), n even and λℓ > 0,
V(λ) otherwise.
The bundle U(λ) is defined when
λ1 ≥ . . . ≥ λℓ ≥ 0
for both even and odd n. When λℓ = 1/2 (a case of much interest in the present
work), U(λ) is always a direct summand in T ∗M ⊗ U(λ).
The gradient concept is the motivation behind the definitions of the operators GΣ ,
GT , GY , and GZ above. The spinor bundle is
Σ ∼=Spin(n) U(12 , . . . , 12).
Similarly, the twistor bundle is
T ∼=Spin(n) U(32 , 12 , . . . , 12).
The other bundles introduced in the last section are
Y ∼=Spin(n)

U(3
2
, 3
2
, 1
2
, . . . , 1
2
), n ≥ 4,
U(1
2
), n = 3,
0, n = 2,
and
Z ∼=Spin(n) U(52 , 12 , . . . , 12).
The selection rule (4.1) shows that there are gradients, or direct sums of gradients,
acting between copies of the following bundles. Up to isomorphic realizations of
bundles and constant factors, the corresponding gradients or direct sums of gradients
are also listed:
Σ→ Σ ∇/
Σ→ T T
T→ Σ T ∗ or GΣ
T→ T (n ≥ 3) S0 or GT
T→ Y (n ≥ 4) GY
T→ Z GZ
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(Recall the definition of S0 in (2.3).) The operators T ∗ and GΣ are targeted at
different realizations of Σ; thus they are not the same operator, but each is a constant
factor times the composition of the other with a Spin(n)-bundle isomorphism. A
similar statement holds for S0 and GT with T . More precisely, using (3.2), (3.3), and
(3.4), one has
T ∗ = 1
2
I∗
Σ
GΣ
S0 = −I∗
T
GT .
(4.2)
Certain natural first-order operators are especially interesting in that they can be
realized so that the source and target bundle are the same. In particular, these
operators have spectra. Examples are the Dirac and Rarita-Schwinger operators,
and the operator ⋆d on Γ(Λ(n−1)/2) for odd n. Such operators arise as follows. In
odd dimensions, we take the gradient corresponding to the exceptional case of the
selection rule (the second line of (4.1)). In this case, Gλλ carries sections of V(λ) to
sections of a copy of V(λ) which lives as a subbundle in T ∗M ⊗ V(λ). If we would
like to use the source realization of V(λ) as both source and target for a realization
Sλ of Gλλ, we need a choice of normalization. First, normalize the Hermitian inner
product on T ∗M ⊗ V so that
|ξ ⊗ v|2 = |ξ|2|v|2; (4.3)
then normalize Sλ so that
S2λ = G∗λλGλλ. (4.4)
This determines Sλ up to multiplication by ±1.
In even dimensions, take a dominant weight λ with λℓ = 1/2. Then there are gradients
Gλλ¯ and Gλ¯λ , giving rise to a first-order operator(
0 Gλ¯λ
Gλλ¯ 0
)
carrying sections of U(λ) = V(λ) ⊕ V(λ¯) to sections of an isomorphic copy of this
bundle, realized in its tensor product with T ∗M . Remarks similar to those above,
on normalization and realization, then hold, and we obtain a first-order differential
operator Sλ⊕λ¯ on Γ(V(λ)⊕V(λ¯)), again determined up to a factor of ±1, normalized
so that
(Sλ⊕λ¯)2 = G∗λλ¯Gλλ¯ ⊕G∗λ¯λGλ¯λ . (4.5)
The sign ambiguity in the S operators is in the nature of things: it is analogous to the
ambiguity in the naming of the complex units ±√−1. Indeed, this is more than an
analogy: gradients generalize the Cauchy-Riemann equations [23], which are sensitive
to the renaming of ±√−1. In our examples, the ambiguity may be viewed as residing
in a choice of fundamental tensor-spinor (or more generally, a Clifford structure) γ.
The Clifford relations and spin connection (in particular the relation ∇γ = 0) are
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invariant under interchange of γ and −γ, but the Dirac operator γa∇a undergoes a
sign change.
The principal examples of such self-gradients of interest to us are those which act on
Γ(Σ) and Γ(T), namely
SΣ = 1√
n
∇/
and
ST : ϕ 7→
√
n
(n + 2)(n− 2)
(
γλ∇λϕα − 2
n
γα∇λϕλ
)
,
i.e.,
ST =
√
n
(n+ 2)(n− 2) S
0 = −
√
n
(n+ 2)(n− 2) I
∗
T
GT .
The normalizations are computed from (4.4) and (4.5). The normalized Rarita-
Schwinger operator ST will appear in formulas below. We shall also have use for
self-gradients on Y and Z ; see (6.15) and (6.23) below.
An important point is that there are distinguished normalizations forG∗
Σ
GΣ, G
∗
T
GT,
G∗
Y
GY, G
∗
Z
GZ, and all similarly defined operators. In fact, the issue is exactly that
of normalizing the formal adjoint by getting a relative normalization for the source
and target bundles of a gradient (or a suitable direct sum of gradients), say V and
W respectively. This is provided by taking the realization of W in T ∗M ⊗ V, and
normalizing its metric according to (4.3). Allowing the metric on V to determine that
on W in this way, our operators G∗G remain invariant under rescalings of the metric
on V.
5 Bochner-Weitzenbo¨ck formulas
A Bochner-Weitzenbo¨ck formula (henceforth a BW formula) may be described in
general as an equation
D1 = D2 + Z,
where D1 and D2 are natural, nonnegative definite second-order differential operators
with the same leading symbol, on sections of a vector bundle V, and Z is a natural
bundle endomorphism of V; in particular, a differential operator of order zero. The
importance of such formulas derives from the elementary observation that if Z ≥ c·IdV
pointwise, for some constant c > 0, then D1 ≥ c · IdΓ(V) ; if −Z ≥ k · IdV , then
D2 ≥ k · IdΓ(V) . This observation usually appears as part of a longer argument
in which devices particular to the situation, notably variations of the underlying
geometric structure, are also employed.
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There is an essentially unique BW formula on Σ . One way to express this is the
Schro¨dinger-Lichnerowicz formula [20]
∇/ 2 = ∇∗∇+ K
4
, (5.1)
where K is the scalar curvature. By the discussion at the end of the last section,
∇∗∇ = S2
Σ
+ T ∗T = 1
n
∇/ 2 + T ∗T ,
so (5.1) is equivalent to
∇/ 2 = n
n− 1T
∗T + nK
4(n− 1) ; (5.2)
this is sometimes known as the Lichnerowicz identity [21]. It is, in a certain sense,
an optimal way to write (5.1), since it brings us into contact with an orthogonal
decomposition of ∇ψ.
Both (5.1) and (5.2) are manifestations of the same BW formula: each computes
the same linear combination of ∇/ 2 and T ∗T ; the unique such combination that has
vanishing leading symbol. As Corollary 3 makes clear, the operators G∗
Σ
GΣ, G
∗
T
GT,
G∗
Y
GY, and G
∗
Z
GZ give rise to two essentially different BW formulas. To state these,
let us standardize some notation. Let R be the Riemann curvature tensor, with the
convention on index placement that gives [∇α ,∇β]Xλ = RλµαβXµ for X a vector
field. Then rµβ = R
α
µαβ is the Ricci tensor, and K = r
β
β is the scalar curvature.
Define the Einstein (trace-free Ricci) tensor b by
bαβ = rαβ − K
n
gαβ , (5.3)
and define the Weyl tensor C to be the totally trace-free part of R. Explicitly, if
J :=
K
2(n− 1) and V :=
r − Jg
n− 2 ,
then
Cαβκλ = R
α
βκλ + Vβκδ
α
λ − Vβλδακ + V αλgβκ − V ακgβλ . (5.4)
If ϕ ∈ Γ(T), let
(b · ϕ)µ : = 1
n
(
(n− 2)bµλϕλ − bαλγαγµϕλ
)
=
1
n
(
(n− 1)bµλϕλ − bαλγαµϕλ
)
,
(C ⋄ ϕ)µ : = Cαβλµγαγβϕλ = Cαβλµγαβϕλ .
By the Clifford relations, the Bianchi identity, and the trace-free nature of C,
γµ(b · ϕ)µ = γµ(C ⋄ ϕ)µ = 0.
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Thus both b · and C⋄ are Spin(n)-bundle endomorphisms of T . In fact, the maps
β⊗ϕ 7→ β·ϕ and ζ⊗ϕ 7→ ζ⋄ϕ describe Spin(n)-bundle homomorphisms TFS2⊗T→ T
and W⊗T→ T respectively, where W is the bundle of algebraic Weyl tensors. Note
that by [24],
TFS2 ∼=Spin(n) V(2, 0, . . . , 0),
and
W ∼=Spin(n) U(2, 2, 0, . . . , 0) =

V(2, 2, 0, . . . , 0), n ≥ 5,
V(2, 2)⊕ V(2,−2), n = 4,
0, n < 4.
By the Clifford relations, the skew-adjointness of γµ, and the twistor condition γµϕµ =
0, we have
〈(b · ϕ)µ , ϕµ〉 = bµλ〈ϕλ , ϕµ〉. (5.5)
Theorem 4
Z1 : =
(n− 3)(n− 2)
2n
G∗
Σ
GΣ − (n+ 2)(n− 3)
2n
G∗
T
GT +G
∗
Y
GY
=
1
8
C ⋄+ n− 3
2(n− 2) b · −
(n− 2)(n− 3)
8n(n− 1) K,
Z2 : = −(n− 1)(n+ 2)
2n
G∗
Σ
GΣ − (n+ 1)(n− 2)
2n
G∗
T
GT +G
∗
Z
GZ
=
3
8
C ⋄ − n+ 1
2(n− 2) b · −
(n + 2)(n+ 1)
8n(n− 1) K.
Proof. We promote the leading symbol calculation of Lemma 1 and Corollaries 2 and
3 to operator calculations, keeping track of curvature terms. The following identities
are used. Let R be the Riemannian spin curvature; that is, Rαβ = [∇α ,∇β], the
precise effect of which depends on what sort of index expression appears to its right.
If ψ is a spinor, then
Rλµψ := Wλµψ = −1
4
Rκνλµγ
κγνψ,
where W is the spin curvature. If ϕ is a spinor-one-form, then
Rλµϕα = Wλµϕα − Rναλµϕν .
The classical Lichnerowicz calculation, which combines the Clifford relations and the
Bianchi identity, shows that
γµWλµ = −1
2
rλµγ
µ.
In particular,
γλγµWλµ =
1
2
K.
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This leads to the formula
γλγµRλµϕα = 4W λαϕλ + 1
2
Kϕα .
We also have
Rαµϕα = (W αµ + rαµ)ϕα ,
so that
γµRαµϕα = 1
2
rαµγ
µϕα .
We then write the curvature terms in terms of K, b, and C using (5.3,5.4). 
Remark 5 In [7], Theorem 5.10, it is shown that, for the N(λ) gradients Gu ema-
nating from a given irreducible Spin(n)-bundle V(λ),
dim span
{
σ2(G
∗
uGu) | u = 1, · · · , N(λ)
}
=
[
N(λ) + 1
2
]
.
That is, only about half of the leading symbols of the G∗uGu are linearly independent.
This means that there is an [N(λ)/2]-parameter family of BW formulas relating these
operators (since [N(λ)/2] = N(λ) − [(N(λ) + 1)/2]). In fact, there are numbers c˜u
and su such that
σ2
N(λ)∑
u=1
buG
∗
uGu
 = 0 ⇐⇒ N(λ)∑
u=1
buc˜us
2j
u = 0, j = 0, 1, · · · ,
[
N(λ) + 1
2
]
− 1. (5.6)
Given such a “null” linear combination of operators G∗uGu , the corresponding BW
formula takes the form ∑
bu>0
buG
∗
uGu =
∑
−bu>0
(−bu)G∗uGu + Z,
where Z has order zero.
Remark 6 Among all the BW formulas described in the last remark are some distin-
guished ones. First, for any V(λ), there is a formula, studied by Gauduchon in [18],
Appendice B, in which the order zero operator Z is controlled by the curvature op-
erator, in an appropriate sense. The value of the Casimir operator of the Lie algebra
so(n) in the representation V (λ) is, in the notation of the last section,
λ(Casso(n)) =
ℓ∑
a=1
{(
λ+
n− 2a
2
)2
−
(
n− 2a
2
)2}
. (5.7)
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Let
su :=
1
2
(
λ(Casso(n))− σu(Casso(n))
)
; (5.8)
this is in fact the same quantity su that appears in (5.6). Gauduchon showed that if
n ≥ 3 and λ is integral,
Pλ :=
N(λ)∑
u=1
(
su +
n− 1
2
)
G∗uGu = −
∑
I
λ(XI)λ(R
op(XI)), (5.9)
where (XI) is any local orthonormal frame for the bundle Λ
2M , and Rop is the cur-
vature operator on sections η of Λ2M :
(Ropη)αβ =
1
2
Rαβ
µνηµν .
(The fact that this particular linear combination of G∗uGu must produce a BW formula
was actually noted earlier in [5]; see Remark 7 below.) In [12], the present authors
show, among other things, that this result extends to half-integral λ. For any λ,
the significance of the result is that it enforces pointwise bounds on Pλ , which has
order zero as a differential operator and thus is actually a section of EndV(λ). These
bounds are multiples of the bottom and top pointwise eigenvalues of the curvature
operator Rop, which is a section of EndΛ2. If, at a point x ∈M ,
qx IdΛ2xM ≤ Ropx ≤ Qx IdΛ2xM (5.10)
for some constants qx , Qx , in the sense of ordering of endomorphisms (A ≤ B iff
B −A is positive semidefinite), then
qx λ(Casso(n)) IdV(λ)x ≤ (Pλ)x ≤ Qx λ(Casso(n)) IdV(λ)x , (5.11)
also in the sense of endomorphism ordering. (Note that both endomorphisms, Rop
and (Pλ)x , are symmetric.)
Another important combination of the G∗uGu is the one involved in the conformally
covariant operator [5, 6]
Dλ = K
2(n− 1) −
N(λ)∑
u=1
(
su +
1
2
)−1
G∗uGu .
This is well-defined as long as no su+
1
2
vanishes; i.e., provided it is not the case that
n is even and λℓ = 0 6= λℓ−1 . (5.12)
When (5.12) does not hold,
ordDλ =
{
2, N(λ) odd,
0, N(λ) even.
18 T. BRANSON and O. HIJAZI
In case ordDλ = 0, we have a BW formula; by the conformal covariance of Dλ and
some invariant theory,
Dλϕ = α(C, ϕ)
for all sections ϕ of V(λ), where α is some section of the bundle Hom(W⊗V(λ),V(λ)).
In other words, the BW formula that we get from the combination of G∗uGu appearing
in Dλ omits the Einstein tensor, in the sense that its right-hand side depends only
on K and C. This formula was exploited in [11] to set up a systematic approach for
obtaining vanishing theorems, and in some cases eigenvalue estimates, based on the
relative size of the bottom eigenvalue of the Yamabe operator ∆+(n−2)K/(4(n−1))
on scalars, and the pointwise eigenvalues of the Weyl tensor C. To be precise, the
relevant Weyl tensor data are bounds of the form (5.10) on the operator Cop defined
in analogy with the curvature operator: (Copη)αβ =
1
2
Cαβ
µνηµν .
When N(λ) ≥ 4 is even and (5.12) does not hold, the BW formulas associated to the
Pλ and Dλ are different; that is, the coefficient arrays
(
su +
n− 1
2
)N(λ)
u=1
and
((
su +
1
2
)−1)N(λ)
u=1
(5.13)
are linearly independent ([12], Lemma 2.1). When N(λ) = 2, they must be propor-
tional by the above-described result counting the linearly independent BW formulas.
In fact, when N(λ) = 2, the first array in (5.13) is 2λ(Casso(n))/n times the second
([12], Remark 2.2).
Remark 7 In [5], p.46, equation (3.30), an interesting relation between Pλ and Dλ
is noted. This holds in all cases except (5.12); i.e., even if Dλ has order 2. Up to a
nonzero constant multiple, the second conformal variation of Dλ in the direction of
conformal factors e2εω, where ω ∈ C∞(M), and ε ∈ R is a variational parameter, is
the second-order symbol of Pλ evaluated at the covector field ξ = dω. Since Dλ is
conformally covariant and (dω)x may be arbitrarily prescribed at any point x ∈ M ,
this establishes that Pλ has order less than 2, and thus (by invariant theory and
homogeneity) order 0. This argument, however, does not provide the precise right-
hand side of (5.9).
For n ≥ 4, the twistor bundle T is either a Spin(n)-irreducible bundle with N(λ) = 4
(n odd), or a direct sum of two Spin(n)-irreducibles, each having N(λ) = 4. Thus
the list of BW formulas in Theorem 4 above is complete. Since there are exactly two
BW formulas, the last remark shows that each is a linear combination of the formulas
associated to the Pλ and the Dλ combinations. In fact, the conformally covariant
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operator (or direct sum of such for n even) is
D = K
2(n− 1) −
2
n+ 1
G∗
Σ
GΣ − 2G∗TGT
+
2
n− 3G
∗
Y
GY +
2
n + 1
G∗
Z
GZ
=
K
2(n− 1) +
2
n− 3Z1 +
2
n+ 1
Z2
=
n− 2
(n− 3)(n+ 1) C ⋄ .
(5.14)
The Gauduchon operator (or direct sum of such if n is even) is
P = 2n− 1
2
G∗
Σ
GΣ +
n− 1
2
G∗
T
GT
+
1
2
G∗
Y
GY − 3
2
G∗
Z
GZ
=
1
2
Z1 − 3
2
Z2
= −1
2
C ⋄+ n
n− 2 b ·+
n + 7
8(n− 1) K
=: R♦ .
(5.15)
The R♦ notation will be useful below. One can show control over the curvature
action R♦ by the curvature operator by an elementary argument, without using
representation theory. Let A be the following action of two-forms on twistors:
(A(η)ϕ)µ = ηαβγ
αγβϕµ − 4ηµλϕλ .
A short calculation shows that γµ(A(η)ϕ)µ = 0, so A ∈ Hom(Λ2M ⊗T,T). Another
short calculation shows that A(η) is skew-adjoint as a bundle endomorphism of T .
Thus if (XI) is an orthonormal basis of Λ
2
xM diagonalizing the symmetric operator
Ropx with eigenvalues aI , we have
−
∑
I
aIA(XI)
2 (5.16)
nonnegative (or nonpositive) if Rop is nonnegative (or nonpositive). However, direct
calculation shows that
−
∑
I
aIA(XI)
2 = 8R♦ .
(One can organize the calculation as follows: compute −A(η)2ϕ, and then replace
each occurrence of ηαβηλµ by
1
2
Rαβλµ ; this is the value of (5.16).) In particular,
Rop ≥ 0 ⇒ R♦ ≥ 0,
Rop ≤ 0 ⇒ R♦ ≤ 0.
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To get precise control by the curvature operator, let [[K]], [b], and C be the (orthog-
onal) contributions of the scalar curvature K, the Einstein tensor b, and the Weyl
tensor C to the Riemann curvature R:
R = C + [b] + [[K]].
In detail,
[[K]]αβλµ =
K
n(n− 1) (gαλgβµ − gαµgβλ) ,
[b]αβλµ =
1
n− 2 (bβµgαλ − bβλgαµ − bαµgβλ + bαλgβµ) .
The curvature operator is
(Ropη)αβ =
1
n(n− 1) Kηαβ +
1
n− 2
(
bλαηλβ + b
λ
βηαλ
)
+
1
2
Cαβ
λµηλµ .
Let q and Q be smooth real-valued functions onM . The condition that Rop ≥ qIdΛ2M
is thus equivalent to the condition that the algebraic curvature tensor
Rq := [[K − n(n− 1)q]] + [b] + C (5.17)
has its curvature operator Ropq nonnegative. Similarly, the condition R
op ≤ Q IdΛ2M
is equivalent to the condition that RopQ is nonpositive. We have:
q ≤ Rop ≤ Q ⇐⇒ RopQ ≤ 0 ≤ Ropq ⇒
RQ♦ ≤ 0 ≤ Rq♦ ⇐⇒ n(n + 7)
8
q ≤ R♦ ≤ n(n+ 7)
8
Q
⇐⇒ n(n + 7)
8
q ≤ P ≤ n(n + 7)
8
Q.
(5.18)
Here we have used the fact that, by (5.15) and (5.17),
Rf♦ = R♦− n(n+ 7)
8
f.
To compare with (5.11), note that the value of the Casimir operator in the twistor
representation(s) is n(n + 7)/8.
The same reasoning may be applied to get precise control over the quantity in (5.14).
First notice that
C⋄ = −2C♦.
If for some smooth functions t, T we have
t ≤ Cop ≤ T,
then
n(n + 7)
8
t ≤ C♦ ≤ n(n+ 7)
8
T,
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whence
−n(n + 7)
4
T ≤ C⋄ ≤ −n(n + 7)
4
t,
and
(n− 2)n(n+ 7)
4(n− 3)(n+ 1) t +
K
2(n− 1) ≤ D0 ≤
(n− 2)n(n+ 7)
4(n− 3)(n+ 1) T +
K
2(n− 1) ,
where
D0 : = 2
n + 1
G∗
Σ
GΣ + 2G
∗
T
GT
− 2
n− 3G
∗
Y
GY − 2
n+ 1
G∗
Z
GZ
=
K
2(n− 1) −
n− 2
(n− 3)(n+ 1)C ⋄ .
(5.19)
Thus if q, Q, t, T are as above,
2n− 1
2
G∗
Σ
GΣ +
n− 1
2
G∗
T
GT +
1
2
G∗
Y
GY ≥ P ≥ n(n+ 7)
8
q,
3
2
G∗
Z
GZ ≥ −P ≥ −n(n + 7)
8
Q,
2
n+ 1
G∗
Σ
GΣ + 2G
∗
T
GT ≥ D0 ≥ (n− 2)n(n+ 7)
4(n− 3)(n+ 1) t +
K
2(n− 1) ,
2
n− 3 G
∗
Y
GY +
2
n+ 1
G∗
Z
GZ ≥ −D0 ≥ −(n− 2)n(n+ 7)
4(n− 3)(n+ 1) T −
K
2(n− 1) ,
as operator inequalities. We immediately get the following vanishing results:
Theorem 8 Let n ≥ 4. If Rop > 0, then N (GΣ)∩N (GT)∩N (GY) = 0. If Rop < 0,
then N (GZ) = 0. If
Cop > − 2(n− 3)(n+ 1)K
(n− 1)(n− 2)n(n+ 7)
(in particular, if g is conformally flat and K > 0), then N (GΣ) ∩ N (GT) = 0. If
Cop < − 2(n− 3)(n+ 1)K
(n− 1)(n− 2)n(n+ 7)
(in particular, if g is conformally flat and K < 0), then N (GY) ∩N (GZ) = 0.
The BW formula (5.19) is potentially interesting because it eliminates the Einstein
tensor term. We may similarly compute BW formulas that eliminate other elements:
the Weyl tensor, the scalar curvature, or any given Stein-Weiss operatorG∗G. Taking
3 · Z1 − Z2 , we have
2
{(
n− 7
4
)2
+ 15
16
}
n
G∗
Σ
GΣ −
(
n− 1
2
)2 − 33
4
n
G∗
T
GT
+3G∗
Y
GY −G∗ZGZ = 2b · −
n− 8
4n
K.
(5.20)
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This eliminates the Weyl tensor C. In particular, for n = 8, one has
10G∗
Σ
GΣ − 6G∗TGT + 3G∗YGY −G∗ZGZ = 2b · ; (5.21)
this eliminates both C and K. We eliminate K by looking at
(n+ 1)(n+ 2)Z1 − (n− 3)(n− 2)Z2 .
The result is
(n− 3)(n− 2)(n+ 2)G∗
Σ
GΣ − 4(n− 3)(n+ 1)G∗TGT
+(n+ 1)(n+ 2)G∗
Y
GY − (n− 3)(n− 2)G∗ZGZ
= −(n− 8)(n− 1)
4
C ⋄+(n− 3)n(n+ 1)
n− 2 b · .
We eliminate G∗
Σ
GΣ by looking at
(n− 1)(n + 2)Z1 + (n− 3)(n− 2)Z2 .
This gives
−(n− 3)n2G∗
T
GT + (n− 1)(n+ 2)G∗YGY + (n− 3)(n− 2)G∗ZGZ
= 1
2
{(
n− 7
4
)2
+ 15
16
}
C ⋄+(n− 3)n
n− 2 b · −
(n− 3)(n− 2)(n+ 2)
4(n− 1) K.
(5.22)
We eliminate G∗
T
GT by looking at
(n+ 1)(n− 2)Z1 − (n + 2)(n− 3)Z2 .
This gives
n2(n− 3)G∗
Σ
GΣ + (n+ 1)(n− 2)G∗YGY − (n+ 2)(n− 3)G∗ZGZ
= −1
4
{
(n− 1
2
)2 − 33
4
}
C ⋄+(n− 3)n(n+ 1)
n− 2 b ·+
(n + 1)(n− 3)
n− 1 K.
Proposition 9 Suppose the Einstein tensor satisfies p ≤ b ≤ P in the sense of
endomorphisms, for some constants p, P . (Here we view b as residing in End TM).
If
p ≥ n− 8
8n
K,
with strict inequality at some point, then N (GΣ) ∩ N (GY) = 0. In particular, if g
is Einstein and (n − 8)K ≤ 0, with strict inequality at some point, then N (GΣ) ∩
N (GY) = 0. If
P ≤ n− 8
8n
K,
with strict inequality at some point, then N (GT) ∩ N (GZ) = 0. In particular, if g
is Einstein and (n − 8)K ≥ 0, with strict inequality at some point, then N (GT) ∩
N (GZ) = 0.
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Proof. By (5.5),
p ≤ b ≤ P ⇒ p ≤ b · ≤ P.
The statements are now immediate from (5.20). 
Proposition 10 If n = 8 and g is Einstein, any twistor in N (GΣ) ∩ N (GY) or
N (GT) ∩N (GZ) is parallel.
Proof. This is immediate from (5.21), together with the fact that ∇ = GΣ +GT +
GY +GZ . 
6 Mixed Bochner-Weitzenbo¨ck formulas
In this section, we compute compositions of different gradients which will play a role
in studying necessary conditions for the existence of special sections of the twistor
bundle. Consider the possible compositions
V(λ)
Gλτ−→ V(τ) Gτµ−→ V(µ), (6.1)
acting between irreducible Spin(n)-bundles V(λ) and V(µ) with λ 6= µ. By the selec-
tion rule (4.1), there are either 0, 1, or 2 compositions (6.1) for a given pair (λ, µ).
In fact, the number of compositions (6.1) is
r(λ, µ) := dimHomSpin(n)(T
∗ ⊗ T ∗ ⊗ V(λ),V(µ)).
Since T ∗⊗ T ∗ ∼=Spin(n) TFS2⊕Λ0⊕Λ2, the number r(λ, µ) breaks up into summands
attributable to TFS2, Λ0, and Λ2:
r(λ, µ) = rTFS2(λ, µ) + rΛ0(λ, µ) + rΛ2(λ, µ).
By [8], Lemma 2.2,
r(λ, µ) = 2 ⇒ rTFS2(λ, µ) = rΛ2(λ, µ) = 1.
When r(λ, µ) = 1, the contribution may come from TFS2 or Λ2, depending on the
pair (λ, µ). (See [8], Lemma 2.2 for a precise classification.)
Of course, in the complementary case λ = µ, we have already described these numbers:
rΛ0(λ, λ) = 1, rTFS2(λ, λ) = [(N(λ)− 1)/2], rΛ2(λ, λ) = [N(λ)/2].
Since equivariant second-order leading symbols of differential operators are identified
with elements of HomSpin(n)(Sym
2 ⊗ V(λ),V(µ)), the space of such leading symbols
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has dimension rTFS2(λ, µ). (Note that since λ 6= µ, we have rΛ0(λ, µ) = 0.) Thus in
the case r(λ, µ) = 2, there is a nontrivial linear relation
c1 σ2(Gτ1µGλτ1) + c2 σ2(Gτ2µGλτ2) = 0,
where τ1 , τ2 are the intermediate weights in (6.1):
V(τ1)
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qqqqq
Gτ1µ V(µ)
qqqqqqqqq
qq
q
qqqqqqqqqqqq
Gλτ1
qqqqqqqqqqqq
qqqqqqqqqqqq
Gτ2µ
V(λ)
q
qq
qq
qq
qq
qq
q
qqqqqqqqqqq
Gλτ2 V(τ2)
As a result, the operator c1Gτ1µ Gλτ1 + c2Gτ2µ Gλτ2 is a curvature action, and since
rΛ0(λ, µ) = 0, the scalar curvature does not contribute to this: there are actions α(C)
and β(b) of the Weyl and Einstein tensors such that
c1Gτ1µ Gλτ1 + c2Gτ2µ Gλτ2 = α(C) + β(b). (6.2)
When r(λ, µ) = rΛ2(λ, µ) = 1, there are no second-order symbols, since then
rTFS2(λ, µ) = 0. In addition, since b is a section of TFS
2, the Einstein tensor cannot
act from V(λ) to V(µ). Thus in this case, GτµGλτ is an action of the Weyl tensor (τ
being the unique intermediate weight from (6.1)); say
Gτµ Gλτ = α(C). (6.3)
When V(λ) is a twistor bundle, these remarks apply for several values of V(µ). Sup-
pose that n ≥ 4, and consider the following diagram.
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Z
q
qq
qq
qq
qq
qq
q
qqqq
qq
qq
qq
q
HZ Z
 
 
 
 
 
 
 
 
 
 
qqqqqqqqqqqqqqqqqqq
qq
qq
qq
qq
qq
qq
qq
qq
SZ
qqqqqqqqqqqq
qqqqqq
qq
qq
qq
GZ 4
qq
qq
qq
qq
qq
qq
qqqqqqqqqqq
GZ
Z 3 T
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qqqqq
GY Y
qqqqqqqqqqqq
qqqqqqqqqq
qq
GZ
 
 
 
 
 
 
 
 
 
 
qqqqqqqqqqqqqqqqqqq
qq
qq
qq
qq
qq
qq
qq
qq
ST
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
q
qq
GΣ
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
qq
qq
qq
qq
qq
qq
qq
qq
qq
qqqqqqqqqqqqqqqqq
ST 2
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
qq
qq
qq
qq
qq
qq
qq
qq
qq
qqqqqqqqqqqqqqqqq
SY
T Σ 1 T
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qqqqq
GY Y
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
qq
qq
qq
qq
qq
qq
qq
qq
qq
qqqqqqqqqqqqqqqqq
SΣ
q
qq
qq
qq
qq
qq
q
qq
qq
qq
qq
q
qq
GΣ
Σ
This contains a new bundle and some new operators, all of which will be defined
and/or computed in the following sections. Corresponding to each of the four simple
closed loops, we have an equation of the form (6.2).
Strictly speaking, we only have this immediately for n odd, since each bundle in the
diagram is reducible in the even-dimensional case; they are U(λ) rather than V(λ)
bundles. However, applying the same arguments to their irreducible summands, we
get the result. At any rate, we shall compute each relation explicitly, so we do not
really rely on the general principle (6.2).
We also have equations of the form (6.3) corresponding to the compositions
Σ
T−→ T GY−→ Y
T
GY−→ Y GY−→ Y.
(6.4)
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6.1 Mixed BW formulas targeted at spinor-form bundles
In this subsection we compute the composition (6.4) and the loops 1 and 2 . This
brings us into contact with the theory of spinor-forms developed in [4]; see also [16].
The starting point of [4] is the introduction of variants of the exterior and interior
operators (both differential and multiplicative) familiar from the de Rham complex.
On a spinor-k-form,
(d˜ϕ)α0 ...αk =
∑k
s=0(−1)s∇αsϕα0...αˆs...αk ,
(δ˜ϕ)α2...αk = −∇λϕλα2...αk ,
(ε(γ)ϕ)α0 ...αk =
∑k
s=0(−1)sγαsϕα0...αˆs...αk ,
(ι(γ)ϕ)α2...αk = γ
λϕλα2...αk .
It is convenient to have a compact notation for the operator
D = ι(γ)d˜+ d˜ι(γ) = −(δ˜ε(γ) + ε(γ)δ˜),
which, in index notation, appears as
(Dϕ)α1 ... αk = γ
λ∇λϕα1 ... αk .
Let ΣΛk be the bundle of spinor-k-forms. The following are identities that can be
computed immediately, and which are used repeatedly:
ι(γ)ε(γ)− ε(γ)ι(γ) = −(n− 2k)
ι(γ)δ˜ = −δ˜ι(γ)
ε(γ)d˜ = −d˜ε(γ)
ι(γ) D + D ι(γ) = 2δ˜
ε(γ) D+ D ε(γ) = −2d˜ ,
and
(d˜d˜ϕ)α1 ... αk+2 =
∑
1≤s<t≤k+2(−1)s+t−1Wαsαtϕα1 ... αˆs ... αˆt ... αk+2
((δ˜d˜+ d˜δ˜ −∇∗∇)ϕ)α1 ... αk = −
∑k
s=1(−1)sRα0αsϕα0 ... αˆs ... αk
((δ˜ D− D δ˜)ϕ)α2 ... αk = −γλRα1λϕα1 ... αk
((d˜ D− D d˜)ϕ)α0 ... αk =
∑k
s=0(−1)sγλRαsλϕα0 ... αˆs ... αk
D2 −∇∗∇ = 1
2
γiγjRij .
Here W is the spin curvature, and R is the “all-purpose” curvature, whose meaning
depends on the valence of what sits to its right. In particular, in the formula for d˜d˜, it
isW rather than R that appears – the terms giving the tensorial part of the curvature
cancel, for the same reason that dd vanishes on differential forms.
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In particular, for ψ ∈ Γ(Σ), we have δ˜ψ = 0 and
(d˜d˜ψ)αβ = Wαβψ,
(δ˜d˜+ d˜δ˜ −∇∗∇)ψ = (δ˜d˜−∇∗∇)ψ = 0,
δ˜Dψ = Dδ˜ψ = 0,(
(d˜ D− D d˜)ψ
)
α
= γλWαλψ = −12rαλγλψ
(D2 −∇∗∇)ψ = K
4
ψ.
(6.5)
For ϕ ∈ Γ(ΣΛ1), we get
(d˜d˜ϕ)αβλ = Wαβϕλ −Wαλϕβ +Wβλϕα,(
(δ˜d˜+ d˜δ˜ −∇∗∇)ϕ
)
α
= Rβαϕβ = (W βα + rβα)ϕβ,
(δ˜ D− D δ˜)ϕ = −1
2
rαβγ
βϕα,(
(d˜ D− D d˜)ϕ
)
α0α1
= γβ
(−1
2
rα0βϕα1 − Rµα1α0βϕµ + 12rα1βϕα0 +Rµα0α1βϕµ
)
.
Let ΣΛktop be the subbundle of ΣΛ
k annihilated by ι(γ). For example, ΣΛ0top = Σ,
ΣΛ1top = T, ΣΛ
2
top = Y. The bundle Y from (6.4) can now be defined as ΣΛ
3
top. For
(n − 2k)(n − 2k + 1) 6= 0, when we compress d˜ to an operator going from ΣΛktop to
ΣΛk+1top , we get
d˜topk = d˜+
1
n− 2kε(γ) D+
1
(n− 2k)(n− 2k + 1)ε(γ)
2δ˜ . (6.6)
For k = 0, 1, 2, these operators are related to those used in diagram (6) by
d˜top0 = T =
1
2
G∗
Σ
IΣ, d˜
top
1 = 2GY, d˜
top
2 := GY. (6.7)
On weight theoretic grounds, we can predict that d˜topk+1 d˜
top
k is an action of the Weyl
tensor, at least provided we stay safely below the middle order of form. Indeed, using
the above identities, we readily obtain the result that d˜topk+1 d˜
top
k is a curvature action.
But by (6.3), there is no action of symmetric two-tensors carrying ΣΛktop to ΣΛ
k+2
top ;
thus the Ricci tensor cannot act. Thus the action depends the Riemann curvature
only through the Weyl tensor. For k = 0 or k = 1, the above identities yield to the
following Weyl curvature actions
(d˜top1 d˜
top
0 ψ)αβ = −
1
4
Cλµαβγ
λγµψ,
(d˜top2 d˜
top
1 ϕ)α0α1α2 = 6
{
−1
8
Cλµ[α0α1γ
λγµϕα2] +
1
n− 4C
λ
[α2α1µγα0]γ
µϕλ
+
1
4(n− 4)(n− 3)Cλµ
β
[α2γα0γα1]γ
λγµϕβ
}
:= (α(C)ϕ)α0α1α2 ,
(6.8)
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where square brackets denote antisymmetrization. (For the second identity, assume
n > 4.) The extreme right-hand side is in fact (up to constant multiples) the unique
action of the Weyl tensor from ΣΛ1top to ΣΛ
3
top. In particular, if we take any of its three
terms, each of which is valued in ΣΛ3, and project to ΣΛ3top, the whole expression will
emerge. With the notation of diagram (6), the above relations translate to
Proposition 11 For n ≥ 4, the compositions (6.4) are given by
(GY T ψ)αβ = −18 Cλµαβγλγµψ,
GY GYϕ = 12 α(C)ϕ ,
(6.9)
where the action of the Weyl tensor α(C) is given by (6.8).
We are also interested in the self-gradient on ΣΛktop, since the case k = 2 enters in our
considerations. We can get this by compressing the conformally covariant operator
Pk of [4] from ΣΛ
k to ΣΛktop. Since
Pk =
n− 2k + 4
2
ι(γ)d˜+
n− 2k
2
(
d˜ι(γ)− δ˜ε(γ)
)
− n− 2k − 4
2
ε(γ)δ˜,
we have
Pk|ΣΛktop =
(
n−2k+4
2
D− n−2k
2
δ˜ε(γ)− n−2k−4
2
ε(γ)δ˜
) ∣∣∣
ΣΛktop
=
(
(n− 2k + 2) D + 2ε(γ)δ˜
) ∣∣∣
ΣΛktop
,
(6.10)
since ι(γ) annihilates ΣΛktop. Some weight theory (including the conformal weights of
the operators involved) predicts that the restriction of Pk to ΣΛ
k
top will also be the
compression; that is, that Pk carries ΣΛ
k
top to itself. We can check this by computing
ι(γ)
(
(n− 2k + 2) D+ 2ε(γ)δ˜
) ∣∣∣
ΣΛktop
; (6.11)
this should vanish. Using our list of identities to move ι(γ) to the right, we get
ι(γ) D
∣∣∣
ΣΛktop
= 2δ˜
∣∣∣
ΣΛktop
,
ι(γ)ε(γ)δ˜
∣∣∣
ΣΛktop
= −(n− 2k + 2)δ˜
∣∣∣
ΣΛktop
,
so (6.11) vanishes as predicted.
Let S˜k = Pk|ΣΛktop . Then, for k = 0 in (6.10), one gets
S˜0 = (n + 2) ∇/ . (6.12)
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For k = 1, and for any ϕ ∈ Γ(T), we obtain
(S˜1 ϕ)α =
(
(n D+ 2ε(γ)δ˜)ϕ
)
α
= n γλ∇λϕα − 2γα∇λϕλ . (6.13)
Thus by (2.3),
S˜1 = nS0. (6.14)
Letting k = 2 in (6.10), we denote the self-gradient S˜2 by SY. For any ϕ ∈ Γ(Y), we
get
(SY ϕ)αβ = (n− 2) γλ∇λϕαβ − 2
(
γα∇λϕλβ − γβ∇λϕλα
)
. (6.15)
By (6.6) and (6.10), there is a linear relation between the leading symbols of S˜k+1 d˜topk
and d˜topk S˜k . We may calculate this directly as follows: let s = n − 2k, and let “∼”
be equality modulo a curvature action. Then
S˜k+1 d˜topk = (s− 2)d˜ D−
s+ 2
s
ε(γ) D2 − s− 2
s(s+ 1)
ε(γ)2δ˜ D+
4
s
ε(γ)d˜δ˜ + 2ε(γ)δ˜d˜,
d˜topk S˜k = (s+ 2)d˜ D+
s+ 2
s
ε(γ) D2 − s+ 2
s(s+ 1)
ε(γ)2δ˜ D− 2(s+ 2)
s
ε(γ)d˜δ˜.
(6.16)
As a result,
S˜k+1 d˜topk −
s− 2
s+ 2
d˜topk S˜k ∼ 2ε(γ)
(
− D2 + δ˜d˜+ d˜δ˜
)
∼ 0;
this is the desired linear relation.
Keeping track of lower-order terms, we use the above identities to compute that
S˜k+1 d˜topk −
s− 2
s+ 2
d˜topk S˜k = s [D, d˜] +
3
s+ 1
ε(γ)2 [D, δ˜]
+
4
(s+ 1)(s+ 2)
ε(γ)3 δ˜δ˜ + 2ε(γ)
(
δ˜d˜+ d˜δ˜ − D2
)
.
(6.17)
In particular, for k = 0, using (6.5) to compute the right side of (6.17), we get
S˜1 d˜top0 −
n− 2
n+ 2
d˜top0 S˜0 =
n
2
bT→Σ(b)
∗, (6.18)
where the action of the Einstein tensor b taking a twistor ϕ to a spinor is given by
bT→Σ(b)ϕ := −bαβγαϕβ,
and its adjoint, taking a spinor field ψ to a twistor, is
(bT→Σ(b)
∗ ψ)α := bαβγ
βψ. (6.19)
For k = 1, we get
S˜2 d˜top1 −
n− 4
n
d˜top1 S˜1 = C(C) + (n− 4)b(b), (6.20)
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where
(C(C)ϕ)αβ := (n− 2) Cλµαβγµϕλ − Cλµν [αγβ]γλγµϕν (6.21)
and
(b(b)ϕ)αβ := γ
λbλ[αϕβ] − 2
n− 2 b
λ
[αγβ]ϕλ +
1
(n− 1)(n− 2) γαβb
λ
µγ
µϕλ . (6.22)
Note that b is the unique action of the Einstein tensor carrying ΣΛ1top to ΣΛ
2
top . Up to
a constant factor, it could already have been predicted by looking at either operator
in (6.16): the leading symbol of each must exhibit the unique TFS2 action: replacing
b by ξ ⊗ ξ − |ξ|2g/n in (6.22) produces a constant multiple of the leading symbol,
evaluated at the covector ξ.
With the identifications (6.7), (6.12), (6.14) and (6.15), formulas (6.18) and (6.20)
yield
Proposition 12 The identities of (6.2) corresponding to the adjoint of loop 1 and
to loop 2 are realized by
S0 T − n−2
n
T ∇/ = 1
2
bT→Σ(b)
∗ for n ≥ 2,
2SY GY − 2(n− 4)GY S0 = C(C) + (n− 4)b(C) for n ≥ 4,
where the curvature actions are given by (6.19), (6.21) and (6.22).
Note that the first formula in Proposition 12 is proved in [25]. The second formula,
in the case n = 4, is actually an additional realization of the second formula in
Proposition 11 above: their abstract targets are realized within both spinor-3-forms
and spinor-2-forms.
6.2 Mixed BW formulas targeted at other tensor-spinor bun-
dles
In this section, we compute the instance of formula (6.2) corresponding to loop 3 .
For this, we need to compute the self-gradient SZ that acts in the target bundle Z
for GZ. This target consists of spinor-2-tensors ϕ = (ϕαβ) which are trace free and
symmetric in the two tensor arguments, and which are annihilated by interior Clifford
multiplication in the sense that γαϕαβ = 0. As in the remark after (3.1), the trace-free
condition is actually redundant.
It is not difficult to compute that the operator
(S0
Z
ϕ)αβ = (Dϕ)αβ − 2
n+ 2
(γα∇λϕλβ + γβ∇λϕλα) (6.23)
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has its range in Z. Being manifestly equivariant, it must be a realization of the
self-gradient if n is odd, and of the gradients
V(5
2
, 1
2
, . . . , 1
2
,±1
2
)→ V(5
2
, 1
2
, . . . , 1
2
,∓1
2
)
for n even. Here and below, just as in the spinor-form case, D is the Dirac expression
γλ∇λ , which can act on any bundle Σ⊗ T for which T is a tensor bundle. This par-
ticular normalization of the operator has no special meaning, but it seems convenient
to have coefficient 1 on the D part. Recall that we adopted the same convention to
normalize the Rarita-Schwinger operator S0:
(S0ϕ)β = (D ϕ)β − 2
n
γβ divϕ,
where
div ϕ = ∇λϕλ .
Using these expressions and the explicit expression (3.6) for GZ, we find a relation
between S0
Z
GZ and GZ S0 on the leading symbol level:
σ2(S0ZGZ) =
n
n+ 2
σ2(GZ S0).
In fact, each side just above has the same second-order symbol as
1
2
(
∇α(Dϕ)β +∇β(Dϕ)α
)
− 1
n+ 2
(
γβ∇αdivϕ+ γα∇βdivϕ
)
+
1
2(n+ 2)
(
γα(D
2 ϕ)β + γβ(D
2 ϕ)α
)
− 1
n+ 2
gαβ D divϕ.
(6.24)
That there should be such a relation between leading symbols is expected, by (6.2).
The difference
n
n+ 2
GZ S0 − S0ZGZ (6.25)
is some curvature action T → Z, and computing a little more, we can find it. Note
that this curvature action cannot involve the scalar curvature (since Z 6∼=Spin(n) T).
Up to constant multiples, there is just one action of the Einstein tensor which can
appear, since TFS2 ⊗ T contains just one copy of Z; this is the same fact used to
obtain (6.2). This action must already be visible in the leading symbol of the operator
(6.24): replacing each ∇∇ in this formula by b (noting that ∇ is implicit in D and
div), we get 1
2
b(b), where
(b(b)ϕ)αβ = γ
µ(bαµϕβ + bβµϕα)− 2
n + 2
{
bα
λγβ + bβ
λγα + gαβb
λ
µγ
µ
}
ϕλ . (6.26)
It is not immediately clear how many Weyl tensor actions carry T to Z, but in fact,
trying all the combinatorial possibilities, it is straightforward to show that there is
just one:
(C(C)ϕ)αβ = γ
λ
(
Cνβλα+C
ν
αλβ
)
ϕν− 3
2(n+ 2)
(
γαC
λ
βκν+γβC
λ
ακν
)
γκγνϕλ . (6.27)
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Computing the difference (6.25) explicitly, one obtains:
Proposition 13 A realization of (6.2) for loop 3 in diagram (6) is given by
n
n + 2
GZS0 − SZGZ = − n
4(n− 2) b(b) +
1
2
C(C),
where the Einstein and Weyl actions are given by (6.26) and (6.27).
6.3 Mixed BW formulas with target in higher tensor-spinor
bundles
The new objects in diagram (6) and (6.4) are defined as follows. The bundle Z is a
tensor-spinor realization of
U(5
2
, 3
2
, 1
2
, . . . , 1
2
).
There are two competing realizations of this bundle, of approximately the same com-
plexity. To describe these, it is convenient to first describe a corresponding pair of
competing realizations of U(2, 1, 0, . . . , 0). As always, the tensor realizations and
differential operator formulas speak for themselves, and an understanding of the
representation-theoretic background is not strictly required.
Consider tensors ϕλαβ in T
∗⊗Λ2; that is, tensors with the symmetry ϕλαβ = −ϕλβα .
Under the action of O(n), there are three projections of such tensors. The Λ3 part is
(PΛ3ϕ)λαβ =
1
3
(ϕλαβ + ϕαβλ + ϕβλα) .
The remaining parts, being orthogonal to this, must satisfy the Bianchi-like identity
κλαβ + καβλ + κβλα = 0. (6.28)
The Λ1 part is
(PΛ1ϕ)λαβ =
1
n− 1 (gλαϕ
µ
µβ + gλβϕ
µ
αµ) .
(Up to a constant multiple, this is the only “pure trace” that is antisymmetric in the
second and third arguments. The constant 1/(n − 1) is determined by the projec-
tion condition.) Note that κ = PΛ1ϕ satisfies the Bianchi-like identity (6.28). The
remaining part is
(Pϕ)λαβ =
2
3
ϕλαβ − 1
3
ϕαβλ − 1
3
ϕβλα − 1
n− 1 (gλαϕ
µ
µβ + gλβϕ
µ
αµ) .
One may check that
(Pϕ)ααβ = 0,
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and that κ = Pϕ satisfies (6.28). The bundle we have reached must be isomorphic to
V(2, 1, 0, . . . , 0) by the selection rule (4.1); its symmetry type is: (1) antisymmetric
in the last two arguments; (2) totally trace-free; (3) Bianchi-like in the full three
arguments.
Now consider a tensor in ψ ∈ T ∗⊗TFS2. The projection onto the symmetric 3-tensors
Sym3 is
1
3
(ψλαβ + ψαβλ + ψβλα) .
But Sym3 splits under O(n), into the direct sum of TFS3 and Λ1 = TFS1. The
projection of ψ onto TFS3 will take the form
(QTFS3ψ)λαβ =
1
3
(ψλαβ + ψαβλ + ψβλα)− a (gβλψµµα + gαλψµµβ + gαβψµµλ) ,
where a is some constant. The requirement that the αβ-trace (and thus all traces)
vanish gives a =
2
3(n+ 2)
:
(QTFS3ψ)λαβ =
1
3
(ψλαβ + ψαβλ + ψβλα)− 2
3(n+ 2)
(gβλψ
µ
µα + gαλψ
µ
µβ + gαβψ
µ
µλ) .
The Λ1 projection will have the form
(QΛ1ψ)λαβ = c1 (gλαψ
µ
µβ + gλβψ
µ
αµ) + c2gαβψ
µ
µλ , (6.29)
where c1 and c2 are constants. The projection condition leads to the system
c2 = c2{c2 + (n + 1)c1},
c1 = c1{c2 + (n + 1)c1}.
Thus the projection is trivial unless
c2 + (n+ 1)c1 = 1. (6.30)
The trace-free condition in αβ gives
2c1 + nc2 = 0,
and the last two equations force
c2 = − 2
(n + 2)(n− 1) , c1 =
n
(n + 2)(n− 1) .
(Note that (6.30) implies that the λα trace of (6.29) is ψµµβ .) Collecting this infor-
mation, we have
(QΛ1ψ)λαβ =
n
(n+ 2)(n− 1)
(
gλαψ
µ
µβ + gλβψ
µ
αµ
)
− 2
(n + 2)(n− 1)gαβψ
µ
µλ .
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The remaining projection is
(Qψ)λαβ =
2
3
ψλαβ − 1
3
ψαβλ − 1
3
ψβλα +
2
3(n− 1)gαβψ
µ
µλ
− 1
3(n− 1)
(
gλαψ
µ
µβ + gλβψ
µ
αµ
)
.
Note that κ = Qψ satisfies (6.28), and that (Qψ)ααβ = 0. By the selection rule (4.1),
we have landed in a copy of V(2, 1, 0, . . . , 0), and by the above, we have landed in
the following symmetry type: (1) symmetric in the last two arguments; (2) totally
trace-free; (3) Bianchi-like in the full three arguments.
The isometry between the two competing realizations of V(2, 1, 0, . . . , 0) is
ψ′λαβ = −
1√
3
(ϕαβλ + ϕβαλ),
ϕ′λαβ =
1√
3
(ψαβλ − ψβαλ).
(6.31)
That is, denoting the two tensor bundles by VP and VQ , the maps
VP ↔ VQ ,
ϕ 7→ ψ′,
ϕ′ ← ψ
are isometries. One could also reverse the roles of ±1/√3 in (6.31).
This material on V(2, 1) is significant because V(5
2
, 3
2
) is the Cartan product (highest
weight direct summand) of Σ ⊗ V(2, 1). We may thus realize V(5
2
, 3
2
) as the bundle
of tensor-spinors in Σ ⊗ VP , or in Σ ⊗ VQ , satisfying the interior multiplication
conditions
γλκλαβ = 0, γ
ακλαβ = 0. (6.32)
We denote by (Σ⊗VP )top and (Σ⊗VQ)top the subbundles cut out by this condition.
This allows us to compute realizations of the gradients
U(3
2
, 3
2
)→ U(5
2
, 3
2
) and U(5
2
)→ U(5
2
, 3
2
)
(where, for convenience, we have omitted terminal strings of 1
2
’s) as differential oper-
ators carrying
Y → (Σ⊗ VP )top ,
Z→ (Σ⊗ VQ)top → (Σ⊗ VP )top ,
the very last arrow by the isometry between VP and VQ . That is, we agree on one of
the competing realizations for V(5
2
, 3
2
), namely
Z := (Σ⊗ VP )top ,
for purposes of comparing the operators GZ and HZ in loop 4 of diagram (6).
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To compute the gradient GZ, we first compute the projection Π of T ∗ ⊗ Y onto Z.
We will then have
GZ η = Π(∇η).
Πϕ should have the form
(Πϕ)λαβ =
2
3
ϕλαβ − 13ϕαβλ − 13ϕβλα
+a1γλγ
µϕµαβ + a2 (γαγ
µϕµλβ − γβγµϕµλα)
+a3 (gλαϕ
µ
µβ − gλβϕµµα) + a4 (γλγαϕµµβ − γλγβϕµµα)
+a5 (γαγβ − γβγα)ϕµµλ
for some constants ai .
We now impose the interior multiplication conditions (6.32); after some calculation,
we obtain
a1 =
2
3(n+ 2)
, a2 =
1
3(n + 2)
, a3 = − 3n + 4
3n(n + 2)
,
a4 = − 1
3n(n + 2)
, a5 =
1
3n(n + 2)
.
(Note, in this connection, that the trace-free conditions actually follow from the inte-
rior multiplication conditions and the Clifford relations, as in the remark after (3.1).)
The Bianchi-like identity (6.28) now holds automatically for κ = Πϕ; in fact, this just
depends on the conditions
a1 − 2a2 = a4 + a5 = 0.
To get the operatorHZ, we first compute the projection onto (Σ⊗Z)top of ψ ∈ T ∗⊗Z;
this must have the form
(Ξψ)λαβ =
2
3
ψλαβ − 13ψαβλ − 13ψβλα
+b1γλγ
µψµαβ + b2 (γαγ
µψµλβ + γβγ
µψµλα)
+b3 (gλαψ
µ
µβ + gλβψ
µ
µα) + b4gαβψ
µ
µλ
+b5 (γλγαψ
µ
µβ + γλγβψ
µ
µα)
for some constants bi . The interior multiplication conditions give, after some calcu-
lation,
b1 =
2
3(n− 2) , b2 = b3 = −
1
3(n− 2) , b4 =
2(n− 3)
3n(n− 2) , b5 = −
1
n(n− 2) .
Ξψ then automatically satisfies (6.28); this just depends on the relations
b1 + 2b2 = 2b3 + b4 − 2b5 = 0.
To reach the Z realization, we now apply the isometry (6.31) in the tensorial factor:
√
3(Ξ˜ψ)λαβ = (Ξψ)αβλ − (Ξψ)βαλ
= ψαβλ − ψβλα + 1
n− 2
(
γαγ
µψµβλ − γβγµψµαλ
)
−1
n
(
gαλψ
µ
µβ − gβλψµµα
)
− 1
n(n− 2)
{
(γαγβ − γβγα)ψµµλ + γαγλψµµβ − γβγλψµµα
}
.
36 T. BRANSON and O. HIJAZI
By the above, our two gradient realizations are
(GZ ϕ)λαβ := 2
3
∇λϕαβ − 1
3
∇αϕβλ − 1
3
∇βϕλα
+
2
3(n+ 2)
γλγ
µ∇µϕαβ + 1
3(n+ 2)
(
γαγ
µ∇µϕλβ − γβγµ∇µϕλα
)
− 3n+ 4
3n(n+ 2)
(gλα∇µϕµβ − gλβ∇µϕµα)
− 1
3n(n+ 2)
(
γλγα∇µϕµβ − γλγβ∇µϕµα
)
+
1
3n(n+ 2)
(
γαγβ − γβγα
)
∇µϕµλ ,
and 1/
√
3 times
(HZ ψ)λαβ := ∇αψβλ −∇βψλα + 1
n− 2
(
γαγ
µ∇µψβλ − γβγµ∇µψαλ
)
−1
n
(
gαλ∇µψµβ − gβλ∇µψµα
)
− 1
n(n− 2)
{
(γαγβ − γβγα)∇µψµλ + γαγλ∇µψµβ − γβγλ∇µψµα
}
.
What will be important are the compositions
GZ GY and HZ GZ ,
each of which carries T to Z . The principal part of each composition turns out to be
the following: it carries a section Φ of T to
− n
2 − 2n− 2
2(n+ 2)(n− 2)
{
Φα|βλ − Φβ|αλ
}
+
n2 − n− 3
2n(n+ 2)(n− 2)
{
gβλΦα|µ
µ − gαλΦβ|µµ
}
+
1
2(n+ 2)
{
γµλ(Φα|β
µ − Φβ|αµ)− gβλΦµ|αµ + gαλΦµ|βµ
}
+
1
2n(n+ 2)(n− 2)
{
γβλΦα|µ
µ − γαλΦβ|µµ
}
− n
2(n+ 2)(n− 2)
{
γβµΦα|
µ
λ − γαµΦβ|µλ
}
+
1
2(n+ 2)(n− 2)
{
γβλΦµ|α
µ − γαλΦµ|βµ + gαλγβµΦν|µν − gβλγαµΦν|µν
}
− 1
(n + 2)(n− 2)
{
γαβΦµ|
µ
λ + γβµΦλ|α
µ − γαµΦλ|βµ
}
− 1
n(n + 2)(n− 2)γαβΦλ|µ
µ,
where we have used the notation
Φα|βλ := ∇λ∇βΦα.
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This computation tells us, as a bonus, what the single (up to a constant multiple)
action of TFS2 carrying T to Zmust be. In particular, the single action of the Einstein
tensor is
(b(b)Φ)λαβ = − n
2 − 2n− 2
2(n+ 2)(n− 2) {Φαbβλ − Φβbαλ}
+
1
2(n+ 2)
{
γµλ(Φαbβ
µ − Φβbαµ)
−gβλΦµbαµ + gαλΦµbβµ
}
− n
2(n+ 2)(n− 2) {γβµΦαb
µ
λ − γαµΦβbµλ}
+
1
2(n+ 2)(n− 2)
{
γβλΦµbα
µ − γαλΦµbβµ
+gαλγβµΦνb
µν − gβλγαµΦνbµν
}
− 1
(n + 2)(n− 2) {γαβΦµb
µ
λ + γβµΦλbα
µ − γαµΦλbβµ} .
(6.33)
Direct computation, now keeping track of curvature terms, shows that
Proposition 14 A realization of the relation (6.2) corresponding to loop 4 is given
by
HZ GZ − GZ GY = 2
n− 2 b(b) +C(C),
where the action b(b) of the Einstein tensor is given by (6.33), and the action of the
Weyl tensor is(
C(C)Φ
)
λαβ
:=
1
6
γµν
(−ΦλCαβµν + Φ[αCβ]λµν)
+
1
3n(n+ 2)(n− 2)
(
γµλΦνCαβ
µν − γµ[αCβ]λµνΦν
)
−2n
3 − 4n2 − 7n+ 8
2n(n + 2)(n− 2) ΦµCαβ
µ
λ
+
2n2 − 9n− 6
6n(n+ 2)(n− 2) γµλΦνCαβ
νµ
+
4n2 − 6n− 15
3n(n+ 2)(n− 2) Φνγµ[αCβ]
µ
λ
ν
+
(n+ 3)(2n− 3)
3n(n+ 2)(n− 2) Φνγµ[βCα]
νµ
λ
+
5n+ 8
6n(n+ 2)(n− 2)
(
γµλν[βCα]
ρµν + γαβµνCλ
ρµν
)
Φρ
+
n2 − n− 8
2n(n+ 2)(n− 2) γµνΦρgλ[βCα]
ρµν .
Here square brackets denote antisymmetrization, and we have employed the fourth-
degree antisymmetric Clifford symbols
γαβλµ = γ[αγβγλγµ] .
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7 Overdetermined systems
Consider the following systems of differential equations on twistors ϕ:
G∗
T
GTϕ = τ
2ϕ, G∗
Y
GYϕ = 0, G
∗
Z
GZϕ = 0, (7.1)
G∗
T
GTϕ = τ
2ϕ, G∗
Σ
GΣϕ = 0, G
∗
Z
GZϕ = 0, (7.2)
where τ is a fixed but arbitrary smooth real function. By virtue of Lemma 1, each
of these systems is overdetermined. However, each has nontrivial solutions on the
sphere Sn, as we shall show presently. It is thus reasonable to ask whether a given
one of these systems characterizes the sphere, in the sense that no other manifold
supports solutions. If (7.1) or (7.2) fails to characterize the sphere, one might ask for
a classification of the manifolds that are capable of supporting a solution.
Lemma 15 Let n ≥ 4. If (7.1) holds for some smooth real function τ , then the
pointwise equation
1
2
{(
n− 7
4
)2
+ 15
16
}
C ⋄ ϕ+ (n− 3)n
n− 2 b · ϕ
+(n− 3)
{
n2τ 2 − (n− 2)(n+ 2)
4(n− 1) K
}
ϕ = 0
(7.3)
holds. In particular, if
STϕ = τϕ G∗YGYϕ = 0, G∗ZGZϕ = 0 (7.4)
then (7.3) holds. On a given manifold, the system (7.1) with τ constant can have a
nonzero solution ϕ only for finitely many values of τ .
Proof. The identity (7.3) is an immediate consequence of (5.22). It shows that the
possible values of τ 2 are bounded by a constant times maxx ‖Ropx ‖. But since G∗TGT
is strongly elliptic (Lemma 1), its eigenvalues τ 20 ≤ τ 21 ≤ · · · have Weyl asymptotics
τ 2j ∼ const · j2/n as j → ∞. Thus only finitely many τ 2j can satisfy the curvature
operator bound. 
8 Spectra on the sphere
Despite being badly overdetermined, the system (7.1) does have solutions, for a certain
constant τ 2, on the sphere Sn. By the branching rule and Frobenius reciprocity, the
Spin(n+ 1)-types of sections of T for n ≥ 5 odd have highest weight labels
αj,k,± =
(
3
2
+ j,
1
2
+ k,
1
2
, · · · , 1
2
,±1
2
)
,
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where j runs over the natural numbers, and k runs over {0, 1}. Each type occurs with
multiplicity one. By [7], Theorem 4.1,
N (G∗
Z
GZ) =
⊕
j=0
αj,k,± N (G∗YGY) =
⊕
k=0
αj,k,±
where we have abused notation slightly by writing the highest weight to represent
the Spin(n+ 1)-type which it labels. Each αj,k,± consists of eigensections of ST, and
thus of G∗
T
GT, since ST is Spin(n+1)-invariant: by Schur’s Lemma and the fact the
Spin(n + 1)-types occur with multiplicity one, ST must act on each Spin(n + 1) as
multiplication by a constant. Thus the Spin(n + 1)-types (3
2
, 1
2
, · · · , 1
2
,±1
2
) consist of
solutions of (7.1), and choosing just one of these two types, one gets solutions of (7.4).
When n is even, the section space of each (positive and negative) twistor bundle is a
(multiplicity one) direct sum of Spin(n+ 1)-modules with labels
αj,k =
(
3
2
+ j,
1
2
+ k,
1
2
, · · · , 1
2
)
,
where j runs over the natural numbers, and k runs over {0, 1}. Again, the solutions
of (7.1) are the summands with j = k = 0.
The spectra on the sphere of all the operators we study here, and in fact of any
operator of the form G∗λσuGλσu on any irreducible Spin(n)-bundle V(λ), are given in
[7], Theorems 4.1 and 5.1. (The first of these theorems gives the spectrum to within
an overall normalizing constant, and the second computes the normalizing constant.)
The branching rule and Frobenius reciprocity show that the Spin(n + 1) types α
occurring in the space of sections of V(λ) occur with multiplicity one, and are exactly
those satisfying the interlacing rule
α1 ≥ λ1 ≥ · · · ≥ λℓ ≥ |αℓ+1|, n odd,
α1 ≥ λ1 ≥ · · · ≥ αℓ ≥ |λℓ|, n even. (8.1)
For the operator G∗λσuGλσu , the eigenvalue on the α summand is
cλσu
L∏
a=1
(α˜2a − s2u) = c˜λσu
∏
a∈T (λ)
(α˜2a − s2u), (8.2)
where L = [(n+ 1)/2], su is the quantity defined in (5.7,5.8),
α˜a = αa +
n + 1− 2a
2
,
T (λ) is the set of all a in {1, . . . , L} for which α˜2a is allowed only one value by the
interlacing rule (8.1), and cλσu , c˜λσu are certain normalizing constants. Given λ and
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c˜λσu , one may compute cλσu , so it suffices to describe c˜λσu . Let t(λ) be the cardinality
of T (λ). By [7], Theorem 5.2,
c˜λσu =

(−1)t(λ)+1∏
1≤v≤N(λ), v 6=u(sv − su)
, N(λ) odd,
(−1)t(λ)+1
2
∏
1≤u≤N(λ), (σu)ℓ=0
(su +
1
2
)
, n even, λℓ = 0 6= λℓ−1, |(σu)ℓ| = 1,
(−1)t(λ)(su + 12)∏
1≤v≤N(λ), v 6=u(sv − su)
otherwise.
(A unified formula handling all cases is given in [7], Remark 5.6.)
In the present situation, let
sΣ =
n
2
, c˜Σ = − 1
n(n− 1) ,
sT = 0 , c˜T =
4
n(n + 2)(n− 2) ,
sY = −n− 2
2
, c˜Y =
n− 3
2(n− 1)(n− 2) ,
sZ = −n + 2
2
c˜Z = − 1
2(n + 2)
.
In odd dimensions, these describe the above constants corresponding to the gradient
targets Σ, T, Y, and Z in that order. In even dimensions, starting with the bundle
T± ∼=Spin(n) V
(
3
2
,
1
2
, . . . ,
1
2
,±1
2
)
,
we get the constants corresponding to the targets Σ± , T∓ , Y± , and Z± in that order.
As a consequence, we have the following spectra. On the Spin(n + 1)-type
α(j, k, ε) :=
(
3
2
+ j,
1
2
+ k,
1
2
, . . . ,
1
2
, ε
1
2
)
,
where j ∈ N, k ∈ {0, 1}, and
ε
{
∈ {−1, 1}, n odd,
= 1, n even,
the eigenvalues are:
operator eigenvalue
G∗
Σ
GΣ
(j + n+ 1)(j + 1)(1− k)
n
G∗
T
GT = (ST)2 4
n(n+ 2)(n− 2)
(
j +
n
2
+ 1
)2 (
k +
n
2
− 1
)2
G∗
Y
GY
(n− 3)(j + n)(j + 2)k
2(n− 2)
G∗
Z
GZ
j(j + n+ 2){2n− (n− 1)k}
2(n+ 2)
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Note that (8.2) gives formulas for the eigenvalues that are quadratic in k; but since
k2 = k, we may reduce them to linear-in-k expressions if we like. Note also that when
n is even, the section space of T+ contains one copy of the Spin(n+1)-type α(j, k, 1),
and the section space of T− also contains one copy.
The leading asymptotics in j as j → ∞ in the above list coincide with the arrays
(3.12) and (3.13), of eigenvalues of the leading symbols on arbitrary manifolds. This
is an example of a more general phenomenon explored in detail in [1].
In particular, the above eigenvalue list shows that
G∗
Σ
GΣ annihilates the k = 1 summands,
G∗
Y
GY annihilates the k = 0 summands,
G∗
Z
GZ annihilates the j = 0 summands.
(8.3)
In fact, (8.3) is predictable from the fact that the sections spaces of Σ, Y, Z do
not contain copies of α(j, 1, ε), α(j, 0, ε), α(0, k, ε) respectively; the operators GΣ,
GY, GZ, which are targeted in these bundles, must already annihilate the relevant
summands.
The summands α(0, 0, ε) in the Spin(n + 1)-decomposition of the Spin(n + 1)-finite
section space thus satisfy the system (7.1), with
τ 2 =
4
n(n+ 2)(n− 2)
(n
2
+ 1
)2 (n
2
− 1
)2
.
Similarly, the α(0, 1, ε) summands satisfy the system (7.2), with
τ 2 =
4
n(n+ 2)(n− 2)
(n
2
+ 1
)2 (n
2
)2
.
9 Interaction with sharp Kato estimates
Suppose we have a natural irreducible bundle V(λ), with gradients
Gu : V(λ)→ V(σu), u = 1, . . . , N(λ).
Partition {1, . . . , N(λ)} into two sets A and Ac, and suppose that ϕ is a smooth
section of V(λ) on a compact manifold M satisfying
Guϕ = 0, all u ∈ A. (9.1)
(We assume thatM has whatever structure necessary to support the bundles – SO(n)
or Spin(n).) Choose a BW formula
N(λ)∑
u=1
tuG
∗
uGu = Curv,
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where “Curv” is an action of the Riemann curvature on V(λ). Then∫
M
(Curvϕ, ϕ) =
∫
M
∑
u∈Ac tu(G
∗
uGuϕ, ϕ)
=
∫
M
∑
u∈Ac tu|Guϕ|2
≥ (minu∈Ac tu)
∫
M
N(λ)∑
u=1
|Guϕ|2︸ ︷︷ ︸
|∇ϕ|2
.
(9.2)
Associated to the set A is a sharp Kato constant kA [10, 15]. This is the best universal
constant with the (local) property
Guϕ = 0, all u ∈ A ⇒
∣∣∣d|ϕ|∣∣∣2 ≤ kA|∇ϕ|2 off {ϕx = 0}.
If the system (9.1) is injectively elliptic, then kA < 1; otherwise kA = 1. In fact, kA is
1− εA, where εA is the best ellipticity constant for
∑
u∈AG
∗
uGu:
σ2
(∑
u∈A
G∗uGu
)
(ξ) ≥ εA|ξ|2.
(See [10], Theorems 4 and 7.) Ellipticity constants like this can be computed from
arrays like (3.12) and (3.13). This and (9.2) give∫
M
(Curvϕ, ϕ) ≥ mA
kA
∫
M
∣∣∣d|ϕ|∣∣∣2, (9.3)
where
mA = min
u∈Ac
tu.
By a standard argument, the restriction “off {ϕx = 0}” disappears upon integration;
this depends on the fact that for any smooth section ϕ, the scalar quantity |ϕ| is a
distribution in the Sobolev space L21.
Now assume all integrals are taken with respect to normalizedmeasure. (The foregoing
statements about integrals are insensitive to normalization of the measure.) Consider
the orthogonal (Hodge) decomposition of |ϕ| as
|ϕ| = |ϕ|const + |ϕ|div,
where |ϕ|const is a constant function, and |ϕ|div is in the L2-span of the eigenfunctions
of the scalar Laplacian ∆ which have positive eigenvalues. If 0 = µ0 < µ1 ≤ · · · are
the eigenvalues of ∆, with corresponding orthonormal eigenfunctions ψj , and
|ϕ| =
∞∑
j=0
ajψj ,
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then ψ0 = 1 and
|ϕ|const =
∫
|ϕ| = ‖f‖1
is the L1 norm of ϕ in normalized measure. Integrating by parts on the right in (9.3),
we have ∫
M
(Curvϕ, ϕ) ≥ mA
kA
∫
M
|ϕ|div∆|ϕ|div
≥ µ1mA
kA
∫
M
|ϕ|2div
=
µ1mA
kA
∥∥∥|ϕ|div∥∥∥2
2
.
As a result, if we have an assumption
Curv ≤ CIdV(λ)
in the sense of endomorphisms, then we may conclude that∥∥∥|ϕ|div∥∥∥2
2
≤ kAC
µ1mA
‖ϕ‖22.
Note that this estimate is scale invariant (as it must be): if the metric g is rescaled
to A2g, where A is a positive constant, then both C and µ1 scale by factors of A
−2,
while the other constants remain fixed. Thus the part of |ϕ| which is orthogonal to
the constants cannot be too large; in this sense, |ϕ| is approximately constant.
Since ∥∥∥|ϕ|div∥∥∥2
2
=
∥∥∥ϕ∥∥∥2
2
−
∥∥∥|ϕ|const∥∥∥2
2
,
we could also write this as∥∥∥|ϕ|const∥∥∥2
2
≥
(
1− kAC
µ1mA
)
‖ϕ‖22.
Since |ϕconst| = ‖ϕ‖1, this relates the L2 and L1 norms of ϕ:
‖ϕ‖21 ≥
(
1− kAC
µ1mA
)
‖ϕ‖22.
In general, for any section, since the measure has been normalized, ‖ϕ‖1 ≤ ‖ϕ‖2 (by
the convexity of x 7→ x2), so we have(
1− kAC
µ1mA
)
‖ϕ‖22 ≤ ‖ϕ‖21 ≤ ‖ϕ‖22. (9.4)
This is a statment of the approximate constancy of |ϕ|, which becomes stronger as
C gets smaller. (If C ≤ 0, |ϕ| must be constant; in fact (9.2) implies the stronger
statement that ϕ is parallel.) The use of the improved Kato inequality (resulting in
the appearance above of kA
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a choice of BW formulas (i.e., if N(λ) ≥ 4), then the interplay between m and C can
be somewhat complicated.
If there is a self-gradient and its index u0 lies in A, we may replace the condition
Gu0ϕ = 0 with the eigensection equation Dselfϕ = ηϕ (see below for definitions)
without disturbing the improved Kato inequality. Recall that for a self-gradient, we
need a summand of T ∗M ⊗ V(λ) to be isomorphic to V(λ) itself; that is, there must
be a bundle map in
0 6= ζ ∈ HomH(V, T ∗M ⊗ V).
This results in a natural first-order differential operator on the original realization of
V, namely
Dself := −ζ∗ ◦ ∇ = −ζ∗ ◦ Proj[V] ◦ ∇ = −ζ∗ ◦Gs ; (9.5)
this is the self-gradient. Since the difference between two Spin(n)-connections on V
is an element of HomSpin(n)(V, T
∗M ⊗ V), we also have the family of modified H-
connections
∇˜ := ∇+ aζ, a ∈ R.
In the spinor case, these are known as Friedrich connections. Using ∇˜ instead of ∇
in the formula (9.5) for the self-gradient results in
D˜ = D − aζ∗ζ.
Though V need not have a distinguished real form, there is a distinguished real form
of V ⊗ V∗ ∼= End(V ), namely the self-adjoint endomorphisms. Since T ∗M has a
distinguished real form, it makes sense to demand that ζ be imaginary; this is what is
required to make the self-gradient D formally self-adjoint. For example, in the spinor
case, we construct the Clifford multiplication γ so that each γ(ξ) is skew-adjoint, with
the result that the Dirac operator is formally self-adjoint. This fixes the normalization
of ζ up to a constant factor in R∗. If Gs is the gradient valued in the summand of
T ∗M ⊗ V which is H-isomorphic to V, then the requirement that
D2 = G∗sGs (9.6)
fixes the normalization of ζ up to a factor of ±1. This is in fact the best one can do;
see [9]. For example, replacing γ by −γ has no effect on spinor theory. Ultimately,
all these ambiguities are rooted in the fact that
√−1 7→ −√−1 is an automorphism
of C.
By (9.6) and (9.5),
G∗sζζ
∗Gs = G
∗
sGs ,
so ζζ∗, being an H-map on T ∗M ⊗ V, is the projection on the V(λ)-isomorphic
summand, and ζ∗ζ is the identity on V.
Choosing ζ to be imaginary also has the effect of making the natural metrics on
V(λ) and T ∗M ⊗ V(λ) compatible with the modified connections ∇˜; that is, ∇˜h = 0
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whenever h is one of these metrics. As noted in [15], the sharp Kato constants remain
unchanged upon passage from∇ to a new compatible connection. (One can also easily
observe this by examining the argument of [10].)
In the case of twistors, the resulting statements build on, for example, Theorems 8
and 9, giving a weaker conclusion under a relaxed assumption. There are clearly
many results along these lines that could be stated; lacking an immediate application,
we shall content ourselves here with just a few. Using data from [10] or computing
directly from (3.12) and (3.13) to get Kato constants, we have the following relatives
of Theorem 8 and Proposition 10:
Theorem 16 Let Q be the maximum eigenvalue over M of the curvature operator
on Λ2. With normalized measure, for a section ϕ of T with GZϕ = 0,(
1− n(n+ 1)(n+ 7)Q
8(n+ 2)µ1
)
‖ϕ‖22 ≤ ‖ϕ‖12 ≤ ‖ϕ‖22.
Proof. This is the basic estimate (9.4), based on the BW formula of (5.9). by (5.15),
mA = 1/2, and by (3.13), kA = (n+1)/(2(n+2)). By (5.15) and (5.18), the quantity
C in (9.4) may be taken to be n(n + 7)Q/8. 
Theorem 17 Let n = 8, and let B, B be the minimum and maximum eigenvalues
of the trace-free Ricci tensor b over M . For an eigensection of the Rarita-Schwinger
operator with GZϕ = 0, (
1− 7B
18µ1
)
‖ϕ‖22 ≤ ‖ϕ‖12 ≤ ‖ϕ‖22.
For an eigensection of the Rarita-Schwinger operator with GΣϕ = 0, GYϕ = 0,(
1 +
2B
5µ1
)
‖ϕ‖22 ≤ ‖ϕ‖12 ≤ ‖ϕ‖22.
Proof. Both assertions are based on the BW formula (5.21). For the first statement,
we may take mA = 3, C = 2B (by (5.5)), and kA = 7/12 (by (3.12) and (3.13)). For
the second statement, we may take mA = 1, C = −2B, and kA = 1/5. 
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