Abstract. We define subfactors of the form (B 0 ⊗ P ) G ⊂ (B 1 ⊗ P ) G , where G is a compact quantum group acting on a Markov inclusion of finite dimensional algebras B 0 ⊂ B 1 and acting minimally on a II 1 factor P . Their Jones towers and their higher relative commutants can be computed by using extensions of Wassermann's techniques. These subfactors generalise the group-subgroup subfactors, the diagonal subfactors, the subfactors associated to a projective representation of a compact group, and the ones coming from crossed products by finite quantum groups. To any complex Hadamard matrix w we associate a quantum group G which acts ergodically on C n , and we prove that the subfactor associated to w is of the form
Introduction
A complex Hadamard matrix is a unitary w ∈ M n (C) all whose entries are of modulus n −1/2 . The simplest example is given by w ij = n −1/2 ε ij , where ε is a primitive n-th root of unity. In general, a complex Hadamard matrix is a quite complicated combinatorial object (see e.g. [H] and the references in there).
There is a simple connection with operator algebras, which was found by Popa in [P1] : if ∆ ⊂ M n denotes the algebra of diagonal matrices then a unitary w ∈ M n is a complex Hadamard matrix if and only if ∆ is orthogonal to w∆w * with respect to the trace of M n . This condition could also be interpreted as saying that the following diagram is a commuting square in the sense of subfactor theory:
As expected, the subfactor associated to 2 w has a non-trivial combinatorics. It is not clear a priori how it should fit into some general theory. One answer comes from Jones' planar diagrams: the standard invariant of the subfactor associated to 2 w has a quite simple diagrammatic interpretation (see [JS] ).
In this paper we define and study a certain class of subfactors, which is big enough as to include the ones associated to complex Hadamard matrices. This construction unifies also another four (well-understood) important constructions of subfactors. The quantum groups associated to complex Hadamard matrices are, as expected, quite exotic: they have the property that they act ergodically on n points.
The paper is organised as follows. §1. The main data of our construction is a compact quantum group. We will restrict attention to the ones satisfying the so-called Kac algebra property (κ 2 = id): the square of the antipode of the Hopf algebra representing the quantum group is the identity. We recall that such quantum groups are very general objects, including all compact groups, all duals of discrete groups, all finite quantum groups (where "finite" is in the sense of Hopf C * -algebras); some other large classes of examples may be found in the recent literature. We mention that the assumption (κ 2 = id) (which is necessary for the present von Neumann algebra considerations) seems to be quite mild in the context of subfactor constructions (cf. Th. 6.2 in [B2] ; see also the Prop. 2.1 in [B3] ). §1 contains some standard facts on the actions of such quantum groups (= coactions of compact type Kac algebras) on finite von Neumann algebras: their spectral decomposition, their propagation in Jones towers, their relation with unitary representations, and the tensorisation of an action with an inner action.
§2. We extend to quantum groups the results of Wassermann from [W1] , [W2] on unitary eigenmatrices and semidual actions which lead to the construction of subfactors. These include the Isomorphism Lemma, the construction of unitary eigenmatrices using a version of Connes' 2 × 2 matrix trick, and the semiduality of minimal actions. By applying the Isomorphism Lemma to a semidual action G → Aut(P ) we get a PimsnerPopa basis for the inclusion P G ⊂ P , and we deduce from this a first generalisation of the Invariance Principle. We also show that two related results of Wassermann -the duality of minimal actions, and the minimality of product type actions -do not extend to all compact quantum groups.
§3. For compact groups, the construction of subfactors goes as follows. Let B 0 ⊂ B 1 be a Markov inclusion of finite dimensional algebras, G ⊂ Aut(B 1 ) be a compact group of automorphisms leaving the trace and B 0 invariant and acting ergodically on the centers of B 0 and B 1 , and P be a II 1 factor on which G acts minimally. One can show (using the results from [W1] , [W2] which were extended to quantum groups in §2) that the Jones tower of the subfactor (B 0 ⊗ P ) G ⊂ (B 1 ⊗ P ) G is {(B i ⊗ P ) G } i≥2 , where {B i } i≥2 is the Jones tower for B 0 ⊂ B 1 , and that the lattice of higher relative commutants is {(B ′ i ∩ B j ) G } i≤j . We will extend this result. There is an obvious obstruction: the tensor product of two actions of compact quantum groups makes no sense in general. The point is that there exists a reasonable definition for the fixed point algebra of the (non-existing) tensor product. There are also some other less important algebraic problems -actions do not leave fixed commutants of fixed algebras, nor the centers etc. -but a (quite technical) result extending the above one can be stated (Th. 3.2 below).
The subfactors (B 0 ⊗ P ) G ⊂ (B 1 ⊗ P ) G will be called "fixed point subfactors". §4. In this section we show that our construction unifies four important constructions of subfactors. Each of these particular cases has its own philosophy, and part of it extends to the fixed point subfactors. First, when G is a compact group we may obtain the subfactors P G ⊂ (M n ⊗ P )
The computations of Jones towers and of higher relative commutants of these subfactors were shown by Wassermann [W2] to be very simple consequences of the Invariance Principle "the tower for the fixed points is the fixed points for the original tower". Quite the same applies to arbitrary fixed point subfactors. Secondly, when G = Γ is a dual of a discrete group we may obtain the diagonal subfactor (Q ⊂ M n (Q)) ≃ P Γ ⊂ (M n ⊗ P ) Γ where P = Q⋊Γ. By Popa's work [P2] , [P3] the relation between most of the analytical (and also combinatorial) properties of subfactors and of their standard invariants is best understood for these subfactors. By [B2] quite the same happens for any fixed point subfactor of the form P G ⊂ (M n ⊗P ) G : for instance its principal graph may be thought as a Cayley-type graph for G, and a Kesten type result makes the connection between the notions of amenability for G and for the subfactor. Finally, when G is a finite quantum group we may obtain the subfactor
Following Ocneanu, any subfactor may be thought as being of the above form, with G replaced by a "paragroup". When the subfactor is irreducible of depth two the paragroup is a finite quantum group G, the subfactor is isomorphic to the above one, and its combinatorics is related to the combinatorics of the left regular representation G ֒→ L(l 2 (G)). Any fixed point subfactor may be viewed in a similar way: our data (G, G ֒→ L(l 2 (B 1 ))) may be thought as generalising Ocneanu's data (G, G ֒→ L(l 2 (G))). §5. We associate to any complex Hadamard matrix w a compact quantum group G which acts ergodically on C n . We use Jones' idea of interpreting the commuting square 2 w as a "spin model", and the fact that one can pass from spin models to vertex models, via two basic constructions. The quantum group G will be nothing but the quantum group associated to the vertex model [B3] . For proving that it acts on C n , we will show that C(G) is a quotient of Wang's universal algebra A aut (X n ) ( [Wn] ).
We mention that this section is independent from the previous ones, and that no reference to von Neumann algebras is made.
§6. We show that the subfactor associated to 2 w is of the form P G ⊂ (C n ⊗ P ) G . This will be done in two steps: we will show that the subfactor associated to the vertex model is of the form P G ⊂ (M n ⊗ P ) G (this result was predicted by [B3] ), and then we will come back to the spin model, by "cutting in the middle" all the structures.
A few words on hyperfiniteness. By [U] any compact quantum group satisfying (κ 2 = id) has a minimal action on some II 1 factor P (in fact the converse also holds, see the Th. 8.5 in [E2] ). Thus our construction of subfactors makes sense for all compact quantum groups we consider. Note that the resulting Popa systems do not depend on P . We would like to mention that by unpublished results of Ocneanu the present subfactors may be chosen to be hyperfinite, and together with [B1] this would give an example of such a subfactor having index n 2 and principal graph A ∞ , for every n ≥ 3. More generally, together with [B2] this would imply that the conjecture on the hereditarity of Popa systems coming from hyperfinite subfactors ([P4] , Remark 3.4) holds for the Popa system having index n 2 and principal graph A ∞ , and for all its subsystems (see the section 4 below).
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Coactions on finite von Neumann algebras
A compact quantum group is an abstract object which may be described by a multiplicative unitary or by three Hopf algebras, which lie in different categories: a * -algebra A, a C * -algebra A, and a von Neumann algebra A (recall that we restrict attention to the case (κ 2 = id)). There are also similar objects describing the dual discrete quantum group.
When dealing with a compact group it is oftenly the case that one uses at the same time continuous, L ∞ etc. functions on it. In this paper we will use many of the above-mentioned objects associated to the quantum group. We begin by recalling Woronowicz' formalism of the algebras A and A, and we refer the reader to the fundamental paper [Wo] . For compact matrix quantum groups satisfying the condition (κ 2 = id) the axioms are as follows (cf. [Wo] , Def.1.1).
Definition 1.1. We consider pairs (A, v) consisting of a unital C * -algebra A and a unitary matrix v ∈ M n (A) subject to the following conditions:
(1) the entries of v generate a dense * -subalgebra of A.
ji . There are two motivations for starting with these axioms: -The subfactors we will construct depend only on the image of the quantum group by the corresponding representation on l 2 (B 1 ), which may be assumed to be faithful. In fact the data needed in the constructions of subfactors of Wassermann, Popa, Ocneanu that we will extend is always a compact matrix quantum group (see the Introduction).
-We will use quantum groups from [B3] and [Wn] . The fact that the objects defined in there are compact quantum groups relies on the form of the above axioms for A: it is not clear a priori why their associated Hopf * -algebras A should be cosemisimple, nor why their associated Hopf-von Neumann algebras A should have a Haar measure.
In the Def. 1.1 ⊗ min is the minimal tensor product. The other tensor products (of von Neumann algebras, of * -algebras, of C-linear spaces) will be denoted ⊗.
Let A be the dense * -subalgebra of A generated by the entries of v. It has a canonical structure of involutive Hopf C-algebra, with the restriction of δ as comultiplication, with counit defined by ε : v ij → δ i,j and with the restriction of κ as antipode. A finite dimensional unitary corepresentation of A is a unitary u ∈ L(H) ⊗ A satisfying (id ⊗ δ)u = u 12 u 13 , where H is some finite dimensional Hilbert space. We use the notations u, χ(u), u ⊗ w, Hom(u, w) for the contragradient, the character, the tensor product, respectively the intertwiners (see [Wo] ). We will use many times the following simple fact: the complex conjugate of a unitary corepresentation is a unitary corepresentation (this follows from κ 2 = id). The compacity of the quantum group represented by (A, v) will be read via the PeterWeyl type theory developed by Woronowicz in [Wo] . For our purposes, it is convenient to use it via the orthogonal basis of coefficients of irreducible representations. Let h ∈ A * be the Haar measure, which is faithful on A [Wo] and consider the Hilbert space l 2 (A). The canonical inclusion A ⊂ l 2 (A) will be denoted by a → a, so that the scalar product on l 2 (A) is < a, b >= h(b * a). We will make an intensive use (oftenly without mentioning it) of the following fundamental result: Theorem 1.1 ( [Wo] ). Let Irr(A) be a complete system of non-equivalent irreducible unitary corepresentations of A, each of them acting on some C k . For any u ∈ Irr(A) let u = e ij ⊗ u ij , where e ij : e j → e i are the canonical matrix units of the space where u acts. Then the set
is an orthonormal basis of the Hilbert space l 2 (A). Moreover
and also χ(u) = u ii and u = e ij ⊗ u * ij for any u ∈ Irr(A). Consider the left regular representation A ⊂ B(l 2 (A)). We define A to be the von Neumann algebra generated by the image of A. Then the comultiplication and the Haar measure of A extend to normal maps δ : A → A⊗A and h ∈ A * and make it into a Kac algebra (see e.g. [EV] ). This construction allows one to define (equivariant) coactions of (A, v) on (finite) von Neumann algebras. From now on all the von Neumann algebras we consider (including the finite dimensional ones) are finite, and their given faithful normal unital traces are usually denoted tr. The given trace of A is the Haar measure h. The given trace of C n is the one having all weights 1/n. Definition 1.2. A coaction of A on a finite von Neumann algebra (P, tr) is an injective morphism of von Neumann algebras α : P → P ⊗ A satisfying
Its fixed point algebra is
In the rest of this section we recall some well-known facts on coactions.
(iii) For any finite dimensional unitary corepresentation u of A define a map E u :
Then {E u } u∈Irr(A) are orthogonal projections with respect to the trace of P , their images P u = Im(E u ) are in P, and P decomposes as a direct sum
Proof. (i) Let P be represented on a Hilbert space H. For any u ∈ Irr(A) we define P u ∈ B(l 2 (A)) by w ij → δ w,u w ij for any w ∈ Irr(A) and a map
. By the Th. 1.1 we have
and it is easy to get (first by checking them for T = p ⊗ w ij , then by linearity and ultraweak continuity) the formulas
for any ξ, η ∈ H, a, b ∈ A and T ∈ P ⊗ A. By using these formulas and the fact that {P u } u∈Irr(A) is a partition of the unity in B(l 2 (A)) we get that
ultraweakly. Now let p ∈ P be arbitrary. By using the coassociativity of δ we get
for any u ∈ Irr(A). On the other hand from the definition of F u we get that Im(
Together with the above convergence formula applied to T = α(p) this shows that α(p) ∈ α(P) w , and it follows that P = P w .
(ii-v) We get from definitions that E u (p) is equal to
The formula for α(p u ij ) follows from the coassociativity of α:
The formula for tr(p) follows from (tr ⊗ id)α(p) = tr(p)1. From the formula for α(p u ij ) we get that α(P) ⊂ P ⊗ A. By applying 1 ⊗ ε to (α |P ⊗ id)α |P = (id ⊗ α)α |P we get that (α |P ⊗ ε)α |P = α |P , and as α |P is injective it follows that α |P is counital. This completes the proof of (ii) and also proves the remaining formula for p in (v). Now by (i) we may restrict attention to the elements of P, and (iii,iv) follow easily from (v).
(ii) If α : P → P ⊗ A is another coaction then
is a coaction. It leaves L(H) ⊗ 1 invariant, and the restriction is β u ⊗ ι. At the level of fixed points it is compatible with both β u and α as follows
If α leaves invariant Q ⊂ P , and we denote by γ : Q → Q ⊗ A the restriction, then β u ⊗ α leaves invariant L(H) ⊗ Q, and the restriction is β u ⊗ γ.
Proof. (i) is a particular case (α = ι, the trivial coaction on C) of (ii). The coassociativity of β u ⊗ α is clear -for any x ∈ L(H) ⊗ P we have:
As κ 2 = id we get that the complex conjugate u is unitary. If e 1 , ..., e n is a basis of H then
for any i, j, p. Thus the trace is β u ⊗ α-equivariant, so β u ⊗ α is a coaction as claimed. We have
The remaining assertions in (ii) are particular cases (γ = ι) of (iii). For proving (iii), let m ∈ L(H) and q ∈ Q. Then
We will use the notions of λ-Markov inclusion and non-degenerate commuting square. See [J1] and the first section in [P3] . 
) via the left regular representation then β u β leaves invariant B, and the restriction is β.
(iii) The following diagram is a non-degenerate commuting square
Proof. (i) The assertion on Im(β) follows from the Th. 1.2 (i). The Th. 1.2 (ii) shows that β may be viewed as a coaction of A on B, so the element u β is by definition (or, equivalently, by the explicit formula in the statement) the corepresentation corresponding to the underlying A-comodule structure on the C-linear space B. The fact that u β is a corepresentation can be also checked directely -we have
for any i and k. We prove now that u β is unitary. By the Def. 1.2 we get
for any i, k, and it follows that u t β u β = 1. But from κ 2 = id we know that the complex conjugate of a unitary corepresentation is a unitary corepresentation, so u β follows unitary.
(ii) We have to prove that u β (x ⊗ 1)u * β = β(x) for any x ∈ B. By taking a basis {b i } of B we want to prove that
for any i. By applying < . b l , b k > ⊗id we want to prove that
(iii) In this statement the trace of B ⊗ A is of course the canonical trace tr ⊗ h; the formula (tr ⊗ id)β = tr(.)1 A in the Def. 1.2 shows that the inclusion β on the right commutes with the traces. The commuting square condition is exactly this formula, so it remains to check the non-degeneracy. For, we take a basis {b i } and we define u as in (ii). Then for any k and any a ∈ A we have Proof. For simplicity we write β instead of β 0 and β 1 . Let E : B 1 → B 0 be the expectation, which satisfies tr(E(b)c) = tr(bc) for any b ∈ B 1 and c ∈ B 0 . Together
for any b ∈ B 1 , c ∈ B 0 and a ∈ A. As sp Im(
It follows that the equality (E ⊗ id)β = βE holds on B 1 ("the expectation is equivariant"). Consider now the diagram
which commutes, as β 0 is the restriction of β 1 . The equivariance of E may be interpreted as saying that the square on the right is a commuting square. Together with the Prop. 1.2 (iii) applied to β 0 and β 1 and with the Cor. 1.1.5 in [P3] this shows that the square on the right is a non-degenerate commuting square, and the map β 2 as in the statement may be constructed by performing a basic construction to it. Its coassociativity is clear. Let tr be the Markov trace on B 2 . If b ∈ B 1 is an arbitrary element then
Remarks. (i) From (E ⊗ id)β = βE and from the fact that e is implemented by E we see that β u β 1 leaves invariant e, and together with the Prop. 1.2 (ii) this shows that β 2 may be defined alternatively as being the restriction to B 2 ⊂ L(l 2 (B 1 )) of β u β 1 . In fact there are many ways of constructing β 2 ; we have used commuting squares because they will appear later on in some more abstract settings.
(ii) The same statement is valid for an arbitrary Markov inclusion of finite von Neumann algebras B 0 ⊂ B 1 , provided that the coactions β 0 and β 1 satisfy the nondegeneracy assumption in the Prop. 1.2 (iii) (same proof). The canonical coaction δ on A is clearly semidual -each u ∈ Irr(A) is a unitary eigenmatrix for itself. It follows that any coaction which contains equivariantly a copy of A (such a coaction is said to be dual) is semidual. The dual coactions in the sense of [E1] are dual.
Unitary eigenmatrices, semidual coactions
For examples and properties of unitary eigenmatrices and semidual actions of compact groups see [W1] . Note that if A = C * (Γ) with Γ discrete group then Irr(A) = {u g } g∈Γ where g → u g is the universal representation (see [Wo] ), so a unitary eigenmatrix for some
Lemma 2.1. Let α : P → P ⊗ A be a coaction and u ∈ Irr(A), u ∈ M n (A).
(i) The map T r ⊗ id : M n ⊗ P → P restricts to an isomorphism from the space of u-eigenmatrices to P u . Its inverse is the restriction to P u of the map
We follow the proof of the Isomorphism Lemma from [W1] . Let p ∈ P u and write α(p) = ij p ij ⊗ u ij . We have
By using the formulas (v) in the Th. 1.2 we get on one hand that (T r ⊗ id)Ψ(p) = p, and on the other hand, that
so that Ψ(p) is a u-eigenmatrix. Also from the Def. 2.1 we get that if M is a ueigenmatrix then (T r ⊗ id)M ∈ P u , and this finishes the proof of (i). For (ii), we have that NM is a u-eigenmatrix iff (id ⊗ α)(NM) = N 12 M 12 u 13 . By replacing (id ⊗ α)M with M 12 u 13 and by multiplying to the right with u * 13 M * 12 we get (ii). If N ⊂ M is an inclusion of finite von Neumann algebras, and E : M → N is the expectation, any subset {ξ i } of M such that E(ξ * i ξ j ) = δ i,j 1 N for any i, j, and such that M = sp w {ξ i }N will be called a Pimsner-Popa basis for N ⊂ M. The next result should be thought as extending its particular case for P = A and for the (dual) coaction α = δ, where the basis we construct corresponds to Woronowicz' basis for l 2 (A).
Theorem 2.1. Let α : P → P ⊗ A be a semidual coaction, and choose for each u ∈ Irr(A) a unitary eigenmatrix M(u). Then the set
Proof. We prove firstly the orthogonality. Recall that P α = P 1 , so the expectation P → P α is the map E 1 from the Th. 1.2 (iii). We get that
for any w, u, i, j, k, l. We have h(w aj u * bl ) = dim(w) −1 δ w,u δ a,b δ j,l so the sum becomes
as desired. The generating property P = sp w {M(u) * ij }P α is clear from the equality P = sp w ⊕ u P u (cf. Th. 1.2 (i,iii)) and from the Lemma 2.1 (i,ii). Remark. This extends the Invariance Principle [W2] (in the finite case) but, quite surprisingly, does not lead to any interesting extension of the constructions of subfactors based on the invariance principle [W2] . The Th. 2.1, as well as the key Lemma 2.2 below, will be of use in the next section.
Proof. Consider the commutative diagram
As α 0 is semidual, all α i are semidual, and all vertical inclusions have a common Pimsner-Popa basis by the Th. 2.1. It follows that this is a sequence of non-degenerate commuting squares, and as the Jones projections live in the lower line, the assertion on basic constructions follows from the Lemma below. Proof. Let E D C be the expectation onto C. We have to prove that the subalgebra, say C ′ , of D generated by B and e is C. The inclusion C ′ ⊂ C is clear. For the converse, we have E = sp w F B = sp w BF by non-degeneracy and D = sp w EeE by the basic construction so that
Lemma 2.2. Consider two non-degenerate commuting squares of finite von Neumann algebras
As explained in [W1] , the unitary eigenmatrices have a cohomological interpretation, and may be constructed by using an adaptation of Connes' 2 × 2 matrix trick.
Theorem 2.2. Let α : P → P ⊗ A be a coaction and u ∈ M n ⊗ A be unitary corepresentation. Consider the unitary corepresentation
Proof. The coaction β u + ⊗ α leaves M 2 ⊗ M n ⊗ 1 invariant and the restriction is
It follows that X u contains the two matrices 1 0 0 0 and 0 0 0 1 , hence an element
and this is equivalent to (id ⊗ α)m = m 12 u 13 .
if it is faithful in the following sense:
Theorem 2.3. The minimal coactions are semidual.
Proof.
Step I. We prove that if u ∈ Irr(A) is such that P u = {0}, then u has a unitary eigenmatrix. By the Th. 2.2 it is enough to prove that the corresponding fixed point algebra X u is a factor. Let x ∈ Z(X u ). We have 1 ⊗ 1 ⊗ P α ⊂ X, and from the irreducibility of P α ⊂ P we get that x ∈ M 2 ⊗ M n ⊗ 1. On the other hand from the formula of the restriction of β u + ⊗ α to M 2 ⊗ M n ⊗ 1 we get that
As u is irreducible, it follows that x is of the form x = y 0 0 λI ⊗ 1 with y ∈ M n and λ ∈ C. On the other hand the assumption P u = {0}, together with the Lemma 2.1, shows that there exists a nonzero u-eigenmatrix, say m. By the Def. 2.1 we have α(m ij ) = k m ik ⊗ u kj for any i, j. Choose a non-zero line l (= u-eigenvector) of m and let m i be the matrix having the i-th line equal to l and zero elsewhere. Then m i is a u-eigenmatrix for any i, and this implies that 0 m Step II. Let K be the set of finite dimensional unitary corepresentations of A which have unitary eigenmatrices. Then: -K is stable by tensor products: if M (resp. N) is a unitary u-(resp. w-) eigenmatrix, then M 13 N 23 is a unitary u ⊗ w-eigenmatrix.
-K is stable by sums: if M i are unitary u i -eigenmatrices then diag(M i ) is a unitary eigenmatrix for ⊕u i .
-K is stable by substractions: if M is an eigenmatrix for ⊕ i=n i=1 u i then we get from the Def. 2.1 that the first dim(u 1 ) columns of M are formed by elements of P u 1 , the next dim(u 2 ) columns of M are formed by elements of P u 2 etc. Now if M is unitary, it is in particular invertible, so all P u i 's are different from {0} and we may conclude by using Step I.
-K is stable by complex conjugation: first, by the above results we may restrict attention to irreducible corepresentations. Now if u ∈ Irr(A) has a nonzero eigenmatrix M then M is an eigenmatrix for u. By the Lemma 2.1 we get that P u = {0}, and we may conclude by using Step I.
These properties of K and the Step I show that if A ′ ⊂ A is the * -subalgebra generated by the coefficients of the u ∈ Irr(A) with P u = {0} then any corepresentation of A ′ is in K. Together with the faithfulness assumption in the Def. 2.2, this shows that
It was proved by Wassermann that the minimal actions of the compact groups are dual, and that the product type actions of the compact groups are minimal. We will show now that these two results do not extend to arbitrary compact quantum groups. The three counterexamples below have only theoretical interest, and the details are left to the reader.
(i) A minimal coaction which is not dual. Let Γ be a discrete group and α : P → P ⊗ L(Γ) be a minimal coaction. It is easy to see that g → ε(ad(M) |P α ), where M is an arbitrary unitary u g -eigenmatrix, and ε : Aut → Out is the projection, defines a faithful kernel θ : Γ → Out(P α ), whose obstruction in H 3 (Γ, T) vanishes. We have P = P α ⋊ θ Γ, where the crossed product is in the sense of [C] . Conversely, by [C] , any such crossed product arises this way.
If θ : Γ → Out(Q) are as in [CJ] then the canonical coaction of Γ on Q ⋊ θ Γ is minimal, but it is not dual. Indeed, by [CJ] θ has no lifting. But for a dual coaction the Γ-kernel has to lift -just choose for each g the u g -eigenmatrix u g coming from the copy of L(Γ).
(ii) A product type coaction whose fixed point algebra is not a factor. A product type coaction may be defined for any pair (A, v) as in the Def. 2.1, as being the coaction β v⊗v⊗v⊗v⊗... on the hyperfinite factor R = M n ⊗ M n ⊗ M n ⊗ ...
w (see e.g. the section 6 below for details). If Γ =< g 1 , .., g n > is a finitely generated discrete group then the fixed point algebra of the product type coaction associated to the fundamental corepresentation v = diag(u g 1 , . .., u gn ) of A = C * (Γ) is a factor if and only if Γ is strongly amenable in the sense of [P2] . Indeed, this fixed point algebra is, via some canonical identifications, the ambient algebra of the core of the associated diagonal subfactor, so this is just a traduction of a result from [P2] .
(iii) A product type coaction whose fixed point algebra is a factor, but which is not minimal. Let n ≥ 3 and consider the product type coaction associated to A o (n) (or to A u (n)). By [B1] its fixed point algebra is generated by the sequence of Jones projections of index n 2 , so it is a factor. This shows also that the argument in the end of [J1] which shows that the minimality of the product type action associated to SU(2) implies the irreducibility of Jones' subfactor of index 4 applies also to A o (n) and A u (n) and shows that the minimality would imply that Jones' subfactor of index n 2 is irreducible; and this is wrong by [J1] . Note that this is a counterexample to the general principle that "every result which holds for all compact groups and for all duals of discrete groups should extend to all compact quantum groups (satisfying (κ 2 = id))". We mention also that the minimal coactions of A o (n) and A u (n) are of interest, because they give rise to subfactors having index n 2 and principal graph A ∞ (cf. [B1] and the Th. 4.2 below).
We end with a technical result which will be used later on for detecting minimal coactions.
Proposition 2.1. A semidual coaction α : P → P ⊗ A is minimal if and only if
for any m and any unitary corepresentation w ∈ M m (A).
Proof. The "only if" part is clear: by minimality the relative commutant in the statement is (M m ⊗ 1) ∩ (M m ⊗ P ) βw⊗α = End(w) ⊗ 1 (cf. Prop. 1.1). Let us prove the converse.
Step I. We prove that an element p ∈ P commutes with P α if and only if all its spectral projections commute with P α . The "if" part is clear. Conversely, for any x ∈ P α we have α(xp) = α(px), so α(p) commutes with x⊗1. Thus for any u ∈ Irr(A) we have
Step II. The faithfulness of α is clear from its semiduality and from the Lemma 2.1. Assume that α is not minimal and choose a non-scalar element q ∈ (P α ) ′ ∩ P . By the Step I all its spectral projections commute with P α . The condition in the statement gives for m = 1 and w = 1 that P α is a factor, so the spectral projection E 1 (q) is a scalar. Thus there exists a non-trivial irreducible corepresentation, say u ∈ M n (A), and a nonzero element p ∈ (P α ) ′ ∩P u . Let us denote α(p) = p ij ⊗u ij . By the Th. 1.2 (v) we get α(p ij ) = k p kj ⊗ u ki . This means that each column of (p ij ) ij is a u-eigenvetor, so the transpose (p ji ) ij is a (nonzero) u-eigenmatrix. Thus the element 0 (p ji ) ij 0 0 is in the algebra X u from the Th. 2.2. On the other hand, as α(p) commutes with P α ⊗ 1 (cf. the proof of the Step I), we have that p ij ∈ (P α ) ′ ∩ P u for any i, j, so K is in the commutant (P α ) ′ ∩ X u . The condition in the statement gives for w = u + the desired contradiction: 
The left regular representation of B will be thought as an inclusion B ⊂ L(l 2 (B)). 
is a commuting square.
(
ii) The conditional expectation for the inclusion on the left is
where 
Let E be the conditional expectation for the inclusion on the right
(cf. Th. 1.2 (iii)). We have to prove that E(λ(B) ⊗ P ) ⊂ λ(B) ⊗ P , and this will be a consequence of the following explicit formula
for any x and p ∈ P (which is precisely the one given in (ii)). By applying id ⊗ f with f ∈ P * arbitrary, we want to prove that
(where ξ = (f ⊗ id)α(p)). The left term is ijkl e ij λ(b x )e kl h(ξu * lk u ij ), so the above formula is obtained from the one below by applying id ⊗ h(ξ.)
By applying < . b l , b i > ⊗id with i, l arbitrary we want to prove that
But we know that β is a * -morphism, and by developing in B o ⊗ A the formula
By applying the multiplicative antilinear map * (o ⊗κ) to this formula we get as desired
iii) The formula (ii) for the conditional expectation shows that its restriction to 1 ⊗ P is the identity tensor the expectation P → P α , so the orthogonality follows from the Th. 2.1. It remains to prove the formula
for any y ∈ B ⊗ P (note that the sum is finite). By linearity we may assume that y is a simple tensor b ⊗ p. By using the formula (ii) of the conditional expectation we get
Thus the term on the right is
By summing over w and j and by using the identity wj dim(w)h(w jj .) = ε (as functionals on A; note that the sum is always finite) our sum becomes
coactions and if B is finite dimensional we define an algebra
for any basis {b i } of B, where e ij are the matrix units of L(l 2 (B)) corresponding to the
It is well-known that the tensor product of two coactions makes no sense in general. The above definition is motivated by the Prop. 3.1, which shows that the inclusion on the left in the commuting square looks like an inclusion into an algebra of its algebra of fixed points under a coaction. We would like to mention that the Prop. 3.1 was predicted by the Th. 3.1 below and its proof, which are extensions of the above Cor. 2.1 and its proof.
Of course, there are many other equivalent ways of defining this algebra (B ⊗ P ) β⊙α . For instance a useful definition is
where E is the map defined in the Prop. 3.1 (ii). As just explained, the above definition comes from, and is well-adapted to, subfactor considerations. In the next section we will compute this algebra by using several ad-hoc methods.
Proposition 3.2. Let (A, v), P, B and β, α be as in the Def. 3.1. Then
is an invariant * -subalgebra and β ′ : C → C ⊗ A denotes the restriction of β, and
Proof. We will use the formula in the Prop. 3.1 (ii) for the expectation
where ψ = (o ⊗id)β o. For the first formula, note that an element b⊗1 is in the algebra on the left if and only if b ⊗ 1 = E(b ⊗ 1), i.e. iff
and this is equivalent to
The proof of second formula is similar. The last assertion is also clear from the above formula, applied twice: it shows that the expectation B ′ ⊗ P → (B ′ ⊗ P ) β ′ ⊙α , when viewed as a map from B ′ ⊗ P to B ⊗ P , is the restriction of E. 
Proof. By the Th. 2.3 the assertion on the Jones tower follows from the above result. It remains to prove the assertion on the commutants (the factoriality will follow from it and from the "ergodicity" assumption). Consider the two commuting squares
which are non-degenerate by the Prop. 3.1 (iii). Let x be in the higher relative commutant. Then x has to commute with (C ⊗ P ) ι⊙α = P α , so by minimality it has to be of the form b ⊗ 1, so it commutes with C ⊗ P . But x commutes by definition with (B i ⊗ P ) β i ⊙α , and from the non-degeneracy of the square on the left we get that x commutes with B i ⊗ P , and in particular with B i ⊗ 1. On the other hand we have seen that x is of the form b ⊗ 1, and it follows that x is in
which by the Prop. 3.2 is the algebra in the statement. The other inclusion is obvious.
Remark. There are some opposite algebras in the above statement. We would like to mention that while there are many algebraic tricks available -one can replace the algebras by their opposites, or use opposite subfactors, or put the opposites on the P -part, or use transpositions (any inclusion of finite dimensional algebras being isomorphic to its opposite inclusion), etc. -and we can obtain in this way a long series of equivalent sattements, none of them is as beautiful as the one in the case of groups (Th. 4.1 below).
Examples
The subfactors in the Th. 3.2 will be called fixed point subfactors associated to A and B 0 ⊂ B 1 . In this section we discuss some particular situations, and we will give traductions of the quite theoretical Def. 3.1 and Th. 3.2 in each case.
We firstly discuss the case of A = C(G), with G a compact group. Any coaction α of C(G) comes from an action of G, denotedα.
Lemma 4.1. Let B, P, α, β be as in the Def. 3.1, with A = C(G). Then
where the actionβ
o and whereβ ′ ⊗α is the usual tensor product of actions.
Proof. The fact thatβ
′ is an action is clear. Let us take a basis {b i } of B and write
with the notations in the Prop. 1.2 and in the Def. 3.1. Let us compute now (B ⊗ P )β ′ ⊗α . By definition this is the set of x ∈ B ⊗ P such that (β
By applying id ⊗ id ⊗ δ g and by using the definition of the antipode of C(G) we get
where σ is the flip. Now by the Prop. 1.2 (ii) we may view the second set in L(l 2 (B))⊗P as follows:
−1 for any corepresentation v. Together with the above formula for u β ′ and with the fact that κ is multiplicative (as C(G) is commutative) we get that the above set is equal to {x ∈ B ⊗ P | u 13 ((id ⊗ α)x)u * 13 = x ⊗ 1} = (B ⊗ P ) β⊙α Theorem 4.1. Let B 0 ⊂ B 1 be a λ-Markov inclusion of finite dimensional von Neumann algebras and G be a compact group of automorphisms of B 1 which leaves the trace and B 0 invariant, and which acts ergodically on the centers of B 0 and B 1 . Then 
This is just a traduction of the Th. 3.2 using the above Lemma; it can be also deduced from [W1] , [W2] . Let us say now what happens when B 0 = C. The algebras B 1 on which G acts such that the restriction to Z(B 1 ) is ergodic are precisely the ones of the form B 1 = Ind G H M n where H ⊂ G is a subgroup of finite index and H → Aut(M n ) is a projective representation (see e.g. the Th. 5 in [W1] ). Thus the fixed point subfactors associated to C(G) and to inclusions of the form C ⊂ B 1 are precisely the compositions of group-subgroup subfactors with Wassermann subfactors
where of course each of them may be trivial.
Remark. The subfactor P
H is associated to a projective representation giving rise to a cocycle, but when enlarging attention to compact quantum groups the situation becomes simpler: one may consider only unitary representations, cf. e.g. the main result in [B2] , which applies to the Popa systems coming from all Wassermann subfactors. The fact that the universal construction in there kills the cocycle should be related to the 2-cocycle twisting [EV] .
We discuss now the case (B 0 ⊂ B 1 ) = (C ⊂ M n ). We begin with traductions of the Def. 3.1 and the Th. 3.2. 
Proof. We consider the canonical orthonormal basis {e ij } of M n . The Hilbert space l 2 (M n ) will be identified with C n ⊗C n , by e ij ↔ e i ⊗e j . The left regular representation of M n will be regarded, as usual, as an inclusion, and is given by M n ⊂ M n ⊗ M n , x → x ⊗ 1. The matrix units in M n ⊗ M n corresponding to the basis { e ij } are e ij,kl = e ik ⊗ e jl .
The coaction β v is given by
Thus the element u ∈ M n ⊗ M n ⊗ A from the Def. 3.1 is given by
Thus the coaction β u ⊗ α on M n ⊗ M n ⊗ P is given by
Now (M n ⊗ P ) βv⊙α is by definition the set of x ∈ M n ⊗ P such that x 13 is fixed under this coaction. But such an x 13 is fixed if and only if
Theorem 4.2. Let (A, v) be as in the Def. 1.1 and α : P → P ⊗ A be a minimal coaction on a II 1 factor P . The inclusion P α ⊂ (M n ⊗P ) βv⊗α is canonically isomorphic to the fixed point subfactor P α ⊂ (M n ⊗ P ) β v ⊙α and is called the subfactor associated to (A, v) and (P, α). Its index is n 2 , its Jones tower is
are given by x → 1 ⊗ x), and its standard invariant is the following lattice L ′ (v):
Proof. As Z(C) = Z(M n ) = C, the "ergodicity" assumption in the Th. 3.2 is satisfied, and this theorem applies to the fixed point inclusion in the statement. If we construct the Jones tower {M ⊗i n } i≥0 for C ⊂ M n with the succesive embeddings as in the statement, we get by recurrence on i, using for instance the uniqueness part in the Prop. 1.3, that the sequence of coactions is given by
(i terms) for any i. The assertion on the Jones tower follows now from the Th. 3.2 by replacing β w ⊙ with β w ⊗ for any w (cf. Lemma 4.2). From the Jones tower we may get the standard invariant just by replacing P with C and then by computing (cf. Th. 3.2); thus the assertion on the standard invariant follows from the Prop. 1.1 (i). 
Proof. The first assertion is clear: the comultiplication of (A, v * ) is δ ′ = σδ, where σ is the flip, and its antipode is κ. Fix s ∈ N and define
We will prove that Φ(A) = B, where A (resp. B) is the s-th algebra in the first line of L ′ (v * ) (resp. L(v)); the other detatils are left to the reader. We have Remark. It was proved in [B2] that the Popa systems of the form L(v), where (A, v) satisfies the axioms from [Wo] (i.e. is not assumed to satisfy κ 2 = id) can be characterised as being exactly the Popa systems which can be "embedded" into the Popa system L(C n ) having index n 2 and principal graph A ∞ . But it is easy to see that what was called in there "embedding of lattices" is trace-preserving if and only if κ 2 = id, so this result traduces as follows (cf. Prop. 4.1). For any n, the class of lattices of higher relative commutants of the subfactors in the Th. 4.2 is the class of Popa subsystems of L(C n ).
Proposition 4.2. Let α : P → P ⊗ A is a coaction, let u ∈ M n (A) be a unitary corepresentation, and M ∈ M n (P ) be a unitary eigenmatrix for u. Then the algebra
Proof. We have (id ⊗ α)M = M 12 u 13 by definition so
and the assertion follows (more generally, this shows that the spectral subspace (M n ⊗ P ) w is M * (M n ⊗ P w )M for any w).
Example. Let Γ =< g 1 , ..., g n >⊂ Aut(Q) be a finitely generated discrete group of automorphisms of a II 1 factor Q. If Γ is outer then the dual coaction α : P → P ⊗ L(Γ), where P = Q ⋊ Γ, is minimal, so we may consider the subfactor associated to (C * (Γ), diag(u g i )) and (P, α). As α is dual, M := diag(u g i ) is a unitary eigenmatrix for diag(u g i ). Also P α = Q, so the above Proposition shows that the fixed point subfactor is the diagonal subfactor associated to Γ =< g 1 , ..., g n >:
Finally, let us discuss the case B 0 = C. There are only few simplifications with respect to the general case B 0 = C, and we will collect them, together with a result from [B2] , in a traduction of a part of the Th. 3.2.
It is convenient to work with the algebra D := B o 1 . The Jones tower for C ⊂ D will be identified in the canonical way with
finite dimensional (finite) von Neumann algebra and let
Let α : P → P ⊗ A be a minimal coaction, and consider the fixed point subfactor
The first line of the standard invariant is the opposite of
The subfactor is amenable in the sense of [P3] if and only if the C * -subalgebra of A generated by the coefficients of β is amenable in the sense of Hopf C * -algebras.
Proof. The parts (i,ii) are just traductions of the Th. 3.2, using the Props. 1.1, 1.2 and 3.1. We know from (i) that the subfactor is amenable iff and only if the subfactor
βu β ⊗α is amenable, so (iii) follows from the Th. 3.2 and from the Th. 5.1 in [B3] .
Example. Let A be a finite dimensional Hopf C * -algebra and α be an outer coaction of it on a II 1 factor P (cf. e.g. [Y] ). Then following subfactors are isomorphic:
For proving this we consider the embedding
where σ is the flip. It is enough to prove that Φ(P ) ⊂ (A o ⊗ P ) δ⊙α (the other inclusion follows for instance from the fact that the above two subfactors have the same index). If E is the expectation A o ⊗P → (A o ⊗P ) δ⊙α , this is the same as proving that EΦ(p) = Φ(p) for any p ∈ P . By density we may assume that p ∈ P. Write α(p) = uij p u ij ⊗u ij .
By using the formula of E in the Prop. 3.1 (ii) and the formulas (v) in the Th. 1.2 we get as claimed
Quantum groups acting on n points
If G is a compact group then the coactions of A = C(G) on C n come from actions of G on the spectrum of C n (the space X n consisting of n points), which are exactly the morphisms of groups G → Aut(X n ) = S n . The coaction of C(G) on C n is ergodic if and only if the action of G on X n is ergodic. In this case, if H ⊂ G is the stabiliser of one point, then the action is isomorphic to the one of G on G/H by translations. The fixed point subfactor
⊗A is a more subtle object. It is possible, with good definitions, to extend most of the above results; however, this kind of interpretation does not bring very much light on the structure of coactions on C n . For instance the Hopf algebra A aut (X n ) representing the quantum automorphism group of n points, whose existence was recently discovered by Wang [Wn] , and which could naively be thought as a quantum analogue of C(S n ), is in general infinite-dimensional. In fact only very few things, besides its existence, are known about it. Also, to our knowledge, this is the only "non-trivial" (i.e. non-finitely dimensional, non-commutative, noncocommutative etc.) known example of a Hopf algebra coacting on C n . We will see in this section that each complex Hadamard matrix w produces such a pair (A, β), where A is a certain quotient of A aut (X n ). In the next section we will prove that the subfactor associated to w is isomorphic to a fixed point subfactor associated to A and C ⊂ C n . The construction w → (A, β) will be in fact a composition w → u → (A, v) → (A, β), where:
(1) u is a biunitary matrix, and w → u comes from the passage from spin models to vertex models.
(2) (A, v) is a pair satisfying the Def. 1.1, and u → (A, v) comes from the construction of the minimal model for u.
(3) the construction (A, v) → (A, β) is such that v = u β . Let us firstly recall the construction (2). A biunitary matrix is a unitary u ∈ M n ⊗M k such that its blockwise-transpose t u = (t⊗id)u is also unitary (see [JS] ). The condition on u says that ( t u) * = t (u * ), so we may use the notation t u * . If A and B are algebras, σ : A ⊗ B → B ⊗ A denotes the flip. If A, resp. B, are n-, resp. m-fold tensor products we also use the notation σ n,m = σ.
The following result is very easy: It is useful to keep in mind the following interpretation. This result shows that the biunitary matrices are in one-to-one correspondence with their minimal models, which in turn are exactly the triples (A, v, π) which are bi-faithful. This bi-faithfulness condition may be interpreted as saying that the compact quantum group G represented by A is "bi-linear", in the sense that both G and its discrete dual G are linear. Thus the biunitary matrices are objects describing the bi-linear compact quantum groups. This is vaguely analogous to the fact that the multiplicative unitaries are objects describing the locally compact quantum groups [BS] .
The finitely generated discrete subgroups of U(n), their compact adherences, and the finite quantum groups are bi-linear (see the examples in the end of [B3] ). Some more exotic examples will be constructed in this paper. Another class of interesting examples should come from the biunitary permutation matrices, considered in [KS] .
As for the multiplicative uniatries, some simple operations on the biunitary matrices give rise to "dualities" at the level of associated quantum groups. More precisely, the above two results show that associated to any bi-linear compact quantum group there are another 15 bi-linear compact quantum groups. The "duality" arising from the transformation u ↔ σ(u) is the most interesting: in the finite case it is easy to see that it coincides with the Pontryagin-type duality, but in general it is (by definition) a compact ↔ compact duality.
We recall now how the construction (3) goes; then we will glue it with the construction (2). 
where {e i } i=1...n is the canonical basis of C n . Then β is a coaction iff: This condition on the entries of u vaguely reminds the condition on the entries of a magic square. The relation with the algebra A aut (X n ) is very simple: an element u ∈ M n ⊗ M k is a magic biunitary if and only if there exists a representation π :
Proof. We know that an element u is a magic biunitary if and only if there exists π such that (A aut (X n ), p, π) is a model for u. By the universality property of the minimal model we get a * -morphism A aut (X n ) → A sending p ij → v ij for any i, j. As p satisfies Wang's relations, it follows that v satisfies also these relations, so the result follows from the Th. 5.2 (i).
We will associate now a magic biunitary to any complex Hadamard matrix. We recall that a unitary matrix w ∈ M n is called a complex Hadamard matrix if all its entries are of modulus n −1/2 ; this is equivalent to the fact that
is a (non-degenerate) commuting square. We recall also that a unitary u ∈ M n ⊗ M k is a biunitary if and only if
is a (non-degenerate) commuting square. The commuting squares of the form 2 w are called spin models, and the ones of the form 2 u are called vertex models (see [JS] ; see also [J2] ). One can pass from spin models to vertex models via two basic constructions, as follows.
Theorem 5.4. Let w ∈ M n be a complex Hadamard matrix. Then the following is a sequence of two basic constructions for commuting squares
where the eight inclusion signs denote the canonical inclusions, the two arrows denote certain inclusions without interest, and u = n ijkl e il ⊗ e jk w ji w ki w kl w jl
The four elements u, u * , σ(u), σ(u * ) are magic biunitaries.
Proof. Define v i = n 1/2 j w ji e jj for every i and a map
Let us prove that with this φ at the place of the vertical arrow, the upper small square is the basic construction for the lower small square. First, as all v i 's are diagonal we have φ(d) = 1 ⊗ d for any d ∈ ∆, so φ makes commuting the upper small square. We check now the commuting square condition. The conditional expectation for φ is
Let x be in the upper left M n . By going downwards and then to the right we get j x jj e jj . By going to the right and then downwards we get
w ji e jj xw ji e jj = j x jj e jj as desired. It is straightforward to check that if w and (v i ) are unitaries then the Jones projection for ∆ → M n → ∆⊗M n , where the first map is d → ad(w)(d) and the second one is x → e ii ⊗ ad(v i )(x) is e = i e ii ⊗ v i we ii w * v * i . Thus the Jones projection for the middle vertical inclusion is e = n jik e ii ⊗ w ji e jj we ii w * e kk w ki = n jik e ii ⊗ w ji w ji e jk w ki w ki so it is the image of the Jones projection E = n −1 jk e jk ∈ M n for C ⊂ ∆ ⊂ M n as claimed. Let us prove now that the big square on the right is the basic construction for the big square on the left. The algebra M n ⊗ M n is the good one, and the Jones projection for the upper inclusions is E ⊗ 1. Thus all we have to prove is that
This will follow from [u, E ⊗ 1] = 0 and φ(wdw A similar comuptation shows that the projections on the columns of u are mutually orthogonal. The condition that the sum of the entries on each column/line is one follows from the above equalities u(E ⊗ 1) = (E ⊗ 1)u = E ⊗ 1, as the multiplication to the left/right by E makes sums on lines/columns. Thus u is a magic biunitary. Associated to any complex Hadamard matrix w there are in fact 4 complex Hadamard matrices w, w * , w t , and w, so we get in this way 4 magic biunitaries (the first one being u). It is easy to see that the 16 biunitaries associated to u are in fact only 4 (the ones in the statement), and that they coincide with these 4 (magic) biunitaries.
Example. Let n ∈ N and consider the standard n × n complex Hadamard matrix w = n −1/2 (ε ij ) ij , where ε = e 2πi/n . Then
We have that (C(Z/nZ), v, π) is the minimal model for il e il ⊗ e i−l,i−l , where v = il e il ⊗ δ i−l and π : f → k e kk f ( k) (cf. Prop. 2.2 in [B2] ). It follows that (C(Z/nZ), v, ad(w * )π) is the minimal model for u = σ(u). Also
Subfactors associated to spin models
We recall that the horizontal subfactor associated to a commuting square 2 (e.g. to 2 w or to 2 u ) is obtained by performing basic constructions to the right to 2, and then by taking the GNS constructions for the two resulting inductive limits of finite dimensional algebras. In this section we will prove the following result.
Theorem 6.1. Let w ∈ M n be a complex Hadamard matrix and let (A, v, π) be the minimal model for the magic biunitary (cf. Th. 5.4) 
(ii) Let A be the Kac algebra which is dual to A, let Π ∈ M n ( A) be the corepresentation which is dual to π, let R be the hyperfinite II 1 factor, let γ : R → R ⊗ A be the product type coaction associated to Π, and let α = γ be the dual coaction of A on P = R ⋊ γ A (see [E1] , [ES] ). Then α is minimal.
(iii) The horizontal subfactor associated to 2 w is canonically isomorphic to the fixed point subfactor
The fact that α is minimal will be checked by using the Prop. 2.1; this is the reason why in the next Lemmas (which will be used for proving both (ii) and (iii)) we consider arbitrary corepresentations of A, instead of the fundamental one. We begin with a Lemma on the representation π.
Lemma 6.1. π = tπκ, and the counit ε ∈ A * is a coefficient of π.
Proof. As u is a magic biunitary, we have that (t ⊗ id)u * = u. Together with σ(u) = (id ⊗ π)v and with v * = (id ⊗ κ)v this shows that
Thus the equality π = tπκ holds on the entries of v. As these entries generate A as a C * -algebra we get that π = tπκ. Let φ ∈ M * n be the map (m ij ) ij → n −1 ij m ij . We will prove that φπ = ε. The C-algebra A being generated by the coefficients of v (as v ij = v * ij , see the Th. 5.3), it is enough to prove that φπ = ε on each term of the form v j 1 k 1 ...v jsks . We know that π(v jk ) = n il e il w ji w ki w kl w jl for any j, k. It follows that φπ(v j 1 k 1 ...v jsks ) is equal to
By summing over i 1 the term w j 1 i 1 w k 1 i 1 is replaced by δ j 1 ,k 1 . The term w k 1 i 2 w j 1 i 2 is equal to w k 1 i 2 w k 1 i 2 = n −1 . Thus our sum becomes:
By reccurence we obtain φπ(
where U s is the s-th unitary appearing in lower line of the above diagram:
On the other hand the action α is dual, so M := w 13 ∈ M l ⊗ P is a unitary eigenmatrix for w. Also P α = γ(R) , so by the Prop. 4.2 the inclusion in the statement is H) ). Let us define now for any s a map
w , so for finishing the proof it is enough to check that Ψ s (ad(U s )(x ⊗ 1)) = 1 ⊗ γ s (x) for any s and any x ∈ M ⊗s n . By using the formulas of γ s and of U s this is equivalent to
Let us compute the unitary appearing in the term on the right. By replacing all Π's with (π ⊗ id)V 's, then by using s times the formula V * 23 w 13 V 23 = w 12 w 13 (which follows from the fact that w is a corepresentation and from δ S : y → V * (1 ⊗ y)V ) we get that this unitary is (id ⊗ π ⊗s ⊗ id)(w 12 w 13 ...w 1,s+2 ) = ((id ⊗ π ⊗s )(w 12 w 13 ...w 1,s+1 ) ⊗ id)w 1,s+2
The element w 1,s+2 dissapears when applying ad of it to 1 ⊗ x ⊗ 1.
Lemma 6.3. Let l ∈ N and w ∈ M l ⊗ A be a unitary corepresentation. Then the following four algebras are isomorphic:
iv) The algebra of intertwiners End(w).
Proof. (i) ≃ (ii): By the previous Lemma, the algebra (i) is the first relative commutant of the horizontal subfactor associated to 2 U . This first commutant may be computed using Ocneanu's Compactness Theorem [O] , and we get exactly the algebra (ii).
(ii) ≃ (iii): The flip σ : M m ⊗ M l ≃ M l ⊗ M m induces an isomorphism between the algebra (ii) and the following subalgebra of M l ⊗ M m :
where W = σ(U) = (id ⊗ π)w. We will prove that T → T ⊗ 1 induces an isomorphism between the algebra (iii) and this algebra. For, let T ∈ M l be arbitrary. Then T is in the algebra (iii) if and only if T ⊗ 1 ⊗ 1 commutes with (id ⊗ ρ)w = W An equality of the form X 12 = Y 13 in M l ⊗ M n ⊗ M n is equivalent to the existence of S ∈ M l such that X = Y = S ⊗ 1. Thus T is in the algebra (iii) if and only if there exists S ∈ M l such that (T ⊗ 1)W = W (S ⊗ 1), (T ⊗ 1)W * = W * (S ⊗ 1)
As π = tπκ, we have (id ⊗ t)W * = (id ⊗ tπκ)w = W , so each of these conditions may be obtained from the another by applying (id ⊗ t) to it. And the first condition is exactly T ⊗ 1 ∈ (W (M l ⊗ 1)W * ) ∩ (M l ⊗ 1). (iii) ≃ (iv): This is precisely the conclusion of the Lemma 3.1 in [B3] , so all we have to do is to verify the hypothesis in there: the coefficients of ρ generate a dense subalgebra of A * . This follows from the two facts below. 1. The coefficents of π generate a dense subalgebra of A * . We know that tπκ = π, so in particular the space of coefficients of π is stable under the antipode of A
• . Thus the right-faithfulness of the minimal model (A, v, π) says that the coefficents of π generate a dense subalgebra of A * . 2. The coefficents of ρ include the coefficents of π. Let φ ∈ M * n be such that φπ = ε (cf. Lemma 6.1). Then for any ψ ∈ M * n we have (ψ ⊗ φ)ρ = (ψπ ⊗ ε)δ = ψπ. Proof of the Th. 6.1. By construction the coaction α is dual, hence semidual; from the above Lemma and from the Prop. 2.1 we get that α is minimal. We may consider the inclusion P α ⊂ (∆⊗P ) β⊙α , and all we have to prove is that this inclusion is isomorphic to the horizontal subfactor associated to 2 w (the ergodicity of β follows easily from the factoriality of (∆ ⊗ P ) β⊙α ). Let us denote by X ⊂ Y the horizontal subfactor associated to 2 u , and by X ⊂ Z the horizontal subfactor associated to 2 w . We have Z ⊂ Y . The Lemma 6.2 (and its proof) applied with v at the place of w gives, with the notations in there, two canonical isomorphisms of subfactors:
We know from the Th. 3.1 (see also the Th. 4.3 (i)) that the basic construction for the inclusion in the statement is
We know also that X ⊂ Z ⊂ Y is a basic construction, so by applying to it ΦΨ we get another basic construction
We want to prove that the subalgebras ΦΨ(Z) and (∆ ⊗ P ) β⊙α of (M n ⊗ P ) βv⊗α are equal. By using the above two basic constructions and the index, it is enough to prove that one of them is included into another. Let us compute firstly ΦΨ(Z). By construction of Ψ (see the proof of the Lemma 6.2) we have that Ψ(x) = v * (x ⊗ 1)v for any x ∈ M n (where M n ⊂ Y is the algebra in the upper left corner of 2 u ). In particular Ψ maps the algebra ∆ in the upper left corner of 2 w onto v * (∆ ⊗ 1)v, so ΦΨ maps ∆ onto the subalgebra v * (∆ ⊗ 1)v of M n ⊗ P . Also ΦΨ(X) = P α , and as Z is generated by ∆ and X we get that ΦΨ(Z) =< P α , v * (∆ ⊗ 1)v > Let us compute (∆ ⊗ P ) β⊙α . By definition, this is the subalgebra of ∆ ⊗ P consisting of the elements x such that ad(v)((id ⊗ α)x) = x ⊗ 1. If x = a e aa ⊗ p a , then which generate v * (∆ ⊗ 1)v. As α(v ia ) = b v ib ⊗ v ba , we get that A i ∈ (∆ ⊗ P ) β⊙α for any i. Thus we get the desired inclusion:
Remark. In [B3] we have seen that the quantum group approach to vertex models leads to simple proofs for some previously known results on the associated subfactors. Quite the same happens for spin models. By combining the Th. 6.1 with the Th. 4.3 we get that the first line of the standard invariant is
Thus the subfactor is irreducible, and the second relative commutant has dimension ≥ 2 (it is easy to see that v contains a copy of the trivial corepresentation). Note also that for the standard Hadamard matrix (see the example in the end of §5) we obtain the subfactor R Z/nZ ⊂ R. These results are well-known (see [JS] ).
Remark. With a little more care one can show, by following the lines of the above proof, that all subfactors coming from vertex models are fixed point subfactors. At the level of standard invariants, this was done in [B3] . The relation of the present results with [B3] may seem quite unclear, so we will perform now an explicit verification. Let u be as in the Th. 6.1, let X ⊂ Y be the horizontal subfactor associated to 2 u , and let C be its standard invariant. (i) By the proof of the Th. 6.1 X ⊂ Y is isomorphic to P α ⊂ (M n ⊗ P ) βv⊗α . Together with the Th. 4.2 and the Prop. 4.1 we get that C = L(s), where s = v * . We have (id ⊗ π)v = σ(u), so (id ⊗ π)s = σ(u) * . As (A, v, π) is bi-faithful, it follows that (A, s, π) is also bi-faithful. The conclusion is that C = L(s), where (A, s, π) is the minimal model for σ(u) * . (ii) We have a canonical isomorphism of commuting squares 
so X ⊂ Y is isomorphic to the vertical subfactor associated to 2 σ(u) * . By the Th. 4.1 in [B3] we get that C = L(r), where (B, r, ν) is the minimal model for
If (A, s, π) is the minimal model for σ(u) * , then (A, s, (π ⊗ tπκ)δ) is a model for σ(u) * 12 ((id ⊗ t)σ(u)) 13 (see the Lemma 2.1 in [B3] ). By using the Lemma 6.1 we get that this model is bi-faithful, so it is the minimal model. Thus L(r) = L(s), and we get the same conclusion as in (i).
