The k-core of a graph G is the maximal subgraph of G having minimum degree at least k. In 1996, Pittel, Spencer and Wormald found the threshold λc for the emergence of a non-trivial k-core in the random graph G(n, λ/n), and the asymptotic size of the k-core above the threshold. We give a new proof of this result using a local coupling of the graph to a suitable branching process. This proof extends to a general model of inhomogeneous random graphs with independence between the edges. As an example, we study the k-core in a certain power-law or 'scale-free' graph with a parameter c controlling the overall density of edges. For each k ≥ 3, we find the threshold value of c at which the k-core emerges, and the fraction of vertices in the k-core when c is ε above the threshold. In contrast to G(n, λ/n), this fraction tends to 0 as ε → 0.
Introduction
The k-core of a graph G is the maximal subgraph of G with minimum degree at least k; if G has no such (non-trivial) subgraph, then the k-core of G is empty. This concept was introduced by Bollobás [3] , in the context of finding large k-connected subgraphs of random graphs. As edges are added one by one to a graph, the k-core grows; in particular, it is empty up to some point, and then non-empty (and often large). The question of when the k-core emerges in a random graph (or random graph process) also arose in the context of finding the chromatic number of sparse random graphs; more specifically, let G(n, p) be the Erdős-Rényi random graph with n vertices, in which the possible edges are present independently, each with probability p. If a graph has no k-core, it is kcolourable; Chvátal [8] used this to show that G(n, 2.88/n) is whp 3-colourable. Here, as usual, an event holds with high probability, or whp, if it holds with probability 1 − o(1) as n → ∞.
It is natural to ask: for k ≥ 3 fixed, what is the critical value λ c = λ c (k) of λ above which a (non-empty) k-core first appears whp in G(n, λ/n)?
There is a natural 'guess' as to the answer, given by a branching process: let X λ be a Galton-Watson branching process that starts with a single particle x 0 in generation zero, where the number of children of each particle has a Poisson distribution with mean λ, and these numbers are independent for different particles. Of course, X λ provides a good 'local' model of the neighbourhood of a vertex of G(n, λ/n). Let B + be the event that x 0 has at least k children each of which has at least k − 1 children each of which has at least k − 1 children each of which . . . , i.e., that x 0 is in a k-regular tree contained in X λ . (We reserve the notation B for an associated event whose role in the analysis is more fundamental.) Let β + (λ) be the probability that X λ has the property B + . One might expect that, up to probability o(1), a vertex is in the k-core if its neighbourhoods up to a suitable distance have a property corresponding to B + , and thus that the fraction of vertices of G(n, λ/n) in the k-core is β + (λ) + o(1); this turns out to be the case.
Pittel, Spencer and Wormald [21] showed that, except at the critical point, the number of vertices in the k-core of G(n, λ/n) is indeed β + (λ)n + o p (n). In particular, the threshold λ c for the emergence of the k-core is λ c = inf{λ : β + (λ) > 0}. Recently, simpler proofs of this result have been given, as well as generalizations to various other contexts; see, for example, [9, 19, 13, 6, 15, 10] . As far as we are aware, although the branching process heuristic was described already in [21] , none of these proofs works by directly coupling the neighbourhoods of a vertex of the graph with the branching process; there seems to be a problem relating the inescapably global property of lying in the k-core to a simple local property. Here we give a new proof that does proceed in this way, using a carefully chosen (and not very simple) local property.
As the proof will be a little involved, we give a very rough outline to motivate what follows: we shall define a certain event A depending on the first D generations of X λ , where D = o(log n) but D/ log log n → ∞, such that P(A) is almost as large as P(B + ), and P(B + | A) = 1 − o(n −1 ). As A is a 'local' event, the number of vertices in G(n, λ/n) with (neighbourhoods having the equivalent of) property A will be P(A)n + o p (n). Defining A in the right way, we can show that, given that a vertex has property A, with probability 1 − o(n −1 ) it is the root of a k-regular tree of height at most D all of whose leaves have property A. But then whp every vertex with property A is the root of such a tree, and the union of these trees has minimum degree at least k. Most of the work will be in the analysis of the branching process: having found the right event, the translation to the graph will be relatively straightforward.
Unfortunately, the event A we have to work with is rather complicated. Roughly speaking, we look for a tree T of height D that branches a little faster than a k-regular tree. Having found such a tree, if we select leaves of T independently with an appropriate probability (around β(λ)), it is very likely that we can find a k-regular tree whose leaves are a subset of the selected leaves. When we explore the neighbourhood of a vertex v in the graph, finding a tree T as above, we then wish to explore from each leaf w of T to see whether the neighbourhoods of w have the property A. In doing this, it turns out that we cannot afford to ignore the edge along which we reached w when exploring from v, and that we must re-use parts of the tree T in establishing that w has property A. This, together with the need to achieve (approximate) independence of the explorations from different leaves w, places rather subtle constraints on the properties A we can use.
The next section is devoted to the study of the k-core in G(n, λ/n). In Section 3, we turn to inhomogeneous random graphs: an advantage of the direct branching process approach is that it extends easily to other random graph models in which the neighbourhoods of a vertex can be modelled by a suitable branching process. This includes the general sparse inhomogeneous model of Bollobás, Janson and Riordan [5] . Indeed, the present work started at the conference Random Structures and Algorithms 2005 in Poznan, when Alan Frieze asked whether we knew the size of the k-core in this model. As a special case, we study the graph on [n] in which edges are present independently, and the probability of an edge between i and j is c/ √ ij for a parameter c > 0. We find the threshold (in terms of c) at which the k-core appears in this graph, and the size of the k-core above this threshold; in contrast to G(n, λ/n), just above the threshold the k-core is small.
The uniform case
We start with some standard basic preliminaries. Let us write P λ for the probability measure associated to the branching process X λ ; when discussing X λ , we shall use the terms 'event' and 'property of the branching process' interchangeably, to refer to a (measurable) subset of the set of all rooted, unlabelled trees. When we say that a particle x of the branching process has a certain property, we mean that the process consisting of x (as the new root) and its descendants has the property. Throughout we write x 0 for the initial particle of X λ . When λ is clear from the context (or specified in the notation for our probability measure), we may write X for X λ . Many of the events and quantities we shall define below depend on k. Almost always, we regard k ≥ 2 as fixed and suppress this dependence.
Let Ψ ≥t (λ) = P(Po(λ) ≥ t) denote the probability that a Poisson random variable with mean λ takes a value that is at least t. Let B d be the event that X contains a (k−1)-ary tree of height d with x 0 as the root, and let B = lim d→∞ B d be the event that X contains an infinite (k − 1)-ary tree with root x 0 . Then P λ (B 0 ) = 1. Also, each particle in the first generation of X λ has probability P λ (B d ) of having property B d . As these events are independent for different particles, the number of particles in the first generation with property B d has a Poisson distribution with mean
Since Ψ ≥k−1 (λx) is a continuous, increasing function of x, it follows that P λ (B) = lim d→∞ P λ (B d ) is given by the maximum solution p to the equation p = Ψ ≥k−1 (λp). We denote this solution by β(λ). As in the introduction, let B + be the event that X contains an infinite k-regular tree with root x 0 , i.e., that x 0 has at least k children with property B; we shall write B + d for the corresponding event depending only on the first d generations, i.e., that x 0 has at least k children with property B d−1 . Note that
Let λ c = inf{λ : β(λ) > 0}. It is easy to see that (in this uniform case) the functions β(λ) and β + (λ) have a jump at λ = λ c (for k ≥ 3), and are continuous and strictly increasing for λ ≥ λ c .
Pittel, Spencer and Wormald [21] proved the following result, with sharper error estimates. As usual, if A n is a sequence of random variables, we write A n = o p (f (n)) if A n /f (n) → 0 in probability, i.e., if |A n | ≤ εf (n) whp for any ε > 0.
Theorem 1 ([21]
). Let k ≥ 3 be fixed, and define λ c and β + (λ) as above. If λ = λ c is constant, then the number of vertices of G(n, λ/n) in the k-core is β
Note that the 2-core of a graph G is just the union of the cycles in G, together with all paths joining two cycles. It is easy to see that a large 2-core first appears in G(n, λ/n) at the same time as the giant component, i.e., when λ > λ c (2) = 1, although there may be a small 2-core when λ < 1. With the weak error bounds above, Theorem 1 holds for k = 2 as well. For us, there will be no difference between the cases k = 2 and k ≥ 3, although the latter is the more interesting.
The proof of the upper bound is easy; we postpone this to the end of the section. Our proof of the lower bound will require considerable preparation. Although the functions β(λ) and β + (λ) are continuous except at λ = λ c , we shall avoid using this fact, with an eye to generalizations.
If E 1 , E 2 are properties of the branching process, with E 1 depending only on the first d generations, let E 1 • E 2 denote the event that E 1 holds if we delete from X all particles in generation d that do not have property E 2 . For example, with B 1 the property of having at least k − 1 children, as above, B 1 • B 1 = B 2 , the property of having at least k − 1 children with at least k − 1 children (and perhaps other children with fewer than k − 1 children).
Let R d be the event that B d holds in a robust manner, meaning that B d holds even after any single particle in generation d is deleted. Then, as B = B d • B, the event R d • B is the event that B holds after any single particle in generation d is deleted. Of course, whenever a particle is deleted, so are its descendants.
Proof. Fix 0 < ε < 1. Consider the natural coupling of X λ and X (1−ε)λ , obtained by constructing X λ , and then deleting each edge (of the rooted tree) independently with probability ε, and taking for X (1−ε)λ the set of particles still connected to the root. In this coupling, if B does not hold for X λ , it certainly does not hold for X (1−ε)λ . Furthermore, if B \ (R d • B) holds for X λ , then there is some particle x in generation d such that if x is deleted, then B no longer holds. But the probability that x is not deleted when passing to X (1−ε)λ is exactly (1 − ε) d . It follows that
is increasing. Taking the limit of the inequality above,
Letting ε → 0, the lemma follows.
It will often be convenient to mark some subset of the particles in generation d. If E is an event depending on the first d generations, then we write E • M for the event that E holds after deleting all unmarked particles in generation d. We write P p λ (E • M ) for the probability that E • M holds when, given X λ , we mark the particles in generation d independently with probability p. We suppress d from the notation, since it will be clear from the event E. Let
Proof. Let us construct a branching process X ′ as follows. Start with X λ1 . Then, independent of X λ1 , add a Po(λ 2 − λ 1 ) number of 'extra' children of the initial particle. Each extra child then has descendants as in X λ1 . Clearly, we may consider X ′ as a subset of X λ2 . Given d ≥ 1, let us mark each particle in generation d if it has property B. Now the descendants of a particle in generation d have the distribution of X λ1 , with independence for different particles. Thus, given the first d generations of X ′ , we mark each particle in generation d independently with probability p = β(λ 1 ). Hence, r(λ 2 , d, p) is at least the probability that R d • B holds in X ′ . Each extra child has property B independently with probability p. Hence, the event E 1 that there are at least k extra children with property B has probability δ = Ψ ≥k ((λ 2 − λ 1 )p) > 0. Now E 1 is independent of X λ1 . Also, if E 1 holds in X ′ , then so does R 1 • B, and hence R d • B for any d. Thus, the probability that
and there is a d with r d ≥ p, completing the proof.
We shall use robustly branching trees, i.e., rooted trees with height d having property R d , in two ways. The first is the obvious way: we shall use the fact that at least two leaves must be deleted in order to destroy all branching subtrees, i.e., all subtrees with property B d . The second is less direct, and is described in the next lemma, for which we first need a definition.
We say that a finite rooted tree has the property M ≤d if all its leaves are at distances between 1 and d from the root, and every non-leaf has degree at least k.
Lemma 4. Let T be a rooted tree of height d + 1 that is minimal with respect to having property R d • B 1 . Let w be a vertex of T at distance d from the root, and let y be the parent of w. If the graph T is regarded as a rooted tree with root w, then it has a subtree W with the property M ≤2d+1 , such that all leaves of W are leaves of T . Proof. The proof is illustrated in Figure 1 . Although it is not clear that a written proof adds anything to the figure, to be formal we include one.
Let T ′ denote the first d generations of T , a tree with property R d in which (by minimality) every non-leaf has at least k − 1 children. By definition of the property R d , deleting w from T ′ leaves a tree with property B d ; let T ′′ be a minimal subtree of T ′ − w with property B d , so T ′′ is a (k − 1)-ary tree. In T , there is a unique path P from w to T ′′ , meeting T ′′ at z, say. Consider the tree W obtained by taking P together with the descendants in T of every vertex of P . Regarding this tree as rooted at w, the children of z in W are exactly its children in T ′′ , of which there are k − 1. Furthermore, any vertex a of P other than z and w has the same number of children in W as in T (we lose one neighbour on P and gain the other), which is at least k − 1. All other vertices of W have the same children in W as in T , except for w, which has one additional child y in W. Thus all non-leaves of W have at least k − 1 children, the root w has at least k, and all leaves of W are leaves of T . Observing finally that the height of W is at most 2d + 1, the result follows.
Let us briefly recall Harris' Lemma. Let X be a finite set (here consisting of some or all possible edges of G(n, p)), and let X p be a random subset of X formed by selecting each element independently with probability p. An event A ⊂ P(X) is increasing if A ∈ A and A ⊂ B ⊂ X imply B ∈ A, and decreasing if A ∈ A and B ⊂ A imply B ∈ A.
Lemma 5. If A 1 , A 2 ⊂ P(X) are increasing events and 0 < p < 1, then
In other words, increasing events are positively correlated. Of course, it follows that decreasing events are also positively correlated. This was proved by Harris in 1960 [14] , and rediscovered by Kleitman [18] .
We shall need one simple lemma concerning G(n, p); this is because we wish to prove a result about the neighbourhoods of every vertex, and cycles within these neighbourhoods will cause problems. To avoid this, we consider the random graphG =G(n, ℓ, λ) whose distribution is that of G(n, λ/n) conditioned on the absence of any cycles of length at most ℓ. Although globally G(n, λ/n) is very likely to contain cycles, locally, conditioning on their absence makes little difference: after this conditioning, given that a certain not too large set of edges is present, and that a certain other set of edges is absent, the probability that another edge is present is close to λ/n, as long as this edge would not complete a 'known' cycle.
Lemma 6. Let a constant λ > 0 and a function ℓ = ℓ(n) = o(log n) be given. If n is large enough then, whenever E 0 , E 1 and {e} are disjoint sets of possible edges ofG =G(n, ℓ, λ) with |E 1 | ≤ n 1/3 such that E 1 ∪ {e} contains no cycle of length at most ℓ, we have
Proof. Let G ′ denote the (distribution of the) random graphG conditioned on the presence of every edge in E 1 and the absence of every edge in E 0 , so the probability we wish to bound is P(e ∈ G ′ ). Note that G ′ may be described as follows: start from G(n, λ/n), and first condition on the presence of the edges in E 1 and the absence of the edges in E 0 . At this point, each edge of
c is present independently with probability λ/n. Writing P(S) for the power-set of a set S, we next condition on the event D ⊂ P(E 2 ) that the set of edges E from E 2 present is such that the whole graph does not contain a short (length at most ℓ) cycle, i.e., that E ∪ E 1 does not contain a short cycle. In terms of the edges in E, the event D is a decreasing event. The upper bound (which we shall not in fact use) is thus essentially trivial: as the event e ∈ E is increasing, by Harris' Lemma P(e ∈ G ′ ) = P(e ∈ E | D) ≤ P(e ∈ E) = λ/n.
For the lower bound, let us call a set P ⊂ (E 0 ∪ E 1 ∪ {e}) c a pre-cycle if it is minimal subject to P ∪ E 1 ∪ {e} containing a short cycle that includes the edge e. As legal configurations in the graph G ′ have the same relative probabilities in G ′ as in G(n, λ/n), the conditional probability
contains a pre-cycle, and λ/n otherwise. Thus,
where the last step is again from Harris' Lemma. Thus, it suffices to show that with probability at least 1 − n −1/4 the set E contains no pre-cycle. But any pre-cycle must include a path of length 1 ≤ t ≤ ℓ joining two vertices in V , the set of endpoints of edges in E 1 ∪ {e}. Since |V | ≤ 2n 1/3 + 2, the expected number of such paths is at most
if n is large enough. Hence, the probability that such a path is present is at most n −1/4 , and so is the probability that E contains a pre-cycle, completing the proof.
We are now ready to prove Theorem 1.
Proof of Theorem 1. We start with the more difficult bound, the lower bound on the size of the k-core. Note that β(λ) and β + (λ) are continuous except at λ = λ c . (We shall not use this fact elsewhere in this proof.) Hence it suffices to prove that if λ < λ ′ , then whp the k-core of G(n, λ ′ /n) contains at least β + (λ)n vertices. Let us fix λ < λ ′ . We may assume that λ ≥ λ c , as otherwise there is nothing to prove. Fix any λ < λ 2 < λ ′ with β(·) continuous at λ 2 . (An increasing function has at most countably many discontinuities.) Letting
Thus we may choose λ < λ 1 < λ 2 so that
We may also assume that β(λ) is continuous at λ 1 .
By Lemma 3 there is a constant d such that (1) holds; fix such a d. Once β(λ) is positive, it is strictly increasing, so β(λ 2 ) > β(λ 1 ). Hence, by Lemma 2, there is a
As R d1 •B is measurable, there is an integer L and an event L 1 depending only on the first L generations of the branching process such that 
where E λ2 is the expectation corresponding to P λ2 . Set
noting that the event L depends only on the first L generations of X. Since the expectation appearing in (3) is at least ηP λ2
Let A 0 = L, and for t ≥ 1 set
From the independence of the descendants of different particles in generation d of X λ2 we have
Thus, by (4), (1), and induction on t, we have
for every t. Recalling that λ 2 < λ ′ , let us note for later that
where the final inequality is from (2) .
) denote the conditional probability given the first d generations that E • M holds if we mark particles in generation d independently with probability p. Note that this conditional probability does not depend on λ. From (5), whenever A 0 = L holds we have
We claim that for any t ≥ 0, whenever A t holds, then
For t = 0, this is just (8) . We prove the claim by induction on t; let us assume that t > 0, and that (9) holds with t replaced by t − 1. We condition on the first dt + L generations of X, and assume that A t holds. Since
there is a set Y of particles in generation d such that A t−1 holds for each y ∈ Y , and R d • M holds if we mark only the particles in Y . As any tree witnessing R d contains a subtree witnessing R d in which each particle has at most k children, we may assume that |Y | ≤ k d . Now let us mark each particle in generation dt + L independently with probability β(λ 2 ), and let Y ′ be the set of particles y in Y such that E t−1 • M holds for y. Each y ∈ Y is included independently in Y ′ , and, by the induction hypothesis, the probability that a particular y ∈ Y is included is at least 1 − k (9) . This proves the claim by induction.
Given an event E, let B + ≤2L+1 • E be the event that there is a set S of targets in generations between 1 and 2L + 1 such that E holds for each target, and in the tree consisting of the targets and their ancestors every non-leaf (i.e., every non-target) has degree at least k; in the notation of Lemma 4, we require the targets and their ancestors to form a tree with property M ≤2L+1 . Note that we need not (and in general must not) take all particles in generations between 1 and 2L + 1 that have property E to be targets. Thus, if E is increasing, so is B
Let T = T (n) be any function with T = o(log n) and T / log log n → ∞. Note that, until now, the branching process events we have defined do not depend on n.
, so A depends on the first s generations of the branching process. By standard properties of branching processes, for any constant λ we have
where |X[2s]| is the total size of the first 2s generations of the branching process.
Indeed, a simple calculation shows that for any m we have
, and (10) follows by Markov's inequality.
With this branching-process preparation behind us, we are now ready to turn to the graph G(n, λ ′ /n). LetG =G(n, 4s, λ ′ ) be the graph obtained from G(n, λ ′ /n) by conditioning on the absence of any cycles of length at most 4s. Let c k (G) denote the number of vertices in the k-core of a graph G. As {c k (G) ≥ x} is an increasing event, while the absence of short cycles is a decreasing event, we have
for any x. Hence it suffices to prove a lower bound for c k (G) that holds whp instead of the corresponding bound for c k (G). We shall work entirely withG. Let v be a random vertex ofG, and explore its successive neighbourhoods Γ t (v), t ≤ 2s, in the usual way, where Γ t (v) is the set of vertices ofG at graph distance t from v. We start with v 'active' and all other vertices 'untested'. At each step we pick an 'active' vertex w closest to v, and test edges from w to untested vertices one by one, marking any neighbour of w found in this way as 'active'. After testing all possible edges from w we mark w as 'tested'. By Lemma 6, as long as we have reached at most n 1/3 vertices, conditional on everything so far each test succeeds with probability (1 + O(n −1/4 ))λ ′ /n; we never attempt to test an edge that might complete a cycle. As the number of untested vertices is n − O(n 1/3 ), we may couple the number of new neighbours of w found with a Poisson distribution with mean λ ′ so that the two numbers agree with probability 1 . We have shown that v has property A with probability P λ ′ (A) + o(1).
To establish concentration of the number of vertices v with property A, we use a simple trick also used in [5] . Let v and w be independently chosen random vertices ofG. Since the probability that v and w are within distance 2s is o(1), we may couple G v [s] and G w [s] with independent copies of X λ ′ [s] so as to agree whp. Hence, the probability that both v and w have property A is
Writing N for the number of vertices with property A, we thus have
Hence (by Chebyshev's inequality), N/n converges in probability to
Thus,
To complete the proof of the lower bound on the size of the k-core, it thus suffices to show that c k (G) ≥ N whp. We do this by showing that whp every vertex with property A is in the k-core.
Let v be a random vertex ofG. Let us test whether v has property A by exploring its neighbourhoods as follows. Throughout we regard the graph G v [2s] as a branching process with v as initial particle; this is valid since the graph contains no cycles. Thus we shall speak of the children and descendants of a vertex. If w is a vertex in generation t (i.e., at graph distance t from v), we shall write D(w) for the set of descendants of w in generation t + (dT + L). Let S 1 and S 2 be initially empty sets of vertices. At each stage, every vertex in S 1 will have property A T in the tree/branching process rooted at v. In other words, w and its descendants will form a tree with property A T . Recall that Let us condition on v having property A. The key points are that this event is guaranteed by the vertices in S 2 and their ancestors, and that we have not examined the children of any vertex in S 2 . Let us suppose that at most n 1/10 vertices have been examined, an event of probability 1 − o(n −1 ) by (10) . We now examine the vertices w ∈ S 2 one by one. For each w we explore its descendants for the next 1+dT +L generations to test whether, in the branching process rooted at v, the particle w has the property B 1 • A T . We abandon the exploration associated to a given w if we reach more than n 1/10 vertices in this exploration. If the test is successful, we mark w. Note that, from (10), the probability that any exploration is abandoned is o(n −1 ). Provided no previous exploration has been abandoned, the argument above shows that we may couple the descendants of w to agree with a branching process X λ ′ with probability 1 − o(1). Hence, if n is large enough, the probability that we mark w is at least
using (7). In summary, ignoring an error probability of 1 − o(n −1 ), we can view each w ∈ S 2 as marked independently with probability (at least) β(λ 2 ).
Let T v be the tree rooted at v with leaves the marked vertices in S 2 . Since T / log log n → ∞, we have k
if n is large enough. Hence, from (9), with probability 1 − o(n −1 ) every vertex of S 1 has property E T guaranteed by its descendants in T v , so with probability 1 − o(n −1 ) the tree T v has the property A ′ = B + ≤2L+1 • E T when viewed as a branching process. Let us suppose that T v has property A ′ , and let T ′ v be a minimal subtree with this property.
We have shown that with probability 1 − no(n −1 ) = 1 − o(1) every vertex v with property A is the root of a tree T ′ v in which each non-leaf has degree at least k and each leaf has property A (in the graphG). When this happens, the union of the trees T ′ v is a subgraph ofG with minimum degree at least k containing all N vertices with property A, so c k (G(n, λ/n)) ≥ N . This completes our proof of the lower bound.
The proof of the upper bound on c k (G(n, λ/n)) is much simpler: the events B 
As ε > 0 was arbitrary, this completes the proof.
Theorem 1 implies that the natural coupling between the neighbourhoods of a vertex v in G(n, λ/n) and the branching process X λ can be adapted to the k-core. With k ≥ 2 fixed as usual, let C k (G) denote the k-core of G, and let X ′ λ denote the (possibly empty) branching process consisting of all particles in X λ that are in a k-regular tree in X λ containing the initial particle.
Corollary 7. Let k ≥ 2, λ > 0 and L be fixed. If β(λ) is continuous at λ, then the first L neighbourhoods in C k (G(n, λ/n)) of a random vertex of G(n, λ/n) may be coupled with the first L generations of X ′ λ so as to agree whp. Proof. We use only the result of Theorem 1, not anything from the proof. We may assume that β(λ) > 0, as otherwise C k = C k (G(n, λ/n)) is empty whp, while X ′ λ is empty with probability 1. Since B
If d(n) → ∞ sufficiently slowly then, by standard arguments, we may couple the branching process X λ with the neighbourhood process Y = Y (v, G(n, λ/n)) so that whp they agree for the first d(n)
where the first step is from the coupling and the last from Theorem 1. Provided 
Since, for any fixed t, the t-neighbourhood of any set of o p (n) vertices in G(n, λ/n) has size o p (n), returning to the random vertex v, with probability 1 − o(1) all vertices within distance L of v are normal.
Suppose that the coupling above succeeds for the neighbourhoods of a random vertex v to distance d(n), and let S be the set of vertices near (i.e., within distance L of) v that are in the k-core. As whp every vertex near v is normal, whp S is the set of vertices corresponding to particles y in the first L generations of X λ with the property B + d(n)−L in the tree X λ with y as root. As L is fixed and d(n) → ∞, this latter set agrees whp with the set Z of particles z in the first L generations of X λ having property B + in X λ with z as root, i.e., contained in some infinite k-regular tree. But the set of particles in Z reachable from the root x 0 by a path in Z is just the first L generations of X ′ λ , so whp the first L generations of X ′ λ correspond to the first L neighbourhoods of v in the k-core, as required.
The argument above shows that, once we have the asymptotic number of vertices in the k-core C k , we can count up to o p (n) all 'local' structures in C k , including, for example, the number of vertices of a given degree. Of course, we can also estimate the sum of the degrees, say, and hence the number of edges. More generally, we can estimate the sum of any function of the L-neighbourhood with a well-behaved tail, where the contribution from the o(1)-probability case when the coupling breaks down is small.
Let f (v, G) be an isomorphism-invariant function of graphs G rooted at a vertex v. As in [5] , we call f an L-neighbourhood function if it depends only on the subgraph of G induced by the vertices within distance L of v. (Thus the degree of v in G is a 1-neighbourhood function.) We interpret f (X λ ) in the natural way, viewing the branching process as a tree with root x 0 . If f (v, G) is bounded by a polynomial of the number of vertices in the L-neighbourhood of v, then
where C k denotes the k-core of G(n, λ/n).
The simple proof follows exactly that of the corresponding result for the 2-core of a more general graph, Lemma 11.11 of [5] . As the result is very unsurprising in the light of Corollary 7, we omit the proof. The condition that f be polynomially bounded can be replaced by a fourth moment condition, as in [5] .
Inhomogeneous random graphs
Many random graph models have been considered in which edges are independent but different possible edges have different probabilities, including numerous 'sparse' models generalizing G(n, λ/n), where the expected number of edges is linear in the number of vertices; see [5] and the references therein. A very general model of this type was introduced by Bollobás, Janson and Riordan in [5] ; let us recall the definitions.
A ground space is a pair (S, µ), where S is a separable metric space and µ is a Borel probability measure on S. Mostly, we shall consider the cases S finite, with µ any (strictly positive) measure on S, and S = (0, 1] or S = [0, 1], with µ Lebesgue measure.
A set A ⊆ S is a µ-continuity set if A is (Borel) measurable and µ(∂A) = 0, where ∂A is the boundary of A.
A vertex space V is a triple (S, µ, (x n ) n≥1 ), where (S, µ) is a ground space and, for each n ≥ 1, x n is a random sequence (x
as n → ∞, for every µ-continuity set A.
The sequence x (n) i will give the type of each vertex i in a graph on [n] still to be defined. The convergence condition (11) says that distribution of the types of the vertices is essentially µ. More precisely, the empirical distribution ν n of the types converges in probability to µ. In the finite-type case, where S = [r] = {1, 2, . . . , r} and µ{i} > 0 for i = 1, 2, . . . , r, the condition says that the number n i of vertices of each type i satisfies n i /n p → µ{i}. No assumption is made about the dependence between the types of different vertices.
A kernel κ on a ground space (S, µ) is a symmetric non-negative (Borel) measurable function on S × S. A kernel on a vertex space (S, µ, (x n ) n≥1 ) is simply a kernel on (S, µ).
Finally, let κ be a kernel on the vertex space V. Given the (random) sequence (x (n) 1 , . . . , x (n) n ), let G V (n, κ) be the random graph on [n] in which edges are present independently, and the probability that the edge ij is present is
In other words, we assign vertices types from S with the types asymptotically distributed according to µ, and then join vertices of types x and y with probability κ(x, y)/n. If κ takes the constant value λ, then G V (n, κ) is exactly G(n, λ/n).
The model just described includes many models of inhomogeneous graphs previously defined. As the model is very general, it may help to bear in mind a few special cases. The most fundamental is the finite-type case described above. This is an extremely natural generalization of G(n, λ/n), and has been considered earlier by several authors (e.g., Söderberg [23] ), perhaps with slightly different assumptions on the distribution of the types. (For example, the types of the vertices being independent, or n i equal to ⌊µ{i}n⌋ or ⌈µ{i}n⌉.) Several other interesting special cases have S = (0, 1], µ Lebesgue measure, and x (n) i = i/n, so the probability that the edge ij is present is p ij = κ(i/n, j/n)/n. Taking κ(x, y) = 1/ max{x, y} gives p ij = 1/ max{i, j}; minor variants of the corresponding random graph were introduced independently by Dubins in 1984 (see [16] ) and by Callaway, Hopcroft, Kleinberg, Newman and Strogatz [7] in 2001; see [5] .
In order to prove results about G V (n, κ), some additional assumptions are needed to avoid pathologies. Following [5] , we assume throughout that κ is continuous almost everywhere on S × S, that S×S κ(x, y) dµ(x) dµ(y) < ∞,
and that
as n → ∞. The last condition says that the number of edges of G V (n, κ) is 'what it should be', at least in expectation. Without this condition, it is impossible to relate the behaviour of G V (n, κ) to that of κ (or rather, to that of the branching process X κ defined below): changing κ on a set of measure zero should not affect the model, but G V (n, κ) may depend only on the values of κ on such as set, for example, when x (n) i = i/n. Surprisingly, the very natural and rather weak condition (14) is enough to enable many results about G V (n, κ) to be proved; see [5] for a discussion of this.
We shall need one further definition: a kernel κ on a ground space (S, µ) is reducible if ∃A ⊂ S with 0 < µ(A) < 1 such that κ = 0 a.e. on A × (S \ A), and irreducible otherwise. Roughly speaking, reducible kernels correspond to disconnected graphs; much of the time, nothing is lost by considering only irreducible kernels.
The actual definitions in [5] are slightly more general in two ways; firstly, the kernel κ is allowed to depend somewhat on n. We shall not bother with this additional generality here. Secondly, the number of vertices of G V (n, κ) need not be exactly n, but may be n + o p (n). This latter relaxation complicates only the notation, not the proofs.
The key to the analysis of G V (n, κ) turns out to be the multi-type GaltonWatson branching process X κ associated to (S, µ, κ). This starts with a single particle x 0 whose type is distributed according to µ. Each particle of type x has a set of children whose types are distributed as a Poisson process on S with intensity κ(x, y) dµ(y). In other words, the number of children with types in a subset A ⊆ S has a Poisson distribution with mean A κ(x, y) dµ(y), and these numbers are independent for disjoint sets A and for different particles; see, for example, Kallenberg [17] . Sometimes it will be convenient to start the process with a particle of a fixed type x instead of a random type. We write X κ (x) for this branching process.
If κ takes the constant value λ, then X κ is just X λ as defined in Section 2. In general, the relationship of X κ to G V (n, κ) is the same as that of X λ to G(n, λ/n). For example, under suitable regularity conditions, which certainly hold in the finite-type case, the first few neighbourhoods of a random vertex v of G V (n, κ) may be coupled with the branching process X κ in the natural sense (so that the type of a vertex is the same as the type of the corresponding particle in the branching process); see [5] . One of the main results of [5] is that, under suitable mild assumptions, the size of the giant component in G V (n, κ) is asymptotically n times the probability that the branching process X κ never dies out. This generalizes the classical result giving the size of the giant component of G(n, λ/n) in terms of X λ .
We shall write P κ for the probability measure associated to X κ , and P κ,x for that associated to X κ (x). Thus, if A is some property of rooted trees, we write P κ (X κ ∈ A), or simply P κ (X ∈ A), for the probability that X κ has this property when viewed as a tree.
Turning to the k-core, let us define β(κ) and β + (κ) as before, but for X κ . Thus β(κ) = P κ (B), and β + (κ) = P κ (B + ). We shall also write β x (κ) for P κ,x (B), and β + x (κ) for P κ,x (B + ). By analogy with the result for G(n, λ/n), we expect the k-core of G V (n, κ) to have size β + (κ)n + o p (n), at least under suitable conditions.
The finite-type case
The strategy of starting with the finite-type case, and then using approximation and monotonicity arguments to attack the general case, is used throughout [5] . We use the same strategy here; we have written the proof of Theorem 1 so that it carries over almost immediately to the finite-type case. Recall that we write c k (G) for |C k (G)|, where C k (G) is the k-core of a graph G. 
Proof. We may assume without loss of generality that κ is irreducible; indeed, in the finite-type case, if κ is reducible the graph G V (n, κ) may be written as the disjoint union of two or more graphs given by instances of the same model with irreducible kernels. (As each n i is random, these graphs have a random number of vertices, but this does not matter.)
As in the proof of Theorem 1, the upper bound is easy. Indeed, arguing as for G(n, λ/n), it is easy to see that for fixed d one can couple the d-neighbourhoods of a random vertex v of G V (n, κ) with the first d generations of X κ to agree with probability 1 − o(1). The upper bound on the k-core follows as in the uniform case.
For the lower bound, it again suffices to prove that if λ < λ ′ , then whp the k-core of G V (n, λ ′ κ) contains at least β + (λκ) vertices. The proof is essentially the same as in the uniform case, mutatis mutandis; we indicate the changes briefly.
The proof of Lemma 2 extends unchanged. Since µ{i} > 0 for each i, it then follows that
. For p = (p 1 , . . . , p r ), let r i (λκ, d, p) be the probability that R d • M holds if we mark the particles in generation d of X λκ (i) independently, marking a particle of type j with probability p j . In place of Lemma 3 we obtain
for every i, where p j = β j (λ 1 κ); in the proof, we add Po (λ 2 − λ 1 )κ(i, j) 'extra' particles of some type j with κ(i, j) > 0. The irreducibility of κ guarantees that such a type j exists, and also that β j (λ 1 κ) > 0 for every j whenever β(λ 1 κ) > 0. Lemma 6 adapts immediately, as Harris' Lemma applies to random subsets obtained by selecting elements independently, even if the selection probabilities are different for different elements. Next, in place of (2) we have
for each i. Arguing as for (4), (5) but taking
we find an event L depending on the first L generations with
whenever L holds, and P λ2κ,i (L) ≥ β i (λ 1 κ) for each i. It follows as before that P λ2κ,i (A t ) ≥ β i (λ 1 κ) for each i, and the rest of the proof is essentially unchanged.
Remark 10. The continuity condition in Theorem 9 is non-trivial: unlike in the uniform case, λ → β(λκ) may have several discontinuities. One way this can happen is when κ is reducible, so the graph decomposes into two separate pieces, whose k-cores may emerge at different points. Perhaps surprisingly, this is not the only way. Let k = 3, and set S = {1, 2} with µ{1} = µ{2} = 1/2. Let κ(1, 1) = 2000, κ(2, 2) = 2 and κ(1, 2) = κ(2, 1) = 1/100, say. It is easy to check that a k-core first emerges near λ = λ c /1000, where λ c is the critical parameter for the emergence of a 3-core in G(n, λ/n); at this point, the vertices of type 1 form a uniform random graph with large enough average degree to contain a k-core. When λ is close to λ c , the probability p 2 = β 2 (λκ) that a vertex of type 2 is in the k-core is related to the largest solution to p = Ψ ≥k−1 (λp + λp 1 /200), where p 1 is the (unknown) probability that a vertex of type 1 is in the k-core. Since 0 < p 1 < 1, it is easy to check that the solution jumps near λ = λ c , and in fact that p 2 jumps from around Ψ ≥k (λ c /100) to around β(λ c ).
As in the uniform case, Theorem 9 implies the equivalents of Corollary 7 and Theorem 8 for the finite-type case. The statements and proofs are direct translations of those in Section 2, so we omit them.
The general case
Theorem 9 extends easily to more general kernels under some mild assumptions. To state these, we need another definition: a kernel κ ′ is regular finitary if there is a partition of S into a finite number r of µ-continuity sets S i , such that κ ′ is constant on each S i × S j . Such kernels correspond to finite-type kernels in an obvious way.
When studying the k-core in G(n, λ/n), we assumed that β(·) (or, equivalently, β + (·)) was continuous from below at λ, i.e., that β(λ n ) ր β(λ) for every sequence λ n ր λ. Of course, it makes no difference if we consider only one sequence λ n , as long as this increases strictly to λ. It is this latter, formally weaker, condition that we shall adapt to general kernels, with the restriction that our kernels tending up from below be of finite type.
When studying G V (n, κ), we shall assume that the functional κ → β + (κ) is continuous from below at κ, in the weak sense that
for some sequence κ m of regular finitary kernels with κ m (x, y) ≤ κ(x, y) for all x and y, and some sequence c m of real numbers with c m < 1 for all m.
(Equivalently, we require β + (κ m ) → β + (κ) for some finite-type kernels κ m with sup x,y κ m (x, y)/κ(x, y) < 1 for all m. When |S| = 1, this is equivalent to continuity from below in the usual sense.) As we have seen, this is a non-trivial condition; however, we expect it to hold for almost all κ, in some imprecise sense.
We return to this later. Also, it may well be the case that, if κ is irreducible, then this condition is equivalent to the condition that β + (κ m ) → β + (κ) for all sequences κ m of (arbitrary) kernels increasing to κ (almost everywhere). Note that β + is always continuous from above: if κ m is a sequence of kernels decreasing pointwise to κ, then one can couple the branching processes X κm and X κ so that X κ1 ⊃ X κ2 ⊃ · · · , and X κ = m X κm . It follows that β + (κ m ) ց β + (κ). Our continuity assumption can be viewed as the assertion that o(n) edges will not change the size of the k-core much. Due to the flexibility of the model, it would be unreasonable to expect a precise result without this condition; as shown in [5] , the condition (14) used to exclude pathologies still permits the insertion of o p (n) edges into G V (n, κ) in a more or less arbitrary way, while changing κ on a set of measure zero, which does not alter β + (κ). Our second assumption will state essentially that a small set of 'exceptional' vertices (or edges) cannot have many vertices in its L-neighbourhood, for any fixed L. Perhaps the most natural form of this assumption involves counting paths: let P ℓ (G) denote the number of ℓ-edge paths in a graph G, let
and suppose that
as n → ∞, for each ℓ ≥ 1. The convergence condition says essentially that the expected number of paths in G V (n, κ) is 'what it should be'. As shown in [5] , it holds whenever κ is bounded, or whenever the types of the vertices are independent with distribution µ. Theorem 17.1 in [5] shows that convergence in expectation in (16) implies convergence in probability; we shall not directly use this fact.
By Lemma 7.3(ii) of [5] , there is a sequence of regular finitary kernels κ m with κ m ≤ κ pointwise, such that κ m (x, y) ր κ(x, y) for almost all (x, y) ∈ S × S. From dominated convergence we have α ℓ (κ m ) ր α ℓ (κ) for each ℓ. It is easy to check that for a regular finitary kernel κ ′ we have
In particular, if (16) holds then as m → ∞ we have
Since κ m ≤ κ, we may couple G V (n, κ m ) and
. Condition (17) says essentially that, if ℓ is fixed and m(n) → ∞, then almost all paths of length ℓ in G V (n, κ) are already present in the subgraph
The actual assumption we shall need is a tiny bit weaker. We shall assume that there is an increasing sequence κ m of regular finitary kernels with κ m ≤ κ pointwise, and a coupling G V (n, κ m ) ⊂ G V (n, κ), with the following property: for any ℓ ≥ 1 and any ε > 0 there is an m 0 = m 0 (ℓ, ε) such that
for all m ≥ m 0 and all large enough n, where V ℓ,m is the set of vertices that are endpoints of a path of length ℓ in
As a path has a bounded number of endpoints, (17) immediately implies this condition: all paths present in G V (n, κ m ) are also present in G V (n, κ), and the expected number of additional paths is small.
Assuming continuity and (18), it is very easy to extend Theorem 9.
Theorem 11. Let k ≥ 2 be fixed. Let κ be a kernel on a vertex space V. Suppose that κ is continuous almost everywhere on S × S, and that (13) and (14) hold. If, in addition, κ → β + (κ) is continuous at κ in the sense of (15), and (18) holds, then
as n → ∞.
Proof. Let κ m be a sequence of regular finitary kernels with κ m ≤ κ pointwise, and c m a sequence of real numbers with c m < 1, such that β + (c m κ m ) → β + (κ). Such sequences exists by our continuity assumption (15) . Let ε > 0 be arbitrary.
Since
is an increasing, continuous function of c, there is a c with c m < c < 1 at which this function is continuous. As cκ m (x, y) ≤ κ m (x, y) ≤ κ(x, y) for all x and y, we may couple G V (n, cκ m ) and G V (n, κ) so that G V (n, cκ m ) ⊂ G V (n, κ) for every n. Applying Theorem 9 to the finite-type kernel corresponding to cκ m in the natural way, we have
To prove the upper bound, let κ m ≤ κ be a sequence of regular finitary kernels satisfying (18) . (We shall not assume that β
By (18), for any η > 0 there is an m such that
for all 1 ≤ ℓ ≤ d and all large enough n. 
In case (iii), v is an endpoint of a path of length at most d contained in G V (n, κ) but not in G V (n, κ m ), i.e., v ∈ ℓ≤d V ℓ,m . From (19) , with probability 1 − η there are at most εn such v. By the finite-type equivalent of Corollary 7, the number of vertices with property (i) is
Also, by the same result, or by directly counting short cycles (noting that κ m is bounded), only o p (n) vertices v have property (ii). It follows that, for any η, if n is large enough we have c k (G V (n, κ)) ≤ (β + (κ) + 3ε)n with probability at least 1 − η − o(1).
As η > 0 was arbitrary, we have shown that whp
As noted above, the rather cumbersome assumption (18) holds whenever (16) holds. In the next section, we shall consider an interesting example which satisfies (18) but not (16) .
In some sense, under mild assumptions, Theorem 11 is the complete answer to the question 'how large is the k-core in G V (n, κ)?' In another sense, it is just the beginning: it remains to determine β + (κ). Although there is no further combinatorics involved, depending on the form of the solution required, this is in general very difficult. However, it is very easy to determine β + (κ) in terms of the solution to a certain functional equation.
From the definition of β x and the definition of the branching process, we have
Indeed, starting with a particle of type x, the number of children having property B is Poisson with mean κ(x, y)β y (κ) dµ(y). With κ fixed, we regard (20) as a functional equation in a function x → β x (κ). Arguing as in the uniform case, it is easy to see that β x (κ) is given by the maximum solution to this equation (i.e., the supremum of all solutions, which is itself a solution). Arguing as for (20), we have
while, of course,
Turning to the continuity of κ → β + (κ) at κ, suppose that κ m ր κ, and define γ x by γ x = lim m→∞ β x (κ m ).
This limit exists as the sequence is increasing and bounded by 1. By monotone convergence,
for every x, so
In other words, γ x also satisfies the functional equation (20) . Also, again by monotone convergence,
In sufficiently nice cases, this can be used to establish the continuity of κ, by showing that the functional equation (20) has only one strictly positive solution, and using a simple special form of κ 1 to ensure that lim m→∞ β = i/n. Then the edges of G V (n, κ) are present independently, and the probability that the edge ij is present is c/ √ ij, or, if c > √ 2, the minimum of this quantity and 1. This random graph G V (n, κ) is the 'mean-field' version of the 'scale-free' random graph introduced by Barabási and Albert in [2] as a model of the worldwide web, and studied in many papers, especially in the computer science and statistical physics literature.
For this kernel, α ℓ (κ) = ∞ for all ℓ ≥ 2: the 'early' vertices (with i/n small) have large degree, and, while the average degree is bounded as n → ∞, the average square degree is not. If ℓ is fixed, i/n is bounded away from zero, and ε → 0 slowly, then the expected number of paths from vertex i to an 'early' vertex j with j ≤ εn is large (order (log n) ℓ−1 ), and one can check that (17) does not hold. On the other hand, it is easy to check that the probability that there is such a path tends to zero uniformly in n as ε → 0. Indeed, this probability is bounded by the expected number of late-early paths of length at most ℓ starting at i, where a late-early path is a path all of whose vertices have indices at least εn, apart from the last vertex which does not; see Section 4 of [22] .
Let κ (ε) be the 'truncated' kernel that agrees with κ on [ε, 1] 2 and is zero otherwise; in the graph, this corresponds to deleting all edges incident with early vertices. From the observation above, if ε = ε(n) → 0, then o p (n) vertices are within graph distance ℓ of an early vertex, so only o p (n) vertices of G V (n, κ) are incident with a path of length ℓ in G V (n, κ) not present in G V (n, κ (ε) ). Letting ε → 0 slowly enough, it is easy to approximate the bounded kernels κ (ε) by regular finitary kernels (for example, step functions), and so to deduce that (18) holds. Thus we shall be able to apply Theorem 11, if we can establish the required continuity of β + . Since we shall vary the parameter c, it will be convenient to write κ as cκ 0 , where κ 0 (x, y) = 1/ √ xy. The size of the giant component in G V (n, cκ 0 ) was found in [22] ; in Section 6.1 it was shown that the size is σ(c)n + o p (n), where σ(c) is the survival probability of the branching process X cκ0 . (This is a special case of the main result of [5] .) In Section 6.2 of [22] , this survival probability is calculated in terms of the exponential integral. It turns out that there is a giant component for any c > 0, although it is extremely small when c is small: σ(c) ∼ 2e 1−γ exp(−1/(2c)) as c → 0, where γ is Euler's constant. One might expect that for k fixed, there would be a k-core in G V (n, cκ 0 ) for any c > 0, perhaps with size a constant fraction of that of the giant component when c is small. In fact, there is a positive threshold above which the k-core first appears. Just above this threshold, the k-core is small: this is in sharp contrast to G(n, λ/n). In this result we write β + k for β + when it is necessary to indicate the dependence on k.
Theorem 12. Let κ 0 (x, y) = 1/ √ xy. For c > 0, let G V (n, cκ 0 ) be the graph on [n] = {1, 2, . . . , n} in which edges are present independently, and the probability that i and j are joined is min{c/ √ ij, 1}. For each k ≥ 2 we have
when c = (1 + ε)(k − 2)/2 and ε → 0 from above. If k = 2, then β + k (cκ 0 ) > 0 for every c > 0, and
as c → 0.
Thus, there is always a 'giant' 2-core; for small c its size is essentially the square of that of the giant component (times a factor Θ(1/c), which is logarithmic in terms of the normalized size of the giant component). For k ≥ 3, the k-core emerges at a positive threshold, c = (k − 2)/2, and does so slowly. In the terminology of [5] , for k ≥ 3 the emergence of the k-core exhibits a phase transition of exponent 2/(k−2), where this is the exponent of ε appearing above. This contrasts with the exponent 0 transition in G(n, λ/n). (The term 'order' is often used in this context, but not always in the same way.)
Proof. As noted above, the graph G V (n, cκ 0 ) satisfies (18) . Thus the first statement follows from Theorem 11 once we have established the required continuity of β + at cκ 0 . We return to this later. For the second and third statements, let us write β x for β x (cκ 0 ), which depends on c and also on k. Then equation (20) becomes
Define A = A k (c) by
Then
so to determine β x it remains to determine A. Substituting (30) into (29), we see that A = cf (A), where
So far the argument is very similar to that in Section 6.2 of [22] ; indeed, for k = 2 the event B is the event that the branching process survives, so β x is the probability of survival starting with a particle of type x; this is denoted S ∞ (x) in [22] (see page 919), where it is given by (30) with
as c → 0, where γ is Euler's constant. It turns out that the case k ≥ 3 is much easier to handle. Suppose that k ≥ 3. Then, substituting y = B 2 x −2 , so x = B/ √ y, we have
where
For any given k ≥ 3, it is straightforward to calculate f k (B) explicitly. Indeed, Ψ ≥k−1 (x) = t≥k−1 x t exp(−x)/t!, and for t ≥ 2 we have
In particular, g 3 (0) = 1. It is easy to verify by differentiating that
Also, for each k ≥ 4,
which is exp(−B) times a polynomial in B that may be easily evaluated. Rather than do this, let us note that, as B → 0,
Note that f k (B)/B = 2g k (B) is decreasing (from the form of (32) 
Recalling that any solution to the functional equation (28) has the form (30) with A satisfying A = cf (A), and that the probability β x = P cκ,x (B) is given by the maximum solution to this equation, we have shown that if c ≤ c 0 (k), then β x = 0 for all x, while if c > c 0 (k), then
Using (21) and (22), we have β + (cκ 0 ) = 0 if c ≤ c 0 (k). Otherwise,
Let
As B → 0 we have
.
Hence, from (34) and (35),
which is exactly (26).
Returning to the case k = 2, in this case, by reducing to the exponential integral as in [22] , one can show that h(B) ∼ log(1/B)B 2 as B → 0. Using (31), (27) follows.
To complete the proof of Theorem 12, it remains to show that there is a sequence κ m of finite-type kernels with sup x,y κ m /(cκ 0 ) < 1 for every m, such that β + (κ m ) → β + (cκ 0 ). We may assume that c > (k − 2)/2, as otherwise β + (cκ 0 ) = 0 and there is nothing to prove. Given a sequence κ m tending up to κ, let γ x be defined by (23) . Then, from (24), the function x → γ x also satisfies the functional equation (28). We have shown above that this functional equation has exactly two solutions, the zero function, and β x . Hence, writing γ + for lim m→∞ β + (κ m ), from (25) we have γ + = 0 or γ + = β + (cκ 0 ). We shall rule out the former case by constructing the first element κ 1 of our approximating sequence suitably. As a first step, we consider a bounded kernel that approximates cκ 0 .
Let (k − 2)/2 < c ′ < c be fixed. Given ε > 0, let κ (ε) be the kernel given by κ (ε) (x, y) = c ′ κ 0 (x, y) = c ′ / √ xy if x, y ≥ ε, and κ (ε) (x, y) = 0 otherwise. Arguing exactly as for cκ 0 , we have
for ε ≤ x ≤ 1, and β x (κ (ε) ) = 0 otherwise, where A (ε) is the largest solution to A (ε) = c ′ f (ε) (A (ε) ), with
Since c ′ > (k − 2)/2, there is a B > 0 with c ′ f (B) > B; fix such a B. As ε → 0, we have f (ε) (B) ր f (B), so there is an ε > 0 with c ′ f (ε) (B) > B. It follows that A (ε) > 0, and hence that β + (κ (ε) ) > 0. To complete the proof, let κ 1 be a regular finitary kernel with c ′ κ (ε) (x, y) ≤ κ 1 (x, y) ≤ 1 2 (c + c ′ )κ(x, y) for all x, y. Such a kernel is easy to construct as κ is continuous and bounded away from 0 on the compact set [ε, 1] 2 , where it coincides with κ (ε) . It is easy to construct a sequence of finite-type kernels κ m with sup x,y κ m /(cκ 0 ) < 1, with κ m tending up to cκ 0 and starting with this particular κ 1 . Then γ + ≥ β + (κ 1 ) ≥ β + (c ′ κ (ε) ) > 0. Since γ + = 0 or γ + = β(cκ 0 ), we have γ + = β(cκ 0 ) as required.
There is a sense in which Theorem 12 does not illustrate the full power of Theorem 11. Indeed, the kernel c/ √ xy has a special property: it may be written as κ(x, y) = φ(x)φ(y) for some function φ on S. Such kernels are called rank 1 in [5] . The branching process corresponding to a rank 1 kernel is much simpler than the general case: roughly speaking, while the distribution of the number of children of a particle depends on its type, the distribution of their types does not.
There is a minor variant of the model G V (n, κ), where the edge probabilities are taken as p ij = κ(x
(n) j )/n. As in [5] , all our results here apply equally to this variant. As noted in Section 16.4 of [5] , using this variant, if κ has rank 1 then, conditional on the degree sequence, G V (n, κ) is equally likely to be any graph with the given degree sequence. Thus the structure of G V (n, κ) is simpler than in the general case. Also, G V (n, κ) is then closely related to random graphs defined by first fixing a degree sequence (perhaps exactly, or perhaps asymptotically), and then choosing a random graph with this degree sequence.
Graphs of this form have been studied by many authors, including Molloy and Reed [20] in the general case, and Aiello, Chung and Lu [1] in the power-law case. The k-core of such graphs has been studied by Janson and Luczak [15] and by Fernholz and Ramachandran [13] ; it is probable that Theorem 12 could be proved by the methods of either of these papers, although the calculation of β + (cκ 0 ) must still be carried out. In fact, Fernholz and Ramachandran studied the k-core in random graphs with a given power-law degree sequence with exponent α: they assume a limiting fraction i −α /ζ(α) of vertices with degree i for each i ≥ 1. When α = 3, this model is very close to G V (n, cκ 0 ), where the degree distribution satisfies P(deg(v) = i) ∼ ai −3 as i → ∞, for a constant a depending on c. Note, however, that, having fixed the degree exponent, the model considered here is much more flexible, due to the presence of the parameter c, which allows control of the overall number of edges. For this reason, the result in [13] , that whp there is a k-core if α < 3, and whp there is no k-core when α ≥ 3, gives no insight into the transition studied in Theorem 12. Roughly speaking, the α = 3 case of this result corresponds to showing that there is no 3-core in G V (n, cκ 0 ) for a specific c. However, the correspondence is not direct: in the model of [13] , the presence or absence of the k-core depends very much on the entire degree distribution, not just its asymptotics, and in G V (n, cκ 0 ), the distribution of the small degrees does not follow exactly a power-law.
It would be interesting to use Theorem 11 to compute the size of the kcore in examples of G V (n, κ) where κ does not have rank one. A particularly interesting case is the kernel κ(x, y) = c/ max{x, y} on (0, 1] 2 , corresponding to the 'uniformly grown random graph' proposed by Dubins (as an infinite random graph) in 1984 (see [16] ). A closely related model was introduced by Callaway, Hopcroft, Kleinberg, Newman and Strogatz [7] in 2001. The emergence of the giant component in this model shows particularly interesting behaviour: at c = 1/4 there is an 'infinite order' phase transition; see [11, 12, 4, 22] . The functional equation (20) is likely to be harder to handle in this case, but may well still be tractable. Indeed, although the exact solution could not be calculated, good bounds on the size of the giant component just above the transition were obtained in [22] by bounding the solution to a related functional equation for the giant component in a generalization of this model.
