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Abstract
The structural complexity of instances of computational problems has been an im-
portant research area in theoretical computer science in the last decades. Its success
manifested itself in tree-width—a complexity measure for undirected graphs. Many
practically relevant problems that are difficult in general, can be efficiently solved on
graphs of bounded tree-width. For directed graphs, there are several similar mea-
sures, among others entanglement, directed tree-width, DAG-width and Kelly-width,
that have shown their advantages as well as disadvantages.
In this thesis, we work on complexity measures for directed graphs that can be
described in terms of graph searching games. A graph searching game is played on a
given graph by a team of cops and a robber. The cops try to capture the robber whose
intent is to escape. Precise rules define a game and a complexity measure on graphs.
The complexity of a graph is usually the minimal number of cops needed to capture
the robber. Hereby, an important issue is monotonicity, a property of winning cop
strategies. It implies the existence of suitable decompositions of the given graphs
which allow for efficient algorithms for difficult computational problems.
We discuss monotonicity issues of graph searching games, discuss problems ap-
pearing when monotonicity is introduced, and develop methods for solving those
problems.
In the first part, we consider the game defining entanglement. While, in gen-
eral, there are no monotone winning strategies for the cops in the usual sense, we
prove a weak variant of monotonicity for two cops. This implies the existence of
corresponding graph decompositions.
The second part is dedicated to the relationship between structural complexity
and imperfect information. The latter is a powerful tool to extend expressiveness of
games. The most involved result in that part is that parity games with bounded im-
perfect information can be efficiently solved on classes of directed graphs of bounded
DAG-width. Its proof heavily relies on a notion of games with multiple robbers. We
develop the technique of omitting cop placements while transforming strategies.
The crucial question about monotonicity is whether monotonicity costs, the num-
ber of additional cops needed to capture the robber monotonically, can be bounded
by a constant. We analyse the only known example by Kreutzer and Ordyniak which
shows that the monotonicity costs for DAG-width can be positive. We define a notion
of weak monotonicity for DAG-width and investigate the problem of boundedness
of weak monotonicity costs. Furthermore, we define a structural decomposition of
graphs that corresponds to a winning cop strategy in a game with weak monotonicity.
The last part gives an overview of known results concerning boundedness of values
of different measures on the same graph classes.
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Zusammenfassung
Strukturelle Komplexität von Instanzen schwerer Berechnungsprobleme war ein
wichtiger Forschungsbereich in den letzten Jahrzehnten, dessen Erfolg sich unter an-
derem in im Begriff der Baumweite, eines Maßes für die strukturelle Komplexität für
ungerichtete Graphen, manifestierte. Viele praktisch relevante, aber im Allgemeinen
schwer zu lösende Probleme lassen sich auf Graphen mit beschränkter Baumweite
effizient lösen. Für gerichtete Graphen gibt es verschiedene Maße, unter anderen das
Entanglement, die gerichtete Baumweite, die DAG-Weite und die Kelly-Weite, die
sowohl Vor- als auch Nachteile aufweisen.
In der vorliegenden Dissertation studieren wir die Komplexitätsmaße, die als Such-
spiele auf Graphen beschrieben werden können. Ein solches Suchspiel wird von
einem Team von Polizisten, das einen Räuber zu fangen versucht. Genaue Spiel-
regel definieren ein Spiel und dadurch ein Komplexitätsmaß: die Komplexität eines
Graphen ist die minimale Anzahl von Polizisten, die man braucht, um den Räuber
auf diesem Graphen zu fangen. Ein wichtiger Aspekt ist dabei die Monotonie, eine
Eigenschaft der Gewinnstrategien für die Polizisten, welche die Existenz von Zer-
legungen des gegebenen Graphen impliziert. Diese Zerlegungen erlauben die Kon-
struktion von effizienten Algorithmen für algorithmisch schwere Probleme auf den
Graphen.
Wir untersuchen verschiedene Eigenschaften, die mit der Monotonie verbunden
sind und entwickeln Methoden, die es erlauben, mit der Monotonie zu arbeiten.
Im ersten Teil befassen wir uns mit dem Spiel, das Entanglement definiert. Ob-
wohl die Polizisten im Allgemeinen keine Gewinnstrategien haben, die im üblichen
Sinne monoton wären, zeigen wir, dass das Spiel eine schwache Variante der Mono-
tonie erlaubt. Daraus ergibt sich die Existenz von entsprechenden Zerlegungen des
Graphen.
Der zweite Teil ist dem Zusammenhang zwischen struktureller Komplexität und
imperfekten Information gewidmet. Imperfekte Information ist ein mächtiges Mit-
tel, das die Ausdrucksstärke von Spielen als Formalisierungsmethode erweitert. Das
technisch anspruchsvollste Resultat dabei ist, dass Paritätsspiele mit imperfekter In-
formation auf Graphklassen mit beschränkter DAG-Weite effizient lösbar sind. Der
Beweis benutzt im hohem Maße den Begriff der Spiele mit mehreren Räubern. Wir
entwickeln die Technik der verzögerten Polizistenplatzierung für Strategietransfor-
mationen.
Die entscheidende Frage ist, ob die Monotoniekosten, also die Anzahl der zusät-
zlichen Polizisten, die man braucht, um den Räuber monoton zu fangen, mit einer
Konstante beschränkt werden können. Wir analysieren das einzige bekannte Beispiel
von Kreutzer und Ordyniak, das zeigt, dass die Monotoniekosten für die DAG-Weite
positiv sein können. Wir definieren die schwache Monotonie und untersuchen das
Problem der Beschränkheit der Monotoniekosten. Weiterhin definieren wir eine Zer-
legung der Graphen, die einer Gewinnstrategie für die Polizisten in einem Spiel mit
schwacher Monotonie entspricht.
Der letzte Teil enthält eine Übersicht von bekannten Resultaten, die mit
Beschränktheit der Maßwerte verschiedener Maßen auf denselben Graphklassen ver-
bunden sind.
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1 Introduction
Many interesting and practically relevant problems on graphs belong to complexity
classes that are considered hard in theory. The probably most popular class is NP:
NP-complete problems on graphs include common questions such as whether the a
graph has a Hamilton path, or a vertex cover of a given size.
A classical NP-complete decision problem is Sat—given a formula of the propo-
sitional logic, is there an assignment of its variables to truth values that makes the
formula true? Although no Ptime-algorithm for Sat is known, many instances of
Sat that appear in practice are solved quickly by existing algorithms [7, 2, 17, 91].
In fact, it is a standard technique to solve an NP-complete problem by reducing it
to Sat and then to apply one of the existing Sat solvers to find the answer. In the
last decades, Sat solvers have been highly optimised by using various heuristics such
that many practical tasks that correspond to NP-complete problems, can, in fact,
be solved efficiently.
One of the reasons for the discrepancy between theoretical hardness and practical
success of applications is that, in practice, algorithms often get inputs that do not
have a too complex structure. It is a natural question what classes of instances
are really difficult for algorithms. On the one hand, an answer could allow us to
recognise the hard core of difficult problems. This could, in turn, be important to
separate hard complexity classes from simple ones or to determine the complexity
of decision problems more accurately. On the other hand, a deep understanding
of input hardness can open the way to better algorithms for the problems. Simple
instances usually have a clear and simple structure, which can be utilised when
designing an algorithm. This allows to construct new algorithms that guarantee fast
running times on classes of simple instances. We stress that the hardness of inputs
should not be measured by their size, but by their structural complexity.
To be formal, we need a mathematical definition for structural complexity. Instead
of distinguishing simple from complex inputs dichotomously, it is more accurate to
define a complexity measure function that assigns a number (the complexity value)
to every input. The lower the value, the simpler the instance and the better should
be the performance of algorithms based on that complexity measure.
Let us consider undirected graphs first. Two main approaches to measure struc-
tural complexity of undirected graphs have been established in computer science.
One is to declare graphs simple if they have a regular structure. The first complexity
measure of that kind was clique-width [30], followed by rank-width [56] and bi-rank-
width [63], which have their roots in the matroid theory and can be used also for
directed graphs. In this work, we pursue the other approach, based on similarity of
instances to simple graphs.
It is well known that, for many decision problems on undirected graphs, trees and
forests (graphs without cycles) are simple instances. This lets us hope that also
on an appropriate generalisation of trees, many problems on undirected graphs can
be solved easier than in the general case. Indeed, the most prominent structural
9
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Figure 1.1: A relational structure with a binary and a ternary relation and its Gaif-
man graph.
complexity measure on undirected graphs, tree-width, measures how similar a given
graph is to a tree. Another intuition is that graphs with large tree-width values have
a complex structure of highly intertwined cycles: trees have small tree-width, cliques
(graphs where all vertices are pairwise connected by edges) have maximal tree-width
for a given number of vertices.
Tree-width is usually defined by means of a decomposition of the given graph into
small pieces called bags which are connected in a tree-like manner. The size of the
largest bag minus one is the tree-width of the graph. Such a decomposition can be
used to apply dynamic programming. If all bags (and, thus, the tree-width) are small
enough, it does not cost too much time to perform all needed computations in each
bag. Then one can use the simple tree structure of the decomposition to glue the
information gained from the bags into a solution of the problem on the entire graph.
It turned out that many NP-complete and even some Pspace-complete prob-
lems [96] are in Ptime if restricted to classes of graphs with tree-width bounded
by a constant [3, 5, 18, 95, 96], and, in fact, there exist efficient implementations of
algorithms based on tree decompositions (see, e.g. [52, 58, 47]). Furthermore, tree-
width proved to provide deep theoretical insights in the theory of minors, which can
be used to define infinite classes of graphs by finite objects. The famous Courcelle’s
Theorem states that, on such classes, properties definable by MSO2-formulae are
decidable in Ptime [29]. MSO2 is an extension of MSO, the monadic second order
logic, and is capable of defining a rich variety of useful properties.
Tree-width can also be applied to general relational structures, which may have
relations of higher arity than two. The tree-width of a structure is the tree-width of
its Gaifman graph, which is undirected. A Gaifman graph of a structure is a graph
whose vertices are the elements of the structure, and there is an edge between two
vertices if they appear in the same tuple of a relation. Figure 1.1 shows an example
of a structure and its Gaifman graph. The structure has a binary relation containing
one pair of elements (surrounded by a dashed line) and a ternary relation containing
one triple (surrounded by a solid line). As a special case, the Gaifman graph of a
directed graph is its underlying undirected graph which is obtained by symmetrising
the edge relation.
Unfortunately, the Gaifman graph is often a too coarse approximation of the struc-
ture that does not contain enough information for the problem under consideration.
This is already the case with directed graphs. For instance, games are played on
arenas that are, essentially, directed graphs. It is clear that forgetting edge direc-
tions can significantly change the game. Consider, e.g. parity games, a powerful and
theoretically important formalism to describe many useful properties of transition
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systems. It is trivial to determine the winner of a parity game on directed acyclic
graphs (DAGs), but it is easy to see that there are DAGs whose Gaifman graph is
a clique and its tree-width is bounded only by the number of vertices in the given
graph.
Such examples raise the question of more appropriate measures for structural com-
plexity of relational structures. This work is a step towards building a theory of
complexity measures for directed graphs. While for undirected graphs, tree-width
appears to be a very successful measure, it turns out that there are several reasonable
measures for the directed case.
We concentrate on a characterisation of tree-width based by graph searching games,
which are a beautiful and an intuitive way to describe structural complexity. A graph
searching game is played on the given graph by a team of cops who try to capture a
robber whose intent is to escape a capture. Precise rules (what are allowed moves,
what is the wining condition for player 0) define a complexity measure on graphs
by the minimal number of cops needed to capture the robber. In a position of a
play in the game characterising tree-width, each cop either occupies a vertex or is
outside of the graph and the robber always occupies a cop-free vertex. In a move,
the cops announce their next placement and remove the cops who will not stay on
their vertices. Now, the robber may move along a cop-free path to another vertex
or stay on his vertex if it will not be occupied by the announced cop position. Then
the cops are placed as announced. They win if the robber cannot make a legal move,
i.e. all reachable vertices including his current vertex are about to be occupied.
One can prove that the minimal number of cops needed to capture the robber
is always one more than the tree-width of the graph. On the one hand, the bags
of a decomposition describe cop placements during a play won by the cops, so the
maximal size of the bags bounds the number of used cops. For the other direction,
to derive a decomposition with small bags from a cops winning strategy, we need to
transform the strategy to a monotone one, i.e. one which guarantees that the set of
vertices the robber can occupy is monotonically non-increasing. In other words, if a
vertex is unavailable to the robber, it should never be available to him in the future.
Seymour and Thomas showed in [89] that the monotonicity costs of tree-width are
zero, i.e. no additional cops are needed to convert a non-monotone winning strategy
to a monotone one. However, monotonicity costs of measures for directed graphs
are often positive, which makes it difficult to convert winning cop strategies into
corresponding decompositions. This is the main problem we focus on in this work.
The first generalisation of tree-width to the directed case, directed tree-width, was
given by Johnson et al. in [60]. The corresponding game differs from the game
characterising tree-width in two aspects. First, the robber must respect the direction
of edges; second, he is not allowed to leave a vertex if there is no cop-free path
back to the vertex. The corresponding decomposition does not need monotonicity
of a cop strategy for its construction and allows some NP-complete problems (for
example, the Hamilton path problem) to be solved in Ptime if the directed tree-
width is bounded. As DAGs, in general, are more complex than trees, there are also
problems which are in Ptime if the tree-width is bounded, but remain difficult if
only the directed tree-width is bounded [43].
Some disadvantages of directed tree-width (in comparison to tree-width) lead to
further investigations and to the search for more appropriate measures. One dis-
11
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advantage is that the graph searching game characterises directed tree-width only
up to a constant factor of three. The other was found by Adler who showed in [1]
that one needs more cops to capture the robber monotonically than in an arbitrary
way. Finally, an important decision problem, Parity (does player 0 have a winning
strategy in a given parity game?), is not known to be in Ptime on graph classes with
bounded directed tree-width. Note that Parity is not known to be NP-complete
and, furthermore, it is in co-NP. Membership in both NP and co-NP raises hope
that a deterministic polynomial time algorithm will be found, so Parity may be in
Ptime even without restricting the structural complexity of inputs.
DAG-width, defined in 2006 by Berwanger et al. and, independently, by Ob-
držálek [12, 73], and Kelly-width, defined in 2007 by Hunter and Kreutzer in [53], are
two attempts to avoid the above mentioned drawbacks of directed tree-width. Both of
them are more restricting than directed tree-width, but they also permit to construct
Ptime-algorithms for Parity based on their respective decompositions [14, 53]. The
game characterising DAG-width is the same as the game for directed tree-width, but
the robber is not restricted in his moves: he can leave a vertex even if there is no
return to his current vertex. The game characterising Kelly-width has an invisible
and inert robber. The latter means that he is not able to change his vertex when no
cop is about to occupy it.
As in the case of tree-width, only monotone winning strategies lead to decompo-
sitions of graphs that permit to construct efficient algorithms for difficult problems.
However, it was shown that monotonicity costs for both DAG-width and Kelly-width
are positive. Whether they are bounded is an open question.
An approach similar to those described above was used by Berwanger and Grädel
who defined entanglement—a complexity measure that originates in the analysis of
the variable hierarchy of the modal µ-calculus [13]. The authors showed that a
bounded number of variables suffices to define certain properties only on classes of
graphs with bounded entanglement. However, there are graphs of arbitrary large
entanglement and, hence, the variable hierarchy does not collapse.
We do not know any characterisation of entanglement in terms of a decomposition
of the given graph. It is defined as the minimal number of cops that suffice to capture
the robber in the entanglement game, a variant of Ehrenfeucht-Fraïssé games for
modal µ-calculus. The game is somewhat different from the other graph searching
games we consider; in particular, it is highly non-monotone. It is easy to construct
graphs where, in any play won by the cops, certain vertices are occupied by cops very
often and become available to the robber again. Entanglement is a more restricting
measure than directed tree-width, so all problems that are efficiently solvable on
graph classes with bounded directed tree-width are also in Ptime if entanglement
is bounded. The connection to DAG-width seems to be the same (we do not know
any counter-examples); however, a direct translation of a winning cop strategy in the
entanglement game into a winning cop strategy in the DAG-width game is difficult
because of the monotonicity requirement for DAG-width.
Working with complexity measures, we observe that in absence of monotonicity
we can often transfer winning cop strategies from a graph searching game to another.
However, monotonicity is easily destroyed when such a transfer is performed. For
example, it can easily be shown that the powerset construction analysed in Chap-
ter 5 preserves boundedness of non-monotone DAG-width, but it is cumbersome to
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prove that the monotonicity can be preserved at costs of only a bounded number of
additional cops.
Another example is a proof that entanglement is more restricted than directed
tree-width: if a graph class contains only graphs of bounded entanglement then also
directed tree-width is bounded. This implies that all difficult decision problems that
become easy if directed tree-width is bounded also become easy if entanglement is
bounded. The proof is done by adapting cop strategies first to the non-monotone
DAG-width game [12] and then to the directed tree-width game (which is trivial). As
we do not know any graph decomposition corresponding to entanglement, it seems
that this is the only available way to prove the connection between entanglement and
directed tree-width. Whether monotone DAG-width is bounded in entanglement is
an open question.
Our last example for the utilisation of the translation of strategies is boundedness
of non-monotone DAG-width in (monotone) Kelly-width and of non-monotone Kelly-
width in (monotone) DAG-width. Bounds on monotonicity costs for DAG-width and
Kelly-width would imply that DAG-width is bounded on a class of graphs if and
only if Kelly-width is bounded on that class. That would be an interesting result
because DAG-width and Kelly-width have their advantages and disadvantages that
are orthogonal to each other and one could combine both measures while solving a
concrete problem. While DAG-width has a simple and robust game characterisation
(except the problem with monotonicity), it is not known whether it can be computed
efficiently. On the contrary, the Kelly-width game has additional rules which make it
more difficult to work with, but there is a Ptime-algorithm for Kelly-width assuming
that Kelly-width is bounded by a constant.
It is important to notice that other characterisations of the measures, especially
graph decompositions, do not help to solve the problems mentioned above: they are
just other descriptions of monotone strategies and the correspondence between them
is straightforward.
In this work, we discuss the monotonicity issues of the graph searching games
characterising structural complexity measures of directed graphs. This research area
is quite new and lacks both general approaches and special proof techniques. One of
the main goals of this thesis was to develop such methods.
In Chapter 4, we consider the entanglement game and prove that if two cops have a
winning strategy, they can also win in a way such that the robber visits a particular
vertex at most once. This can be viewed as a kind of weak monotonicity at that
vertex. Interestingly, that statement does not hold for more than two cops, which
witnesses that the entanglement game is very non-monotone. However, there may
be more general notions of weak monotonicity for the entanglement game, e.g. the
number of times the robber can revisit a vertex relativised by the entanglement of
the graph.
The simplest game among all described generalisations of tree-width is the one
characterising DAG-width. In Chapter 5, we shall see that additional conditions on
robber moves in the other games we consider in this work do not allow a more or
less straightforward analysis as in the case of DAG-width. This was our reason to
concentrate on DAG-width in Chapters 5, and 6. In the former, the context of mono-
tonicity is the relationship between structural complexity and imperfect information,
a powerful tool to extend expressiveness of games (in particular, parity games) as
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a formalising method. Our research was motivated by similar results for standard
parity games. Can Parity be decided in Ptime on simple graphs even in presence
of imperfect information? In general, it is impossible, but if imperfect information
is bounded, techniques used in [14] and [53] still work.
The most interesting and the most involved result in Chapter 5 is that parity
games with bounded imperfect information can be efficiently solved on classes of
directed graphs of bounded DAG-width. Its proof heavily relies on an analysis of
monotonicity costs, which, in turn, is reduced to a notion of games with multiple
robbers. We develop the technique of omitting cop placements while transforming
strategies.
The question of boundedness of monotonicity costs in the DAG-width game is
explicitly treated in Chapter 6. We analyse the only known example by Kreutzer
and Ordyniak [68] which shows that the costs can be positive. We define a notion
of weak monotonicity for DAG-width and investigate the problem of boundedness
of weak monotonicity costs: whether one needs too many additional cops to win
monotonically instead of weakly monotonically. Boundedness of weak monotonicity
costs would mean that the examples of Kreutzer and Ordyniak cannot be gener-
alised to disprove that (strong) monotonicity costs are bounded. We approach an
answer by defining a structural decomposition of graphs that corresponds to a win-
ning cop strategy and reduce the question of costs boundedness in the examples to
the case that the robber enforces an introduction of additional cops by changing
his component. This is achieved by defining a new graph searching game where the
robber is not permitted to leave his component. That restriction is similar to that
in the directed tree-width game, but in our game, the robber can still induce non-
monotonicity outside of his component. We analyse cop moves outside of the robber
component, and infer bounds on the minimally needed cop numbers between the
weak and the strong monotonicity versions in the new game and afterwards between
the strong version in the new game and the weak version in the DAG-width game.
The last chapter gives an overview of known results concerning boundedness of
measure values between different measures on the same graphs.
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2 Preliminaries
We assume that the reader is familiar with notation concerning basic set theory.
Alphabets, words. The powerset of a set A will be denoted by 2A. A partition
of A is a set {A1, . . .} such that all Ai are non-empty, Ai ∩ Aj = ∅, for i ≠ j, and⋃{A1, . . .} = A. For m ∈ ω where ω is the set of natural numbers, we define [m] ={0, . . . ,m − 1}. An alphabet is a finite set. For a natural number n > 0, a finite
word of length n over an alphabet A is a function w∶ [n]→ A. We write a word as a
tuple w = a0, . . . , an−1 where w(i) = ai for i < n or, omitting commas as w = a0 . . . an−1,
or, replacing them by dots, as w = a0 ⋅ . . . ⋅, an−1. We sometimes shift the indexes and
write w = a1 . . . an or w = a1 ⋅ ⋅ ⋅ ⋅ ⋅ an. The i-th element of a sequence is also denoted
by w[i] and the last element by last(w).
The empty word of length 0 is denoted by ε. An ω-word is a function w∶ω → A.
The set of all words of length n over A is denoted by An, the set of all words of
length at most (less than) n by A≤n (by A<n). The set of all finite words is denoted
by A∗, the set of all finite words of positive length by A+, and the set of all ω-words
by Aω. Given a finite word w, we denote its length by ∣w∣. Furthermore, if A and B
are alphabets, pi∶A → B is some function and w = a0 . . . ak ∈ A∗ then we denote the
word pi(a1) . . . pi(ak) ∈ B∗ by pi(w).
Graphs, paths. A graph is a tuple G = (V,E) where V is the set of vertices and
E ⊆ V 2 is the set of edges. An undirected graph is a graph with a symmetric edge
relation, i.e. for all (u, v) ∈ E, we have (v, u) ∈ E. For undirected graphs, we
sometimes represent E as a set of unordered pairs: E ⊆ {{u, v} ∣ u, v ∈ V,u ≠ v}. If
v ∈ V then vE denotes the set {w ∈ V ∣ (v,w) ∈ E} of all direct successors of v. A
vertex w is a direct predecessor of v if (w, v) ∈ E. For n ∈ N, a path P from v1 ∈ V
to vn ∈ V of length n is a sequence of pairwise distinct vertices v1, . . . , vn such that(vi, vi+1) ∈ E, for all i ∈ {1, . . . , n−1}. If it is clear from the context what we mean, we
also call the unordered set {v1, . . . , vn+1} a path. For a vertex u, we write ReachG(u)
for the set of vertices v ∈ V such that there is a path from u to v in G.
The topological order ↝ on vertices of a graph is defined by v ↝ w if w ∈
ReachG(v), its irreflexive version is ↝. If we want to stress that the order is de-
fined on graph G, we also write ↝G and ↝G . The generalised versions of ↝, ↝, ↝G ,
and ↝G are defined on subgraphs. If V ′ ⊆ V and E′ ⊆ E then (V ′,E′) is a subgraph
of (V,E). Let G′ and G′′ be subgraphs of G. Then G′ ↝ G′′ if, for all v′ ∈ G′ and
all v′′ ∈ G′′, we have v′ ↝ v′′. Generalised relations ↝G , ↝, and ↝G are defined
analogously.
A cycle of length n is a path v1, . . . , vn with (vn, v1) ∈ E. A DAG is an acyclic
graph. A vertex r of a DAG is a root if it has no direct predecessors (children), i.e.
there no vertex v with (v, r) ∈ E. Direct successors in a DAG are also called parents.
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An undirected (directed) graph is (strongly) connected if, for all u, v ∈ V , there
is a path from u to v. A (strongly) connected component is a maximal (strongly)
connected subgraph of the graph. If there is no risk of confusion, we shall simply
say “component” for “(strongly connected) component”. Let X be a subset of V . A
(strongly) connected component of G −X is an X-flap or an X-component of G. For
a vertex v ∉ X, the X-flap (X-component) flapGX(v) of v is the component of G −X
that contains v. If G is clear from the context, we also write flapX(v) for flapGX(v).
Substructures, subgraphs. Let A = (A,R0, . . . ,Rm−1) be a relational structure
such that, for i ∈ [m], the arity of Ri is ri. The Gaifman graph G = (A,E) of A
is defined by the condition: {a, b} ∈ E if and only if a ≠ b and there exists some
i ∈ {1, . . . ,m} and a tuple (a1, . . . , ari) ∈ Ri such that a = aj and b = ak, for some j, k ∈{1, . . . , ri}. For a subset B of A, the substructure A[B] of A induced by B has
universe B and relations R′i (for all i ∈ [m]) with R′i = Bri ∩Ri.
To simplify the notation, we shall sometimes write v ∈ G if G = (V,E) and v ∈ V .
Furthermore, we shall write G −A for a subset A of V to denote the graph induced
by V ∖A. For a vertex a ∈ V , we write G ∖ a for G − {a}. The size of G is ∣G∣ = ∣V ∣.
Trees, cliques, bipartite graphs. A undirected tree is an undirected connected
acyclic graph. In an undirected graph, two vertices v and u are neighbours if{v, u} ∈ E. The degree of a vertex in an undirected graph is the number of its
neighbours. Vertices of a tree that have degree 1 are called leaves, the others are
inner vertices. A forest is a graph that is a union of trees.
If G is a directed graph then the underlying undirected graph ←→G of G is the graph(V,←→E ) with ←→E = {{u, v} ∣ (u, v) ∈ E or (v, u) ∈ E, and u ≠ v}.
Let n > 0 be a natural number. An n-ary directed tree is a graph isomorphic to
the following graph T = (T,E). The set of vertices T satisfies T ⊆ [n]∗ with the
additional conditions that ε ∈ T and, if t0 . . . tm ∈ T then t0 . . . tm−1 ∈ T . The set of
edges is either
E = {(ε, t) ∣ t ∈ T ∩ ω} ∪ {(t0 . . . tm, t0 . . . tm+1) ∣ t0 . . . tm+1 ∈ T} ,
i.e. with edges directed away from the root, or
{(t, ε) ∣ t ∈ T ∩ ω} ∪ {(t0 . . . tm+1, t0 . . . tm) ∣ t0 . . . tm+1 ∈ T}
with edges directed to the root. The tree is full if t0 . . . tm ∈ T implies t0 . . . tm+i ∈ T ,
for all i with m+ i ∈ [n]. If T is finite, its depth (or height) is the number of vertices
on the longest path from the root to a leaf, i.e. max{n ∣ t0 . . . tn−1 ∈ T}. Inner
vertices (leaves) are vertices which are inner vertices (leaves) in
←→T .
An n-clique is a graph (V,E) where ∣V ∣ = n and E = (V ×V )∖ {(v, v) ∣ v ∈ V }. A
graph G = (V,E) is bipartite if there is a partition {A,B} with E ⊆ A ×B ∪B ×A.
Operations on graphs. By ⊕, we denote the lexicographic product of two graphs:
for graphs G = (V1,E1) and H = (V2,E2), the lexicographic product G⊕H of G and H
is the graph (V1 ×V2,E′) where E′ contains the pairs ((v1,w1), (v2,w2)) with either(v1, v2) ∈ E1, or v1 = v2 and (w1,w2) ∈ E2.
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Let G = (V,E) and G′ = (V ′,E′) be two graphs. The asynchronous product of G
and G′ is the graph G × G′ = (V × V ′, E˜) where
E˜ = {((u,u′), (v, v′)) ∣ (u, v) ∈ E and u′ = v′, or u = v and (u′, v′) ∈ E′} .
Definition 2.1 (Blocking). Let R, M and X be sets of vertices of a graph G. We
say that X blocks R →M if X ∩R = ∅ and every path from R to M in G contains a
vertex from X. When R and M are clear from the context, we simply say that X is
a blocker.
Games and strategies.
To define games, we extend the graph structure by adding labels to vertices and edges
of a graph. Let A be a set of actions. A graph with labelled edges is a structureG = (V, (Ea)a∈A) where each Ea is an edge relation on V . If we forget the labels, we
get the graph underlying G, formally, (V,⋃a∈AEa). Vertex labels are just subsets
of V .
In this work, we shall consider only turn-based two-person zero-sum games on
finite graphs. A turn-based two-person zero-sum game G with perfect information is
played on a (directed) graph with labelled edges (V, (Ea)a∈A) by two players called
player 0 and player 1 where V is the set of positions and E = ⋃a∈AEa the set of
moves of the game. If, for a position v ∈ V and an action a ∈ A, vEa ≠ ∅, we say that
a is enabled in v. The set of enabled actions in a position v is denoted by act(v).
The players shift a token along an edge in each move changing in this way to a
new position starting from a designated vertex v0, the initial position. Being in a
position v ∈ V the player whose turn it is announces an enabled action a ∈ act(v). In
order for the next position to be well defined by an action, we demand that, for each
v ∈ V and each a ∈ A, the set vEa of a-successors of v is either empty (then a is not
enabled at v), or has one element. In this case, the game is deterministic, otherwise,
the game is non-deterministic. In the following, by a game, we shall always mean a
deterministic one unless otherwise stated. If the label does not matter, we also write
moves (v,w) as v → w. To determine whose turn it is, a subset V0 of V , vertices of
player 0, is designated with the meaning that if the token is on a position in V0 then
player 0 moves, otherwise player 1 moves. We denote the set of vertices of player 1
by V1 = V ∖ V0. Together, (V,V0, (Ea)a∈A, v0) from the arena of the game. A (finite
or infinite) sequence pi = v0, v1, . . . of vertices (which we shall often write as a word
v0v1 . . . ) is a play of the game starting in v0 if it satisfies two conditions. First, for
all i ≥ 0, (vi, vi+1) ∈ E, i.e. changing from vi to vi+1 is a legal move of the game.
The second condition is that pi is maximal, i.e. either pi is infinite or pi = v0 . . . vn
and vnE = ∅. We denote the set of all plays of a game G by plays(G), the set of all
infinite plays by playsinf(G).
Winning conditions. If a player has to move, but is unable to perform a move, he
loses the play. That happens if the token is on a position v ∈ Vi, for i ∈ {0,1}, and
vE = ∅, so, in this final position, player i loses. To define the winner of infinite
plays, we add a winning condition to the description of game. A winning condition
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for player 0 is a subset Win ⊆ playsinf(G) of infinite plays. Accordingly, the win-
ning condition for player 1 is playsinf(G) ∖Win. Summing up, a game G is a tuple(A,Win) where A is an arena and Win is a winning condition for player 0. Basic
winning conditions are reachability and safety. Reachability is a condition defined
by a subset X of positions. The respective player wins a play pi = v0, v1 . . . if there is
some i ∈ ω such that vi ∈ X. Safety is a dual condition: it is fulfilled if, for no i ∈ ω,
vi ∈ X, i.e. if one of the two players has a reachability condition then the other one
has a safety condition in the same game.
Strategies. Given a play of a deterministic or a non-deterministic game, we now
can determine the winner of a play. However, the players may have played better, so
a more interesting question is, who can win the game. For i ∈ {0,1}, a strategy for
player i from the initial position v0 is a partial function σ∶ v0V ∗ → A mapping each
finite play prefix pi that ends in a position v ∈ Vi of player i with vE ≠ ∅ to an action
a ∈ A with vEa ≠ ∅. A play pi = v0v1 . . . is consistent with a strategy σ if every move(vi, vi+1) ∈ E, for i ≥ 0, is consistent with σ, i.e. if σ(v0 . . . vi) = a and vi+1 ∈ viEa. A
position v is consistent with σ if it appears in a play pi = v0v1 . . . consistent with σ,
i.e. v = vi, for some i ≥ 0. A strategy σ for player i is winning if every play consistent
with σ is winning for him. The winning region Wini(G) of player i in G is the set
of vertices v such that there is a winning strategy for player i in the game with v as
initial position. We say that a player wins a game if he has a winning strategy for
this game. Clearly, both players cannot win the same game from the same position;
however, there are games in which none of the players can guarantee a win [42]. A
game is determined if one of the players has a winning strategy in the game.
In general, strategies take all previous positions into account to define the next
move of a player. We can sometimes stress which information from the past a strategy
uses by defining a memory structure. A memory structure for a game G is a tupleM = (M, init,update) where M is the set of memory states, init ∈ M is the initial
memory state and update∶V ×M → M is the update function. A memory strategy
σ for player i is a partial function σ∶Vi ×M → A such that σ(v,m) ∈ act(v), for all
v ∈ Vi with act(v) ≠ ∅. A finite play prefix pi = v0v1 . . . vn defines a memory stateM(pi) inductively in the following way. If pi = v0 then M(pi) = init; if pi = pi′vn
then M(pi) = update(vn,M(pi′)). In other words, the memory structure tracks the
play and a token is moved in M according to function update starting with init.
A finite play prefix pi = v0v1 . . . vn is consistent with σ if, for any position vj with
j ∈ {1, . . . , n}, if vj ∈ Vi then vi = σ(vi−1,M(v0 . . . vi−1)). A play is consistent with σ
if all its finite prefixes are consistent with σ.
We measure the size of a memory structure by the number of its memory states.
A special kind of strategies use only a finite number of states (finite-state strategies).
Strategies that use one state are called memoryless or positional: they depend only
on the last position of the play. Such strategies can be described without using a
memory structure: a positional strategy for player i is a function σ∶Vi → A.
It is very well known that reachability and safety conditions are positionally deter-
mined, i.e., for every initial position v0, one of the players has a positional winning
strategy from v0.
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Game trees. A game tree TG of a game G with arena (V,V0, (Ea)a∈A, v0) is a directed
tree (T,ET ) with edges directed away from the root such that T = G[T ] where
T = v0v1⋯vn ∣ (vi, vi+1) ∈ E for all i ≥ 0, n ≥ 0
is the set of all finite paths in G starting from v0 and
ET = {(v0v1⋯vn, v0v1⋯vn+1) ∣ n ≥ 0 and (vn, vn+1) ∈ E} .
Let σ be a strategy for player j. Let E1−jT = (V1−j × V ) ∩E and let
EjT = {(v0⋯vn, v0⋯vnvn+1) ∣ vn ∈ Vj , (vn, vn+1) ∈ Ea for some a ∈ A and σ(v0⋯vn) = a} .
Let E′ = E1−jT ∪EjT . Let T ′ = Reach(T,E′)(v0). The game tree TG of G restricted to σ
is the graph (T ′,E′).
A parity game is a game (A, col) where A = (V,V0, (Ea)a∈A, v0) is an arena and col
is a colouring or priority function mapping V to a set C of natural numbers (called
colours or priorities). A play pi is won by player 0 if the least colour seen infinitely
often in pi is even. The decision problem, given a parity game, determine whether
player 0 has a winning strategy from the initial vertex is denoted by Parity.
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3 Complexity measures
Graphs constitute an important class of structures in computer science. They are
very basic structures that have no functions, no relations of arity three and more,
and only one relation of arity two. However, graphs are often complex enough to
model properties of structures needed in computer science.
A graph decision problem is, given a graph and, possibly, some more input, to
decide whether the graph has a certain property. As for other structures, some of
such problems are undecidable, some are hard for high complexity classes (above
Ptime, e.g. for NP), which makes them intractable, at least theoretically. In most
cases, that means that the worst-case running time of a programme is so high that
it is unacceptable for practical use. However, many of the problems are interesting
in practice, and their solutions are, in fact, successfully implemented. The reason
for that discrepancy between theory and practice is that not every graph is a hard
instance for programmes: for a fixed algorithm, there may exist both simple and
complex graphs. In many practical cases, (almost) only simple instances are given
as input.
To analyse the complexity of graphs, one needs a measure that defines for every
graph whether it is simple or complex. This chapter gives an overview of differ-
ent graph complexity measures that can be described as graph searching games. A
comparison between them is made in Chapter 7.
The measures we shall discuss describe the cycle complexity of a graph: they
define how intertwined the cycles of a graph are. For example, the cycle structure of
a grid is complex: all small cycles are included in many other cycles that intersect
with each other in many ways, whereas trees have no cycles and are simple. In most
cases, these measures can be defined by a decomposition of the graph such that its
vertices are grouped in small “bags” that are connected to each other in a simple
way. Such decompositions are not only important as an explanation why existing
algorithms are efficient in practice, but also to construct new ones that explicitly use
the decompositions and guarantee good running time if the input graph is simple
enough. Mathematically, this is formalised as a constant or a fixed parameter. Then
the running time of the constructed algorithm depends only polynomially on the size
of the input, but is typically exponential in the constant.
Another definition of simplicity can often be obtained by considering graph search-
ing games in that a team of cops tries to capture an escaping robber. Particular rules
of the games define a complexity measure by the minimal number of cops that can
win the game: the less cops are needed, the simpler the graph.
We consider the measures in roughly chronological order. The earliest is the most
prominent one—tree-width—which we discuss in Section 3.1, together with path-
width. They both are defined for undirected graphs and, as we are interested in
directed graphs, we have to “forget” directions in order to use these measures for
the general case. We define them, give some equivalent characterisations (also as
graph searching games) with some basic implications, illustrate them with some
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examples and discuss their applications and their own computational complexity. In
Section 3.2, we discuss measures that were defined especially for directed graphs as
generalisations of tree-width: directed tree-width, entanglement, DAG-width, and
Kelly-width.
Notation. In the following, when we speak about the complexity of a game with
respect to a certain measure, we shall mean the complexity of its arena. Most
graph searching games have names similar to “cops and robber”, possibly with some
additional specification about the moves the players are allowed to perform. Because
we are going to speak about many games in one context and in connection to their
respective measures, it will be more convenient for us to name a game by the measure
it is associated with. For example, we shall refer to the game characterising Kelly-
width as Kelly-width game instead of saying “cops and inert invisible robber game”.
3.1 Tree-width and path-width
It is well known that many difficult graph problems become easy if considered only
on the class of trees. However, that is a too strong restriction. Already in the 80s,
first attempts to generalise trees were made, see [21]. This led to the notion of tree-
width—a measure for undirected graphs which describes how similar a graph is to
being a tree. Intuitively, a graph has tree-width k if has a shape of a tree where
every vertex may be replaced by a subgraph of a k-clique and edges between original
vertices are replaced by arbitrary edges between the corresponding cliques.
Tree-width was defined in [82] and used in multiple applications later. The most
prominent one is probably the Graph Minor Theorem, which says that the minor
relation is a well-quasi-order, i.e. every infinite sequence of graphs contains two (and
thus infinitely many) comparable elements. It implies that, for any class of graphs
closed under taking minors, there exist finitely many graphs characterising the class
as forbidden minors.
Let G be a class of graphs. We say that the tree-width (and, similarly, any other
complexity measure) is bounded on G if there is a fixed number b such that the
tree-width (or, respectively, another measure) of any graph in G is at most b.
Many natural problems on undirected graphs that are hard for NP and even for
Pspace can be solved efficiently, often even in linear time, if tree-width is bounded [3,
5, 18, 95]. An extensive overview about tree-width, path-width and problems that
become simple if tree-width or path-width are bounded with a lot of further references
is given by Bodlaender in [21]. In [70], it is proved that bounded tree-width is even
necessary for an efficient solution of some decision problem (under the exponential
time hypothesis, see [57]).
A rich source of problems that are simpler if restricted to simple instances is
Courcelle’s Theorem, a so-called algorithmic meta-theorem. Courcelle’s Theorem
was the first of a number of meta-theorems [50]. Such theorems state that a certain
graph class, in this case the class of graphs of bounded tree-width, admits efficient
algorithms for problems defined by a formula of some logic, in this case CMSO2
for graphs. This is an extension of the first-order logic by counting quantifiers and
quantifiers for sets of vertices and sets of edges. This allows to make statements of
the form ∣X ∣ = a mod b where X is a set variable (for vertices or edges) and a and b
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Figure 3.1: A graph and its tree decomposition.
are constants for natural numbers. Atomic sentences are equalities and sentences of
the form x ∈ e (where x is a vertex variable and e is an edge variable) expressing
that x and e are incident, and Exy (where x and y are vertex variables) expressing
that x and y are adjacent. CMSO2 is capable of defining properties as Hamiltonicity
or 3-colourability. See [27] for further CMSO2 definable properties.
Theorem 3.1 ([29]). Any class of undirected graphs definable in CMSO2 is decidable
in Ptime on graphs of bounded tree-width.
3.1.1 Definitions
Let G = (V,E) be an undirected graph. A tree decomposition of G is a tuple (T ,bag)
where T = (T,ET ) is an undirected tree and bag is a function bag∶T → 2V such that− ⋃t∈T bag(t) = V ,− for all graph edges {u, v} ∈ E, there exists some t ∈ T with {u, v} ⊆ bag(t),
− for t1, t2, t3 ∈ T , if t2 is on the path from t1 to t3, then bag(t1) ∩ bag(t3) ⊆
bag(t2).
See an example of a graph and its tree decomposition in Figure 3.1.
A path decomposition is a tree decomposition where T is an undirected path. We
call elements of T and their bag-images bags. When speaking about decomposition
trees as graphs we call their bags nodes and the elements of given graphs vertices.
The last property in the definition expresses that the set of bags containing a par-
ticular vertex forms a connected subgraph of T . It guarantees that, while traversing
a path in the tree and inspecting vertices in the bags, we do not see a vertex which
disappears and then appears again. This monotonicity is important for applications
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Figure 3.2: The separation property of a tree decomposition.
in dynamic programming: one does not have to care about vertices that are already
processed.
The width of a tree decomposition is the size of its largest bag: width(T ) =
max{∣bag(t)∣ ∣ t ∈ T}. The tree-width of graph G is the minimal width of a tree
decomposition of G minus 1:
tw(G) = min{width(T ) ∣ T is a tree decomposition of G} − 1 .
The minus 1 term assures that trees have tree-width one and not two. The path-
width [80] of G is the minimal width of a path decomposition of G minus 1:
pw(G) = min{width(T ) ∣ T is a path decomposition of G} − 1 .
If G is a directed graph, then tw(G) = tw(←→G ) and pw(G) = pw(←→G ).
The following basic property of tree decompositions explains the meaning of the
last condition in the definition of a tree decomposition.
Lemma 3.2 ([81]). Let (T ,bag) with T = (T,ET ) be a tree decomposition of a
graph G. Let t ∈ T be an inner vertex of the tree and let t0, t1 be two distinct
neighbours of t in T . Then bag(t) blocks bag(t0)→ bag(t1).
Proof. For i ∈ {0,1}, let Ti = flap{t}T (ti) and let Xi = (⋃t′∈Ti bag(t′)) ∖ bag(t), i.e. Xi
is the set of vertices in bags from the subtree Ti. See Figure 3.2 for an illustration.
First, there is no vertex v ∈ X0 ∩X1. Indeed, all paths from T0 to T1 contain t,
so v ∈X0 ∩X1 implies v ∈ bag(t) and thus v ∉X0 (and not in X1), a contradiction.
Let v0 ∈ X0 and v1 ∈ X1. Assume that there is a non-trivial path from v0 to v1
(i.e. a path with at lest one edge). As v0 ∈ X0 and v1 ∉ X0, there is an edge (w,w′)
in G with w ∈ X0 and w′ ∉ X0. By the definition of a tree decomposition, there is a
tree node t′ with w,w′ ∈ bag(t′). Because w ∈X0, there exists some tree node t′′ ∈ T0
with w ∈ bag(t′′). As w′ ∉ X0, we have that t′ ∉ T0, so the path from t′ to t′′
contains t. We have w ∈ bag(t′) ∩ bag(t′′), so w ∈ bag(t) and thus w ∉ X0, which
contradicts our assumption.
3.1.2 Cops and robber games
A very intuitive characterisation of tree-width is given by means of a graph searching
game—the cops and robber game. We shall see several generalisations of it in further
chapters.
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Consider an undirected graph G. For a natural number k > 0, the k cops and robber
game, or the tree-width game on G is a zero-sum perfect information game twGk(G)
played by two players: a team of k cops and a robber. In a cop position of the game,
the robber occupies a vertex v of G and the cops occupy a set C of vertices. In their
move, the cops announce their next placement C ′ and remove cops from C ∖ C ′,
i.e. those cops who shall not be in the next placement. The next position (C,C ′, v)
belongs to the robber who runs along a cop-free path to a vertex v′. Then the cops
are placed on C ′ ∖ C (C ′ ∩ C is already occupied) and the next position (C ′, v′)
belongs to the cops. The cops win if they capture the robber, i.e. there is a cop on
the robber vertex and there is no cop-free path to a cop-free vertex from there. A
further condition for the cops to win is monotonicity. It holds if the set of vertices
reachable by the robber monotonically decreases, or, equivalently, the robber can
never reach any vertex being left by a cop. In all other cases, the robber wins. We
now define the game more formally.
Definition 3.3 (Tree-width game). Let G = (V,E) be an undirected graph. The
tree-width game on G is defined as follows.
− Cop positions have the form (C, v) where v ∈ V ∖C, C ⊆ V and ∣C ∣ ≤ k.
− Cop moves. From (C, v), there are moves to robber positions of the
form (C,C ′, v) where, additionally, ∣C ′∣ ≤ k holds.
− Robber positions have the form (C,C ′, v) where C,C ′ ⊆ V ∣C ∣, ∣C ′∣ ≤ k and v ∈
V .
− Robber moves. From (C,C ′, v), there are moves to all cop positions of the
form (C ′, v′) with v′ ∈ ReachG−(C∩C′)(v).− Initial position. There is an additional robber position ⊥ which belongs to the
robber and from which he can move to a position (∅, v), where v ∈ V .
Winning conditions. A final position is of the form (C,C ′, v) where
ReachG−(C∩C′)(v) = ∅. A robber position (C,C ′, v) is monotone 1 if the robber
is not able to reach a vertex in C ∖ C ′, i.e. if (C ∖ C ′) ∩ ReachG−(C∩C′)(v) = ∅.
A cop move (C, v) → (C,C ′, v) is monotone if (C,C ′, v) is monotone. A play
pi = ⊥ ⋅(C1, v1)(C1,C2, v1) . . . (Ci, vi)(Ci,Ci+1, vi) . . . is monotone if all cop moves
are monotone, i.e., for all i, the move (Ci, vi) → (Ci,Ci+1, vi) is monotone. A cop
strategy is monotone if every play consistent with it is monotone. The winning
condition for the cops contains exactly the monotone plays which end in a final
position. Consequently, the robber wins infinite or non-monotone plays.
A variant of the described game is the game nm-twGk(G) which is as twGk(G),
but the winning condition for the cops is just to capture the robber: the cops win
all (also non-monotone) finite plays, the robber wins all infinite plays.
Definition 3.4 (Non-monotone tree-width game). Let G = (V,E) be an undirected
graph. The non-monotone tree-width game on G is defined as follows.
1Often called also robber-monotone in contrast to cop-monotonicity where the cops never revisit
vertices.
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− All positions and moves are as in Definition 3.3.
− Winning conditions. The cops win if the robber has no legal move. The robber
wins all infinite plays.
The tree-width search number #tw(G) of G is the minimal number k such that the
cops have a winning strategy in the game twGk(G). The tree-width search number
of a directed graph is the tree-width search number of
←→G where ←→G is as G, but the
edge relation is replaced by its symmetric closure. The non-monotone search number
is defined analogously.
Another variant of the tree-width game is the path-width game that characterises
path-width and in which the robber is invisible: the cops do not see robber moves
and must provide a strategy that is winning independently of the component the
robber chooses. As in the tree-width game, his choices correspond to branches of the
decomposition tree, that is why the decomposition tree corresponding to a winning
cop strategy in the path-width game must be a path.
The game can also be defined as a game with imperfect information (see Chapter 5
for a detailed discussion of the connection of graph searching games to imperfect
information). However, we use another (classical) intuition for the game and define
the latter according to that intuition. We describe a position as the set of vertices
occupied by the cops (as in the tree-width game) and the set of vertices that are,
possibly, occupied by the robber. The latter are often referred to as contaminated
(and the robber can be understood as infection that spreads to every vertex becoming
reachable). Placed cops shrink the contaminated region, vertices where cops are
removed from become recontaminated if there is a cop-free path from contaminated
vertices to them.
Definition 3.5 (Path-width game). Let G = (V,E) be an undirected graph. The
cops and an invisible robber game, or the path-width game pwGk(G) is defined as
follows.
− Cop positions have the form (C,R) with C,R ⊆ V and ∣C ∣ ≤ k.
− Cop moves. From (C,R), there are moves to robber positions (C,C ′,R)
where C ′ ⊆ V and ∣C ′∣ ≤ k.
− Robber positions have the form (C,C ′,R) with C,C ′,R ⊆ V ∣C ∣, ∣C ′∣ ≤ k.
− Robber moves. Position (C,C ′,R) has only successor position (if any) which
is (C ′,R′) where R′ = ReachG−(C∩C′)(R) ∖C ′.− The initial position (∅, V ) belongs to the cops.
− The winning conditions are as in the tree-width game.
Note that, in essence, the path-width game is a one-player game.
The winning condition for the cops is a reachability condition (in both the tree-
width and the path-width games). Indeed, the cops lose if the robber reaches a
non-monotone position, regardless whether they capture him later or not. Hence, we
can assume without loss of generality that a play stops in a non-monotone position
and the robber wins. Then the winning condition for the cops is precisely to reach
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a position in which the robber is captured. It follows that the game are determined
and that positional strategies suffice for both players.
A cop strategy in the tree-width (or the path-width) game can be written as a
function mapping the set of states occupied by the cops and the robber vertex to
the set of states which will be occupied by the cops in the next position. In the
tree-width game, for a position (C, v) or (C,C ′, v), it only matters in which C-flap
the robber is. We call a positional cop strategy σ∶2V × V → 2V uniform if it can be
defined based only on the robber component, i.e. if u and v are vertices in the same
C-flap, then σ(C,u) = σ(C, v).
Lemma 3.6. If there is a winning strategy for k cops on G, then there is a uniform
winning strategy for k cops on G.
Proof. Let σ be a winning strategy for k cops on G. Let f ∶2V → V be some fixed
choice function mapping each non-empty set X ⊆ V to a vertex v ∈ X. We define
a new, uniform, strategy σu for k cops by σu(C, v) = σ(C, f(flapC(v))). For every
play piu = ⊥ ⋅(C1, v1)(C1,C2, v1)(C2, v2) . . . consistent with σu, we construct a play pi
of the same length consistent with σ such that, for each i, piu[2i − 1] = (Ci, vi) if
and only if pi[2i − 1] = (Ci, f(flapCi(vi))). First, piu is finite as, otherwise, pi would
be infinite as well (they have the same length), but pi is consistent with σ, which
is winning. Let us see that the construction implies that all cop moves (Ci, vi) →(Ci,Ci+1, vi) are monotone.
Assume that some cop move (Ci, vi)→ (Ci,Ci+1, vi) in piu is non-monotone. Then
there exists a path P from vi to Ci ∖Ci+1 in G − (Ci ∩Ci+1). As vi and f(flapCi(vi))
are in the same Ci-component, there is a path P ′ from f(flapCi(vi)) to vi in G−(Ci∩
Ci+1). Concatenating P ′ with P we obtain a path from f(flapCi(vi)) to Ci ∖ Ci+1
in G − (Ci ∩Ci+1), so the move to (Ci,Ci+1, vi) is non-monotone in pi. However, pi is
consistent with σ, which is monotone, a contradiction.
The construction is performed by induction on the length of finite play pre-
fixes of piu. The induction base with piu[0] = pi[0] =⊥ is trivial. In posi-
tion ⊥, the robber chooses some v1 and the cops answer with some C2 in piu
and with some σ(f(flap∅(v1))) in pi, so we obtain ⊥ ⋅(∅, v1)(∅,C2, v1) ⊑ piu
and ⊥ ⋅(∅, v1)(∅, σ(f(flap∅(v1))), v1)⊑pi. The robber moves to (C2, v2) in piu. As v1
and f(flap∅(v1) are in the same ∅-component of G, and v2 and f(flapC2(v2)) are
in the same C2-component of G, there is a path from f(flap∅(v1)) to f(flapC2(v2))
in G.
Let piiu be the prefix of piu with last(piiu) = (Ci, vi). By the induction hypoth-
esis, the prefix pii of pi of the same length as piiu ends with (Ci, f(flapCi(vi))).
In both piu and pi, the cops occupy Ci+1 = σ(Ci, f(flapCi(vi))), so the next posi-
tions are (Ci,Ci+1, vi) and (Ci,Ci+1, f(flapCi(vi))), respectively. In piu, the robber
goes to vi+1 and the next position is (Ci,Ci+1, vi). We want to show that, in pi,
the robber can go to vertex f(flapCi+1(vi+1)). The argument is the same as in
the induction base. As vi and f(flapCi(vi)) are in the same Ci-component of G,
and vi+1 and f(flapCi+1(vi+1)) are in the same Ci+1-component of G, there is a path
from f(flapCi(vi)) to f(flapCi+1(vi+1)) in G − (Ci ∩Ci+1).
Lemma 3.6 allows us to abstract from the precise placement v of the robber
and consider only its flap with respect to the placement of the cops. Hence,
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Figure 3.3: The uniqueness of frontG(R,X).
any position (C, v) or (C,C ′, v) may be written as (C,flapC(v)), respectively(C,C ′,flapC(v)).
Now, we show that it makes no sense for the cops to occupy vertices that are al-
ready unavailable to the robber. A cop strategy σ is active if, in every position (C, v)
and for every w ∈ σ(C, v), w ∈ ReachG−(σ(C,v)∖{w})(v), i.e. w is reachable from the
robber vertex in the graph where all other cop vertices are deleted. In the proof, we
make use of the notion of a front.
Let G be a directed graph (in particular, it can be undirected). Let X and R
be disjoint sets of vertices of G. The front of X with respect to R in G, de-
noted frontG(R,X), is the inclusion minimal subset of X that blocks R → X inG. If R = {v} is a singleton, we also write frontG(v,X) instead of frontG({v},X).
It is easy to see that this set is unique. Indeed, assume that two distinct minimal
subsets X0 ⊆X and X1 ⊆X block R →X (Figure 3.3). As X0 ≠X1, there is a vertex
v ∈X0∖X1 (the case v ∈X1∖X0 is analogous). As X0 is minimal, there is an X0-free
path from R to v. As X1 blocks R →X, this path goes through a vertex w ∈X1∖X0.
However, the prefix of that path from R to w is X0-free, which contradicts that X0
blocks R →X.
Lemma 3.7. If there is a winning strategy for k cops in the tree-width game on G,
then there is an active uniform winning strategy for k cops on G.
Proof. Let σ be a winning strategy for k cops on a graph G. By Lemma 3.6, we can
assume that σ is uniform. We construct a new strategy σ∗ by induction on the length
of the finite prefixes pi of plays consistent with σ together with finite prefixes pi∗ of
plays consistent with σ∗ such that the following invariant holds:− ∣pi∗∣ ≤ ∣pi∣;
− if last(pi) = (C, v) and last(pi∗) = (C∗, v∗), then
– v = v∗,
– C∗ ⊆ C and
– ReachG−C(v) = ReachG−C∗(v);− if last(pi) = (C,C ′, v) and last(pi∗) = (C∗,C∗′, v∗), then
– v = v∗,
– C∗ ⊆ C, C∗′ ⊆ C ′ and
– ReachG−(C∩C′)(v) = ReachG−(C∗∩C∗′)(v).
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Notice that the invariant immediately implies that σ∗ is winning for the cops.
For a cop position (C, v), let (C0, v), (C1, v), . . . , (Cm, v) be defined by the follow-
ing rule:
− C0 = C, C1 = σ(C0, v) (so m ≥ 1), and− if frontG(v,Ci−1) ≠ frontG(v,Ci), then Ci+1 = σ(Ci, v), otherwise, m = i
and Ci+1 does not exist.
Then σ∗(C, v) = Cm. Intuitively, we skip all cop moves according to σ in which new
cops are only placed or removed from vertices behind the front, i.e. on vertices that
are not reachable to the robber because of the already standing cops. The next cop
move according to σ∗ is the first move according to σ where the cops are placed
between the robber and the front (when the front changes) under the assumption
that the robber does not move.
At the beginning, we have pi = pi∗ =⊥ and the invariant trivially holds. In general,
let σ∗ be defined for all positions in plays up to a certain length. Consider finite play
prefixes pi and pi∗ as above.
Let last(pi) = (C,C ′, v) and last(pi∗) = (C∗,C∗′, v) and let the robber move
from last(pi∗) to a position (C∗′, v′). Then we extend pi by position (C ′, v′) and
the invariant holds again.
Let last(pi) = (C, v) and last(pi∗) = (C∗, v∗). Then the next move of the cops is
to σ∗(C∗, v) and the invariant still holds. As C∗ ⊆ C and C∗′ ⊆ C ′, σ∗ uses at most k
cops.
Remark 3.8. If the cops play according to an active strategy, they never reoccupy
any vertex because an occupied vertex is never reachable from the robber vertex in
the future. Such strategies are also called cop-monotone.
It is not difficult to establish the connection between monotone strategies and tree
decompositions. Given a tree decomposition T = (T,bag) of width k of a graphG = (V,E), the cop player has the following winning strategy for k + 1 cops. They
preserve the invariant that in a position (C, v), there is a bag t with C = bag(t),
which we denote by t(C).
Let r be some node of the tree of degree one, which we consider as a root. In
the first move, place the cops on bag(r). In general, assume a position (C, v). The
set {t ∈ T ∣ v ∈ bag(t)} induces a connected subtree T ′ of T . Let T ′′ be the t(C)-
component of T that includes T ′. Let t′ be the neighbour of t(C) with t′ ∈ T ′. Then
the next cop move is to (C,bag(t′), v). It is easy to see that the sketched strategy
uses k + 1 cops, is monotone and guarantees that the robber is finally captured.
For the other direction, consider a (monotone) winning strategy σ for k cops. Due
to Lemma 3.7, we may assume that it is uniform. We construct the decomposition
tree by induction on the length of finite prefixes of plays consistent with σ. Every
new placement of the cops (if they do not stay idle) defines a new tree node. First,
assume that G is connected. Let (C, v) be the first move of the cops. It is unique
because their strategy is uniform. Then the root of the tree is t with bag(t) = C. For
a robber move, we do not change the tree. Consider a cop move (C, c) → (C,C ′, v)
and let t be the tree node that corresponds to C. Then we create a new node t′ and
set bag(t′) = C ′. Now we drop the assumption that G is connected and create a new
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Figure 3.4: The cops visit bag(ti) first.
tree node tr which is a neighbour of all roots of the connected components. For an
arbitrary root t, we set bag(tr) = bag(t).
As the cops win any play consistent with σ, we have V = ⋃t∈T bag(t). Assume that
the second condition is violated, i.e. we have a graph edge {u, v}, but no bag t with
u, v ∈ bag(t). Then the robber wins by changing between u and v: cop placements
are exactly the bags. Finally, assume that the last condition of the definition of a tree
decomposition is violated, i.e. we have a path t1, . . . , tn in the tree and three nodes ti,
tj and tl, and some graph vertex v with i < j < l such that v ∈ bag(ti) ∩ bag(tl) and
v ∉ bag(tj). We distinguish two cases.
First, we assume that the cops visit bag(ti) before bag(tj) and bag(tl). The
situation is shown in Figure 3.4. Then the cops occupy v (in bag(ti)), then free it
(in bag(tj)), and then occupy it again (in bag(tl)), which is impossible because they
stick to a an active strategy, compare Remark 3.8.
The case that the cops visit bag(tl) before bag(tj) and bag(tk) is proven analo-
gously. Finally, assume that the cops occupy bag(tj) in the first place. We show
that then bag(ti) and bag(tl) cannot contain the same vertex v as this would violate
the separation property, compare Lemma 3.2. Thus, we have the following theorem.
Theorem 3.9 ([89]). For all undirected graphs G, tw(G) = #tw(G) − 1.
The same holds for path-width.
Theorem 3.10 ([65, 72]). For all undirected graphs G, pw(G) = #pw(G) − 1.
Clearly, in order to show that the tree-width of a graph is at most k, it suffices
to construct a tree decomposition of width k + 1. Theorem 3.9 shows that it also
possible to find a winning strategy for k + 1 cops. For the other direction, one can
give a winning strategy for the robber against k cops as a function mapping a robber
position to a robber move. However, such functions may be very complex objects.
Another way to describe a robber strategy are brambles.
Definition 3.11 (Brambles). Let G = (V,E) be a graph and let X and Y be sets of
its vertices. We say that X and Y touch if X ∩ Y ≠ ∅ or if there is an edge {x, y}
in G with x ∈X and y ∈ Y . A bramble (or screen) of G is a set of mutually touching
connected subsets of G. The order of a bramble B is the minimal k such that there
is some set of vertices X with ∣X ∣ = k that covers all Y ∈ B, i.e., for all Y ∈ B we have
X ∩ Y ≠ ∅.
A bramble of order k can be seen as a description of a strategy for the robber
against k cops. It prescribes to go to a cop-free set in the bramble that is reachable
for the robber. The existence of such a set is guaranteed by the definition of brambles.
Conversely, a positional winning robber strategy against k cops induces a bramble
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of order k. The bramble itself is just the powerset of V and the existence of a set Y
for each set X in the definition follows from the ability of the robber to escape from
set X.
Theorem 3.12 ([89]). The tree-width of a graph G is k−1 if and only if the maximal
order of brambles of G is k.
A notion similar to brambles and winning strategies for the robber is that of a
haven. Let G = (V,E) be a (undirected) graph. A haven of order k is a function h
that assigns, to every subset X of V of size at most k an X-flap such that if X
and Y are subsets of V of size at most k and X ⊆ Y , then h(X) ⊆ h(Y ) (h(X)
touches h(Y )).
Theorem 3.13 ([89]). Let G be a graph and let k be a natural number. Then G has
a bramble of order k if and only if G has a haven of order k.
Monotonicity is not a substantial property of cop strategies for the game twGk(G).
Seymour and Thomas show in [89] that one does not need more cops to win mono-
tonically than with an arbitrary strategy. Monotonicity in corresponding directed
games will be the subject of our discussion in Chapter 6.
For a graph searching game, monotonicity costs is a function mc∶N→ N such that,
for all graphs G, if k cops capture the robber, then k+mc(k) cops capture the robber
monotonically. We say that monotonicity costs are bounded for a game, if such a
function exists.
The tool to prove Theorem 3.14 used in [89] are brambles and Theorem 3.12.
Theorem 3.14 ([89]). Monotonicity costs for the tree-width game are zero.
The same result holds for path-width.
Theorem 3.15 ([65]). Monotonicity costs for the path-width game are zero.
3.1.3 Other characterisations
Graphs of small tree-width are similar to trees that can be constructed inductively.
A similar inductive construction is also possible for tree-width. A k-tree is an undi-
rected graph constructed from a k-clique by the following operation. If G = (V,E)
is a k-tree, K ⊆ V induces a k-clique in G, and v is a new vertex, then the graphG′ = (V ′,E′) where V ′ = V ⊍ {v} and E′ = E ∪ {{v, u} ∣ u ∈ K} is a k-tree. In other
words, we obtain a new k-tree by adding a new vertex to an existing k-tree and
connecting it to a k-clique in it. A partial k-tree is a subgraph of a k-tree with the
same vertex set.
Theorem 3.16 ([97, 88], see also [26, 28]). Let G be an undirected graph and let k
be a natural number. Then k is the least number such that G is a partial k-tree if
and only if tw(G) = k.
This characterisation gives rise to a non-deterministic polynomial time algorithm
to decide tree-width: in every stage of the construction, it guesses a clique K and
connects it to a new vertex.
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Corollary 3.17 ([4]). The following decision problem is in NP: given a graph G
and a natural number k, is tw(G) ≤ k.
It can be shown that k-trees are graphs with as many edges as possible such that
the graph still has tree-width k. Note that additional edges make it easier for the
robber to escape from the cops. A similar idea of adding as many edges as possible
is expressed in the following characterisation.
A graph G = (V,E) is chordal if, in each cycle v1, . . . , vm with m ≥ 4, there are two
vertices vi and vj with 1 < ∣i − j∣ < m (i.e. with no cycle edge between them) and{vi, vj} ∈ E.
Theorem 3.18 ([20]). Let G be a graph. Then tw(G) ≤ k if and only if G is a
subgraph of a chordal graph with no induced clique of size greater than k + 1.
The following theorem shows that the connection to induced cliques is, in some
sense, even closer.
Theorem 3.19 (see, e.g., [26]). Let G be a graph. Then G has tree-width k if and
only if k is the least number such that all induced cliques in G have size at most k.
We can also describe tree-width by an elimination process. It can be viewed as
a linearisation of the partial order in that the cops chase the robber in the graph.
Incomparable vertices correspond to different choices of the robber when he decides
in which component to move. Elimination orders can be used (among other charac-
terisations) to construct algorithms, see, e.g. [46, 8].
An elimination order of an undirected graph G = (V,E) is a permutation on V .
Let v be a vertex in V . An elimination of v from G is the graph G′ = (V ∖ {v},E′)
where
E′ = (E ∖ {{v, u} ∣ u ∈ V }) ∪ {{u,w} ∣ {u, v},{v,w} ∈ E and u ≠ w} .
Every elimination ordering pi = v1, . . . , v∣V ∣ induces a sequence of eliminationsG0,G1, . . . ,Gn−1 where G0 = G and, for i = 1,2, . . . , ∣V ∣, Gi = (Vi,Ei) is the elimi-
nation of vi from Gi−1. The width of pi is max1≤i≤∣V ∣ ∣{w ∈ Vi−1 ∣ {vi,w} ∈ Ei−1}∣, i.e.
the number of neighbours of vi in Gi−1.
Theorem 3.20 (see, e.g., [28]). Let G be an undirected graph and let k be a natural
number. Then k is the least number such that G has a directed elimination order ofFiX: warum directed?!
width k if and only if tw(G) = k.
3.1.4 Examples: the tree-width of some graphs
Example 3.21 (Connected components, forests, trees). Let G be a not connected
graph. Then its tree-width is, obviously, the maximal tree-width of its components.
A forest containing only isolated vertices has tree-width zero. Forests with edges
have tree-width 1. It cannot be zero, as there there must be a bag containing both
ends of the edge. For the other direction, on every tree, two cops have a simple
winning strategy. One cop is placed on an arbitrary vertex. Then the other cop is
placed on the neighbour of that vertex in the component where the robber is and so
on with the switched roles of the cops.
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Example 3.22 (Cliques, complete bipartite graphs). Cliques of size k > 0 have tree-
width k − 1. The (only) tree decomposition has one bag containing all vertices of
the clique; on the other hand, the robber has a trivial winning strategy against k − 1
cops.
A complete bipartite graph G = (V1 ⊍ V2,E) with E = {{v1, v2} ∣ v1 ∈ V1, v2 ∈ V2}
has tree-width k = min{∣V1∣, ∣V2∣}. Every robber strategy is winning against k cops,
as there is no vertex with degree less than k, so there is no vertex where he could be
captured. However, k + 1 cops can occupy the smaller of V1 and V2 and then place
the last cop on the robber vertex.
Grids play an important role in the analysis of tree-width. Robertson and Seymour
showed in [85] that every graph of high tree-width has a large grid (which have high
tree-width) as a minor (a definition follows below). Conversely, a square undirected(n × n)-grid has tree-width n.
An (undirected) (m×n)-grid, for m,n > 0, is a graph G = (V,E) with V = [m]×[n]
and E = {((i, j), (k, l)) ∣ i = k − 1 and j = l, or i = k and j = l − 1}. (Recall that we
defined undirected graphs as directed graphs with a symmetric edge relation.) The
tree-width of a (m × n)-grid is min(m,n). To see that min(m,n) + 1 cops have a
winning strategy, assume without loss of generality that m ≤ n. At their first move, k
cops occupy row 0, i.e. vertices of form (0, j), for j ∈ [m]. Then the last cop goes
to vertex (1,0), then, for j = 0, . . . ,m − 1, the cop from (0, j) to (2, j + 1); then that
from (0,m−1) to (1,0) and so on. In general, the cops occupy a row r < n. The last
cop goes to the vertex (r+1,0). Then, in turn, the cop from (r, j), for j ∈ [m−1] to
vertex (r+1, j+1). Thus, the cops monotonically search the whole graph and finally
capture the robber. Note that the cops do not need to know where the robber goes
to.
This strategy obviously does not work if the there are only m cops. We use the
characterisation by brambles to show that the robber has a winning strategy in
this case. Let S be the set of all crosses of the grid, i.e. sets Ci,j = {(i, k) ∣ k ∈[m]}∪ {(k, j) ∣ k ∈ [m]}. Note that all crosses are pairwise touching. Let X be a set
of vertices of G of size m− 1. Then there is a row i and a column j in the grid which
do not contain any vertices of X. Thus, X ∩Ci,j = ∅. It follows that S is a bramble
of G of order at least m.
Proposition 3.23. The tree-width of an (n × n)-grid is n.
Minors. Minors and tree-width are closely connected. A detailed discussion is out
of scope of this work. However, we give a very brief overview of the main results
concerning these two notions.
Definition 3.24 (Minor). Let G = (V,E) be a graph and let {u, v} ∈ E be an edge
in G. The graph G′ is obtained from G by contraction of edge {u, v} if G′ = (V ′,E′)
where V ′ = V ∖ {v} and E′ = (E ∖ {{v,w} ∣ w ∈ V }) ∪ {{u,w} ∣ {v,w} ∈ E}.
A graph M = (M,EM) is a minor of G, written as M ≼ G, if M can be obtained
from a subgraph of G by contraction of edges.
Tree-width was used in the proof of the famous Graph Minor Theorem published
in a series of papers by Robertson and Seymour.
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A class G of graphs is defined by excluded minors if there is a set H of graphs such
that G = {G ∣ H /≼ G, for all H ∈ H}. It follows from the Graph Minor Theorem that
a class of graphs is defined by a finite set of minimal excluded minors if and only if
it is minor closed, i.e. if G ∈ G and M ≼ G, then M ∈ G.
For a fixed graph M, one can test in polynomial time if a given graph has M as
a minor.
Theorem 3.25 ([49], see also [83]). For every (fixed) graphM, there is an algorithm
that, given a graph G, determines whether M ≼ G in time O(∣G∣3).
Theorem 3.26 (Graph Minor Theorem, [84]). The minor relation is a well-quasi-
order.
As we discussed above, the class of all square grids has unbounded tree-width.
Conversely, any graph of high tree-width has a large grid as a minor.
Theorem 3.27 ([85], see also [33]). Let M be a graph with n vertices and let G be a
graph such that M /≼ G and tw(G) > 205nk. Then G has the (k × k)-grid as a minor.
If M is fixed, one can give a better bound for the grid.
Theorem 3.28 ([32]). Let M be a fixed graph. If G is a graph of tree-width k andM /≼ G, then G has an Ω(k) ×Ω(k)-grid as a minor.
Those results imply that the problem, for a fixed class of graphs defined by ex-
cluded minors, whether a given graph is in that class, can be solved in Ptime. (How-
ever, the constant hidden in the O notation is huge [59].) In particular, tree-width
is closed under taking minors, but there is a much better algorithm for tree-width
(see Section 3.1.5).
3.1.5 Computation and complexity
As we already know from Corollary 3.17, tree-width in is NP. The same is true for
path-width.
Theorem 3.29 ([4, 65]). The problems given an undirected graph G and a natural
number k decide if− tw(G) ≤ k,
− pw(G) ≤ k
are NP-complete.
Bronner and Ries give a list of special cases of graph classes for that tree-width
can be computed in Ptime [28].
The best-known deterministic algorithm for tree-width was found by Fomin and
Villanger.
Theorem 3.30 ([40]). The problem given an undirected graph G with n vertices and
a natural number k decide if tw(G) ≤ k is solvable in time 1.734601n ⋅ nO(k).
The algorithm from [40] uses exponential space. In polynomial space, the fastest
algorithm was given by the same authors in [39].
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Theorem 3.31 ([39]). The problem given an undirected graph G with n vertices and
a natural number k decide if tw(G) ≤ k is solvable in time O(2.6151n) and polynomial
space.
In applications, we usually assume that the tree-width of graphs is small, so it
makes sense to consider k as being fixed. Then there is a linear time algorithm to
decide if tw(G) ≤ k and if yes to compute a corresponding tree decomposition.
Theorem 3.32 ([19]). Let k be a fixed natural number. There is an algorithm that
given an undirected graph G determines whether tw(G) ≤ k and if yes constructs a
tree decomposition of width at most k in time linear in G.
As similar theorem holds for path-width.
Theorem 3.33 ([25]). Let k be a fixed natural number. There is a linear time
algorithm that given an undirected graph G determines whether pw(G) ≤ k and if yes
constructs a path decomposition of width at most k.
The constant factor in the running time of the algorithm provided in the proof
of Theorem 3.32 in [19] is “huge” [23]; experimental evaluations of the algorithm
showed that it has bad performance on graph of tree-width greater than 4 [86, 51]. If
tree-width of a graph is to large and a computation of an optimal tree decomposition
is infeasible, one can think of finding a decomposition whose with approximates the
tree-width of the given graph.
An absolute approximation algorithm for an optimisation problem is an algorithm
whose solution differs from an optimal solution by at most an additive constant.
Bodlaender et al. show in [22] that such an algorithm for tree-width does not exist
(unless Ptime = NP).
Theorem 3.34 ([22]). Unless Ptime = NP, there is no absolute approximation al-
gorithm to compute a minimal width tree decomposition for a given undirected graph.
It is an open question whether there is a constant factor polynomial time approxi-
mation algorithm for tree-width, see, e.g. [37] for an overview. The best known algo-
rithm for tree-width on general graphs yields an approximation of O(√log(tw(G))).
Theorem 3.35 ([37]). There is a polynomial time algorithm that given an undirected
graph G computes an O(√log(tw(G))) approximation of an optimal tree decomposi-
tion of G.
Boldlaender and Koster discuss in [23] and [24] several techniques of finding lower
and upper bounds for the tree-width of a graph.
3.2 Directed measures
The main disadvantage of tree-width when applied to directed graphs is that forget-
ting directions makes the graph simpler. We shall see in Chapter 5 that tree-width
is not preserved under performing the powerset construction while DAG-width is.
Furthermore, for some problems, directions are important, e.g. for the k disjoint
paths problem (are there k disjoint paths between two given vertices?) or for parity
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games. Consider a parity game on a DAG where any two vertices are connected.
In fact, it reduces to a reachability game, but the tree-width of the graph equals
its size minus one, so efficient algorithms based on a dynamical approach on tree
decompositions are useless.
In this section, we discuss several measures that were defined for directed graphs.
They all measure similarity of a graph to a DAG. In this sense, DAGs are considered
to be simple graphs; complex graphs are still, for example, cliques and undirected
grids. In characterisations by graph searching games, this corresponds to the restric-
tion on robber moves that are now paths or edges respecting the directions of the
edges.
While directed measures are natural generalisations of tree-width, directed graphs
seem to have too much structure such that existing measures cannot compete with
tree-width. Apart from problems becoming easier on graphs that are similar to DAGs
(we discuss them below) many problems remain hard. Ganian et al. treat a lot of
such problems in [43]. Furthermore, it was argued in [44] that there is no “good”
directed complexity measure.
3.2.1 Directed tree-width
Directed tree-width is historically the first generalisation of tree-width to directed
graphs introduced by Johnson et al. in [60]. To obtain a corresponding decompo-
sition, one utilises the separation property of tree decompositions. Here, strongly
connected components are separated from the rest of the graph rather than con-
nected components of an undirected graph.
Let G = (V,E) be a graph. Let U,W ⊆ V . We say thatW is U -normal ifW ∩U = ∅
and, for every edge (w, v) with w ∈W and v ∉W , we have that U blocks v →W . In
other words,W is U -normal if any path leaving and returning toW visits U . Thus,W
is the (possibly empty) union of some strongly connected components of V ∖U .
Definition 3.36 (Directed tree-width). An arboreal decomposition of G is a triple(T ,bag,block) where T = (T,ET ) is a directed tree with edges directed away from
the root, block∶ET → 2V , and bag∶T → 2V (which defines bags bag(t) similarly to
the case of tree-width) such that
(1) {bag(t) ∣ t ∈ T} is a partition of V , and
(2) if (t1, t2) ∈ ET , then ⋃{bag(t) ∣ t2 ↝ t} is block(t1, t2)-normal.
Intuitively, the second condition means that if one goes along a tree edge (t1, t2),
then one is blocked in the bags of the tree rooted at t2 by block(t1, t2). The width
of decomposition (T ,bag,block) is
max
t∈T ∣bag(t) ∪ ⋃(t,t′)∈ET block(t′)∣ − 1 .
The directed tree-width dtw(G) of G is the minimal width over all possible arboreal
decompositions.
Directed tree-width is indeed a proper generalisation of tree-width to directed
graphs in the following sense. Recall that, for a directed graph G, #tw(G) = #tw(←→G )
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and that we consider undirected graphs as directed ones that have a symmetric edge
relation. The following theorem states that directed tree-width is a generalisation of
tree-width.
Theorem 3.37 ([60]). For all graphs G, dtw(←→G ) = tw(G).
Johnson et al. define a game that is similar to the tree-width game and corre-
sponds to directed tree-width. The directed tree-width game dtwGk(G) is played
on a graph G = (V,E) similar to the tree-width game, but the robber is more re-
stricted. First, he is allowed to run only along directed edges, and, second, he cannot
leave his component. The initial position of any play is ⊥ and it belongs to the
robber. From ⊥, the robber can move to a position of the form (∅, v) where v is
a vertex of the graph. Cop positions have the form (C, v) where C with ∣C ∣ ≤ k
is a subset of V and v ∈ V . The cops can move from (C, v) to a robber posi-
tion (C,C ′, v) where C ′ ⊆ V and ∣C ′∣ ≤ k. All robber positions except ⊥ are of the
form (C,C ′, v) with ∣C ∣, ∣C ′∣ ≤ k and the robber can move to a cop position (C ′,w)
where w ∈ flapGC∩C′(v), i.e. the robber must remain his strongly connected compo-
nent. A play is won by the cops if the robber is finally captured, i.e. he has no legal
moves. Otherwise, the robber wins.
Note that the cops do not have to play monotonically. The minimal number k
such that the cops have a winning strategy in dtwGk(G) is the search number of G,
we denote it by #dtw(G). The corresponding number of cops having a monotone
winning strategy is the monotone search number and is denoted by m#dtw(G). Our
notation is justified by the fact that, in general, more cops are needed to capture the
robber in a monotone way than in an arbitrary way.
Remark 3.38. The directed tree-width game is positionally determined.
Theorem 3.39 ([1]). There is a graph G with #dtw(G) ≤ 4 and m#dtw(G) > 4.
As in the undirected case, a haven can be viewed as a description of a winning
strategy for the robber: if G has a haven of order k, then #dtw(G) ≥ k [60].
The connection between havens (and thus robber strategies) and directed tree-
width is, however not as close as in the undirected case. The existence of a haven
of order k still implies that the directed tree-width is at most k − 1, but the other
direction is true only up to a factor of 3.
Theorem 3.40 ([60]). Let G be a graph and k be a positive natural number.
1. If G has a haven of order k, then #dtw(G) ≥ k − 1.
2. If dtw(G) > 3k − 2, then G has a haven of order k.
The following theorem shows that there is some gap between the directed tree-
width of a graph and the order of its maximal haven.
Theorem 3.41 ([1]). There is a graph G with #dtw(G) ≤ 4 that has no haven of
order 5.
As for bounded tree-width, there are NP-hard problems that can be solved effi-
ciently on classes of graphs where directed tree-width is bounded. However, even
for graph classes that are very simple with respect to directed tree-width (as well as
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directed path-width, DAG-width, Kelly-width, and entanglement) there are many
problems that remain difficult [43].
A generic difficult problem is the σ-linkage problem. Let G = (V,E) be a graph and
let σ = (s1, t1, . . . , sm, tm) be a sequence of 2m vertices (some of them may coincide).
A σ-linkage is a union L ⊆ V of m directed paths with disjoint inner vertices that
connect si to ti, respectively. The σ-linkage problem is given a graph, a sequence σ,
and a subset S of vertices to decide whether there is a σ-linkage L ⊆ S. In general,
the linkage problem is NP-complete (Knuth, see [64]).
Theorem 3.42 ([60]). The following NP-complete problems are decidable in de-
terministic polynomial time on classes of graphs with bounded directed tree-width:
σ-linkage, Hamiltonian Cycle, Hamiltonian Path, Hamiltonian Path with Prescribed
Ends, k-Disjoint Paths, Even Cycle.
3.2.2 Directed path-width
The origin of directed path-width is not quite clear. Barát asserts in [9] that directed
path-width was defined “by Johnson, Robertson and Seymour around 1995”, Hunter
mentions that [93] “seems to be the first occurrence of the definition in the literature.”
Directed path-width is a straightforward generalisation of path-width to directed
graphs. It measures the similarity of a graph to a directed path.
Definition 3.43 (Directed path-width). A directed path decomposition of a
graph G = (V,E) is a tuple (P,bag) where P = (P,EP ) is a directed path and bag
maps P to 2V such that− ⋃p∈P bag(p) = V ;− there exists no edge (v1, v2) ∈ E such that there exist some p1, p2 ∈ P with
v1 ∈ bag(p1)∖ bag(p2), v2 ∈ bag(p2)∖ bag(p1), and p1 ↝ p2 (and thus p1 ≠ p2);− for all p1, p2, p3 ∈ P , if p2 is on the path from p1 to p3, then bag(p1)∩bag(p3) ⊆
bag(p2).
The width of (P,bag) is the size of its largest bag: width(P) = max{∣bag(p)∣ ∣ p ∈ P}.
The directed path-width of G is the minimal width of a path decomposition of G
minus 1:
dpw(G) = min{width(P) ∣ P is a path decomposition of G} − 1 .
Directed path-width generalises path-width in the way as directed tree-width gen-
eralises tree-width.
Theorem 3.44 (folklore). For all graphs G, dpw(←→G ) = pw(G).
The game characterising directed path-width [9] is similar to the tree-width game,
but the robber can move only along directed paths and he is invisible, i.e. we have a
game of partial information (see Chapter 5) and the cops need a (monotone) strat-
egy which guarantees that the robber is captured and does not depend on robber’s
answers. Similar to path-width, we give another characterisation due to [55] where
the game has de facto only the cop player, or, to put it differently, the move of the
robber is determined by his position.
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Let G be a graph and let k be a positive natural number. The initial position
of the directed path-width game dpwGk(G) on a graph G is ⊥ and it belongs to the
robber. From there, the robber moves to the cop position (∅, V ). All cop positions
are of the form (C,R) where C,R ⊆ V and ∣C ∣ ≤ k. From (C,R) the cops can move
to a position (C,C ′,R) where C ′ ⊆ V and ∣C ′∣ ≤ k. All robber positions except ⊥
are of the form (C,C ′,R) and the next position (if any) is (C ′,R′) where R′ =
ReachG−(C∩C′)(R) ∖C ′. A play is monotone if, for every robber position (C,C ′,R),
we have ReachG−(C∩C′)(R) ∩ (C ∖C ′) = ∅.
The cops win monotone finite plays, the robber wins all other plays. By #dpw(G)
we denote the minimal number k such that the cops have a winning strategy in
dpwGk(G). A similar game which is defined exactly as dpwGk(G) with the exception
that the cops win all finite plays is denoted by nm-dpwGk(G) and the corresponding
search number by nm#dpw(G). We shall see in Theorem 7.8 that those two notions
coincide.
Theorem 3.45 ([9]). Let G be a graph and let k be a positive natural number.
Then dpw(G) = #dpw(G) − 1.
We remark that the path-width game is positionally determined.
3.2.3 DAG-width
Let G = (V,E) be a graph. We say that a set Y ⊆ V guards a set X ⊆ V if every edge
leaving X ends in Y , i.e., for all (x, y) ∈ E, if x ∈X and y ∉X, then y ∈ Y .
Definition 3.46 (DAG-width). A DAG-decomposition of G is a tuple (D,bag)
where D = (D,ED) is a DAG and bag∶D → 2V such that− ⋃d∈D bag(d) = V ;− for all d1, d2, d3 ∈D, if d2 is on a path from d1 to d3, then bag(d1) ∩ bag(d3) ⊆
bag(d2);− for every root r ∈D, the empty set ∅ guards ⋃r↝Dd bag(d);− for every DAG edge (d1, d2) ∈ ED, bag(d1) ∩ bag(d2) guards ⋃d2↝Dd bag(d) ∖
bag(d1).
The width of (D,bag) is maxd∈D ∣bag(d)∣. The DAG-width dagw(G) of G is the
minimal width of a DAG-decomposition of G.
Note the absence of the −1 term in the definition of DAG-width.
The DAG-width game dagwGk(G) on G = (V,E) is played as the tree-width game,
but the directed graph is not symmetrised, so the Reach operator has a different
meaning and thus the robber has, in general, less options to move. For completeness,
we repeat the definition.
Definition 3.47 (DAG-width game). Let G = (V,E) be an undirected graph. The
DAG-width game on G is defined as follows.
− Cop positions have the form (C, v) where v ∈ V ∖C, C ⊆ V and ∣C ∣ ≤ k.
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− Cop moves. From (C, v), there are moves to robber positions of the
form (C,C ′, v) where, additionally, ∣C ′∣ ≤ k holds.
− Robber positions have the form (C,C ′, v) where C,C ′ ⊆ V ∣C ∣, ∣C ′∣ ≤ k and v ∈
V .
− Robber moves. From (C,C ′, v), there are moves to all cop positions of the
form (C ′, v′) with v′ ∈ ReachG−(C∩C′)(v).− Initial position. There is an additional robber position ⊥ which belongs to the
robber and from which he can move to a position (∅, v), where v ∈ V .
Winning conditions. A final position is of the form (C,C ′, v) where
ReachG−(C∩C′)(v) = ∅. A robber position (C,C ′, v) is monotone 2 if the robber
is not able to reach a vertex in C ∖ C ′, i.e. if (C ∖ C ′) ∩ ReachG−(C∩C′)(v) = ∅.
A cop move (C, v) → (C,C ′, v) is monotone if (C,C ′, v) is monotone. A play
pi = ⊥ ⋅(C1, v1)(C1,C2, v1) . . . (Ci, vi)(Ci,Ci+1, vi) . . . is monotone if all cop moves
are monotone, i.e., for all i, the move (Ci, vi) → (Ci,Ci+1, vi) is monotone. A cop
strategy is monotone if every play consistent with it is monotone. The winning
condition for the cops contains exactly the monotone plays which end in a final
position. Consequently, the robber wins infinite or non-monotone plays.
Cop positions have the form (C, v) where v ∉ C and ∣C ∣ ≤ k, and there are moves to
robber positions of the form (C,C ′, v) where, additionally, ∣C ′∣ ≤ k. Robber positions
have the form (C,C ′, v) and there are moves to cop positions of the form (C ′, v′)
if v′ ∈ ReachG−(C∩C′)(v). There is an additional robber position ⊥ from which the
robber can move to a position (∅, v), for all v ∈ V . A final position is of the form(C,C ′, v) where ReachG−(C∩C′)(v) = ∅. A robber position (C,C ′, v) is monotone if
the robber is not able to reach a vertex in C∖C ′, i.e. if (C∖C ′)∩ReachG−(C∩C′)(v) =∅. A cop move (C, v) → (C,C ′, v) is monotone if (C,C ′, v) is monotone. A play
pi = ⊥ ⋅(C1, v1)(C1,C2, v1) . . . (Ci, vi)(Ci,Ci+1, vi) . . . is monotone if all cop moves
are monotone, i.e., for all i, the move (Ci, vi) → (Ci,Ci+1, vi) is monotone. A cop
strategy is monotone if every play consistent with it is monotone. The winning
condition for the cops contains exactly the monotone plays which end in a final
position. Consequently, the robber wins infinite or non-monotone plays.
The DAG-width search number #dagw(G) of G is the minimal number k such that
the cops have a winning strategy in the game dagwGk(G).
Remark 3.48. The DAG-width game is positionally determined.
As other measures, DAG-width is a generalisation of tree-width.
Proposition 3.49 ([14]). For all graphs G, dagw(←→G ) = tw(G).
Lemma 3.7, which will be used in Chapter 5, holds also for DAG-width, the proof
is the same as in the case of tree-width.
Lemma 3.50. If there is a winning strategy for k cops in the DAG-width game on G,
then there is an active uniform winning strategy for k cops on G.
2Often called also robber-monotone in contrast to cop-monotonicity where the cops never revisit
vertices.
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Similar as for tree-width, the DAG-width search number of a graph relates to its
DAG-width, however without the − 1 term, so the DAG-width of a DAG is 1.
Theorem 3.51 ([14]). For all graphs G, dagw(G) = #dagw(G).
Unlike in the undirected case, the monotonicity costs of DAG-width are positive.
It is an intriguing open question if they can be bounded by a function that does not
depend on the graph. We define the non-monotone DAG-width game nm-dagwGk(G)
of G by dropping the requirement for the cops to play monotonically, i.e. cops win all
finite plays. The non-monotone search number nm#dagw(G) is defined accordingly.
The proof of the following theorem and further monotonicity issues will be discussed
in Chapter 6, see Example 6.1.
Theorem 3.52 ([68]). For every natural number k ≥ 2, there is a graph Gk with
#dagw(Gk) = 3k − 1 and nm#dagw(Gk) = 4k − 2.
For a fixed k, there is a polynomial time algorithm that computes a winning
strategy for k cops and a DAG-decomposition of width at most k or reports that
the robber has a winning strategy [14]. If k is part of the input, the problem is NP-
hard (as DAG-width generalises tree-width) and it is not known if it is in NP. The
problem is that while there is a tree decomposition of every graph G that has linear
size in ∣G∣, it is open whether there are polynomially small DAG-decompositions. On
the other hand, it follows from Lemma 3.50 and Theorem 3.29 that DAG-width is
NP-hard.
Theorem 3.53 ([14]). The decision problem given a graph G and a natural number k,
is dagw(G) ≤ k is NP-hard.
We shall see in Chapter 7 that DAG-width is bounded in directed tree-width by
a constant factor, so all problems that are efficiently solvable on graphs of bounded
directed tree-width are also simple if DAG-width is bounded. An advantage of
restricting the class of graphs even more is that Parity, the problem to decide the
winner of a parity game, which is not known to be in Ptime neither on classes of
bounded directed tree-width nor in the general case, is in Ptime if DAG-width is
bounded.
Theorem 3.54. [14] Parity games can be solved in polynomial time on graphs of
bounded DAG-width.
3.2.4 Kelly-width
Kelly-width [53] is another generalisation of tree-width on directed graphs. It has sev-
eral characterisations that generalise corresponding characterisations of tree-width.
Kelly-decompositions. Recall the definition of a guarding set on Page 41.
Definition 3.55 (Kelly-width). Let G be a graph. A Kelly-decomposition is a
tuple (D,bag,block) where D = (D,ED) is a DAG and bag,block∶D → 2V such that− {bag(d) ∣ d ∈D} is a partition of V ;
− for all d ∈D, block(d) guards ⋃d↝Dd′ bag(d′);
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− for all d ∈D, there is a linear order < on the children of d in D such that, for
every child d′,
bag(d′) ⊆ bag(d)∪block(d)∪⋃{bag(d′′) ∣ there is d∗ with d∗ < d′ and d∗ ↝D d′′};
− there is a linear order < on the roots of d such that, for every root r,
bag(r) ⊆⋃{bag(d) ∣ there is r∗ with r∗ < r and r∗ ↝D d}.
The width of the Kelly-decomposition is the maximum size of bag(d) ∪ block(d)
over all d ∈ D. The Kelly-width Kw(G) of G is the minimum width of a Kelly-
decomposition of G.
Intuitively, a Kelly-decomposition defines a traversal through the graph with two
kinds of cops (that re not distinguish formally). The bag-cops make a first step
into the still unvisited part of the graph. Simultaneously, the block-cops block the
unvisited part from the visited one. The last two conditions demand that the block-
cops themselves are placed in the visited part.
The Kelly-width game. In a graph searching game, the robber does not make
choices (so it is again a one-player game); rather, he occupies the “contaminated”
part of the graph as in the path-width or directed path-width game. As in the latter,
that property can be formalised by introducing imperfect information (an invisible
robber). However, we follow [53] and define the game similar to the directed path-
width game. To implement the restriction on the blocking sets the robber is made
inert: he can change his vertex only if a cop is about to occupy it. Thus, if the cops
do not play according to the strategy provided by the decomposition and occupy
a contaminated vertex with a blocking cop, then the robber can punish them by
changing his vertex, which was assumed to be impossible by the decomposition. We
proceed with a formal definition of the game.
Definition 3.56 (Kelly-width game). Let G = (V,E) be a graph. The Kelly-width
or the cops and inert invisible robber game KwGk(G) is played on G as follows.− Cop positions are of the form (C,R) where C,R ⊆ V and ∣C ∣ ≤ k.
− Cop moves. From (C,R), there are moves to robber positions of the
form (C,C ′,R) where additionally ∣C ′∣ ≤ k holds.
− Robber positions are of the form (C,C ′,R) with C,C ′,R ⊆ V and ∣C ∣, ∣C ′∣ ≤ k.
− Robber moves are determined by the current position, so, in fact, we have
a one-player game: the next position (if any) is (C ′,R′) where R′ = (R ∪
ReachG−(C∩C′)(R ∩C ′)) ∖C ′.− The initial position ⊥ belongs to the robber, who moves to some position (∅, V ).
− The winning conditions are as in the tree-width game.
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The term Reach...(R∩C ′) describes the inertness of the robber and R∪ . . . means
that the robber may still be on a previous vertex if no cop is about to occupy it.
The Kelly-width search number #Kw(G) of G is the minimal number k such that
the cops win KwGk(G). If we do not demand non-monotonicity, the corresponding
game is nm-KwGk(G) and the corresponding number is denoted by nm#Kw(k)G.
Theorem 3.57 ([53]). For all G, #Kw(G) = Kw(G).
Remark 3.58. The Kelly-width game is positionally determined.
Kreutzer and Ordyniak show that monotonicity costs for Kelly-width are positive,
the question of their boundedness remains open.
Theorem 3.59 ([66]). For every k ≥ 2, there is a graph Gk with #Kw(Gk) = 7k and
nm#Kw(Gk) = 6k.
Before proceeding with other characterisations of Kelly-width, we mention that
Kelly-width is indeed a generalisation of tree-width. Intuitively, given a tree de-
composition, the strategy for the cops is to occupy a bag and then process every
sub-tree recursively and to return to the bag after processing a sub-tree is finished.
Note that if the robber is in an other sub-tree than the cops, he still must remain in
his component because of the inertness, so the strategy is monotone. The following
theorem states that Kelly-width is a generalisation of tree-width.
Theorem 3.60 ([55]). For all graphs G, Kw(←→G ) = tw(G) − 1.
Other characterisations. Kelly-width can also be characterised by generalisations
of elimination orders and partial k-trees to directed graphs. A directed elimination
order of a graph G = (V,E) is a permutation on V . Let v be a vertex in V . An
elimination of v from G is the graph G′ = (V ∖ {v},E′) where
E′ = (E ∖ {(v, u), (u, v) ∣ u ∈ V }) ∪ {(u,w) ∣ (u, v), (v,w) ∈ E and u ≠ w} ,
i.e. G′ is the graph obtained from G by deleting vertex v and connecting all ver-
tices which were connected via v in G (if they have not been directly connected
already). Every elimination ordering pi = v1, . . . , v∣V ∣ induces a sequence of elimi-
nations G0,G1, . . . ,Gn−1 where G0 = G and, for i = 1,2, . . . , ∣V ∣, Gi = (Vi,Ei) is the
elimination of vi from Gi−1. The width of pi is max1≤i≤∣V ∣ ∣{u ∈ Vi−1 ∣ (vi, u) ∈ Ei−1}∣,
i.e. the number of direct successors of vi in Gi−1.
Theorem 3.61 ([53]). Let G be a graph and let k be a natural number. Then k
is the least number such that G has an elimination order of width k if and only
if Kw(G) = k + 1.
A k-DAG is a directed graph constructed from a k-clique by the following oper-
ation. If G = (V,E) is a k-DAG, K ⊆ V induces a k′-clique in G, for some k′ ≤ k,
and v is a new vertex, then the following graph G′ = (V ′,E′) is a k-DAG:
− V ′ = V ⊍ {v},
− E′ = E ∪ {(v, u) ∣ u ∈K} ∪ {(u, v) ∣ for all w ∈K ∖ {u}, (u,w) ∈ E} .
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A partial k-DAG is a subgraph of a k-DAG.
Theorem 3.62 ([53]). Let G be a graph and let k be a natural number. Then k is
the least number such that G is a partial k-DAG if and only if Kw(G) = k + 1.
Meister et al. give a similar characterisation by generalised (partial) k-DAGs (k-
GDAGs) which are constructed as k-DAGs, but starting from a single vertex rather
than from a k-clique [71]. Let G˜ be the undirected graph obtained from a directed
graph G by turning every pair of edges (u, v) and (v, u) into an undirected edge {u, v}
and deleting all other edges.
Theorem 3.63 ([71]). Let G be an undirected graph and let k be a natural number.
Then tw(G) ≤ k if and only if there is a partial k-GDAG H such that G = H˜.
Fast algorithms. A weighted graph is a structure G = (V,E,w) where (V,E) is a
graph and w∶E → R. A Hamiltonian cycle v1, . . . , vn has weight ∑n−1i=1 w(vi, vi+1) +
w(vn, v1).
Theorem 3.64 ([53], see also [60]). Let k be a fixed natural number. There is
a polynomial time algorithm that given a graph G with Kw(G) ≤ k and its Kelly-
decomposition decides whether G has a Hamiltonian cycle and if yes computes a
Hamiltonian cycle of minimal weight .
Let m be a natural number. The weighted m-linkage problem is, given a weighted
graph G = (V,E,w), and a tuple σ = (s1, t1, . . . , sm, tm) of vertices, to compute a σ-
linkage of minimal weight. In general, the corresponding decision problem (whether
there is a linkage of a given weight) is NP-complete even for graphs where all edges
are weighted with 1 and m = 2 [41].
Theorem 3.65 ([53]). The weighted σ-linkage problem on classes of graphs of
bounded Kelly-width is solvable in polynomial time.
It follows that the weighted Hamiltonian cycle and Disjoint paths problems are
solvable on those classes efficiently as well. Another important application of Kelly-
width is the problem to decide the winner of a parity game.
Theorem 3.66 ([53]). Parity is efficiently solvable on classes of graphs of bounded
Kelly-width.
Computational complexity. The second application of partial k-DAGs is a linear
time algorithm deciding, for a given graph G, whether Kw(G) = 2 [71].
In general, the decision problem whether a given graph has Kelly-width at most k
is NP-complete. The hardness follows from Theorems 3.60 and 3.29. A non-
deterministic algorithm guesses an elimination order, which is of linear size, and
checks whether it has width at most k in polynomial time. The hardness follows
from Theorem 3.60.
Hunter describes in [55] two deterministic algorithms to compute Kelly-width.
Theorem 3.67 ([55]). It is possible to compute the Kelly-width of a graph G = (V,E)
in − O((∣V ∣ + ∣E∣) ⋅ 2∣V ∣) time and O(∣V ∣ ⋅ 2∣V ∣) space, or− O((∣V ∣ + ∣E∣) ⋅ 4∣V ∣) time and O(∣V ∣2) space.
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3.2.5 Entanglement
The entanglement game entGk(G) [13] is slightly different from the games defined in
previous sections. First, the robber can move only along one edge rather than along
a whole path. Second, he is obliged to leave his vertex, no matter whether a cop
is about to occupy it or not (thus, no cops are needed on acyclic graphs). Third,
the cops are also restricted in their moves: in a cop position (C, v), either the cops
stay idle or one of them goes to vertex v, other cops must remain on their vertices.
This is a substantial restriction because when the robber enters a component, the
cops cannot block its exits unless the robber visits those exits while playing in the
component. We shall see in Chapter 7 that this property implies non-boundedness
of entanglement in other measures on the same graphs.
Definition 3.68 (Entanglement). Let G = (V,E) be a graph. The entanglement
game on G is defined as follows.− Cop positions are of the form (C, v) 3 where C ⊆ V , ∣C ∣ ≤ k, and v ∈ V .
− Cop moves. From (C, v), there are moves to robber positions of the form (C ′, v)
where C ′ = C, or C ′ = C ∪ {v} if ∣C ′∣ ≤ k (i.e. a new cop comes into the graph),
or C ′ = (C ∪ {v}) ∖ {w} where w ∈ C is distinct from v (i.e. the cop from
vertex w goes to the robber vertex v).
− Robber positions have the form (C, v) where C ⊆ V , ∣C ∣ ≤ k and v ∈ C.
− Robber moves. From a position (C ′, v), the robber can move to a cop posi-
tion (C ′, v′) where (v, v′) ∈ E and v′ ∉ C ′.
− The initial position ⊥ belongs to the robber who can move to a cop posi-
tion (∅, v) with v ∈ G.
− Winning conditions. The cops win if the robber has no legal move. The robber
wins all infinite plays.
Note that unlike games characterising DAG-width and Kelly-width, in the entan-
glement game, the cops do not need to play monotonically. The entanglementent(G)
of graph G is the minimal number k such that the cops have a winning strategy
in entGk(G).
A (memoryless) strategy for the robber in entGk(G) can be described by a partial
function ρ∶ (2V × V ) ∪ {ε} → V such that ρ(P, v) ∈ vE ∖ P . Hereby, ρ(ε) describes
the choice of the first vertex by the robber.
Similarly, a (memoryless) strategy for the cops is described by a partial function
σ∶2V × V → V ∪ { ,⊥} describing which cop, if any, moves to the current vertex
occupied by the robber:− if σ(P, v) =⊥, then the cops stay where they are, and the next position is (P, v)
(but now it is the robber’s turn);
− if σ(P, v) = , then it must be the case that ∣P ∣ < k and the next position is(P ∪ {v}, v) (a cop from outside comes to vertex v);
3To simplify our notation, we drop information indicating whose turn it is.
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− otherwise σ(P, v) = u ∈ P (the cop from vertex u goes to v), and the next
position is ((P ∖ {u}, v) ∪ {v}).
A strategy ρ of the robber and a strategy σ of the cops define a unique play
pi = (P0, v0)(P1, v1)(P2, v0) . . . that is consistent with ρ and σ. It starts in position⊥= (P0, v0) = (ε,∅) meaning that the cops and the robber are outside of the graph.
After the initial move of the robber the position is (P1, v1) = (ρ(ε),∅). For every n >
0 the vertex v2n+1 occupied by the robber after his (n+ 1)-th move is determined by
ρ(P2n, v2n), and the set P2n occupied by the cops after their n-th move is determined
by σ(P2n−1, v2n−1). Finally, we have P2n+1 = P2n and v2n = v2n−1. A play ends, and
is won by the cops, if, for some n, there is no position w ∈ v2nE ∖P2n. Infinite plays
are won by the robber.
Remark 3.69. The rules of the game do not allow to place a cop on a vertex if it is
not occupied by a robber. While describing winning cop strategies, we shall say that
a cop occupies a vertex v in a certain position. That will mean the following: if the
robber does not visit v, the cops just play further according to the strategy using
only cops they do not need in that position. (The meaning of “need” depends on the
context, but will always be clear.) Then either the robber is captured or visits v.
In the latter case, a cop follows him to v and v is occupied. Furthermore, the cops
follow their strategy again.
The entanglement game has a reachability winning condition for the cops: they
try to reach a position at which the robber cannot move, so the game is positionally
determined.
Proposition 3.70. For every graph G and every natural number k, entGk(G) is
positionally determined.
Examples. The following basic observations are from [13].
Proposition 3.71 ([13]). Let G be a graph.
1. ent(G) = 0 if and only if G is acyclic.
2. If G is the graph of a unary function, then ent(G) = 1.
3. If G is an undirected tree, then ent(G) ≤ 2.
4. If G is a k-clique, then ent(G) = k − 1.
5. ent(G) = 1 if and only if G is not acyclic and, in every strongly connected
component C, there is a vertex v such that C − v is acyclic.
The entanglement game is, in essence, non-monotone: on many graphs, mono-
tonicity costs are positive. Consider an undirected path with short-cuts to the right,
i.e. a graph Pn = (Pn,En) where Pn = {1, . . . , n} and En = {(j, i) ∣ i+ 1 = j or i ≥ j} .
In Figure 3.5, the graph P4 is shown. Then two cops have a winning strategy (one
occupies the root, then the other follows the robber until he goes to the right and
then in the same way swapping the roles of the cops, see Example 4.19), but vertex n
is occupied by the cops and then by the robber quadratically often in n. This non-
monotonicity contrasts a simple monotone strategy for the cops in the other directed
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1 2 3 4
Figure 3.5: The graph P4. Undirected lines denote edges in both directions.
games (place cops on {1,2}, then on {2,3} and so on). For two cops, we shall prove
a kind of weak monotonicity in the entanglement game: there is always a vertex the
robber cannot revisit. However, this result does not hold for graphs of entanglement
more than two, in general, see Section 4.5.
By Proposition 3.23, the tree-width of the (undirected) (n × n)-grid is n. Con-
versely, graphs of high tree-width have a large grid as a minor (Theorem 3.27), so
the question about the entanglement of a grid is quite natural. The following lemma
is a preparation to an answer. It describes a sufficient condition for the existence of
a winning strategy for k cops.
Lemma 3.72 ([13, 15]). Let G = (V,E) be a graph and let k be a natural number.
Then ent(G) ≤ k if there exists a partial labelling i∶V → {1, . . . , k} with the following
property: for any v,w ∈ V with i(v) = i(w), there is some U ⊆ V with i(v) ≠ i(u),
for all u ∈ U , such that U blocks v → w and w → v.
The notion of the partial labelling from Lemma 3.72 can now be used to describe
a winning strategy for 3k cops on a (k × k)-grid. The idea is to divide the grid into
two approximately equal parts with a line of distinct labels, then to divide every part
in the same manner again and so on reusing labels where it is possible.
Lemma 3.73 ([13, 15]). For every natural number k, the undirected (n×n)-grid has
entanglement at most 3k.
Proposition 3.74.
1. For every n, entanglement(Tnn) = n.
2. For every m ≠ n, entanglement(Tmn) = min(m,n) + 1.
Proof. On Tnn, a team of n cops can capture the robber by placing themselves on a
diagonal, thus blocking every row and every column of the torus, recall Remark 3.69.
If there are less than n cops, the robber can guarantee that the following property
holds again and again: there is a cop-free column in the torus and a cop-free path
to this column from his vertex. At the beginning of a play this is trivial. In general,
assume that the property holds and let the robber move on a cop-free column until
a cop announces to land on his vertex. In that moment, there is another cop-free
column, say number c, as we have n columns and at most n − 1 cops, but one cop is
on his way to the robber vertex and thus outside of the graph. For the same reason,
there is a cop-free row r. The robber runs to the crossing of row r and the column he
is on and then along row r to column c. When she arrives at column c, the property
holds again. It follows that the robber wins the game.
On Tmn with m < n, m cops are needed to block every row, and an additional cop
forces the robber to leave any row after at most n moves, so that he finally must run
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into a cop. The same proof as above shows that the robber escapes if there are less
than m + 1 cops.
The following examples treat narrow long grids, cf. [77]. Let Gmn be an (m × n)-
grid where m is much less than n. We give an upper bound for the entanglement ofGmn that depends only on m. We start with small values of m and n.
Proposition 3.75 ([77]).
1. For n = 1,2, ent(G2,n) = n.
2. ent(G2,n) = 3 if and only if 3 ≤ n ≤ 9.
3. ent(G2,n) = 4 if and only if n ≥ 10.
Proof. The first statement and the “if” statement of the second one can be checked
directly. The other direction follows then from the third statement.
For n ≥ 10, four cops have the following winning strategy. Two of them place
themselves on (0, ⌊n2 ⌋) and (1, ⌊n2 ⌋) and build a wall. We call the other cops chasers.
Due to the symmetry, assume without loss of generality that the robber hides in the
right part of the grid (with larger second coordinate). The goal of the cops is to
shift the wall to the right of two cops on (0, ⌊n2 ⌋) and (1, ⌊n2 ⌋) such that the robber
remains to the right of it. The new wall will consist of the chasers. Then the cops
from the wall become free from guarding the left part of the grid and the roles of
the cops change: the chasers guard the robber and the cops from the wall become
chasers.
The shift of the wall is done as follows. One of the chasers follows the robber
until he moves vertically, i.e. from (i, j) to (1 − i, j), for some i ∈ {0,1} and j ∈{⌊n2 ⌋ , . . . , n − 1}. Then the second chaser goes to (1 − i, j). If the robber now makes
a move to the right, the wall is shifted. Otherwise, the chaser from (i, j) follows the
robber. Both chasers continue to follow the robber in a leap-frogging manner to the
left until he moves vertically. That happens at the latest when the current wall is
reached. Then the rightmost chaser follows him. Again, if he goes to the right, the
wall is shifted. He can go further to the left followed by the cop, but this process
can continue at most until the robber hits the wall. So finally he moves vertically
and then to the right.
The fact that the robber wins on G2,10 against 3 cops can be proven by inspecting
all possible finite play prefixes that have no repetitions of positions.
With the same technique, one can show a similar result for m = 3 and also for
arbitrary m.
Proposition 3.76 ([77]).
1. ent(G3,n) = 1 if and only if n = 1.
2. ent(G3,n) = 3 if and only if n = 2.
3. ent(G3,n) = 4 if 3 ≤ n ≤ 6.
4. ent(G3,n) ≤ 12, for all n > 0.
5. ent(Gm,n) ≤m ⋅ (m + 1), for all n > 0.
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Deciding difficult problems when the entanglement is bounded. In Chapter 7,
we shall see that boundedness of entanglement implies boundedness of directed tree-
width (see Figure 7.1). Thus, all problems that are in Ptime when directed tree-
width is bounded are also in Ptime when entanglement is bounded.
Parity is another problem that allows an efficient algorithm on classes of graphs
with bounded entanglement for which no efficient algorithm is known in general.
Theorem 3.77 ([13]). There is a deterministic polynomial time algorithm that de-
cides Parity on graphs of bounded entanglement.
Unfortunately, we do not know any other problems for that boundedness of en-
tanglement would lead to more efficient algorithms. The reason is that, in contrast
to other complexity measures, no corresponding decomposition of graphs is known.
An exception are graphs of entanglement two, which we discuss in Chapter 4.
Another characterisation. Another characterisation of entanglement was given by
Berwanger and Grädel in [13]. A directed graph T = (V,E) is a tree with back-
edges if E can be partitioned in tree-edges F and back-edges B such that (V,F ) is a
directed tree with edges going from the root and, for all (u, v) ∈ B, v ↝(V,E) u.
Lemma 3.78 ([13]). Let T = (V,E) be a tree with back-edges and let r ∈ V . Then
there are unique sets F and B such that (V,F ) is a directed tree with root r and B
is the set of back-edges.
Let T = (V,E) be a tree with back-edges with a partition of E into tree-edges F
and back-edges B. Let v be a vertex. The feedback fb(v) of v is
∣{u ∈ V ∣ u ↝(V,F ) v, there exists some w with v ↝(V,F ) w and (w,u) ∈ B}∣ .
The feedback fb(T ) of T is fb(T ) = maxv∈V fb(v). Let G = (V,E) be a graph and
let v0 be a vertex in G. A tree T = (T,ET ) with back-edges is a finite unravelling
of G, if it is finite and there is a labelling h∶T → V with the following property:
for all paths v0 . . . vn in G, there is a unique path w0 . . .wn
in T such that, for all i ∈ {0, . . . , n}, we have h(wi) = vi.
Theorem 3.79 ([13, 15]). The entanglement of a directed graph is the minimal
feedback of its finite unravellings.
Consider a strongly connected graph. Then every vertex is reachable from every
vertex, so the feedback characterisation of entanglement yields that it does not matter
from which vertex the robber starts to play.
Proposition 3.80 ([16]). Let G be a strongly connected graph of entanglement k.
Then the robber wins entGk(G) with the following change of rules: at the beginning
of a play it is not the robber, but the cops who choose the vertex from which the robber
has to start.
We shall give another proof of Proposition 3.80 in Chapter 4 in an other context
(see Lemma 4.5 and the text after the proof).
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Computational complexity. The complexity of computing the entanglement of
a graph remains a problem that needs further investigations. As acyclicity is
NLogspace-complete [61], the following theorem follows from Proposition 3.71.
Theorem 3.81 ([13, 15]). For k = 0 and k = 1, the problem to decide whether the
entanglement of a given graph is k is NLogspace-complete.
Corollary 3.82. The problem given a graph G and a natural number k to decide
whether ent(G) ≤ k is NLogspace-hard.
On the other hand, only a trivial upper bound has been established so far. Using
alternating Turing machines and just playing the game one can show that the problem
can be decided in deterministic time O(nk+1) [15], which corresponds to Exptime
if k is part of the input and to Ptime if k is fixed.
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In Chapter 3, we considered measures that can be characterised by a structural
description and which reveal the internal structure of graphs. These measures often
allow to apply dynamical programming to solve certain problems that are intractable
in general, in deterministic polynomial time on classes graphs whose complexity
measure is bounded. For entanglement, no such description has been given and it
may be considered as the main reason why we do not know anyNP-complete problem
which would be efficiently solvable on graphs of bounded entanglement. This also
makes entanglement a complexity measure which is difficult to analyse.
While graphs of entanglement zero and one are very simple (see Proposition 3.71),
already graphs of entanglement two provide a quite rich and challenging class. In
this chapter, we present two characterisations of graphs of entanglement two. One of
them is, essentially, a property of a certain weak monotonicity of the entanglement
game. The other one is an inductive definition of the graphs.
In this chapter, “component” will denote a non-trivial strongly connected compo-
nent of a graph, where a trivial component is one vertex without a self-loop.
For the case of undirected graphs, a characterisation of entanglement two has been
given by Belkhir and Santocanale [10]. It says that every undirected graph G = (V,E)
of entanglement at most two can be obtained from a forest T by adding, for every
edge {a, b} of the forest, new vertices va,b1 , . . . , va,bm with edges {a, va,bi } and {b, va,bi },
for every i ∈ {1, . . . ,m}, and possibly deleting the edge {a, b}.
However, entanglement is of more interest in the case of directed graphs rather
than undirected ones. We generalise the result of Belkhir and Santocanale to directed
graphs of entanglement two, and we present two structural characterisations and a
kind of a tree decomposition of members of this class.
4.1 Motivation
To motivate and give an intuition for the class of graphs of entanglement two, we
introduce a class F of graphs (V,E,F ) where F ⊆ V is a set of marked vertices. The
latter allow to control the introduction of new edges and, especially, new cycles: new
edges always start in a marked vertex. The class F is defined inductively, as follows:
1) The graphs ({v},∅,{v}) and ({v},{(v, v)},{v}), consisting of one marked vertex
with or without a self-loop, are in F .
2) F is closed under removing edges, i.e. if (V,E,F ) ∈ F and E′ ⊆ E then(V,E′, F ) ∈ F .
3) For G1,G2 ∈ F with marked vertices F1 and F2, the disjoint union of G1 and G2
with marked vertices F1 ∪ F2 is in F .
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G1 G2
F1
F2
Figure 4.1: Rule 4: all possible edges from F1 to G2 are added.
G1 v
F
Figure 4.2: Rule 5: all possible edges from F1 to the new vertex v and all edges
from v to G are added.
4) For G1 = (V1,E1, F1), G2 = (V2,E2, F2) ∈ F , their marked sequential composition G
(Figure 4.1) is in F , where
G = (V1 ∪ V2,E1 ∪E2 ∪ F1 × V2, F1 ∪ F2).
5) For G = (V,E,F ) ∈ F , the graph G′ (Figure 4.2) is in F , where for a new vertex v,
G′ = (V ∪ {v},E ∪ (F × {v}) ∪ ({v} × V ),{v}).
Rules 2)–4) add no cycles and do not increase the entanglement. New cycles are
created only in Rule 5), but only between the marked vertices and a new vertex,
which is the only one marked afterwards.
All graphs in the class F have entanglement two. Before we explain the meaning
of the marked vertices F (in Section 4.2) and present the strategy for the cops
in entG2(G) for graphs G ∈ F (in the proof of Theorem 4.22), let us describe a few
sub-classes of F and possible uses for graphs of entanglement two.
A sub-class of F consists of trees with edges directed to the root and, additionally,
any set of back-edges going downwards. More formally, such trees can be described as
structures T = (T,ET ∪Eback) where (T,ET ) is a tree with edges directed to the root
and for any back-edge (w, v) ∈ Eback it must be the case that w is reachable from v
in (T,ET ). Such graphs have entanglement at most two. A winning strategy for the
cops is to chase the robber with one cop until he goes along a back-edge (w, v). Then
he is blocked by this cop in the subtree rooted at w. Now the second cop chases the
robber until he takes another back-edge, and so on, until he is captured at a leaf. A
similar class is discussed in Example 4.19.
Another class of graphs included in F are control-flow graphs for structured pro-
grams (that do not use goto). Control flow of such programs can be modelled by
using sequential and parallel composition (corresponding to Rules 3) and 4) in the
definition of F), and loops with single entry and exit vertex, which are a special case
of Rule 5) in the definition of F .
54
4.1 Motivation
v0
v1
v2
v3v4
Figure 4.3: Example graph of entanglement two.
Consider for example the graph presented in Figure 4.3. Removing v0 from this
graph leaves only two non-trivial strongly connected components, namely the one
containing v1 and the one containing v2, as well as one trivial component consisting
of a single vertex. The non-trivial components can be decomposed, in turn, by
removing v1 and v2, respectively, and finally the arising components containing v3
and v4, respectively, can be decomposed. This decomposition induces a strategy for
the cops, who first place one cop on v0 and then chase the robber on v1 with the
other cop. If the robber enters the component containing v1, the cop from v0 is used
to chase him on v3 and v4 and so the robber is captured. If the robber enters the
component containing v1, the cop from v1 chases him on v2 and so the robber is
captured.
As one of our main results in this chapter, we show in Theorem 4.20 that a decom-
position, generalising the above example, can be found for each graph of entangle-
ment two. As a consequence, we prove in Theorem 4.22 that graphs of entanglement
two can be characterised in a way similar to the above definition of the class F . More
precisely, a graph has entanglement at most two if, and only if, each of its strongly
connected components belongs to a class F ′, which is defined similarly to class F ,
but with Rule 5) changed as follows:
5′) For G = (V,E,F ) ∈ F ′, the graph G′ is in F ′, where
G′ = (V ∪ {v},E ∪ (F × {v}) ∪ ({v} × V ),{v} ∪ F ′),
and F ′ is any subset of the previously marked vertices F such that G[F ′] is
acyclic and no vertices in F ′ are reachable from V ∖ F ′.
A consequence of our proofs, stated in Proposition 4.27, is that graphs of entan-
glement two have both DAG-width and Kelly-width at most 3. This confirms that
graphs of entanglement two are simple according to all known graph measures, and
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strengthens our motivation to study them as the most basic class of graphs where
cycles are already nested in interesting ways.
4.2 Entanglement of graphs with exit vertices
An important difference between entanglement and tree-width, DAG-width, and
Kelly-width is that, in the entanglement game, the cops are not required to provide
a monotone strategy. For example, any winning strategy can be modified, just before
the robber is captured, to remove all cops from the graph and to start chasing the
robber from the beginning. However, on large graphs of small entanglement, it is
unavoidable to expel the robber from the largest part of the graph and to guarantee
that the robber will never return to that part again. Thus, in a sense, the cops have
to play weakly monotonically.
For graphs of entanglement two, we want to show that the cops can always enforce
a certain kind of such weak monotonicity: if the entanglement of a graph is at most
two then there is a vertex v that can be visited by the robber only once. Consider a
strongly connected graph G and a position in which a cop has just occupied v and
the robber moves towards a component C in G − v. As v must never be visited by
the robber again, the cop on v should stay there until the other cop blocks all paths
from the robber to v. Thus, there is a strategy for one cop in C such that any play
consistent with that strategy ends in a position ({u}, r) in which any path from r
to v contains u. Moreover, both cops should win in C in a way that prevents the
robber from leaving C, since otherwise he could reach v (recall that G is strongly
connected).
Consider the graph in Figure 4.3 with the vertex v0 removed. This graph contains
two non-trivial strongly connected components: the component C1 containing v1 and
the component C2 containing v2. The entanglement of C2 is one, so it is clearly simpler
than the entire graph. On the other hand, C1 has entanglement two. Nevertheless,
we claim that also C1 is in a sense simpler than the entire graph, despite having
the same entanglement. Indeed, observe that not only can two cops capture the
robber on C1, but they can do so in such a way that the only vertex through which
the robber can exit this component, i.e. v1, remains blocked during the whole play
after the robber visits it. To formalise that idea we introduce the following technical
notion: the entanglement game of a graph with exit vertices.
4.2.1 Simple and complex components
Let G be a graph and G′ a strongly connected subgraph of G. The set Ex(G,G′) of
exit vertices of G′ in G is the set of all v ∈ G′ for which there is a vertex u ∈ G − G′
with (v, u) ∈ E.
To study subgraphs containing exit vertices in a way independent of the bigger
graph in the context, we say that G∗ is a graph with exit vertices if G∗ is the tripleG∗ = (V,E,F ) where (V,E) is some graph and F is any subset of V representing the
exits. The following notion is used while decomposing a graph G.
Let G be a graph and let v ∈ G. A v-component of G is a graph C = (C,E,F )
with exit vertices such that (C,E) is a v-flap and F = Ex(G,C). In this case, v is
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v
w
u
u′
Cw
Cv
Figure 4.4: w-component Cw contains v, but v-component Cv does not include w.
the base vertex for C. The following lemma illustrates that base vertices and their
components may have a rich structure on a given graph.
Lemma 4.1. Let G be a strongly connected graph. Let Cv be a v-component, and Cw
be a w-component of G, for distinct vertices v and w such that Cv∩Cw ≠ ∅ and Cv /⊆ Cw.
If v is in Cw then w is in Cv.
Proof. Assume that the conditions of the lemma hold, but w /∈ Cv (Figure 4.4).
Let u ∈ Cv∩Cw and u′ ∈ Cv∖Cw. Because u′, u ∈ Cv, which is strongly connected, there
are paths from u′ to u and vice versa that do not include v. None of these paths
includes w (because otherwise w ∈ Cv), so u′ and u lie in the same w-component.
However, we assumed that u′ /∈ Cw, and u ∈ Cw, and Cw is strongly connected: a
contradiction.
In a strongly connected graph G, for a vertex v, let ↝v be the topological order
on the set of strongly connected components of G − v, i.e. C ↝G−v C′.
The entanglement game with exit vertices entG∗k(G) is played on a graph G =(V,E,F ) with exit vertices in the same way as the entanglement game, but with an
additional possibility for the robber to win: he wins a play if he succeeds in reaching
an exit vertex after the last cop has entered G from outside. (This includes the case
where the robber already sits on an exit vertex at the time when the last cop comes
to that vertex.) In the context of subgraphs inside a larger graph, this new winning
condition means that the robber can leave the subgraph and get back to the bigger
graph.
Definition 4.2 (Entanglement with exit vertices). Let G = (V,E,F ) be a graph with
exit vertices. The entanglement game with exit vertices on G is played as follows.
− All positions and moves are as in the entanglement game.
− The winning conditions are as in the entanglement game, except that the rob-
ber has an additional winning condition: he wins a play if he reaches a posi-
tion (P, v) such that v ∈ F and ∣P ∣ = k.
Definition 4.3. A graph with exit vertices G is k-complex if the robber has a winning
strategy (which we call a robber G-strategy) in the entanglement game with exit
vertices entG∗k+1(G). If the cops have a winning strategy in entG∗k+1(G) (called a
cops G-strategy) then G is k-simple.
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The intuition why we call such graphs k-complex, although the definition speaks
about k + 1 cops, is that they are too complex for k cops to capture the robber or
to block the exits such that all cops together capture the robber without letting him
reach the exits.
To start with, let us show that the existence of a vertex with only k-simple com-
ponents gives a bound on entanglement.
Proposition 4.4. If there is a vertex v in a graph G such that all v-components
are k-simple then ent(G) ≤ k + 1.
Proof. Let v be a vertex such that all v-components of G are k-simple. Let σ be any
strategy for the cops in entGk+1(G) with the following properties:− if the robber is on v then place some cop on v, i.e. σ(P, v) ≠⊥,
− if the robber is on a vertex u that is not in a v-component, then wait: σ(P,u) =⊥,
− if the robber is on a vertex u in a k-simple v-component C, then use a C-
strategy σC moving the cop from v only as the last resort, i.e.
σ(P,u) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
σC(P ∩ C, u) if σC(P ∩ C, u) ∈ C or σC(P ∩ C, u) =⊥,
if σC(P ∩ C, u) = and P ∖ C = {v} and ∣P ∣ ≤ k,
w if σC(P ∩ C, u) = and w ∈ P ∖ C with w ≠ v,
v if σC(P ∩ C, u) = and ∣P ∣ = k + 1.
In other words, if σC prescribes to remove a cop from C or to stay idle, σ prescribes
the same. Otherwise, σC says to remove a cop from outside and if there is a cop w
in G ∖C, but not v, σ removes that cop. If v is the only cop in G ∖C, but there is still
a cop outside of G, σ removes a cop from outside. Finally, if the only cop outside
of C is v then σ removes the cops from v.
We show that σ is winning for the cops in entGk+1(G). Assume that the robber
has a counter-strategy ρ to win the play that is consistent with both ρ and σ. First
we show that this play visits v. Let v0 be the vertex the robber chooses in the
first move. We can assume that v0 is in a v-component C, otherwise the cops stay
idle until the robber either visits v or a v-component (recall that the robber is not
allowed to stay idle). The robber will either be captured in C, or he will be expelled
from C, because the cops use a C-strategy. Since we assume that the robber wins, he
is expelled from C and from any other v-component. Finally, the robber visits v.
At this moment, a cop goes to v and the cops stay idle until the robber enters
a v-component. From now on, the cop from v is removed only as the (k + 1)-st
one to enter a v-component. Therefore, for any v-component C, the robber is either
captured in C or expelled from C without using the cop from v—and thus finally
captured.
In the following, we prove that the converse holds for the case k = 1 (see The-
orem 4.10), but not for k > 1, in general. Theorem 4.10 will form the basis of a
structural characterisation of graphs of entanglement two in Section 4.3.
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4.2.2 Independence from the starting vertex
The entanglement game on a v-component C does not specify the vertex from which
the robber starts the game, i.e. he chooses an arbitrary vertex. However, in general,
the robber cannot enter C at every vertex and we have to ensure that the winner of
the entanglement game with exit vertices does not depend on the starting vertex.
Note that, by Proposition 3.80, this statement is true for the standard entanglement
game. We define a further variant of the entanglement game to mark the vertex from
that a play starts. Let v be a vertex of G. The game entG∗k(G, v) is played in the
same way as entG∗k(G), except that the robber does not choose a vertex to start on,
but starts on v.
Lemma 4.5. Let G be a strongly connected k-complex graph with exit vertices. Then
the robber wins entG∗k+1(G, v) for all v ∈ G.
Proof. Let us divide the vertices of G into two subsets: the set VR of vertices v from
which the robber wins entG∗k+1(G, v) and the set VC of vertices v from which the
cops win entG∗k+1(G, v). These sets are disjoint and as G is k-complex, VR is not
empty.
Assume that VC is not empty. As G is strongly connected, there exists an edge
from VC to VR. Pick such an edge (w, v) ∈ E and let− ρv be a winning strategy for the robber in entG∗k+1(G, v),− σw be a winning strategy for the cops in entG∗k+1(G,w).
First observe that in no play consistent with ρv does the robber enter w before
the last (k + 1)-st cop moves into G. Indeed, if this was the case, the cops could
just continue playing σw from w as if all cops placed already were outside. As σw is
winning, this continued play has to end in a position where the robber can neither
move nor reach an exit vertex. But this contradicts the fact that the play was
consistent with ρv, which is winning for the robber.
We show that the strategy ρw for the robber which first moves from w to v and
then continues playing ρv, ignoring a cop on w (if one is placed there in the first
move of the cops), is winning. Indeed, if the cops are idle in the first move and
do not place a cop on w, the play is consistent with ρv and thus winning for the
robber. In the other case, the play is played according to ρv as if there was no cop
on w. However, as observed above, this infinite play never visits w and thus the cop
standing there makes no difference—the play is won by the robber.
Since ρw is winning for the robber in entG∗k+1(G,w) and σw is winning for the cops
in the same game, we get a contradiction. Thus VC is empty, so all vertices of G
belong to VR.
As a corollary of Lemma 4.5, taking F = ∅, we get another proof for Proposi-
tion 3.80 from Chapter 4.
To prove a converse of Proposition 4.4 we need to consider various configurations
of complex components. We shall show that the existence of certain combinations
of 1-complex components implies that the robber can escape two cops. This will be
used in the Section 4.2.6 to show that every graph of entanglement two contains a
vertex so that after its removal all components are 1-simple.
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4.2.3 Topologically incomparable components
The simplest case is the existence of two k-complex v-components C1 and C2 such
that all paths between them lead through v. The robber can play according to
a C1-strategy in C1 until the cop form v goes into C1 (or forever) and then reach an
exit vertex of C1. As the graph is strongly connected, there is a path to C2 and, by
assumption, it leads through v. As C1 is a v-component, the robber can reach v from
his exit and then proceed to C2. He continues to play as before with the switched
roles of C1 and C2.
Lemma 4.6. Let G be a strongly connected graph and let v ∈ G. Furthermore, let C0
and C1 be two k-complex v-components. If C0 and C1 are incomparable with respect
to ↝v then ent(G) > k + 1.
Proof. Assume that C0 and C1 have entanglement at most k+1, otherwise the robber
wins playing in the component of entanglement greater than k + 1. As G is strongly
connected and C0 and C1 are v-components, there is a path Pv→0 from v to C0 that
avoids C1. Let v0 ∈ C0 be the last vertex on Pv→0. Analogously choose a path Pv→1
and the vertex v1 ∈ C1. Let ρ0 be a robber C0-strategy that prescribes to place the
robber on v0 in the first move. Such a strategy exists by Lemma 4.5. Analogously,
let ρ1 be a robber C1-strategy that prescribes to place the robber in v1 in the first
move. Both ρ0 and ρ−1 say the robber to go to an exit vertex when all k+1 cops arrive
in the component. Note that these strategies are not defined for positions (P,w)
where, for some i ∈ {0,1}, w ∈ Ex(G,Ci) and ∣P ∩ Ci∣ = k + 1, as, in the entanglement
game with exit vertices, those positions are final.
Let i ∈ {0,1}. For every exit vertex w ∈ Ci, there is a path Pw→v from w to v that
avoids (C0 ∪ C1) ∖ {w}. The paths Pw→v and Pv→i are combined to paths Pw→i by
concatenation. We describe a winning strategy ρ for the robber in entGk+1(G).
By induction on the length of finite play prefixes one can immediately see that the
following invariants hold. If the robber is outside of C0 ∪ C1 then at least one of Ci
and a path there are cop-free, i.e. for all positions (P,u) in a play consistent with ρ,
if u ∉ C0∪C1 then for some i ∈ {0,1} and w ∈ Ci, P∩(Ci∪Pw→i[u]) = ∅ where Pw→i[u] is
the postfix of Pw→i from the Pw→i-successor of u. The second invariant is that when
the robber enters Ci, it is cop-free, i.e. if the robber makes a move (P,w) → (P,u)
and w ∉ Ci, and u ∈ Ci then P ∩ Ci = ∅. It follows from the invariants that ρ is a
winning strategy for the robber. Consider a robber position (P,w).
− The robber starts on vertex v0 ∈ C0.− If w ∈ Ci and either ∣P ∩ Ci∣ < k + 1 or w /∈ Ex(G,Ci) then move according to ρ1,
i.e. ρ(P,w) = ρi(P ∩ Ci,w).− If w ∈ Ex(Ci) and ∣P ∩ Ci∣ = k + 1 then ρ(P,w) prescribes to run to C1−i
along Pw→0.− If w ∉ C0∪C1 and there exists some u ∈ C1 such that P ∩(C0∪Pu→0[w]) = ∅ (i.e.
the robber is on his way to C1 or C0, and C0 and the path there are cop-free);
then go along path Pu→0 (to C0).
(Note that position (P,w) does not necessarily uniquely determine whether
the robber proceeds to C0 or to C1. For example, the robber leaves C0 and the
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cops follow him on his path Pu→1 for some u ∈ C0. When all cops leave C0, it
may be the case that all cops stay on a path Pv→0, for some v ∈ C1 and there
is no way to determine that the robber ran to C1 and to C0. We resolve that
by letting the robber go to C0 in such cases, i.e. the robber can return to C0
without visiting C1.)− If w ∉ C0 ∪ C1 and, for all u ∈ C1, P ∩ (C0 ∪ Pu→0[w]) ≠ ∅ then, by the first
invariant, there exists some u ∈ C0 such that P ∩ (C1 ∪ Pu→1[w]) = ∅. The
robber proceeds along Pu→1 to C1.
4.2.4 Disjoint components
In this section, we proceed with components that have different base vertices, but
restrict ourselves to disjoint components. In Lemma 4.7, components contain each
other’s basis vertex, Lemma 4.8 treats the general case of disjoint components.
Lemma 4.7. Let G be a strongly connected graph, and let v0, v1 ∈ G such that,
for i ∈ {0,1}, vi is contained in a k-complex (v1−i)-component C1−i. If C0 ∩ C1 = ∅
then ent(G) > k + 1.
Proof. The proof of this lemma is analogous to the proof of Lemma 4.6, so we
give only a brief explanation here. Assume that C0 and C1 have entanglement at
most k + 1, otherwise the robber wins playing in the component of entanglement
greater than k + 1. Let i ∈ {0,1}. For all u ∈ Ci, let ρiu be a robber Ci-strategy
that prescribes to place the robber on u in the first move. Such a strategy exists by
Lemma 4.5.
For every exit vertex w ∈ Ci, there is a path Pw→u from w some vertex u ∈ C1−i
that avoids (C0 ∪ C1) ∖ {w,u}. We describe a winning strategy ρ for the robber in
entGk+1(G).
By induction on the length of finite play prefixes one can see that the following
invariants hold. For all positions (P,u) in a play consistent with ρ, if u ∉ C0 ∪ C1
then for some i ∈ {0,1} and wi ∈ Ci and w1−i ∈ C1−i, P ∩ (Ci ∪ Pwi−1→wi[u]) = ∅.
The second invariant is that if the robber makes a move (P,w)→ (P,u) and w ∉ Ci,
and u ∈ Ci then P ∩Ci = ∅. It follows from the invariants that ρ is a winning strategy
for the robber, but we need yet another invariant to define it: for all positions (P,u)
consistent with ρ, if u ∈ Ci then there exists a robber Ci-strategy ρ′ such that (P∩Ci, u)
is consistent with ρ′. Consider a robber position (P,w).− The robber starts on vertex v0 ∈ C0.− If w ∈ Ci then, by the invariant, there exists a strategy ρ′ such that (P,w) is
consistent with ρ′. If, additionally, ∣P∩Ci∣ < k+1 or w /∈ Ex(G,Ci) then ρ(P,w) =
ρi(P ∩ Ci,w).− If w ∈ Ex(Ci) and ∣P ∩ Ci∣ = k + 1 then ρ(P,w) prescribes to run to C1−i along
some path Pw→u, which exists by the invariant.− If w ∉ C0 ∪ C1 and there exists some w1 ∈ C1 and a w0 ∈ C0 such that P ∩ (C0 ∪Pw1→w0[w]) = ∅ then go along path Pw1→w0 (to C0).
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− If w ∉ C0 ∪ C1 and there exists some w0 ∈ C0 and a w1 ∈ C1 such that P ∩ (C1 ∪Pw0→w1[w]) = ∅ then go along path Pw0→w1 (to C1).
Lemma 4.8. Let G be a strongly connected graph. For i ∈ {0,1}, let Ci be two k-
complex vi-components. Let C0 be maximal with respect to ↝v0 and let v1 ∈ C0.
If C0 ∩ C1 = ∅ then ent(G) > k + 1.
Proof. It suffices to prove that v0 ∈ C1. In this case Lemma 4.7 implies the desired
result. Assume, that v0 /∈ C1. There are three cases how C1 can be combined with k-
complex v0-components.
Case 1. There is a k-complex v0-component C′0 and C1 ⊆ C′0.
If the components C′0 and C0 are incomparable with respect to ↝v0 then Lemma 4.6
guarantees a winning strategy for the robber in the entanglement game on G
against k + 1 cops, and we are done. Otherwise, C′0 and C0 are comparable, and
because C0 is maximal, we have that C′0 ↝v0 C0, i.e. there is a path P1 from C1 to C0
with v0 /∈ P1 (see Figure 4.5).
There is a path P2 from v0 to C1, since G is strongly connected, but no such path
includes vertices of C0. Otherwise, C0 and C′0 would be in the same strongly connected
component of G − v0. Furthermore, every path P3 from C′0 to v0 (there is at least
one) goes through v1 (otherwise v0 ∈ C1, but C1 ⊆ C′0 and C′0 is a v0-component).
v0
v1
P3
C′0
P3
C1
P2
C0
P1
Figure 4.5: Case 1: C1 is in an v0-component C′0.
All of this guarantees that the robber wins the entanglement game on G against k+1
cops switching between C0 and C1. Indeed, playing according to a C0-strategy and
being expelled from C0 by k + 1 cops he can reach v0 and then C1. Playing according
to a C1-strategy and being expelled from C1 by k+1 cops he can reach v1 and thus C0.
Lemma 4.5 assures that it makes no difference at which vertex the robber enters C0,
respectively C1: he always has a C0-strategy, respectively C1-strategy.
Case 2. The component C1 includes vertices of two different v0-components.
Then there is a path within C1 from one such v0-component to the other that
avoids v1, but contains v0. (If all such paths between the v0-components avoided v0,
the components would not be distinct.) It follows that v0 ∈ C1.
Case 3. C1 does not include vertices of different v0-components and is not a strict
subset of a k-complex v0-component.
Due to our assumption, v0 /∈ C1, and we distinguish two subcases.
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Case 3a. C1 consists of some vertices from an v0-component C′0 and some vertices
that are in no strongly connected component of G − v0.
In this case, these vertices must also be a part of C′0, because all vertices of C1 are
connected by paths that contain neither v0 nor v1. So, in fact, this subcase is not
possible.
Case 3b. C1 lies in a k-simple v0-component C′0.
We show that because C1 is k-complex, C′0 must be k-complex as well, which con-
tradicts the assumption of this subcase. We describe a C′0-strategy for the robber.
He starts in C1 and plays according to his C1-strategy. We can assume that it pre-
scribes to wait until all k + 1 cops come to C1, because otherwise ent(C1) > k + 1
and ent(C′0) > k + 1. When all cops come to C1 the robber can leave C1. We show
that he can leave C′0 as well. It suffices to show that from every v ∈ Ex(C′0,C1) there is
a path to a vertex w ∈ Ex(G,C′0) that avoids C1 (except the vertex v). Otherwise ev-
ery path P from v to some w (there is such a path because C′0 is strongly connected)
leaves C1, goes through at least one vertex u ∈ C′0 ∖ C1 and then goes back to C1.
Then v1 /∈ P because P ⊆ C′0, v1 ∈ C0, and C′0 and C0 are distinct v0-components. So
we have u ∈ C1, but we assumed that u /∈ C1.
We give an example showing that the maximality of C0 in Lemma 4.8 is essential.
Consider the graph in Figure 4.6. All requirements of Lemma 4.8 are fulfilled for
this graph except the maximality of C0: C0 is a 1-complex v0-component, C1 is a
1-complex v1-component, and v1 ∈ C0. The entanglement of the graph is two, al-
though C0 and C1 are disjoint. The cops have the following winning strategy. We
only consider moves of the robber that lead to a strongly connected cop-free sub-
graph. The cops expel the robber from C1, if he is there, and place one of the cops on
vertex v1, which must be visited by the robber leaving C1. The robber visits vertex v
and the other cop goes there. The robber proceeds to w and the cop who is not
on v occupies w. Then the cop from v forces the robber to leave C1 and follows him
to v1. The robber visits v again and the cop from v1 follows him there. As vertex w
is occupied, the robber has to remain in C0 ∪ {v0}. The cop from w goes to v1 and
captures the robber.
Note that we have actually shown that all w-components are 1-simple and used
the strategy for the cops described in the proof of Proposition 4.4.
v0
v1
v
w
C0
C1
Figure 4.6: Maximality of the components is necessary.
63
4 Graphs of entanglement two
4.2.5 Pairwise intersecting 1-complex components
The following statements about entanglement hold only for graphs of entangle-
ment k ≤ 2.
Lemma 4.9. Let G be a strongly connected graph. Let I = {0, . . . ,m} be an index
set for some m ∈ {1, . . . , ∣G∣ − 1}. For i ∈ I, let vi ∈ G and let Ci be a 1-complex vi-
component such that vi ∈ Cj for all j ∈ I with j ≠ i. If ⋂i∈I Ci = ∅ then ent(G) > 2.
Proof. If m = 1 then we have the conditions of Lemma 4.7, so assume that m ≥ 2.
We can, furthermore, assume that ent(Ci) ≤ 2 for all i ∈ I. In this case Ci-strategies
prescribe the robber to wait in the component until both cops come and then to
reach an exit vertex.
We give a winning strategy for the robber in the game entG2(G). He starts in
a cop-free component Cj and plays according to his Cj-strategy. When the second
cop comes to Cj he escapes from Cj . Now, it suffices to show that he can reach a
new cop-free component. Let the second cop come to Cj on a vertex v, the first cop
being on a vertex w ∈ Cj . At this point, since ⋂l∈I Cl = ∅, there is an vi-component Ci
with w /∈ Ci. If v ∈ Ci, the robber plays his Ci-strategy starting position ({v}, v)
(the strategy exists due to Lemma 4.5). Note that position ({v}, v) is consistent
with the Ci-strategy because the cops can follow the robber to v in their first move.
If v /∈ Ci then the robber can escape from Cj and reach Ci. On entering Ci, the robber
continues with a Ci-strategy.
4.2.6 A vertex having only simple components
Theorem 4.10. On a strongly connected graph G = (V,E), the cops have a winning
strategy in the game entG2(G) if and only if there exists a vertex v ∈ G such that
every v-component is 1-simple.
Proof. The direction from right to left is proven in Proposition 4.4: if every v-
component is 1-simple then ent(G) ≤ 2. We show the other direction.
Towards a contradiction, assume that the cops win entG2(G), but, for all v ∈ V
there is a v-component C of G such that they lose entG∗2(C).
We construct a sequence v0, v1, . . . , vm of vertices from G and a se-
quence C0,C1, . . . ,Cm of corresponding vi-components Ci such that every Ci is a
maximal 1-complex vi-component with respect to ↝vi , and ⋂mi=0 Ci ≠ ∅.
At the beginning, take an arbitrary vertex as v0. There is a 1-complex v0-
component C0, by the assumption. Choose among all such strongly connected com-
ponents a maximal one with respect to ↝v0 .
In general, suppose that vi and Ci are already constructed, and, for j ≤ i, every Cj is
maximal with respect to ↝vj , and⋂j≤i Cj ≠ ∅ holds. Choose a vertex vi+1 from⋂j≤i Cj
and a 1-complex vi+1-component Ci+1 that is maximal with respect to ↝vi+1 . Due to
Lemma 4.8, it intersects all Cj , for j ≤ i (otherwise ent(G) > 2). By Lemma 4.1, vi ∈Cj , for all i ≠ j. Thus, according to Lemma 4.9, ⋂j≤i+1 Cj ≠ ∅ (otherwise ent(G) > 2),
and we can continue the construction.
Note that for all i, vi /∈ Ci, so ⋃j≤i Cj is monotonically decreasing with growing i.
Finally, for some m < ∣V ∣, there is no corresponding 1-complex vm+1-component
for vm+1 and the construction stops. Thus either all vm+1-components are 1-simple
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(which contradicts our assumption that for every vertex v there is a 1-complex v-
component), or there is a 1-complex vm+1 component Cm+1, but ⋂m+1i=0 Ci = ∅. In this
case we have ent(G) > 2, according to Lemma 4.9.
It is clear that the entanglement of a graph is at most two if and only if the
entanglement of all its strongly connected components is at most two, so we have
the following corollary.
Corollary 4.11. Let G be a graph. In entG2(G), the cops have a winning strategy if
and only if in every strongly connected component C of G, there exists a vertex v ∈ C,
such that every v-component of C is 1-simple.
In Section 4.5 we prove that Theorem 4.10 fails for graphs of entanglement three
or greater.
4.3 Decompositions and inductive constructions
for entanglement two
The proof of Theorem 4.10 shows the structure of a strongly connected graph G of
entanglement two. It has a vertex v0 such that the graph G − v0 can be decomposed
in 1-simple v0-components. We can divide them into two classes: leaf components,
from which one cop expels the robber, and inner components, where one cop does
not win, but blocks all exit vertices freeing the other cop from guarding the simple
component. It turns out that every inner component C0 again has a vertex v1 such
that C0 decomposes in 1-simple v1-components, and so on. We shall show that v1 is
the vertex where the second cop stays (blocking all exit vertices of C0) when the first
cop leaves v0. This leads to decomposition for graphs of entanglement two.
Definition 4.12. An entanglement two decomposition of a strongly connected
graph G = (VG,EG) is a triple (T ,R, g), where T is a non-trivial directed tree T =(T,E) with root r and edges directed away from the root, and R and g are functions
R∶T → 2VG and g∶T → VG with the following properties:
1) R(r) = VG,
2) g(t) ∈ R(t) for all t ∈ T ,
3) if (t, t1) ∈ E and (t, t2) ∈ E, then R(t1) ∩R(t2) = ∅, for t1 ≠ t2,
4) for (t, t′) ∈ E, G[R(t′)] is a strongly connected component of G[R(t)] − g(t),
5) the subgraph of G induced by the vertex set (R(t) ∖ {g(t)}) ∖ (⋃t′∈tE R(t′)) is
acyclic for all t ∈ T ,
6) no vertex in Ex(G,G[R(t)]) is reachable from G[⋃t′∈tE R(t′)] in G − g(t), for
all t ∈ T .
We call tree vertices and their R-images bags and g-images decomposition vertices.
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Note that from the definition follows that if (t, t′) ∈ E then R(t′) ⊊ R(t), and that
if t ∈ T is a leaf in T then G[F (t)]− g(t) is acyclic. Observe, further, that successors
of a bag are partially ordered in the sense that, for each bag t, its successors tE ={t1, . . . , tm} form a partial order such that, for all ti, tj ∈ tE, tj is greater than ti if
and only if R(tj) is reachable from R(ti) in G[R(t)] − g(t). An example of a graph
and its entanglement two decomposition is given in Figure 4.7.
We look again at the class of trees with back-edges defined in Section 4.1. Let
us look at decompositions of members of graph classes defined in Section 4.1.
The decomposition tree of a tree with back-edges T = (T,ET ,Eback) can be given
as (T ′,E′T ,R, idT ′) where T ′ is T without leaves, E′T is{(t, t′) ∣ (t′, t) ∈ ET and t is not a leaf in T },
and if t ∈ T ′ then R(t) is the subtree rooted at t and g(t) = t. It is easy to verify
that (T ′,E′T ,R, idT ′) is an entanglement two decomposition of T .
Entanglement two decompositions do not only characterise the class of graphs
of entanglement two, but also allow us to show that the latter coincides with the
class F ′ defined in Section 4.1 (see Theorem 4.22). We are going to show that a
strongly connected graph G = (V,E) has entanglement at most two if and only if G
has an entanglement two decomposition. Before we continue with the proof, observe
that there is a connection between the entanglement two decomposition and the
characterisations of undirected graphs of entanglement two given by Belkhir and
Santocanale [10].
For an entanglement two decomposition of an undirected graph G = (V,E), con-
sider a connected component, which is an undirected tree T = (VT ,ET ) with addi-
tional vertices (as described on Page 47). Choose an arbitrary leaf t ∈ VT as a root.
We get a decomposition tree after orienting all edges from ET (if an edge was deleted,
restore it before orienting) away from the root and deleting all leaves other than t.
We define functions R and g as follows: R(v) is VT and g(v) is v. In general, if, for a
bag w, the functions R and g on w are already defined, let C be a strongly connected
component of G[R(w)]−g(w). Choose a vertex u in C with an edge between w and u
and set R(u) = C and g(u) = u.
4.3.1 A sufficient condition for 1-complex components
Lemma 4.13. Let G = (V,E,F ) be a strongly connected graph with exit vertices. If,
for all v ∈ V , there is a cycle C in G − v from that a vertex in F is reachable in G − v,
then G is 1-complex.
Proof. Let C(v) be a cycle in G − v from which a vertex in F is reachable in G − v.
Let C be any cycle in G. The following strategy ρ is winning for the robber in
entG∗2(G).− start on an arbitrary vertex in C;
− ρ(∅, v) prescribes the robber to stay in C;
− ρ({w}, v) prescribes to run to a vertex in the cycle C(w) if v /∈ C(w);
− ρ({w}, v) prescribes to stay in the cycle C(w) if v ∈ C(w);
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v0
v010
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v00
v001
v000v0000
v000200
v00020v00021
v0001
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v0001010
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V v0
C00 v00
C000 v000
C0000 v0000 C0001 v0001
C00010 v00010
C000100 v000100 C000101 v000101
C0001010 v0001010
C0002 v0002
C00020 v00020
C000200 v000200
C001 v001
C01 v01
C010 v010
Figure 4.7: A graph of entanglement two and its entanglement two decomposition.
Images of function R are shown as squares (up to level 4), images of
function g as filled circles. In the decomposition tree, the bags are labelled
with images from functions R and g.
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− ρ({w,u}, v) prescribes to run to an exit vertex (and thus win).
By the assumption, in a position ({w,u}, v) there is a cop-free (except that there
may be a cop on v in case v ∈ {w,u}) path to an exit vertex, so ρ is indeed winning
for the robber.
Note that the condition formulated in Lemma 4.13 is sufficient, but not necessary.
A graph may be 1-complex because its entanglement is more than two, but if a
robber starts on the single exit vertex, a cop can chase him there and there will be
no cycle from which an exit is reachable.
Let G be a graph with exit vertices. We call a vertex v ∈ G blocking, if there is no
strongly connected component of G − v from which there is a path to an exit vertex
in G − v. It is clear that the only way to win entG∗2(G) is to place the first cop on
a blocking vertex (also if #ent∗(G) ≤ 1). However, there may be several blocking
vertices in G. We want to show that there exists one of them that blocks all others, so
we can place a cop there. In order to find that vertex, we denote the set of blocking
vertices B(G) and define a binary relation → on B(G):
v → w ⇐⇒ w is not on a cycle in G − v.
Lemma 4.14. If G = (V,E,F ) is a strongly connected 1-simple graph with exit
vertices then relation → on B(G) is a total preorder, i.e. it is transitive and total.
Proof. For transitivity, let u, v,w ∈ B(G) and assume u → v and v → w. Then all
cycles in G that contain w also contain v and all cycles that contain v also contain u.
It follows that all cycles with w contain u, so w is not on a cycle in G − u.
For the totality of →, note that the reflexivity is trivial, so consider distinct ver-
tices v and w in B(G). Assume that neither v → w nor w → v holds, i.e. w is on a
cycle Cv in C − v and v is on a cycle Cw in C −w.
Consider a shortest path P from w to an exit vertex (it exists, as G is strongly
connected). It contains v because v is a blocker. Furthermore, the suffix of P from v
is a path from v to an exit vertex, so it contains w (at a position i), as w is a blocker.
However, the suffix of P from position i is a path from w to an exit vertex that is
shorter than P , which contradicts the choice of P .
Note that → is not necessarily antisymmetric, so we define the symmetrisation ∼
of → on B(G) and extend the relation → on B(G)/∼. Let [v] denote the equivalence
class of v with respect to ∼. The binary relation →∼ defined by [v] →∼ [w] if and
only if v → w is well defined. The transitivity and the totality are inherited by →∼
from →, the antisymmetry is guaranteed by including all not antisymmetric pairs of
elements into the same class, thus the following holds.
Lemma 4.15. If G is a 1-simple graph with exit vertices then the relation →∼
on B(G) is a total order.
If, for vertices v and w in a graph with exit vertices G, v → w holds then we say
that vertex v blocks vertex w. The next lemma follows from the previous one.
Lemma 4.16. If G = (V,E,F ) is a 1-simple graph with exit vertices such that (V,E)
has entanglement two, then there is a vertex v ∈ G that blocks all vertices from B(G).
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Proof. Consider the relation →∼ on B(G)/∼. According to Lemma 4.15, it is a total
order, so it has an element [u] with [u]→∼ [w], for all [w] ∈ B(G). Then an arbitrary
vertex v ∈ [u] blocks all blocking vertices of G.
We show that the vertex whose existence is proved in Lemma 4.16 is a good choice
for the cops to occupy.
Lemma 4.17. Let G = (V,E,F ) be a 1-simple strongly connected graph with exit
vertices. Then there exists some v ∈ B(G) such that all v-components of G are 1-
simple.
Proof. Let σ be a winning strategy for the cops in entG∗2(G). If ent(G) = 1 then,
by Proposition 3.71, there is a vertex v such that G − v is acyclic, so the statement
is trivially fulfilled. Thus assume that ent(G) = 2. Then the robber has a winning
strategy in entG∗1(G).
We are interested in special, cautious, strategies. For sets P and F ′ of vertices
in G, we call a P -component C of G−P F ′-observing, if P ∩C = ∅ and there is a path L
from C to a vertex in F with L∩P = ∅. A robber strategy in entG1(G) is cautious if,
in a robber position ({v},w), the robber goes to an Ex(G)-observing v-component
(if there is one) and stays there until the cop is placed on the cycle. If there is
no Ex(G)-observing v-component, but a 1-complex one, the robber goes there and
stays there until the cop is placed in the component. We have to show that the
robber always has such a strategy for F ′ = F . Indeed, in a game against one cop, it
makes no difference, which cop-free cycle to choose. By Proposition 3.71, for every
vertex u ∈ C, there is a cycle Cu with u ∉ Cu, and, as G is strongly connected, there
is a cop-free path from u to Cu (the single cop is on u). Let ρ be a robber strategy
with that property.
In the play piσ,ρ consistent with σ and ρ, consider the cop position P = {{v},w}
in which the second cop is placed in G. Then no exit vertex is reachable from w,
so v ∈ B(G), as σ is winning. It remains to show that all v-components are 1-simple.
Assume there is a 1-complex one, then the component Cw containing w is 1-complex,
as ρ is cautious. Assume that, from now on, the robber plays according to a Cw-
strategy. Either he is never captured in Cw, or he reaches a vertex in Ex(Cw) in
a position when both cops are in Cw. As ρ is cautious, v ∉ Cw is contained in all
paths from Cw to Ex(G). Thus there exists a path P from v to Ex(G). As Cw is
a v-component and G is strongly connected, there is a path from the robber vertex
to v. Together with P they build a path from the robber vertex to a vertex in Ex(G).
However, that contradicts the assumption that σ is winning.
Corollary 4.18. Let G = (V,E,F ) be a 1-simple strongly connected graph with exit
vertices. Thenfor all v ∈ B(G), if v is →∼-minimal then all v-components of G are 1-
simple.
Proof. By Lemma 4.17, there exists a vertex u ∈ B(G) such that all u-components
are 1-simple. Let v → u and u /→ v. We show that all v-components are 1-simple.
Let C be a v-component. By definition of →, u ∉ C, thus C is a u-component. Then C
is 1-simple.
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Figure 4.8: A binary tree with short-cuts.
4.3.2 Correctness of the decomposition
Before we proceed with the proof of Theorem 4.20, let us consider an example that
illustrates how to use an entanglement two decomposition tree to construct a winning
strategy for two cops on the graph. Compare that with a similar example on Page 4.1.
Example 4.19. Let G = (V,Et ∪ Es) be the following graph: (V,Et) is the full
undirected m-ary tree with V = [m]n of height n where n and m are large numbers,
and Et = {(u, v), (v, u) ∣ v = ua for some a ∈ [m]}. The set Es contains short-cut
edges: Es = {(u, v) ∣ v = uw for some w ∈ [m]∗}. The edges from Es lead downwards
in the tree (see Figure 4.8).
The tree T = (V,Et) itself can be used as a decomposition tree, R maps a vertex to
the subtree rooted at that vertex, and g is the identity mapping. All conditions from
the definition of the entanglement two decompositions are trivially fulfilled. Note
that the set from Rule 5) is empty.
Two cops have a simple winning strategy on G. In the first round, one cop chases
a robber until the latter moves downwards. Thenin the second round, the second
cop chases the robber until he goes downwards. Now the first cop is free and they
continue in the same manner reversing the roles in every round.
Note that if (v,w) is a tree edge directed away from the root and a cop occupies v,
the robber can visit w only once. If he does it, a cop is placed on w and w will never
be reachable for the robber again.
Theorem 4.20. A strongly connected graph G = (V,E) has entanglement at most
two if and only if G has an entanglement two decomposition.
Proof.(⇒) For a graph G with ent(G) = 2, we construct the tree T = (T,ET ) and the
functions R and g of a decomposition in a top-down manner. In each step we enlarge
the tree by adding new successors {t1, . . . , tm} to a bag t that is currently a leaf and
define functions R and g on each ti. We require that all g(ti)-components of G[R(ti)]
are 1-simple.
By Theorem 4.10, there exists a vertex v0 ∈ V such that all v0-components of G
are 1-simple. For the root r of tree T , we set R(r) = V and g(r) = v0. In general, for
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every bag t that is a leaf of the already constructed part of the tree, let C1, . . . ,Cm be
all sets that induce strongly connected components of R(t) ∖ {g(t)}. If there are no
such components (i.e. m = 0), skip this leaf bag and proceed with a next one if there
is any. If m ≥ 1, create, for each i ∈ {1, . . . ,m}, a successor ti of t and set R(ti) = Ci.
From the construction we know that each Ci induces a 1-simple g(t)-component.
If it has a vertex v′ whose removal makes the component acyclic, i.e. the cops
win entG1(G[Ci]), then set g(ti) = v′. If the cops lose entG1(G[Ci]) then, according
to the definition of a 1-simple component, B(G[Ci]) ≠ ∅. We choose a →-minimal
vertex v′ ∈ Ci and set g(t) = v′. Then all v′-components of G[R(ti)] are 1-simple, by
Corollary 4.18.
We check that all requirements of the entanglement two decomposition are ful-
filled. The first four properties follow immediately from the construction. Let tET ={t1, . . . , tm}. Then the subgraph of G induced by the vertex set (R(t) ∖ {g(t)}) ∖(⋃mi=1R(ti)) is acyclic because a cycle would induce a new strongly connected com-
ponent, but ⋃mi=1R(ti) includes all components of R(t). Finally assume that a ver-
tex w ∈ Ex(G,G[R(t)]) is reachable from a vertex u ∈ R(ti) for some ti ∈ {t1, . . . , tm}.
Then R(ti) is a strongly connected component of G[R(t)]−g(t) and g(t) is not block-
ing in G[R(t)], but we chose it to be blocking.(⇐) We show that an entanglement two decomposition induces a winning strategy
for two cops on G. Observe that if a cop is on vertex g(t), for a bag t, and the robber
is in a bag on a lower level of the tree then the cop blocks the robber in the bags
under t.
The proof is by induction on the tree height. If it is one, the graph is acyclic and the
cops just stay idle. Let tree height be n+1 and assume that the statement is shown for
tree height at most n. Let r be the root of the decomposition tree and let t1, . . . , tm
be all its direct successors. By the induction hypothesis, the cops have a winning
strategy for the subtrees Ci (which are strongly connected components of G − r ) of
all successors of r. They follow the respective Ci-strategy if the robber is in such a
component until he visits r. Note that the set of vertices in G−({r}∪⋃1≤i≤mR(ti) is
acyclic. When the robber visits r, a cop is placed on r as well and the robber has to
descend to an Ci. In every such Ci, the cops play according to their Ci-strategy using
first not the cop from r, but the other one. By Proposition 4.4, the cops capture the
robber.
Remark 4.21 (Weak monotonicity for entanglement two). Let (t, t′) be an edge of
the decomposition tree of a graph. It follows from the proof of Theorem 4.20 that
the robber can never visit vertex g(t′) if g(t′) and g(t) are occupied.
Theorem 4.20 allows us to give another characterisation for the class of graphs of
entanglement two. Recall the definition of the class F ′ in Section 4.1 for the following
theorem.
Theorem 4.22. A strongly connected directed graph G has entanglement at most
two if and only if G ∈ F ′.
Proof. Let G = (V,E) be a strongly connected directed graph of entanglement at most
two. We prove that G can be constructed using Rules 1)–4), 5′) from the definition
of the class F ′. Let T = (T,ET ,R, g) be an entanglement two decomposition of G.
We prove by induction on the structure of T in a bottom-up manner that one can
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construct all successor bags R(t1), . . . ,R(tm) of a bag t such that, for all i = 1, . . . ,m,
the marked vertices of R(ti) include, first, g(ti) and, second, all vertices that are not
reachable in G[R(t)]− g(t) from a bag R(ti). Note that marked vertices correspond
to exit vertices in game entG∗2(G).
A leaf bag R(t) becomes acyclic when vertex g(t) is deleted. First, we con-
struct G[R(t)] − g(t) such that all vertices are marked, which is possible with
Rules 1)–4). Then we apply Rule 5′) adding vertex g(t) such that the whole bag R(t)
is marked. This marking is possible as G[R(t)] − g(t) is acyclic.
Having constructed all bags R(t1), . . . ,R(tm) with marked vertices as in the induc-
tion hypothesis described above, we construct the bag R(t). Let tET = {t1, . . . , tm}.
Note that R(t) consists of g(t), all bags R(ti) of the next lower level, and vertices
of R(t) ∖ {g(t)} not reachable from a bag R(ti) within G[R(t)] − g(t). We denote
the latter vertices by A and the induced subgraph G[A] by A. Our aim is to con-
struct G[R(t)] such that marked vertices are precisely g(t) and the vertices of A.
We first construct A using Rules 1)–4) such that all vertices of A are marked. Then
we apply Rule 3) to get the disjoint union of A and bags G[R(ti)]. If there are
edges from A to a bag R(ti) we add these with Rule 4), which is possible because
all vertices in A are marked. Now we use Rule 5′) to add vertex g(t) and the edges
(that exist in G) between g(t), and R(ti) and A. We show that this is possible.
There can be edges in G of the following kinds:
− From Ex(G,G[R(ti)]) to g(t). We can add these, as vertices of Ex(G,G[R(ti)])
are not reachable from ⋃mi=1R(ti) in G[R(t)] − g(t) (due to Property 6) in the
definition of the entanglement two decomposition) and thus are contained in A.
However A is marked by induction hypothesis.
− From A to g(t). We can add these edges because A is marked.
− From g(t) to any vertex in R(t). This is possible due to Rule 5′).
There are no other edges in G between g(t), A and R(ti) because of the definition
of Ex(G,G[R(ti)])). It remains to define marked vertices in R(t). Vertex g(t) is
marked (Rule 5′)) as needed for induction hypothesis. We also let vertices in A
remain marked. (This is needed because these can be exit vertices of G[R(t)] in G.)
Note that A is not reachable from a bag R(ti) in G[R(t)] − g(t), so these vertices
must be marked as well.
For the other direction, assume that G = (V,E) is strongly connected and in F ′.
Note that during the construction of G we get a sequence of graphs with marked
vertices. We show by induction on the construction of G according to Rules 1)–4)
and 5′) that the cops have a winning strategy in game entG∗2((V,E,F )) where F
is the set of marked vertices of G. The graph consisting of one vertex and without
edges (arising after the application of Rule 1)) has entanglement zero. Applications
of Rules 2)–4) do not increase entanglement because they do not introduce new
cycles. Assume that two cops have a winning strategy σ on a graph G′ = (V ′,E′, F ′)
with marked vertices F ′. Let G′′ be the graph we get from G′ after adding a new
vertex v via Rule 5′). We give a winning strategy for the cops on G′′. First, they
play according to σ on G′ thus capturing the robber or expelling him to v. When
he visits v one cop follows him there. The robber runs to a strongly connected
component of G′. The cops play again according to σ using the other cop (who is
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not on v) first and letting the cop on v guard G′. When σ prescribes to use the
second cop in G′ the robber cannot escape from G′ any more (because σ is a winning
strategy for the cops in entG∗2(G′)). So the cops capture the robber in G′ and thus
also in G′′.
4.3.3 Deciding entanglement two
Entanglement two decompositions can be used to construct a non-deterministic linear
time algorithm which decides whether a given graph has entanglement at most two.
Let n be the size of the input graph G. The decomposition has an encoding of
polynomial size, which can be guessed by the non-deterministic algorithm. The
decomposition tree T has at most n vertices by Conditions (4) and (5), as well as
the table of values of function g. For function R, it suffices to store T and g: R(r)
is the whole graph, and if (t, t′) is a tree edge then R(t′) is the strongly connected
component of R(t) ∖ {g(t)} which contains g(t′). It is easy to check in linear time
that all properties of a tree decomposition hold.
We describe a deterministic O(n4) time algorithm that decides whether G has
entanglement at most two and, if yes, computes an entanglement two decomposition
of G. The algorithm proceeds by first looking for the vertex v0 by linear search, then
the v0-components are computed, e.g. by Tarjan’s algorithm [92] in O(n). In every
component C, the algorithm finds a vertex v1 that blocks all blocking vertices of that
component. We show in Algorithm 4.26 that this is possible in linear time. If there
is no such v1, the algorithm tries another v0 (if any, otherwise it returns “robber
wins”), otherwise the procedure continues with the vertex v1 instead of v0 and C
instead of G until there is no vi-component for any i (i.e. the vi−1-component is of
entanglement one). In this case the algorithm returns “Cops win” and the computed
decomposition.
Now we describe the algorithm more formally. The main procedure Entanglement-
Two given in Algorithm 4.23 is primarily used to call a recursive procedure One-
Simple, which has a set of exit vertices as an argument. Algorithm Entanglement-
Two tries every vertex v, computes all v-components, and tests if they all are 1-simple.
If some component C is 1-simple, it proceeds with the next v-component, otherwise
with the next vertex v. If, for some v, all v-components are 1-simple, the algorithm
returns “yes”, otherwise “no”. Obviously, Entanglement-Two runs in O(n2) ⋅ OS(n)
where OS(n) is the running time of Algorithm One-Simple.
Algorithm 4.23. Entanglement-Two
Input: A strongly connected directed graph G = (V,E)
Question: Is the entanglement of G at least 2?
1: for all v ∈ V do
2: compute all v-components C1, . . . ,Cm with exit vertices of G − v
3: for all i ∈ {1, . . . ,m} do
4: if One-Simple (Ci) returns “yes” then
5: continue with the next i
6: else continue with the next v
7: return “yes”
8: return “no”
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Whether a component G is 1-simple is tested with recursive Algorithm One-
Simple. It, first, checks if ent(G) < 2. If ent(G) = 2, but the component is 1-simple
then B(G) ≠ ∅. The algorithm finds a →- minimal blocker v′ in B(C) and checks, for
each v′-component, if it is 1-simple using a recursive call. The recursion ends if C has
entanglement one (then the algorithm returns “yes”) or B(C) = ∅ (then the algorithm
returns “no”). Note that, by Corollary 4.18, it suffices to try only →-minimal blockers
to decompose a 1-simple component.
Algorithm 4.25 One-Cop-Wins (which decides whether a given graph has entangle-
ment one) and Algorithm 4.26 Find-Min-Blocker obviously (which finds a →-minimal
blocker) run in O(n2). Likewise, B can be computed in O(n2) by checking, for each
vertex, if it is blocking. It follows that the running time of Entanglement-Two is
in O(n4).
Algorithm 4.24. One-Simple
Input: A strongly connected graph with exit vertices G = (V,E,F ), b ∈ V
Question: Does the cops have a winning strategy in entG∗2(G)?
1: if One-Cop-Wins (G) returns “Cop wins” then
2: return “yes”
3: B ← B(G)
4: if B = ∅ then
5: return “no”
6: b←min→B (using Find-Min-Blocker)
7: for all SCC C of G − b do
8: if One-Simple (C) returns “no” then
9: return no
10: return “yes”
Algorithm 4.25. One-Cop-Wins
Input: A strongly connected directed graph G
Output: “Robber wins” or “Cop wins”
1: for all v ∈ G do
2: if G − v is acyclic then
3: return “Cop wins”
4: return “Robber wins”
Algorithm 4.26. Find-Min-Blocker
Input: A strongly connected graph with exit vertices G = (V,E,F )
Output: A →-minimal vertex in B(G) or “No blocking vertex”
1: B ← ∅
2: for all v ∈ G do
3: do DFS from Ex(G) in G − v backwards
4: if a cycle found then
5: proceed with next v
6: B ← B ∪ {v}
7: for all v ∈ B do
8: find S, the union of all SCCs of G − v
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9: if S ∪ B ≠ ∅ then
10: proceed with next v
11: else
12: return v
13: return “No blocking vertex”
4.4 Kelly-width and DAG-width for entanglement two
Entanglement two decomposition of a graph leads to winning strategies for three cops
in games that correspond to DAG-width and Kelly-width games, see Chapter 3.
Proposition 4.27. For any graph G, if ent(G) ≤ 2 then the DAG-width and Kelly-
width of G are at most 3.
Proof. We, first, use the entanglement two decomposition to describe a winning
strategy for the cops in the DAG-width game on graphs of entanglement two and
then adjust this strategy to the Kelly-width game. We can assume that G is not
acyclic. Consider an entanglement two decomposition (T ,R, g) of G. In the DAG-
width game, a cop is placed on the g-image of the root r of T at the beginning of a
play. Then a second cop visits every vertex that is not in a g(v)-component. This
forces the robber to enter a g(r)-component. Every such component corresponds to
a bag of G − g(r).
In general, assume that, for a bag t, a cop is on a blocking vertex g(t) and the
robber is on a vertex in R(t′), for a successor bag t′ of t. The component R(t′)
has also a blocking vertex g(t′). A cop who is not on g(t) goes to g(t′) and the
third cop visits every vertex in R(t′) that is not in a strongly connected component
of R(t′). In that way, the robber is forced to move down the decomposition tree
and is finally captured. The described strategy is monotone, as g(t) blocks all exit
vertices of R(t′) by Property 6).
The strategy for the cops in the Kelly-width game is similar. Assume that a cop is
on a blocking vertex g(t). The cops do not know in which g(t)-component the robber
is, so they assume that the robber is in a topologically minimal g(t)-component and
play there inductively. As they never place cops outside of that component, if the
robber is in an other component, he is not able to move. Afterwards, the cops place
a cop on g(t) again and process the next g(t)-component. Again, the strategy is
monotone.
Note that the monotonicity of both DAG-width and Kelly-width games follows
from the weakly monotone property of cop strategies in entG2(G), see Section 4.2.
If (t, t′) is a tree edge and a cop occupies g(t), once the other cop is placed on g(t′),
it is guaranteed that the robber will never visit g(t′) again.
Proposition 4.27 gives the best possible upper bound for the number of cops needed
to capture the robber in the same graph in the DAG-width and Kelly-width games.
Note that the only use of the third cop in both games is to force the robber to
move. Figure 4.9 shows a graph of entanglement two and both DAG-width and
Kelly-width three, which is easy to verify. Indeed, a winning strategy for two cops
in the entanglement game is to occupy the left upper vertex in the left cycle and the
left lower vertex in the right cycle. One cop cannot capture the robber, as there are
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two disjoint cycles (both undirected edges). In DAG-width and Kelly-width games,
two cops cannot capture the robber, as he can stay on an end of an undirected edge
and there are two other such ends reachable for him.
Figure 4.9: A graph of entanglement 2 and both DAG-width and Kelly-width 3.
4.5 Failure of a generalisation to entanglement k
In a sense, Theorem 4.10 shows that two cops do not make any progress towards
capturing the robber while playing in a 1-complex component C. If the robber
escapes from C, the cops have to start to chase him from the beginning; their current
vertices in C do not help them. The situation is different if we consider more than
two cops. In this case, the notion of a complex component is to weak to characterise
graphs of entanglement three and more. For every k > 2, we give a class of graphs Gk
in that, for every vertex v, there is a (k − 1)-complex v-component, but the graph
has still entanglement k. The reason is that three cops have a strategy to play in a(k−1)-component in a way such that when the robber escapes from the component,
the cops occupy the right vertices in it: the robber is already almost captured by
those well placed cops.
In Figure 4.10 such a graph is given. As the case for k = 3 is slightly different,
a counterexample graph of entanglement three is given separately (Figure 4.11). In
the figures, circles circumscribe parts of the graph. An arrow leading to (from) a
circle denotes edges to (from) all vertices in the circle. Lines without arrows denote
edges in both directions. For m > 2, Cm denotes an m-clique.
We start with case k > 3 and show, first, that for vertices v0, v1 and v2 there are (k−
1)-complex components giving corresponding strategies of the robber. Note that, for
all of them, the existence of a cop-free path to an exit vertex of the component is an
invariant.
The v0-component C0 is induced by vertices from T , U , B and the vertex v2.
The C0-strategy for the robber is to wait in U until k − 1 cops come to U , then
proceed to B and wait there for k − 1 cops to come to B and so on. In this way, the
robber preserves the invariant that there is a cop-free path from his vertex to an exit
vertex. Indeed, when the robber is in U , v2 is not occupied by any cop; when the
robber is in B, v1 is not occupied.
The v1-component C1 is induced by v0, v2 and vertices of L, R, S, and F . The C1-
strategy does not use vertices of L. The robber waits in S and R (which build
a k-clique) for k−1 cops to come there and then goes to F and waits there until tree
cops come to F . As v1 is still reachable via a cop-free path, three cops from S ∪R
are needed to expel the robber from F , i.e. at least one cop from S. Thus a path
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back to S ∪R becomes free for the robber (via v2 and v0) and he plays further as in
the beginning. Note that, from S ∪R, there is always a cop-free path to v1, so the
last k-th cop can never be used.
The v2-component C2 is induced by v0, T , L, R and S whereby R is not used
by the robber. The C2-strategy is analogous to the C1-strategy. The robber waits
in S∪L (which induces a k-clique) for k−1 cops to come to S∪L (a path via T to v2
remains cop-free, so the last cop cannot be used) and runs to T . He waits in T until
two cops come to T . The k-th cop must still stay outside of C2, so either there is a
cop-free vertex in S or b is not occupied by the cops. Thus the robber can return
to S ∪L and so on.
Other base vertices. For vertices in S, L, R, or F , C0 is part of a 1-complex
component. For vertices in U or in B, C1 (and, by the way, C2) is part of a 1-complex
component. One can easily see that one of the three given strategies can be used to
show that, in fact, every vertex w of the graph has a (k − 1)-complex w-component.
The entanglement of the graph is k. The cops have the following winning strategy
in the entanglement game. One cop is placed on vertex v2 (see Remark 3.69) and
the robber is expelled from component C0 by k − 1 remaining cops as follows. If the
robber visits U or F , he is captured, because v2 is blocked by a cop, so assume that
he does not. First, k − 3 other cops occupy vertices of S. Now, the robber is forced
to visit b: if the robber goes to R, to T , or to L ∖ {b}, the last two cops force him
to leave it, so he visits b. One of those two cops follows him to b and the other one
expels the robber from L ∖ {b}. The robber has to visit v1 and the last cop follows
him to v1. The robber must remain in T . In this game position, one cop is on v2,
one on v1, one on b and k−3 cops occupy S. At this time, the cop from v2 comes into
the v2-component C2 allowing (and forcing) the robber to leave it. The entanglement
game in C2 with exit vertices Ex(G,C2) would be lost by the cops, but they win the
game on the whole graph. The cop from v2 expels the robber from T ∖ {v1}. As v0
is a dead end for him (because of the cops on b and S), the robber proceeds to v2
and then to B. Then all cops except the one on v1 capture him in B.
Case k = 3. Graph G3 is shown in Figure 4.11. Component C0 and the C0-strategy
for the robber are as for k > 3. The v1-component is induced by v0, s0, s1, and F . The
robber has the following C1- strategy. He stays on v0 until a cop occupies it. Then he
waits on s0 and s2. If the robber from v0 occupies s0 or s1, the robber waits on v0.
In any case, another cop comes to {v0, s0, s1} and the robber goes to F where he
waits for two cops to come there and returns to {v0, s0, s1}. The v2-component C2 is
induced by {v0, s0, s1} and T and the C2-strategy is as the C1-strategy with T instead
of F . The cops win on the whole graph by placing a cop on v2, then expelling the
robber from T and placing cops on v0 and on s1. The robber visits v1 and the cop
from v2 goes to v1. Then the cop from s1 expels the robber from T ∖ {v1} and he
goes to v2 and then to B. Finally, two cops capture the robber in B while the third
cop guards the exits on v1.
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v0
v2v1
Ck−3
S
L b
R
F
T
Ck
U
Ck
B
Figure 4.10: A graph of entanglement k with only (k − 1)-complex components.
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v0
v2v1
s0
s1
F
T
U
B
Figure 4.11: A graph of entanglement 3 with only 2-complex components.
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5 Measures and imperfect information
In this chapter, we investigate the relation between graph complexity measures and
imperfect information. Imperfect information appears in this context both in graph
searching games and in problems to be solved on graphs of bounded complexity.
We discussed the first aspect in Chapter 3 where imperfect information was used to
characterise (directed) path-width and Kelly-width. The second aspect is manifested
in the introduction of imperfect information in parity games making them a much
more powerful formalism.
A parity game with imperfect information is played as a parity game with perfect
information, but the players may be restricted in their choice of strategies: one of the
players may be unable to distinguish between several positions in the game and has
to make a choice in a situation of uncertainty if he cannot deduce from the previous
flow of the play what current position is.
There are several reasons to study parity games. On the theoretical side, parity
games have a tight connection to modal µ-calculus Lµ, a powerful logic, which is
still simple enough to be handled by efficient algorithms. The formulae of µ-calculus
describe bisimulation invariant properties of transitions systems which are often used
to model processes. The model-checking decision problem is, given a transition
system T and a sentence ϕ of the modal µ-calculus Lµ, to decide whether T is a
model of ϕ. A model-checking game is played by a verifier who tries to prove that T
is a model and a falsifier trying to prove that this is not the case. It turns out that
model-checking games for Lµ and LFP formulae have parity winning conditions [90].
On the other hand, the winning region for player 0 in a parity game with an arena
of bounded entanglement can be described by a formula of the modal µ-calculus or
the least fixed point logic [31].
An important property of parity games is that they are determined and both
players have positional winning strategies on their winning regions [35]. One can
easily deduce that, on finite arenas, the problem, denoted Parity, to decide which
player wins a parity game is in NP∩co-NP. Indeed, a positional strategy for player 0
can be represented as a subset of edges: edges that are not chosen by the player
are deleted. A non-deterministic algorithm guesses a winning strategy by striking
those edges and verifies in deterministic polynomial time whether there remains a
cycle whose least priority is odd. For example, for every odd priority c, it deletes
all positions with smaller priorities and checks if a position with priority c lies on
a non-trivial cycle. Switching the roles of the players, one obtains that Parity ∈
NP∩co-NP. (In fact, Jurdziński shows more: the decision problem is in UP∩co-UP,
which means that, for both players, an algorithm can guess a unique polynomial
certificate [62].)
Another interesting property of parity games is that the parity condition suffices to
describe all ω-regular properties of transition systems which are often used in practice
to model reactive systems [34, 69]. Given a transition system and a requirement, the
question to check whether the system fulfils it can be reduced to deciding whether
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player 0 has a winning strategy in a corresponding parity game. Actions of player 1
correspond to changing states of the environment and we assume, in the worst-case
analysis, that the latter is as bad as possible. In a similar setting, the latter can used
to construct controllers for plants, see [6, 74, 94]
However, in practice, one often cannot assume that the controller has full infor-
mation about the process. For example, it may rely on data from imprecise sensors
or on values of private variables that are hidden from it. Thus the generalisation of
parity games where now player 0 corresponding to the controller may be unaware of
the actions performed by player 1.
As we are interested in finding algorithms to compute winning strategies, it is not
necessary to introduce imperfect information for both players. Indeed, a strategy
is winning if every play consistent with it is winning. Note that for a strategy for
a player to be not winning, it is not necessary that the opponent has a winning
counter-strategy, so we can avoid to consider imperfect information of the other
player.
A formalisation of imperfect information that we use here is an introduction of
an equivalence relation on the set of game positions. It is also possible to define
indistinguishability of actions, but we shall neither use it in our constructions, nor
introduce it (cf. [75, 76]).
A parity game G = (A,∼) with imperfect information and perfect recall is given
by a parity game (V,V0, (Ea)a∈A, v0, col) and an equivalence relation ∼⊆ V ×V on its
positions. Equivalence classes are denoted by [v]∼ or just by [v] (if ∼ is clear from
the context) where v is a representative. For our definition to be reasonable, we
have to demand some further conditions to hold. First, the situation where the play
reaches a player 0’s position, but he is not sure whose turn it is (and never moves), is
impossible: for all v,w ∈ V , if v ∼ w, then v,w ∈ V0 or v,w ∈ V1, i.e. if two positions are
indistinguishable for player 0, then both of them belong to the same player. Second,
player 0 does not obtain additional information from the set of enabled actions on
his position and always knows which actions he can choose: for all v,w ∈ V0, if v ∼ w,
then act(v) = act(w). Finally, colours are observable for player 0 and do not give
him additional information: for all v,w ∈ V0, if v ∼ w, then col(v) = col(w). For
simplicity, we demand that [v0] = {v0}, i.e. the starting position is distinguishable
from any other position. Indeed, if it is not the case and [v0] = {w0, . . . ,wm}, then we
can change the game and obtain a new game (V ′, V0,E′b ∪ (Ea)a∈A, v′0, col,∼) where
we add a new staring position v′0 that belongs to player 1 and edges from v′0 to every
position in [v0]. Formally, we have V ′ = V ∪ {v′0} and E′b = {(v′0,w) ∣ w ∈ [v0]}
where b is a new action. Then obviously, player 0 has a winning strategy from v0 in
the given game if and only if he has a winning strategy from v′0 in the new game.
Strategies of player 0 are not allowed to be based on information he does not have:
in indistinguishable positions, a strategy must prescribe the same action. However,
it can trace the play and deduce which positions are possible. A ∼-strategy σ for
player 0 is a strategy with the additional condition that, for all finite play prefixes pi =
v0v1 . . . vn and ρ = w0w1 . . .wn with vi ∼ wi, for i = 1, . . . , n, we have σ(pi) = σ(ρ).
In Chapter 3, we have seen that parity games can be solved in Ptime on arenas
of bounded tree-width, DAG-width, clique-width or entanglement. This chapter is
motivated by the question whether those results can be generalised to the case of
parity games with imperfect information. Whenever we refer to a measure value of
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a parity game, we shall mean the measure value of its arena. The decision problem
whether player 0 has a winning strategy in the given parity game with imperfect
information will be denoted by Parity-ImpInf. We shall see in Section 5.2 that
Reif’s proof that Parity-ImpInf is Exptime-complete [78] can be adapted to show
that, even for classes of very simple arenas, Parity-ImpInf remains Exptime-
complete.
As an explanation for the high complexity of Parity-ImpInf on simple arenas, we
show that a standard technique to solve parity games with imperfect information—
the powerset construction due to Reif, which converts a given game to one with
perfect information—leads to an unbounded growth of all measures we consider.
More precisely, the measure values X of the arena after the powerset construction
are not bounded in the measure values of the given arena. Moreover, values X are
super-polynomial in the size of the given arena. Note that this result is independent
of the parity winning condition.
To cope with that problem, in Section 5.3, we shrink the class of games even more
and demand that a given game has at most bounded imperfect information. A practi-
cal motivation for that assumption is that the amount of unawareness of controllers is
often small, e.g. one can bound the number of erroneous bits transmitted by a noisy
channel. We say that a game G with indistinguishability relation ∼ has bounded
imperfect information if there is a natural number r such that all equivalence classes
of positions are of size at most r. We show that while tree-width and entanglement
are still unbounded when performing the powerset construction, directed path-width
and DAG-width are not. It follows that Parity-ImpInf restricted to games with
arenas of bounded DAG-width and bounded imperfect information is in Ptime. The
general method to achieve those results is to adapt cop winning strategies in the game
on the given graph G to the same game on the powerset graph G.
However, the way to the result about DAG-width is cumbersome. The main
problem is that a straightforward adaptation of cop strategies to the game on the
powerset graph does not preserve monotonicity of cop winning strategies, as we show
in Example 5.13. In order to circumvent this problem we introduce a generalisation
of the DAG-width game in which the cops chase multiple robbers. It is easy to
see that infinitely many robbers correspond to one invisible robber, i.e. to directed
path-width. Recall that the directed path-width game can be defined by means of
imperfect information: the cops do not see the robber and can only deduce about his
position from their own moves. A (small) finite number of robbers represents partial
uncertainty of the cops and, in the same time, partial uncertainty of player 0 in the
parity game. In that way, multiple robbers can be considered as an approximation of
full unawareness of player 0. The number of robbers gives rise to a robbers hierarchy
on a given graph. As there are graphs with bounded tree-width and unbounded
path-width (see Chapter 7), the hierarchy does not collapse. We give lower bounds
for the search numbers for all stages of the hierarchy.
5.1 The powerset construction
Reif’s solution [78] turns a parity game G = (V,V0, (Ea)a∈A, v0, col,∼) with imperfect
information to a non-deterministic parity game G = (V ,V 0, (Ea)a∈A,{v0}, col) with
perfect information by a kind of powerset construction. Player 0 has a winning ∼-
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strategy in G if and only if he has a winning strategy in G. In order to decide
if player 0 has a winning strategy in G, we can, for each v ∈ V0 and each a ∈ A
with ∣vEa∣ > 1 add a new V1-position w and edges from v to w and from w to every
position in vEa. The colours of positions in the deterministic game are inherited
from the non-deterministic game and colours of the new positions do not matter.
The resulting game is deterministic and winning regions are, of course, preserved.
The set V is the set of sets of positions player 0 considers to be possible. Knowing
to be in some equivalence class, player 0 may sometimes be able to rule out some
of its positions. Consider the example in Figure 5.1. A play starts from v0 and
player 0 moves to v2. Although v2 ∼ v3, player 0 can deduce from the play prefix
he can observe that the token is not on v3. In general, player 0 may consider any
non-empty subset of any equivalence class as the set of possible positions, hence we
have
V = {v ∈ 2V ∣ there exists some v ∈ V with v ⊆ [v]∼} ,
and, accordingly, V 0 = V ∩ 2V0 .
v0 v1
v2 v3
Figure 5.1: Player 0 knows that the position is v2 as his previous move was v0 → v2.
The construction of the set E of edges is illustrated in Figure 5.2. Assume player 0
considers to be in a position from u ⊆ [v]∼ for some v ∈ V and let a ∈ A be enabled in
some positions of u. Clearly, player 0 can distinguish between targets of a-edges if
they are not equivalent, so consider some w ∈ V with [w]∼∩uEa ≠ ∅. Player 0 thinks
that moves to all positions of [w]∼ ∩uEa are possible and can distinguish them from
all others, so u′ = [w]∼ ∩uEa is an a-successor of u in G. To sum up, for positions u
and u′ in G, we have (u,u′) ∈ Ea if and only if there is a position w ∈ V such that
u′ = [w]∼ ∩uEa.
Finally, the colours are inherited from the colours of G. Recall that in our setting,
the colours are observable, so we define col(v) = col(w) for some w ∈ [v]∼.
It follows directly from the construction that plays in G correspond to plays in G
and vice versa, which we shall use later.
v
w
[v]∼ [w]∼a
a
a
u u′
a
a
Figure 5.2: The edge relation after applying Reif’s construction.
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Lemma 5.1. For each finite prefix pi = v0v1 . . . vn of a play in G, there is a finite
prefix pi = v0v1 . . . vn of a play in G such that vi ∈ vi, for all i ∈ {0, . . . , n}.
The same holds for strategies of player 0: he wins G if and only if he win G.
Lemma 5.2 ([78]). Player 0 has a winning ∼-strategy from v0 in G if and only if
player 0 has a winning strategy from {v0} in G.
As we have a fixed staring position v0, we can restrict our attention to the part Gv0
of G which is reachable from {v0}. However, if v0 is clear from the context or does
not matter, we shall write G instead of Gv0 .
5.2 Unbounded imperfect information
In this section, we shall see that bounding the measures does not reduce the com-
plexity of Parity-ImpInf except in the extreme case of directed trees. Not only the
size of the powerset graph can be exponential, but even the values of measures are
super-polynomial.
In the proposition below, the powerset graph of a very simple graph contains a
large undirected grid. Recall that undirected grids have high tree-width and hence
DAG-width, Kelly-width, directed tree-width and directed path-width. Furthermore,
the entanglement of grids is high as well.
Proposition 5.3 ([75]). There is a class of games {Gn ∣ n ∈ ω} with imperfect
information such that, for n ∈ ω, ∣Gn∣ = 2n + 1, ∣Gn∣ ≥ 2n + 1, and
− #tw(Gn) = #pw(Gn) = #dpw(Gn) = #dtw(Gn) = 1, and #tw(Gn) =
#pw(Gn) = #dpw(Gn) = #dtw(Gn) = ⌊n/2⌋,
− #Kw(Gn) = ent(Gn) = 2 and #Kw(Gn) = ⌊n/2⌋ + 1,
Proof. Consider a disjoint union of n graphs Ci, for i ∈ [n], of the shape shown in
Figure 5.3. Each Ci consists of a directed cycle (0i, f0→1i,i ,1i, f1→0i,i ) and vertices r0→0i,j
and r1→1i,j for j ∈ [n] ∖ {i} with edges 0i → r0→0i,j and 1i → r1→1i,j .
There is an additional position v0 which is initial with edges to all 0i. All positions
belong to player 1 and the actions do not matter.
All 0’s and 1’s are indistinguishable and, after the first move, player 0 considers
every 0i to be a possible position. After every two moves, the pebble is again on 0i
or on 1i (but player 0 does not know the i). In general, player 0 is sure that the
pebble is on 0i or 1i after every two moves. We think of each cycle, in this sense, as
of a bit. If the pebble returns from bi to bi (for b ∈ {0,1}), then the previous position
was ri,j with j ≠ i. If the ith bit was flipped, the pebble visited σb→(1−b)i . In order
player 0 not to recognise in which cycle the pebble is, all r0→0i,j , r1→1i,j , σ0→1k and σ1→0k ,
for k ≠ i, are pairwise indistinguishable.
Note that player 0 can be sure that at most one of the bits was flipped in the last
two moves. We shall see that this guarantees a grid-like structure of the powerset
graph.
To sum up, the set of positions is
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V = V1 ={v0} ∪ {bi ∣ 0 ≤ i ≤ n − 1 and b = 0,1}∪{f b→(1−b)i ∣ 0 ≤ i ≤ n − 1 and b = 0,1}∪{rb→bi,j ∣ 0 ≤ i, j ≤ n − 1, i ≠ j and b = 0,1} ;
the set of moves is
E ={(v0,0i) ∣ 0 ≤ i ≤ n − 1}∪{(bi, f b→(1−b)i ) ∣ 0 ≤ i ≤ n − 1 and b = 0,1}∪{(f b→(1−b)i ,1 − b) ∣ 0 ≤ i ≤ n − 1 and b = 0,1}∪{(bi, rb→bi,j ) ∣ 0 ≤ i, j ≤ n − 1, i ≠ j and b = 0,1}∪{(rb→bi,j , bi) ∣ 0 ≤ i, j ≤ n − 1, i ≠ j and b = 0,1} ;
and the equivalence classes are
− {v0},− {bi ∣ b = 0,1 and 0 ≤ i ≤ n − 1}, i.e. all 0’s and 1’s are indistinguishable, and− for each i ∈ [n], {f b→1−bi , rb→bj,i ∣ 0 ≤ i ≤ n − 1, j ≠ i and b = 0,1}. In other words,
in cycle i, the σ’s on the way from 0 to 0 or from 1 to 1 together with σ’s of
other cycles on the way from 0 to 1 or from 1 to 0 are indistinguishable.
In Gnv0 , position {v0} has one successor {0i ∣ 1 ≤ i ≤ n}. Continuing, we get sets
that represent binary numbers with n digits. So, using the Gray code, we can create
all binary numbers with n digits by successively flipping each digit. If we do this
independently for the first n/2 digits and for the last n/2 digits, it is easy to see that
the resulting positions are connected in such a way, that they form an undirected
grid Gn of size 2n/2 × 2n/2 where, additionally, every edge is split by a new vertex.
A part of Gnv0 is shown in Figure 5.4. As we have already seen in Chapter 3, the
values of the measures of the grid are equal to the length of its side ( + 1 for DAG-
width, Kelly-width and entanglement). Obviously, splitting the edges does change
the values.
Note that the super-polynomial growth of measures on the graphs is possible be-
cause we can consider large equivalence classes of positions.
The only case in terms of tree or DAG similarity for which we know that solving
parity games with unbounded imperfect information can be done in deterministic
polynomial time is the class of directed trees [75].
Example 5.4. Consider the game graph in Figure 5.5 and its powerset graph. Be-
cause of perfect recall, player 0 always knows the length of the current play prefix,
hence indistinguishabilities between different levels (between vertex 1 and vertex 00)
do not change the powerset graph and the levels are preserved. Moreover, if two
positions on the same level are indistinguishable (as 00 and 20), but the respective
paths to the common ancestor contain distinguishable positions (0 and 2), the former
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. . .
. . .
0i
1i
σ0→1iσ1→0i
r0→0i,0 r0→0i,n
r1→1i,0 r1→1i,n
Figure 5.3: Key elements Ci of the game with imperfect information whose size grows
super-polynomially after the powerset construction.
{00,01} {r0→00,1 , f0→11 }{r0→00,1 , f1→01 } {00,11}
{f0→
1
0
,r
0
→0
1
,0
}
{f1→
0
0
,r
0
→0
1
,0
}
{00,11}
{f1→
0
0
,r
1
→1
1
,0
}
{f0→
1
0
,r
1
→1
1
,0
}
{10,11}{r1→10,1 , f0→11 }
{r1→10,1 , f1→01 }
Figure 5.4: The left upper cell of a grid with split edges.
v0
0 1 2
00 01 10 20 21
{v0}
{0,1} {2}
{00} {01,10} {20,21}
Figure 5.5: A game on a tree and its powerset graph.
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indistinguishability does not play any role either. Thus the powerset graph is a tree
as well and its vertices on a level build a partition of the set of vertices of the same
level in the original graph.
It is easy to see that the example can be generalised to arbitrary directed trees.
The powerset graph can be computed in polynomial time by simply following the
paths of the original tree.
In the following, we prove that at soon as we consider at least DAGs which are
not trees, the strategy problem even for reachability games becomes intractable.
Theorem 5.5 ([75]). The problem given a reachability game G with imperfect infor-
mation such that ent(G) ≤ 2, #tw(G) ≤ 3 and #dpw(G) ≤ 3 and a position v0 in G,
decide if v0 ∈ Win0(G), is Exptime-hard.
If the input graph is acyclic, i.e. all directed measures have a value of zero, the
problem is Pspace-complete.
Theorem 5.6 ([75]). The strategy problem for reachability games with imperfect
information on acyclic graphs is Pspace-complete.
If entanglement or directed path-width are zero or one, it can be shown that
another simple kind of games—the sequence-forcing games—are Exptime-compete.
A winning condition of a sequence-forcing game has the form (S, col) where col∶V →
C is a colouring of V by colours of some finite domain C and S ⊆ Ck is a set of
sequences of length k for some k < ω. Player 0 wins an infinite play pi if pi has
an infix in S, i.e. there exists some natural number i such that col(pi(i)) col(pi(i +
1)) . . . col(pi(i + k)) ∈ S. It is easy to polynomially reduce sequence-forcing games
to reachability games if k is fixed via memory storing the last k colours of the
current play prefix. Thus, for sequence-forcing games with perfect information can
be solved in polynomial time. However, introduction of imperfect information leads
to Exptime-completeness.
Theorem 5.7 ([75]). Adding imperfect information to games played on graphs of
entanglement and directed path-width at most 1 can cause an unavoidable exponential
blow-up of the time complexity of the corresponding strategy problem.
5.3 Bounded imperfect information
In the previous section, we have seen that, in general, imperfect information makes
games even with very simple winning conditions intractable even on very simple are-
nas. However, games from the proof of Proposition 5.3 include very large equivalence
classes, i.e. player 0 cannot distinguish between very many positions. In applica-
tions to verification or construction of controllers, that means that the controller has
almost no information about the environment. In many cases, this is a too strong
assumption. For example, a sensor may give information which is though imprecise,
but not arbitrary, as the degree of imprecision is bounded.
Therefore, we impose a further restriction on our model and consider only games of
bounded imperfect information. Formally, a game has bounded imperfect information
given by an equivalence relation ∼ on the positions if there is a natural number r
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such that every ∼-class has size at most r. We aim to prove that parity games
with bounded imperfect information can be solved in Ptime on simple graphs. Our
techniques involve a thorough analysis of graph searching games on a given graph
and on its powerset graph. The complexity of graphs is measured in terms of tree-
width, directed path-width, DAG-width and entanglement. For all of them, we know
from Chapter 3 that Parity is in Ptime on graphs where one of those measures is
fixed.
The general idea is to show, for the complexity measure X under consideration,
that if it is bounded on the given graph and imperfect information is bounded, thenX
is bounded on the powerset graph as well. Note that a fixed bound r of the size of
equivalence classes implies that the size of the powerset graph is at most O(nr)
where n is the size of the given graph. Thus we obtain a parity game with perfect
information on a graph that has size polynomial in n and bounded complexity. By
Theorems 3.54, 3.66 and 3.77 from Chapter 3, the parity game can be solved in time
polynomially bounded in n.
5.3.1 Tree-width and entanglement are unbounded
First, we discuss which measures do not allow the approach described above. It
turns out that tree-width and entanglement may become unbounded after performing
the powerset construction. The weakness of tree-width, in that sense, is that the
directions of edges are ignored by symmetrising the edge relation, which offers the
robber too many escaping moves. The powerset construction turns a disjoint union of
undirected paths (whose tree-width is one) into a grid-like structure with unbounded
tree-width. However, DAG-width of the powerset graph as a “directed measure“ is
still very small.
Proposition 5.8. For every n > 3, there are games Gn, with bounded imperfect
information and
− tree-width 1,
− directed tree-width, DAG-width, Kelly-width and entanglement 2,
such that the corresponding powerset graphs Gn have unbounded tree-width.
Proof. The graph G4 is shown in Figure 5.6 (on the left). For any even natural
number n > 3, let Gn = (V n, V n0 ,En, vn0 ,∼n) be the following game graph:− V n = V n1 = {vn0 } ∪ {(i, j) ∣1 ≤ i, j ≤ n} , i.e. V n0 = ∅ ;− En = {(vn0 , (i, j)) ∣ 1 ≤ i, j ≤ n} ∪ {((i, j), (i + 1, j)), ((i + 1, j), (i, j)) ∣ 1 ≤ i, j ≤
n} ;
− for i < n,
– if i is odd and j is even, then (i, j) ∼n (i + 1, j) ,
– if i is even and j is odd, then (i, j) ∼n (i + 1, j) ,
− Ω = ∅ (the winning condition does not play any role here).
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The values of directed measures for Gn are clear.
The powerset graph Gn has a structure similar to the Gaifman graph of Gn. It
has the same paths whose vertices have the form {(i, j)}, for 1 ≤ i, j ≤ n, and are
now connected by a gadget consisting of a new vertex {(i, j), (i ± 1, j)} (hereby, ±1
depends on parities of i and j) and directed edges going from that vertex to the row
above and to the row below. A connection is in an odd column if the lower row is
odd and in an even column if the lower row is even (starting with the odd row 1),
see Figure 5.6 (the graph on the right).
Formally, Gn = (V n, V n0 ,En, vn0) where− the positions are defined by
V
n = {{vn0 }} ∪ {{(i, j)} ∣ (i, j) ∈ V n} ∪ {{(i, j), (i + 1, j)} ∣ i + j = 1 mod 2} ,
− no positions belong player 0: V n0 = ∅ ,− the moves are
E
n ={(vn0 ,{(i, j)}) ∣ 1 ≤ i, j ≤ n}∪{(vn0 ,{(i, j), (i + 1, j)}) ∣ i + j = 0 mod 2}∪{({(i, j), (i + 1, j)},{(i + b, j + c)}) ∣ b ∈ {0,1}, c ∈ {1,−1}, and{(i + b, j + c)} ∈ V n, (i, j) ∼n (i + 1, j)}} ,
and
− the starting position is vn0 = {vn0 } .
We show that Gn has an (m ×m)-grid as minor where m = n if n is even and m =
n − 1 if n is odd. We cut off vn0 , and if n is odd, we cut off the n-th column.
Further, we delete edges ({(i, j), (i+1, j)},{(i+b, j+1)}) if i is odd and ({(i, j), (i−
1, j)},{(i + b, j + 1)}) if i is even. The result is shown in Figure 5.6 (the graph
on the right). Now, the directions of edges are forgotten, i.e., instead of edges{{(i, j), (i + 1, j)},{(i + b, j + c)}}, we have edges {{(i, j), (i + 1, j)},{(i + b, j + 1)}}.
We obtain a wall-graph defined in [67] where it is shown that such graphs have high
tree-width. Indeed, we contract edges ((i, j), (i, j+1)) for all i and add j. The result
is an (m/2 × n − 1)-grid, from which it is easy to obtain an (m ×m)-grid by further
edge contractions. We know from Chapter 3, Proposition 3.23 that the tree-width
of an (m ×m)-grid is m.
Note that if we consider the whole game structure, i.e. the Gaifman graph of the
given game, it is almost of the same shape as the powerset graph and its tree-width
is unbounded as well.
We proceed with analysis of the growth of entanglement after performing the
powerset construction. Our proof uses the idea from Proposition 7.10.
Proposition 5.9. For every n > 3, there are games Gn, with bounded imperfect
information such that ent(Gn) = 2 and the corresponding powerset graphs Gn have
unbounded entanglement.
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(1, 1) (1, 2) (1, 3) (1, 4)
(2, 1) (2, 2) (2, 3) (2, 4)
(3, 1) (3, 2) (3, 3) (3, 4)
(4, 1) (4, 2) (4, 3) (4, 4)
(1, 1) (1, 2) (1, 3) (1, 4)
(2, 1) (2, 2) (2, 3) (2, 4)⋅ ⋅
(3, 1) (3, 2) (3, 3) (3, 4)⋅ ⋅
(4, 1) (4, 2) (4, 3) (4, 4)⋅ ⋅
Figure 5.6: Game graph G4 (without v0) and a subgraph of its powerset graph G4 .
Figure 5.7: Game graph G2 and its powerset graph G2 (both without the starting
positions).
Proof. The graph Gn (see Figure 5.7) consists of two disjoint copies T1 and T2 of the
full undirected binary tree of depth n. From a vertex in T1, a (partially undirected)
path with one intermediate vertex leads to the corresponding vertex in T2 and there
are no paths from T2 to T1. Two cops can expel the robber from each undirected
tree (first, from T1, then from T2), hence ent(Gn) = 2. Clearly, the tree-width of Gn
is also 2.
The paths from T1 to T2 are supplied with imperfect information in such a way
that, in the powerset graph, there appear connections from the end to the beginning
of a path. Thus, in Gn, corresponding vertices are now connected in both directions.
Let n ∈ ω be an even natural number. We define the game Gn = (V n, V n0 ,En, vn0 ,∼n
,∅). Let pi1 be the mapping {0,1} → {a, b} with 0 → a, 1 → b and let pi2
be the mapping {a, b} → {0,1}, a → 0, b → 1. We generalise pi1 and pi2 to
words: pii(u1 . . . un) = pii(u1) . . . pii(un), for i ∈ {0,1}. The components of the game
are defined as follows.− V n = V n1 = {vn0 } ∪ 0{0,1}<n ∪ a{a, b}<n ∪ 0{0,1}<n (so V n0 = ∅) ;− En has edges
– vn0 → 0 ,
– u→ u0 and u→ u1 for any u ∈ 0{0,1}<n−1 ,
– u→ u for any u ∈ 0{0,1}<n ,
– u0→ u0 and u1→ u1 for any u ∈ 0{0,1}<n−1 ,
– u→ pi1(u) and pi1(u)→ u for any u ∈ 0{0,1}<n ,
– u→ pi2(u) for any u ∈ a{a, b}<n ;− u ∼n pi2(pi1(u)), for any u ∈ 0{0,1}<n .
In the informal description above, T1 is induced by vertices in 0{0,1}n−1 and T2
by vertices in 0{0,1}n−1. Intermediate vertices are those from a{a, b}n−1.
Let us convince ourselves that ent(Gn) = 2. First, two cops are needed already on
the subgraph induced by 0 and 00. On the other hand, 2 cops suffice to capture the
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robber. The strategy is to play on T1 in a top-down manner until the robber visits an
intermediate vertex pi1(u), for some u. Note that the cops are placed on the robber
vertex in every move, hence when the robber is on pi1(u), u is occupied by a cop,
which forces the robber to proceed to T2. On T2, he is captured in the same way as
on T1.
The powerset graph Gn (see Figure 5.7) has {0} as a position and therefore also {a}
and {0,0}. From {0}, one possibility is to remain in {0}, another is to go to {a}.
In Gn, from a, there are edges to 0 and to 0, which are indistinguishable, so, in Gn,
there is an edge {a} → {0,0}. From 0, the pebble can return to a and both from 0
and from 0 it can move to 0, so, in Gn, we have edges {0,0} → {a} and {0,0} →{0}. The described structure is repeated in the lower levels, because from {u}, for
u ∈ 0{0,1}<n−1, there is an edge to {u0} and to {u1}, and analogously for {u}.
Essentially, Gn has the same vertices as Gn. We can identify u ∈ 0{0,1}<n with {u ∈
0{0,1}<n}, pi1(u) with {pi1(u)}, and pi2(pi1(u)) with {pi2(pi1(u))}.
It remains to prove that the entanglement of the powerset graphs is unbounded.
We adapt the proof from [15] (see Theorem 7.9 in Chapter 7) for similar graphs and
show that ent(Gn) ≥ n/2 − 1. In the following, we identify vertices u and pi1(u) for
simplicity of explanation, which, obviously, does not change the entanglement.
We show by induction on n that the robber has a strategy that has a similar prop-
erty to a (V n,En,{0})-strategy, compare the definition of k-complex components
from Chapter 4. For every even n, the robber can starting from vertex 0 or from
vertex 0
− escape n/2 − 2 cops and
− after the (n/2 − 1)-th cop enters Gn,
– if started in 0, reach 0, and
– if started in 0, reach 0 .
This suffices to prove unboundedness, as the robber has a winning strategy on Gn+1
in this case: he switches between the two subtrees of the root.
For n = 2, it is trivial. Assume that the statement is true for some even n and
consider the situation for n + 2. We need two strategies: one for 0 as the starting
position and one for 0. By symmetry, it suffices to describe only a strategy for 0. For
a word u ∈ {0,1}≤n+1 ∪ {0,1}≤n+1, let T u be the subtree of T1 rooted at u together
with the corresponding subtree of T2. The robber can play in a way such that the
following invariant is true.
If the robber is in T 0xy, for x, y ∈ {0,1}, and starts from 0y, there are no cops
on {0,0x} .
By induction, it follows from the invariant that 0 and 0y are reachable for the robber.
At the beginning, the robber goes to the (cop-free) subtree T 000 via the
path (0,00,000) and plays there from 000 according to the strategy given by the
induction hypothesis for T 000. Also by induction, 000 remains reachable and thus so
is 0 via 00. Either that play lasts for ever (and we are done), or the (n/2−2)-nd cop
comes to T 000 and the robber can reach 000. While he is doing that, no cops can be
placed outside of T 000 as the robber does not leave T 000.
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Assume that the robber enters a tree T 0xy, for x, y ∈ {0,1} which is free of cops
(which is, in particular, the case at the beginning). By symmetry, we can assume
that x = y = 0. Further, assume without loss of generality that the robber enters T 000
at 000. Either the play remains in T 000 infinitely long (and we are done), or the (n/2−
1)-st cop enters T 000 and the robber reaches 000. Note that while the robber is
moving towards 000, no cops can be placed outside of T 000 as the robber does not
leave T 000.
If the last cop is already placed, the robber goes to 00 and then to 0, which are not
occupied by cops by the invariant, and we are done. If the last cop is not placed yet,
all cops are in T 000, so the robber runs along the path 000,00,00,0,01,010 to T 010.
Note that the vertices 0 and 01 are not occupied by cops, so the invariant is still
true. The robber plays as in T 000 and so on.
5.3.2 Positive results
In this section, we introduce several special cases in that some measures with charac-
terisations as graph searching games remain bounded after performing the powerset
construction. The main difficulty is to preserve monotonicity of a winning strategy
for the cops. Even local modifications on the graph structure can destroy it. We
consider here only cases where monotonicity is not a problem. That does not include
DAG-width—we shall show that it remains bounded in Section 5.4 using the notion
of a DAG-width game with multiple robbers and more involved proof techniques.
The first measure we consider in this section is directed path-width, which has
zero monotonicity costs, compare Theorem 3.15. The result is not comparable with
the corresponding statement for DAG-width: on one hand, we have a stronger as-
sumption than in the case of DAG-width (k cops win even though the robber is
invisible). On the other hand, the conclusion is stronger as well. However, if we
are interested only in solving parity games in Ptime, the result about path-width is
strictly weaker.
Using similar ideas as for directed path-width, we then show that non-monotone
DAG-width remains bounded after the powerset construction. Of course, this result
cannot be applied to prove that parity games on such simple arenas can be solved
efficiently if imperfect information is bounded. However, it is possible to use the
technique to show that (monotone) DAG-width is bounded if all equivalence classes
are strongly connected, compare Proposition 5.15.
Proposition 5.10. Let G = (V,V0,E, v0, col,∼) be a parity game with imperfect in-
formation in which the size of the ∼-classes is bounded by some r. If #dpw(G) ≤ k,
then #dpw(G) ≤ k ⋅ 2r−1.
Proof. Let σ be a monotone winning strategy for k cops in the directed path-width
game on G and let
pi = ⊥ ⋅(C0,C0,R0)(C0,C1,R1) . . . (Cn−1,Cn,Rn)
be the unique play which is compatible with σ. It is finite, as σ is winning. Recall
from Chapter 3 that the directed path-width game is, essentially, a one player game
and there is a bijection between strategies and plays, so it suffices to construct a (not
necessarily monotone) play
pi = {⊥} ⋅ (C0,C0,R0)(C0,C1,R1)(C1,C2,R2) . . .
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of the game on G that is won by the cops where, for all i, we have ∣Ci∣ ≤ k2r−1. We
construct pi inductively by the length of its finite prefixes such that the following
invariant holds.
1. C0 = ∅ and R0 = V (at the beginning, there are no cops in the graph and the
robber occupies the whole graph),
2. Rn = ∅ (at the end, the robber is captured),
3. Ri+1 = ReachG−(Ci∩Ci+1)(Ri) ∖Ci+1, for all i (every move is legal),
4. Ri+1 ⊆ Ri, i.e. the play is monotone,
5. ⋃Ri ∶= {v ∈ V ∣ there is some w ∈ Ri with v ∈ w} ⊆ Ri, i.e. if the robber
occupies a vertex w in pi and v ∈ w, then the robber occupies v. Note that
vertices (positions) in pi are sets of vertices in pi.
The last two properties of pi imply the statement of the proposition. Indeed, by
Item 4, the play is monotone. Furthermore, the robber is finally captured if and only
if the play is finite and ends in a position (Cn−1,Cn,Rn) where Rn = ∅. Assume
that pi is infinite, then all Ri ≠ ∅, but then there is some v and w with v ∈ w ∈ Ri
such that v is not occupied in the ith position of pi (by Item 5 of the invariant), so pi
is not winning, but that contradicts the assumption.
The construction just follows the invariant. Let pi0 = {⊥}(∅,∅, V ) and, for i < 0,
let pii = pii−1 ⋅ (Ci−1,Ci,Ri) such that, for all v ∈ V we have v ∈ Ci if and only
if v ∩ Ci ≠ ∅. In other words, we place a cop on a vertex v in a position of pi if, in
the corresponding position of pi, we place a cop on some vertex in v. As there are
2r−1 subsets of Ci that contain a fixed vertex v, the size of all Ci is at most k ⋅ 2r−1.
It remains to show Items 4 and 5 of the invariant. Assume that the play is not
monotone, then there is some i and some w such that w ∈ Ri and some v ∈ Ci ∖Ci+1
such that (w, v) ∈ E, i.e. a cop was removed from v and the robber occupies v
following one single edge. By Reif’s construction, for all y ∈ v, there is some x ∈ w
with (x, y) ∈ E. As w ∈ Ri, by induction, we have w ⊆ Ri. On the other hand,
as v ∈ Ci∖Ci+1, by the construction of pi, we have v∩Ci ≠ ∅ and v∩Ci+1 = ∅. In other
words, in pi, some vertex y of v is left by a cop and all vertices of w are occupied by the
robber in the ith move. However, the robber can move from some x ∈ w to y, which
causes non-monotonicity in pi, but we assumed that pi is monotone. Thus Ri+1 ⊆ Ri.
It remains to prove Item 5 of the invariant. Assume that it does not hold and
suppose, i is the least index with ⋃Ri /⊆ Ri. Then there exist some w ∈ Ri and
some v ∈ w such that v ∉ Ri. By induction hypothesis, the move from position i − 1
to position i is monotone, so w ⊆ Ri−1. Then by the choice of i, v ∈ Ri−1. So we
have v ∈ Ri−1 ∖Ri and thus v ∈ Ci ∖Ci−1. By the construction of pi, we have w ∈ Ci,
a contradiction to w ∈ Ri.
As discussed above the proposition immediately implies the result for parity games.
Corollary 5.11. Parity games with bounded imperfect information can be solved in
deterministic polynomial time on graphs of bounded directed path-width.
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The same idea as in Proposition 5.10 leads to the corresponding result about non-
monotone DAG-width. However, as we do not know whether monotonicity costs are
bounded for the DAG-width game, this does not immediately imply a result about
parity games 1.
Proposition 5.12. Let G = (V,V0,E, v0, col,∼) be a parity game with imperfect infor-
mation such that the size of the ∼-classes is bounded by some r. If nm#dagw(G) ≤ k,
then nm#dagw(G) ≤ k ⋅ r ⋅ 2r−1.
Proof. First, we describe our proof idea informally. We follow a play on G that
corresponds to a set of at most r plays on G which player 0 considers possible in the
parity game with imperfect information. We translate robber moves from G to the
plays on G, look for the answers of the cops prescribed by the winning strategy for G
and translate them back to G combining them into one single move.
A position in the parity game on G corresponds to at most r positions in the parity
game on G, so if the robber occupies a vertex [v] in G, we consider, for any w ∈ [v],
the possibility that the robber occupies w in G. Playing on G we keep track of at
most r plays on G. Some plays may prove to be impossible when the play evolves,
some plays may split in multiple plays. For any robber move to w ∈ [v], the strategy
for the cops in the game on G supplies an answer, moving the cops from Cw to C ′w.
All these moves are translated into a move in which the cops occupy precisely the
vertices of G that include a vertex from some C ′w. These moves of the cop player
on G can be realised with k ⋅ r ⋅ 2r−1 cops (as there are at most 2r−1 subsets of [w]
that include w).
The argument why robber moves can indeed be translated from G to G is that,
by Lemma 5.1, for any path u0, u1, . . . , ut in G and for any ut ∈ ut, there is a
path u0, u1, . . . , ut in G such that ui ∈ ui for any i ∈ {0, . . . , t}. It follows that if
a play is infinite on G, then at least one corresponding play on G is infinite as well.
Hence, if we start from a winning strategy for k cops for the game on G, no strategy
for the robber can be winning against k ⋅ r ⋅ 2r−1 cops on G.
Now we give a more formal proof. Let σ be a winning strategy for k cops for the
DAG-width game on G and let ρ be any strategy for the robber for the DAG-width
game on G. We construct a play piσρ on G that is consistent with ρ but won by
the cops. While constructing piσρ we simultaneously construct, for every finite play
prefix pi of length i of piσρ a finite tree ζ(pi) whose branches are finite play prefixes
of length at most i in the DAG-width game on G, such that the following conditions
hold. Let
pi = ⊥ ⋅(C1, v1)(C1,C2, v1)(C2, v2) . . . (Ci, vi)
(if it ends in a cop position), or
pi = ⊥ ⋅(C1, v1)(C1,C2, v1)(C2, v2) . . . (Ci,Ci+1, vi)
(if it ends in a robber position).
(1) Each play prefix in ζ(pi) is consistent with σ.
1A comment for the published edition: Using the technique from [36] one can show that parity
games of bounded non-monotone DAG-width can be solved in polynomial time.
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(2) For all j ≤ i, vj = {v ∈ V ∣ at level j of ζ(pi), there is (C, v) or (C,C ′, v)}.
Moreover, for each v ∈ V , on each level there is at most one position of the
form (C, v) or (C,C ′, v).
(3) For all j ≤ i + 1, Cj = {w ∈ V ∣ at level j, there is (C,C ′, v) or (C ′, v) with w ∩
C ′ ≠ ∅}.
(4) If pi′ ⊑ pi, then ζ(pi′) ⊑ ζ(pi) where ⊑ is the prefix relation and ζ(pi′) ⊑ ζ(pi)
means that if ζ(pi′) has depth r, then ζ(pi) has depth at least r and up to
level r, ζ(pi′) and ζ(pi) coincide.
Note that Property (3) corresponds to the way we translate σ to the game G, which
is the same as in Proposition 5.10.
To begin the induction, consider any play prefix pi of length 1, i.e. any possible
initial move ⊥→ (∅,w) of the robber player. With pi we associate the tree ζ(pi)
consisting of a root ε with successors (∅, v) for v ∈ w. Clearly, conditions (1)–(4)
hold.
For the translation of the robber moves in the induction step, consider a play prefix
pi = ⊥ ⋅(C1, v1)(C1,C2, v1)(C2, v2) . . . (Ci,Ci+1, vi)
with i ≥ 1 and let, by induction hypothesis, ζ(pi) be constructed up to level 2i.
Consider a robber move from vi to vi+1, so vi+1 ∉ Ci and vi+1 is reachable from vi in
the graph G − (Ci ∩Ci−1). Let v0, v1, . . . , vt = vi+1 be a path from vi = v0 to vi+1 = vt
in G − (Ci ∩ Ci−1). Then by Lemma 5.1, there are v ∈ vi+1 and u ∈ vi, and a
path u0, u1, . . . , ut from u = u0 to v = ut in G with ul ∈ vl, for l = 0, . . . , t. Let W
the set of all such v. By Conditions (2) and (4) for ζ(pi), there is some finite play
prefix pi ∈ ζ(pi) which ends in a position (Cvi ,Cvi+1, u). So, Cvi corresponds to Ci
and Cvi+1 corresponds to Ci+1 in the sense of Condition (3). We now extend pi to the
finite play prefix pi ⋅ (Cvi+1, v). The set of all such play prefixes extended in this way
by (Cwi+1,w) for all w ∈W forms the tree ζ(pi).
We have to show that each such pi ⋅ (Cvi+1, v) is actually a finite play prefix of the
DAG-width game on G, i.e. that v ∉ Cvi+1 and v is reachable from u in G−(Cvi ∩Cvi+1).
As vi+1 ∉ Ci, by Condition (3), we have vi+1 ∩Cvi+1 = ∅, which implies v ∉ Cvi+1. Now
assume towards a contradiction that v is not reachable from u in G − (Cvi ∩ Cvi+1).
Then there is some l ∈ {1, . . . , t} such that ul ∈ Cvi ∩ Cvi+1 (notice that u0 = u ∉
Cvi ∩Cvi+1, otherwise the position with u would not be legal as is given by induction).
Then since ul ∈ vl, we have vl ∈ Cvi ∩ Cvi+1, by (3), which contradicts the fact that
v0, v1, . . . , vt is a path in G − (Cvi ∩Cvi+1).
We check that Conditions (1)–(4) hold after the construction. For Conditions (2),
(3) and (4) this is obvious. For (1), since all play prefixes in ζ(pi) up to level i are
compatible with σ by induction and all extensions of the play prefixes are robber
moves, all play prefixes in ζ(pi) are still compatible with σ.
To translate the answer of the cops, assume that we have already constructed ζ up
to level 2i+1, for some i ≥ 0. Note that there are at most r branches of length 2i+1.
Let W be the set of robber vertices in the last positions of those branches. For any
maximal branch piv of ζ(pi) ending with a position with robber vertex v where
piv = ⊥ ⋅(Cv1 , v1)(Cv1 ,Cv2 , v1) . . . (Cvi , vi) ,
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Figure 5.8: Monotone strategy is translated to a non-monotone one.
i ≥ 1 and v = vi, consider the set Cvi+1 = σ((Cvi , vi)) of positions chosen to be occupied
by the cops in the next move according to σ. We define Ci+1 = σ(last(pi)) by
Ci+1 = {[u] ∈ V ∣ [u] ∩ ⋃
v∈W Cvi ≠ ∅} ,
i.e. the cops occupy those [w] that contain a vertex from some Cvi .
This yields the play prefix pi′ = pi ⋅ (Ci+1,C, vi+1) and we associate an ex-
tension ζ(pi′) of ζ(pi) with it. The extension is obtained by appending posi-
tion (Cvi ,Cvi+1, v) to each branch of length 2i + 1 ending with a position with robber
vertex v. As above it is trivial that all Conditions (1)–(4) hold.
Assume that piσρ is infinite, i.e. won by the robber. Then ζ(piσρ) is infinite as
well. Since ζ is finitely branching, by König’s Lemma, there is some infinite path pi
through ζ. By Condition (1), pi is a play in the DAG-width game on G which is
compatible with σ. Since pi is infinite, this contradicts the fact that σ is a winning
strategy for the cop player.
It remains to count the number of cops used by the cop player in piσρ. Consider any
position (Ci,Ci+1, vi) occurring in piσρ. By Condition (2), at level 2i of ζ(pi), there
occur at most ∣vi∣ ≤ r many play prefixes. Each such play prefix is consistent with σ,
so at most k vertices are occupied by the cops. Hence, by Condition (3), ∣Ci+1∣ ≤
k ⋅ r ⋅ 2r−1 (note that there are 2r−1 subsets of set with r elements which contain a
fixed vertex).
We give an example showing that the cop strategy for G obtained from a monotone
strategy for G in the way described in Proposition 5.12 is not monotone in general.
Example 5.13. Consider the graph G depicted in Figure 5.8 and the following
monotone strategy for the cops. In the first move, put a cop on v0. If the robber
goes to 1, put a cop on 1, and when the robber goes to 3 move the cop from 1 to 3.
If the robber goes to 2, place a cop on 4.
In the game on the powerset graph, consider the following play, which is consistent
with the translated cop strategy. In the first move, the cops occupy {v0}. The robber
goes to {1,2} and the cops occupy {1,2}. The robber goes to {3,4}, so re move the
cop from {1,2}, which becomes reachable for the robber again. Thus the translated
strategy is non-monotone. Notice that, nevertheless, #dagw(G) = 2.
An interesting special case where an adapted translation of strategies does preserve
monotonicity is given by games where equivalence ∼-classes are strongly connected.
In such games, player 1 can change any property player 0 is unsure about such that
the latter does not notice that. Note that, by Lemma 3.50, if the cops have a winning
strategy, then they also have a strategy that only depends on the robber component.
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As a preparation, we consider a transformation of a strategy for the cops. Let ∼ be
an equivalence relation. Let σ be a strategy for the cops. We define a new strategy σ∼
that is as σ, but
− whenever σ places a cop on a vertex v, σ∼ prescribes to occupy the whole
class [v]∼, and− whenever σ removes all cops from [v]∼, σ∼ removes all cops from [v]∼ as well,
otherwise the whole [v]∼ remains occupied by cops.
Strategy σ∼ changes σ in a way such that either all vertices of an equivalence class
are occupied by cops (if and only if, according to σ, at least one of them is occupied),
or none of them. For every play pi∼ consistent with σ∼ there is a play pi of the same
length consistent with σ in which the robber occupies the same vertices as in pi∼ and
the cops move according to σ.
Lemma 5.14. If k cops have a monotone winning strategy σ in G =(V,V0,E, v0, col,∼) where the largest equivalence class of ∼ has size at most r,
then σ∼ is a monotone winning strategy for k ⋅ r cops.
Proof. Clearly, σ∼ uses k ⋅ r cops. As in a play consistent with σ∼ at least the cops
are placed that are placed in the corresponding play consistent with σ, the robber is
finally captured. Hence, it remains to show the monotonicity of σ∼.
Assume that σ∼ is not monotone, so there is a non-monotone move (C, v) →(C,C ′, v) in a play consistent with σ∼, i.e. some cop is removed from vertex w ∈ C∖C ′
which is reachable from v via a path P in G −C. As the move is prescribed by σ∼,
there is some w′ ∼ w that has been removed in the corresponding play according
to σ. There is no cop in [w]∼ in position (C ′, v) of pi∼ (otherwise the cop from w
would not have been removed), so the robber can run from v to w′ first along P and
then in the strongly connected subgraph [w]∼ of G. Thus σ is not monotone.
Proposition 5.15. If #dagw(G) ≤ k and each equivalence class of positions is
strongly connected, then #dagw(G) ≤ k ⋅ r2 ⋅ 2r−1.
Proof. Let σ be a winning strategy for k cops in G.
We proceed exactly as in the proof of Proposition 5.12 with σ∼ instead of σ (which
leads to an additional factor of r in the number of cops needed for G). We only
have to show the monotonicity of the play piσ∼ρ. Intuitively, it can be proved as in
Lemma 5.14 using Lemma 5.1.
Assume that piσ∼ρ is not monotone, then there exists a non-monotone
move (C,C ′, v) → (C ′,w), i.e. there is a vertex w ∈ C ∖ C ′ reachable from v
in G. Let P = p1, . . . , pn be a path from v = p1 to w = pn. As a cop is removed
from w in piσ∼ρ, by the construction from Proposition 5.12, there is a cop removed
from a vertex w′ ∈ [w]∼ in a play in G corresponding to piσ∼ρ. By Lemma 5.1, there
is a path P ′ = p′1, . . . , p′n from a vertex v′ = p′1 ∈ v to some p′n with p′n ∼ w′ such
that p′i ∈ [pi]∼. As there are no cops on [pi]∼ in piσ∼ρ, there are no cops in [pi]∼
in the corresponding play on G either. It follows that the robber can reach w′
from v′ in G running along P ′ to p′n and then from p′n to w′ within [w′]∼. Note that
all equivalence classes are strongly connected, and, in particular, [w′]∼. It follows
that σ is non-monotone, which contradicts the assumption.
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Corollary 5.16. Parity games with bounded imperfect information where each equiv-
alence class of positions is strongly connected can be solved in polynomial time on
graphs of bounded DAG-width.
The same idea works if we replace strongly connected component by weakly con-
nected components and demand that the cops have a winning strategy in the tree-
width game.
Corollary 5.17. If #tw(G) ≤ k, then #dagw(G) ≤ k ⋅ r2 ⋅ 2r−1.
In particular, although tree-width does remain bounded after performing Reif’s
construction, the DAG-width of the powerset graph is still bounded.
Corollary 5.18. Parity games with bounded imperfect information can be solved in
polynomial time on graphs of bounded tree-width.
Finally, let us consider structural complexity of the Gaifman graph of the given
parity game with imperfect information. If it is bounded, then, first, the tree-width
of the parity game is bounded, and, second, all equivalence classes of ∼ are bounded
as well, as otherwise the Gaifman graph would have large cliques induced by large
classes. Thus all requirements of Corollary 5.18 are fulfilled and we obtain the
following result.
Theorem 5.19. If the Gaifman graph of a parity game with imperfect information
has bounded tree-width, then the game can be solved in deterministic polynomial time.
Unfortunately, our direct translation of the robber moves back to the game on G
cannot be immediately applied to the games which define Kelly-width and directed
tree-width. In the Kelly-width game, the robber can only move if a cop is about to
occupy his vertex. It can happen that the cops occupy a vertex {v1, . . . , vn} in G,
but not all vertices v1, . . . , vn in G. The problem appears when trying to translate
a robber move from G to G: in the latter, the robber is not permitted to move from
some vi.
In the directed tree-width game, the robber is not permitted to leave his strongly
connected component. As in the proof of Proposition 5.9, parts of the graph which
are not strongly connected in G, may become connected in G. If, within G, the
robber moves to a vertex whose counterpart in G is outside of its strongly connected
component the robber move cannot be translated to G, at least directly. Note also
that it is not known whether parity games can be solved in Ptime on graphs of
bounded directed tree-width.
5.4 Cops and multiple robbers
In this section, we define a generalisation of the DAG-width game that will help us
to prove that the DAG-width of a graph is bounded after performing Reif’s powerset
construction. Instead of chasing one robber, the cops try to capture multiple robbers
whereby the number of robbers is a new parameter of the game. We show that if k
cops capture one robber, then kr cops capture r robbers. The result does not seem
to be unexpected, however we shall argue that it is not trivial. The problem is to
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preserve monotonicity while constructing a strategy against r robbers from a strategy
against one robber.
Apart of being the main technical tool in analysing the connection between DAG-
width and parity games with bounded imperfect information, the new game can be
seen as an approximation of directed path-width. It is easy to see that the directed
path-width of a graph is the number of cops minus one that are needed to capture
an infinite number of robbers rather than one invisible robber. Of course, in that
statement, we can substitute infinite number by the size of the game arena. We shall
see that the number of cops needed to capture r robbers on a graph lies between the
DAG-width and the directed path-width of that graph. Moreover, on some graphs,
that number is unbounded if r grows. This actually follows from the fact that path-
width is is not bounded in tree-width, but we shall give explicit lower bounds for the
stages.
Let G = (V,E) be a graph and let k and r be positive natural numbers. Themultiple
robbers DAG-width game mr-dagwGrk(G) is played by a team of k cops and a team
of r robbers. Cop positions are of the form (C,R) with ∣C ∣ ≤ k and ∣R∣ ≤ r. Hereby, C
means a placement of cops and R a placement of robbers. If ∣C ∣ < k or ∣R∣ < r, we
say that the remaining cops or robbers are outside of the graph. The cops can move
from (C,R) to a position (C,C ′,R) where ∣C ′∣ ≤ k. The robbers can move from a
position (C,C ′,R) to any position (C ′,R′) such that ∣R′∣ ≤ r (in particular, some
robbers can leave the graph), R′ ∩C ′ = ∅ and, for each r′ ∈ R′, there is some r ∈ R
such that r′ ∈ ReachG−(C∩C′)(r). From the initial position ⊥, the robbers can move
to any position (∅,R) where R is strongly connected. In the first move, the robbers
can move from an additional position ⊥ to any position (∅,R) with ∣R∣ ≤ r.
Note that there may be distinct v1, v2 ∈ R′ both reachable only from the same
vertex v ∈ R in G − (C ∩C ′). It is convenient to consider one of them, say on v1, as
having run from v and the other as having jumped to v and then run to v2.
A play of the multiple robbers DAG-width game ismonotone if no robber can reach
a vertex that has already been unavailable to all robbers. Due to the ability of robbers
to jump, this seems to be the only reasonable way to define monotonicity. It also helps
us to prove that DAG-width of the powerset graph is bounded in the DAG-width of
the given graph. Formally, a cop move (C,R)→ (C,C ′,R) is monotone if (C ∖C ′)∩(ReachG−(C∩C′)(R)) = ∅. A play is monotone if every cop move in it is monotone. A
play is winning for the cops if it is monotone and ends in a position where the robber
has no legal move. It is won by the robbers if it is infinite or non-monotone. The
r multiple robbers search number mr#dagwr(G) of a graph G is the least number k
such that the cops have a winning strategy in the game mr-dagwGrk(G) on G. We
define mr#twr(G) as mr#dagwr(←→G ) − 1.
Before proceeding with a technical part, we briefly discuss other reasons than parity
games to study multiple robbers. A similar game was defined in [79] by Richerby and
Thilikos who show that, on undirected graphs, the number of additional cops needed
to capture r robbers instead of one grows logarithmically in r. This result restricted
on undirected graphs is stronger than ours, however, Richerby and Thilikos consider
a robber team that is weaker than in our setting. Captured robbers cannot be reused
in their games, whereas captured robbers in our games can join robbers who are still
on the graph and then run in their own components. We shall see in Example 5.23
that this is a significant complication in the setting. Another similar notion was
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introduced by Fomin et al. in [38] where the cops can ask an oracle which branch of
a tree decomposition the robber chose. The number of such queries is a parameter
of the game and the corresponding cop number can be viewed as an approximation
of tree-width.
Another motivation to study multiple robbers is that such games may be used to
model systems where a bounded number of processes evolves in time, some processes
can terminate and some produce new processes which continue from the state of
their parent process at the moment of production.
To begin our analysis of the games with multiple robbers, we show some normal
forms of strategies for both players, which we shall use in the subsequent proofs. On
the side of the cops, we notice that Lemma 3.7 holds also in presence of multiple
robbers and the proof is translated in a direct manner.
Lemma 5.20. If there is a winning strategy for k cops in the multiple robbers DAG-
width game on G, then there is an active uniform winning strategy for k cops on G.
For the robbers, we also formulate some restrictions on their strategies that can be
assumed without loss of generality. A robber strategy ρ is isolating if no two robbers
can reach one another, i.e. if in any cop position (C,R) of any play consistent
with ρ, for all v,w ∈ R, we have v ∉ ReachG−C(w). An important special case of
this rule is that there can never be two robbers in the same component. Intuitively,
if v ∈ ReachG−C(w), then the robber on v is redundant: the robbers can place him
on v in the next move. He can go to v by first jumping to the robber on w and then
running from w to v.
The second restriction to the robber moves is that each of them leaves his vertex
either if he jumps to another robber (a reason for a jump can be that he is needed
somewhere else) or if otherwise (if he does not jump, but runs) the destination of his
run would become unreachable for him in the next move. Formally, we say that a
robber strategy ρ is prudent if, for each robber move (C,C ′,R)→ (C ′,R′) consistent
with ρ, we have r′ ∉ ReachG−C′(R), for any r′ ∈ R′∖R. This is not a proper restriction
to the robber moves either. Indeed, running within the same component makes no
sense, as the set of vertices reachable for the robber does not change. Running
outside of the current component makes even less sense, as that set becomes smaller.
Lemma 5.21. If r robbers have a winning strategy against k cops in the multiple
robbers DAG-width game on G, then r robbers have an isolating prudent winning
strategy against k cops.
Proof. Given a set of vertices C, we say that R and Rˆ are equivalent, denoted by R ≡C
Rˆ, if they intersect with the same C-flaps, i.e. {flapGC(r) ∣ r ∈ R} = {flapGC(r) ∣ r ∈ Rˆ}.
Let ρ be a positional winning strategy for r robbers in the monotone multiple
robbers game on G against k cops. We construct an isolating prudent strategy ρˆ for r
robbers against k cops by induction on the play length and simultaneously show the
following. For each finite play prefix pi consistent with ρ there is a play prefix pˆi of
the same length consistent with ρˆ (and conversely, for each pˆi there is some pi) such
that if (C,C ′,R)→ (C ′,R′) is the ith robber move in pi and (Cˆ, Cˆ ′, Rˆ)→ (Cˆ ′, Rˆ′) is
the ith robber move in pˆi, then
− ReachG−C′(R′) ⊆ ReachG−C′(Rˆ′), and
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− C = Cˆ and C ′ = Cˆ ′.
Clearly, this implies that fˆ is a winning strategy. In the beginning of a play, the
first robber move is translated as in the general case. Cop moves are translated
without any change, so the invariant is not broken.
For the translation of a robber move, consider the topological order ↝ on vertices
of G−C ′. Let σ∶G/≡C′→ G be a choice function on G/≡C′ . For every set of vertices R,
we consider its subset containing only topologically minimal vertices, on from each
component: topomin∶2G → 2G with topomin(R) = {σ(r) ∣ r is ↝ -minimal in R}.
Let A = {v′ ∈ R′ ∖ R ∣ v′ ∈ ReachG−C′(R)} and let β∶A → R be some function
with v′ ∈ ReachG−C′(β(v′)). It is well-defined by the definition of robber moves. Let
γ∶R′ → G with γ(v′) = β(v′) if v′ ∈ A and γ(v′) = v′ otherwise. If f prescribes to move
from (C,C ′,R) to (C ′,R′), then fˆ prescribes to move from (C,C ′, Rˆ) to (C ′, Rˆ′)
where Rˆ′ = topomin({γ(v′) ∣ v′ ∈ R′}). Then fˆ is isolating and prudent. Note that,
by the first part of the invariant, strategy fˆ is well defined. The invariant follows
directly from the construction.
Note that, by the first part of the invariant, strategy ρˆ is well defined. The invariant
follows directly from the construction.
5.4.1 Tree-width and componentwise hunting
Before proving that introducing multiple robbers increases the number of cops needed
to capture them only by the factor of the robbers number, we first consider a simpler
case of tree-width. It will show the main idea of componentwise hunting the robbers,
which we shall follow in the main proof, and allow us to highlight difficulties of the
directed case.
Lemma 5.22. For all G and k, r > 0, if #tw(G) ≤ k, then mr#twr(G) ≤ r ⋅ (k + 1).
Proof. Recall that
←→G is the graph which is as G, but its edge relation is symmetrised.
Let σ be a winning strategy for k cops in the game on
←→G against one robber. By
Lemma 3.7, we can assume that σ is active and uniform.
We construct a monotone strategy ⊗rσ for k ⋅ r cops in the game on ←→G with r
robbers that is winning against each isolating robber strategy, which suffices by
Lemma 5.21.
Intuitively, the cop player uses r teams of cops with k cops in each team. Every
team plays independently of each other chasing its own robber according to σ. We
maintain the invariant that in each cop position (C,R) that is consistent with ⊗rσ,
there is a partition (C1,⋯,Cr) of C and an enumeration v1,⋯, vr of R such that for
each vi, we have (C ∖ Ci) ∩ReachG−Ci(vi) = ∅, i.e. cops on Ci block vi from other
cops and that (Ci, vi) is consistent with σ in the game with one robber. The next cop
moves is ⊗rσ(C,R) = ⋃ri=1 σ(Ci, vi). By a simple induction on the length of a play
it is easy to see that the invariant holds, which implies that the cops monotonously
capture all r robbers.
The reason why the proof is so simple is that in an undirected graph the set of
vertices reachable from robber vertex is his component, so there is no need to place
cops outside of that component. This is not true for directed graphs and the simple
translation of strategies as in Lemma 5.22 is not possible without any adaptation.
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Figure 5.9: Robber i prevents cops to play against robber 1 − i.
(We refer to Chapter 6 for a further discussion of that problem in a more general
setting.)
Example 5.23. Consider the following possible situation, see Figure 5.9. The cops
play simultaneously against all robbers according to a winning strategy σ for the
game against one robber as before. A variant of that strategy is to choose one of
the robbers (say, occupying a vertex v0) and to play against him according to σ
further while the cops of other teams wait for that robber to be captured. (This will
be our approach in the proof of Theorem 5.25.) The robbers stay in two distinct
components on v0 and v1. The problem is that v1 can prevent playing against v0.
If σ prescribes to place a cop on a vertex v that is reachable from v1, it may become
impossible to reuse the cop from v later playing against v0, although σ prescribes to
do so: v1 would induce non-monotonicity on v. Of course, the same can happen if
we choose v1.
One can think of several possible solutions of that problem. One is to change σ
such that it never places cops outside of the robber component at all. Letting cops
stay if they cannot be removed because of other robbers does not work, as such left
cops can be too many. The third idea is not to place such cops.
First, we show that the first approach fails. We give a family of graphs such that
three cops capture a robber, but if placing cops outside the robber component is not
allowed, the number of needed cops is unbounded. A cop strategy σ is direct if, for
all cop positions (C, v) consistent with σ, σ(C, v) ⊆ flapC(v).
Theorem 5.24. There is a family of graphs Gn, such that #dagw(Gn) ≤ 3, for
all n > 0, but any direct winning strategy for the cops uses at least n + 1 cops.
Proof. The graph Gn is a disjoint union of an undirected and a directed tree of the
same shape with some additional edges connecting the trees.
Let, for i ∈ {0,1} and m,n > 0, A(i,m,n) = ({1, . . . , n} × {i})≤m be the set of
all sequences of length at most m over the alphabet {1, . . . , n} labelled with i (the
labelling is used only to distinguish vertices). For v = (v0, i), . . . , (vl, i) ∈ A(i,m,n),
let v′ be the word (v0,1 − i), . . . , (vl,1 − i) ∈ A(1 − i,m,n).
We define Gn = (Vn,En) as follows, see Figure 5.10 for an illustration. The vertex
set is defined by Vn = T 0n ∪T 1n where T 0n = A(0, n+1, n) and T 1n = A(1, n+1, n), i.e. T in
is a tree of depth n + 1 and of degree n labelled with i.
The edges are defined by En = E0n ∪E1n ∪E′n. Hereby
E0n = {(v, vj), (vj, v) ∣ v ∈ A(0, n, n), j ∈ A(0,1, n)} ,
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Figure 5.10: Although dagw(Gn) = 4, the robber wins against n cops if they move
only into his component.
i.e. (T 0n ,E0n) =∶ T 0n is an undirected tree of degree and depth n labelled with 0,
E1n = {(vj, v) ∣ v ∈ A(1, n, n), j ∈ A(1,1, n) ,}
i.e. (T 1n ,E1n) =∶ T 1n is a directed tree of degree and depth n labelled with 1, with edges
oriented towards the root, and
E′n = {(v, v′) ∣ v ∈ A(0, n + 1, n)} ∪ {(vj, v′) ∣ v ∈ A(1, n, n), j ∈ A(1,1, n)} ,
i.e. we have edges from a vertex in T 0n to the corresponding vertex in T 1n and edges
from a vertex in T 1n to the parent of the corresponding vertex in T 0n .
The first statement of the theorem is easy to see. The cops occupy both roots (ε,0)
and (ε,1) in the first move. By symmetry we can assume that the robber goes to the
left-most subtree. Then the third cop is placed on the successor (1,1) of (ε,1) and
then the cop from (ε,1) is moved to (1,0). In this manner, the cops work through
both trees top-down and the robber is captured in some leaf.
For the second statement, note that it makes no sense for the cops to leave out
holes, i.e. to place cops on subtrees of T 0n or T 1n rooted at a vertex v ∈ T 0n , respectively,
at v′, if v is reachable for the robber. Indeed, due to the high branching degree, the
robber can switch between subtrees of v going into those having no cop in them
until v is occupied by a cop. By monotonicity, there is no need to have cops in
subtrees other than the one with robbers in it. So we can assume that the cops
play top-down, i.e. they never leave out holes. Then the robber strategy is just to
stay in the left-most branch. Note that after a vertex v ∈ T 0n is occupied by a cop,
vertex v′ ∈ T 1n is not in the robber component any more. Thus the cops occupy
successively (ε,0), (1,0), (2,0), and so on. In that way, more and more cops become
tied, i.e. for every cop on a vertex (j,0), there is a cop-free path from the robber
vertex to (i,0).
5.4.2 From one to r robbers
Our solution for the problem from Example 5.23 is to omit to place the cop on v
(which is reachable for the ”wrong“ robber v1) and to play against v0 further according
to σ. The cops from the team of v1 have the duty to guard every vertex that is
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not guarded by the (absent) cop on v. By Lemma 5.21, the robbers are always in
incomparable components. Thus the cops are placed at least in the component of v0
and the robber on v1 cannot prevent playing against v0. The problem to solve is
that the robber from v1 can jump to the robber on v0 and disturb playing against
the former again and again. Thus we have to untie the cop who still have the duty
to guard the robber instead of the cop on v. For that purpose, we simulate the play
which results in from those cops moving according to σ and robber on v0. At some
point, vertex v will be occupied and thus the omitted move to v is performed later.
Theorem 5.25. For k, r > 0, if #dagw(G) ≤ k, then mr#dagwr(G) ≤ k ⋅ r.
Proof. Let σ be a positional winning strategy for k cops against one robber on G. Ac-
cording to Lemma 3.50 we can assume that σ is uniform and active. By Lemma 5.21
it suffices to construct a strategy ⊗rσ for r ⋅ k cops which is winning against all iso-
lating prudent strategies for the robber. Although the game with multiple robbers
is positionally determined, for the sake of convenience of description, we define a
memory strategy.
Without loss of generality we can assume that G is strongly connected. Indeed,
given a winning strategy for k ⋅ r cops against r robbers on every strongly connected
component of G, we can traverse the graph by applying the strategy to the topolog-
ically minimal components, then eliminate them and continue in that way until all
robbers are captured.
Informal description. The cops play in r teams of k cops. Consider a posi-
tion (C,R) in a play with r robbers. With every vertex v ∈ R occupied by a robber,
we associate a team of cops Ci ⊆ V with ∣Ci∣ ≤ k. If some Ci coincide, we identify
them. With each Ci we associate a play prefix ρi of the game against one robber
that is consistent with σ such that (Ci, v) is the last position of ρi. We formulate
this as an invariant in the game with r robbers:
(Cons) Any play prefix ρi is consistent with σ.
For any position that appears in a play against r robbers, we keep s ≤ r play
prefixes ρi in memory and write ρ = ρ1 ⋅ . . . ⋅ ρs. This sequence of play prefixes is the
main part of the memory. The following invariant says that, up to the last robber
moves, all ρi are linearly ordered by ⊏.
(Lin) ρ1 ⊏ ρ2 ⊏ . . . ⊏ ρs.
Sequence ρ is constructed and maintained in the memory in the following way. At
the beginning of a play, we set ρ = ρ1 =⊥, i.e. ρ consists of one play prefix containing
only the initial position. When the play with r robbers goes on, but only one robber
is in the graph, ρ1 grows together with the play with r robbers and the latter gets
the form ⊥ ⋅(C1,R1)⋯(Cm,Rm)(Cm,Cm+1,Rm) where all Ri are singletons. While
playing this part of the play, all teams make the same moves according to σ. We
store the sequence in the memory as ρ = ρ1 = ⊥ ⋅(C1, v1)⋯(Cm, vm)(Cm,Cm+1, vm)
where {vi} = Ri (see Figure 5.11). When more robbers come into the graph, they go
into different components (because they play according to an isolating strategy) and
the cops choose one of them, say on a vertex b1. We associate ρ2 = ρ1 ⋅(Cm,Cm+1, b1)
with that robber and store ρ = ρ1 ⋅ρ2 in the memory. Note that ρ1 ends with a robber
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position. Assume for a moment that only the robber in flapC(b1) moves where C is
the current placement of the cops. Then only this robber is pursued by its team of
cops according to σ, but cops are not placed on vertices v for any v ∈ ReachG−Cm(R1)
where R1 is the set of robbers distinct from b1. The cops belonging to other teams
remain idle. Cop moves are appended to ρ2, however, without respecting the omitted
placements. To put it differently, let Wi be the last cop placement in ρi and let b2 be
the last robber vertex in ρ2. Then in a position (C,R) of the game with r robbers,
we have ⊗rσ(C,R) = (C ∖W2) ∪ (σ(W2, b2) ∖ReachG−W1(b2)) .
Hereby, C ∖W2 are cops from the team associated with ρ1. Note that ⊗rσ depends
also on the memory state, but we shall not write this explicitly. For the memory
state update, in ρ2, not the actual moves σ(W2, b2)∖ReachG−W1(b2) are stored, but
the intended one, i.e. σ(W2, b2). If later new robbers come and occupy different
components of flapC(b2), we again choose one of them (say, on b3), create ρ3 and
set ρ3, W3 and b3 analogously to ρ2,W2 and b2, and store ρ = ρ1, ρ2, ρ3. Analogously,
the cops play according to
⊗rσ(C,R) = (C ∖W2) ∪ (σ(W3, b3) ∖ (ReachG−W2(b2) ∪ReachG−W1(b1))) .
Play prefixes in ρ are subject to change, so at different points of time, ρ and ρi are
different objects, but we shall not reflect that in our notation to avoid unnecessary
indexes. It will be always clear from the context what ρ is. Note that cops from
teams ⊏-smaller than 3 (in general, s) cannot be removed from their vertices, as,
according to σ, omitted placements must be performed first. Hence, taking the cops
may infer non-monotonicity. For example, both cops from ρ1 in Figure 5.11 cannot
be removed before the omitted placement in ρ1 is performed. Note also that there
may be more than one robber in Ri associated to a play ρi if i < s and at most one
robber is associated with ρs.
Now we describe the remaining elements of the memory. A complete element of
the memory structure has the form
ζ = (ρ1,R1,O1) ⋅ . . . ⋅ (ρs−1,Rs−1,Os−1) ⋅ ρs .
Hereby ρi are as before and, for i < s, ρi ends with a robber position. The last
robber moves associated with ρi (other robbers may join the robber from the play)
are stored in Ri. Whether ρs ends with a robber or a cop position depends on the
current position in the game with r robbers: either both end with a cop position, or
both end with a robber position. Set Ri represents the vertices occupied by robbers
that are associated with ρi. Elements Oi are sets of vertices where cops of longer
play prefixes are not placed because, roughly, those vertices are reachable from Ri
in G −Wi. However, we shall see later that, in fact, sets Oi are more dynamic.
The strategy we described so far is the strategy from Lemma 5.22 with omitted
placements of cops. Now we drop the assumption that robbers from Ri stay idle.
They may prevent the cops to play against the robber from the longest play prefix ρs.
One possibility is that one of them, say the robber from bi ∈ Ri, for some i < s, jumps
to the robber on bs, in a position (C,C ′,R) of the game with r robbers. Then both
robbers (the one from bs and the one who jumped to bs) run to vertices b′i and b′s
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b3
b2
b1
in G −W1
in G −W2
ρ1
ρ2
ρ3
C2
W2
Figure 5.11: Memory used by strategy ⊗rσ on the graph G. Squares are robber
components. Stars denote cop vertices, dotted light grey stars denote
vertices where cop placements were omitted.
in different components of flapCC′(bs). 2 Now some cops from C ′ may be reachable
from b′i and cannot be removed as σ may prescribe to play against b′s later. Previously,
we used cops from team corresponding to robber b′i who remained on Ci (which is
now C ′) and cops from team b′s pursued b′s. Thus we have to reuse cops from Ci, but
they cannot be just removed before cop placements are made up that were omitted
because of the robber on bi. Our solution is to let cops from Ci play according to σ
from Ci until they occupy the same vertices as cops from Ci+1 of the next longer
play prefix. While this is done the cop vertices are stored in ρi. Then ρi and ρi+1
are merged.
Note that it does not suffice to catch up all moves between the ends of ρi and ρi+1
in one move placing cops as in the last position of ρi+1. The robber may use the
absence of the cops in the intermediate positions and run to a vertex such that the
resulting placement of that robber and the cops is not consistent with σ.
There is an other case when the cops have to play in a different way: the robber
corresponding the longest play prefix is captured or jumps away. In this case, his
component is not reachable for any robber any more, as the robbers play according
to an isolating strategy. We remove the cops from the graph placed since the last
position in ρs−1, i.e. since the last time the robbers from ρs−1 and ρs ran into different
components. Then we choose another robber from Rs−1 to chase and append a new
play prefix to ρ.
2Recall the definition of a flap on Page 18.
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Formal description. Now we present the strategy ⊗rσ and the memory updates
formally. Given a position (C,R) or (C,C ′,R) of the game with r robbers and a
memory state
ζ = ((ρ1,R1,O1), . . . , (ρs−1,Rs−1,Os−1), ρs) ,
we define the new set C ′ = ⊗rσ((C,R), ζ) of vertices occupied by cops (if the current
position belongs to the cops) and the new memory state
ζ ′ = ((ρ′1,R′1,O′1), . . . , (ρ′s′−1,R′s′−1,O′s−1), ρ′s′) .
We also maintain some additional invariants. To describe them, we de-
fine W −1i , Wi, W i, bi, Ci, Ri and Oi such that− last(ρi) = (W −1i ,Wi, bi), for i ∈ {1, . . . , s − 1},− last(ρs) ∈ {(Ws, bs), (W −1s ,Ws, bs)},− Ci =Wi ∖Oi−1, Ci = ⋃ij=1Cj and W i = ⋃ij=1Wj , for i ∈ {1, . . . , s},− Ri = ⋃ij=1Rj and Oi = ⋃ij=1Oj , for i ∈ {1, . . . , s − 1},− Rs = {bs}, if bs ∈ R and Rs = ∅ otherwise.
In other words, Wi is the placement of the cops in the last position of the play ρi
as it is stored (without respecting that some moves were omitted), bi is the stored
position of the robber in that play (but the robber may be somewhere else in the
play with r robbers). Furthermore, Ci ⊆ C ∩Wi is the set of cops who are indeed
placed and belong to ρi, and Oi is the set of vertices on which we do not place cops
from ⊑-greater plays even if σ prescribes to do so.
Invariants.
(Robs) The sets Ri are pairwise disjoint and R = ⋃si=1Ri.
(Cops) C = ⋃si=1Ci.
(Omit) For all i ∈ {1, . . . , s − 1}, Ri ⊆ Oi = ReachG−Wi(Oi).
(Ext) For all i ∈ {1, . . . , s − 1}, Oi ⊆ ReachG−W−1i (bi).
Conditions (Omit) and (Ext) describe what sets Oi actually are. We assume that
a robber may occupy or reach bi. From here, he threatens all vertices that are
reachable from bi in ReachG−W−1i (bi), i.e. if he is bounded in his moves only by his
own cops W −1i . Note that W −1i are the cops from the previous position, but the
cops Wi are not placed yet: the robber can run in G − (W −1i ∩Wi), but, as σ is
monotone, we can consider G −W −1i instead of G − (W −1i ∩Wi). In particular, the
placement Ri of the robbers is reachable from bi. Furthermore, Oi are closed under
reachability after the cops are placed on Wi.
In addition to (Cops), we also assume that, if (C,R) is a cop position and bs ∈ R
(the stored vertex of the robber in the longest play is occupied by a robber), then
last(ρs) = (Ws, bs).
The first part of (Omit) together with (Ext) guarantees that the last move of each
robber who is associated with ρi is consistent with it.
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Ri
v
P
G −Ci
P ′
G −Wj
w ∈ Oj
Figure 5.12: v ∈ ReachG−Wj(Oj) implies v ∈ Oj by (Omit)
Lemma 5.26. For all i ≤ s and for all b ∈ Ri, ρi ⋅ (Wi, b) is consistent with σ.
Proof. By (Omit) we have b ∈ Oi and therefore, using (Ext), we obtain that b is reach-
able from bi in G −W −1i . Moreover, as last(ρi) = (W −1i ,Wi, bi) and ρi is consistent
with σ according to (Cons), ρi ⋅ (Wi, b) is consistent with σ as well.
The next lemma, which follows from the monotonicity of σ, states that every
(stored) robber is bounded by his cops on their last vertices and is not affected by
previous placements.
Lemma 5.27.
(1) For any i ∈ {1, . . . , s − 1} and any b ∈ Ri, ReachG−Wi(b) = ReachG−W i(b).
(2) ReachG−Ws(bs) = ReachG−W s(bs).
Proof. Consider some i ∈ {1, . . . , s − 1} and some b ∈ Ri. As Wi ⊆ W i,
we have ReachG−Wi(b) ⊇ ReachG−W i(b), so assume that the converse inclu-
sion ReachG−Wi(b) ⊆ ReachG−W i(b) does not hold. Then there is some u ∈W i−1 ∖Wi
such that u ∈ ReachG−Wi(b). Now if j ∈ {1, . . . , i − 1} such that u ∈Wj , then due to
(Lin), ρj ⊏ ρi. Moreover, last(ρj) = (W −1j ,Wj , bj) and, by Lemma 5.26, ρi ⋅ (Wi, bi)
is consistent with σ, but as ρj is consistent with σ as well due to (Cons),
ReachG−Wi(b)∩Wj ≠ ∅ contradicts the monotonicity of σ (which is violated in posi-
tion (W −1i ,Wi, bi)).
For bs, the argument is the same.
The following lemma is one of the key arguments for monotonicity of ⊗rσ. It
states that the robbers (who are indeed on the graph in the play with r robbers)
associated with play ρi are bounded by the cops (who are indeed on the graph in the
play with r robbers) in a way that they can reach only vertices in Oi, which are not
occupied by cops from longer plays. The lemma can be directly derived from (Omit)
without using other invariants.
Lemma 5.28. For i ≤ s − 1, ReachG−Ci(Ri) ⊆ Oi.
Proof. Let v ∈ ReachG−Ci(Ri) and let P be a path from Ri to v in G − Ci as show
in Figure 5.12. If v ∈ ReachG−Wi(Ri), then by (Omit) we have v ∈ ReachG−Wi(Oi) =
Oi ⊆ Oi. Let therefore v ∉ ReachG−Wi(Ri). Then P ∩Wi ≠ ∅ and we consider the
minimal l ≤ i such that P ∩Wl ≠ ∅ and some w ∈ P ∩Wl. As P ∩Ci = ∅ we have w ∉ Ci
and thus w ∉ Cl, as Cl ⊆ Ci by the definition of Ci. As Cl = Wl ∖Ol−1, this yields
w ∈ Ol−1, that means, w ∈ Oj for some j < l. Now v is reachable from w in G via some
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path P ′ ⊆ P and, due to the minimal choice of l, P ∩Wj = ∅. Hence, P ′ ∩Wj = ∅,
see Figure 5.12. This yields v ∈ ReachG−Wj(w) ⊆ ReachG−Wj(Oj) and as, by (Omit),
ReachG−Wj(Oj) = Oj it follows that v ∈ Oj ⊆ Oi.
Finally, we formulate the fact that the reachability area of a robber is not restricted
by cops of longer play prefixes as a direct corollary of Lemma 5.28.
Corollary 5.29. For all i ∈ {1, . . . , s − 1} and all b ∈ Ri we have ReachG−C(b) =
ReachG−Ci(b).
We proceed with a description of ⊗rσ and the memory update.
Initial Move. As we assumed that G is strongly connected, by Lemma 5.21, the
robbers do not split in the first move. So let the initial move be → (∅,{b}). After
the move, the memory state is set to ρ = ρ1 = ((∅, b)). All the invariants hold
obviously for (∅,{b}) and ((∅, b)).
Now we consider some cop position (C,R) and some memory state ζ such that all
invariants are fulfilled.
Move of the Cops. In the following, we define the new set C ′ = ⊗rσ((C,R), ζ) of
vertices occupied by cops and the new memory state
ζ ′ = ((ρ′1,R′1,O′1), . . . , (ρ′s′−1,R′s′−1,O′s−1), ρ′s′) .
Case I: bs ∉ R
That means, the robber bs which is stored in the longest play prefix is not on the
graph any more. Hence, if s = 1 (the memory contains only one play prefix), then
that robber has been captured and, as there are no other robbers, all the robbers
are captured and the cops have won. Otherwise, we set C ′ ∶= Cs−1 = ⋃s−1i=1 Ci, i.e. we
remove the cops corresponding to the longest play prefix from the graph. For the
memory update, consider ρs−1 and distinguish two cases:
− Rs−1 = ∅
That means, there are no robbers on the graph that are associated with the
next longest play prefix. The new memory state ζ ′ is obtained from ζ by
deleting ρs and replacing (ρs−1,Rs−1,Os−1) by the play prefix ρs−1 ⋅ (Ws−1, bs).
Note that we could delete all last plays from ρ that have no associated robbers
on the graph at once, but, for the ease of proving our invariants, we do it step
by step.
− Rs−1 ≠ ∅
In this case, we have to select one of the robbers from Rs−1 that we want to pur-
sue next. Choose some robber b ∈ Rs−1 and define O˜s−1 ∶= ReachG−Ws−1(Rs−1 ∖{b}). Then the new memory state ζ ′ is obtained from ζ by replacing(ρs−1,Rs−1,Os−1) by (ρs−1,Rs−1∖{b}, O˜s−1) and replacing ρs by ρs−1 ⋅(Ws−1, b).
Case II: bs ∈ R.
Case II.1: There is some i ∈ {1, . . . , s − 1} such that Ri = ∅.
That means, there is no robber associated with play prefix ρi. First, consider the
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next robber move in ρi according to ρi+1 (note that i < s, so ρi+1 exists). Consider
a vertex b˜i ∈ V and the suffix η of ρi+1 such that ρi+1 = ρi(Wi, b˜i)η. We distinguish
three more cases.
(a) ρi+1 = ρi ⋅ (Wi, b˜i) = ρs, i.e. η is empty.
In this case, ρi already reached the end of ρs, but is not deleted yet. Indeed,
all play prefixes ρi, for i ≤ s − 1, end with a robber position. If η is empty,
then i = s − 1. Set C ′ ∶= C, i.e. the cops stay idle, and update the memory by
deleting (ρi,Ri,Oi) from ζ.
For the other cases, we set
− W˜i ∶= σ(Wi, b˜i) and− C ′ ∶= ⋃j≠iCj ∪ (W˜i ∖Oi−1)
to define the next cop move and
− O˜i = (Oi ∩ReachG−Wi(b˜i)) ∖ W˜i and− ρ˜i = ρi ⋅ (Wi, b˜i) ⋅ (Wi, W˜i, b˜i)
for the definition of the memory update.
(b) ρ˜i ≠ ρi+1.
That means, we have not reached the end of the next play prefix. In this case,
we replace (ρi,Ri,Oi) by (ρ˜i,Ri, O˜i).
(c) ρ˜i = ρi+1.
The memory update is to replace (ρi+1,Ri+1,Oi+1) by (ρi+1,Ri+1,Oi+1 ∪ O˜i)
and to remove (ρi,Ri,Oi). Note how we conservatively updated Oi.
Case II.2: For all i ∈ {1, . . . , s − 1} we have Ri ≠ ∅.
In this case, the cops play against the robber from ρs. We define− W˜s = σ(Ws, bs) and− C ′ ∶= ⋃j<sCj ∪ (W˜s ∖Os−1)
and, for the memory update, we replace ρs by ρ′s = ρs ⋅ (Ws, W˜s, bs).
As a next step, we prove that the cop moves from C to C ′ is monotone, i.e. that
no robber can reach any vertex from C ∖C ′ in G − (C ∩C ′).
Lemma 5.30. (C ∖C ′) ∩ReachG−(C∩C′)(R) = ∅.
Proof. We go through the cases defined in the description of the cop move.
Case I. If bs ∉ R we have C ′ = Cs−1 so, by (Cops), Cs−1 ⊆ C∩C ′. Moreover, (Robs)
yields R = ⋃s−1i=1 Ri and hence, using Lemma 5.28, we obtain ReachG−(C∩C′)(R) ⊆
Os−1. Due to the definition of Cs we have Os−1 ∩ Cs = ∅, which implies
ReachG−(C∩C′)(R) ∩ Cs = ∅ and thus, by (Cops), the move of ⊗rσ is monotone
in this case.
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Rl
b˜i
v
w ∈ Oj , j < i
P G − (C ∩C ′)
P ′
G −Wj
Figure 5.13: Robbers from longer play prefixes than ρi cannot cause non-
monotonicity.
Case II. Here we have bs ∈ R and two further cases.
Case II.1: there is some i ∈ {1, . . . , s−1} such that Ri = ∅. In Subcase (a), the cops
stay idle, so the move is monotone. Otherwise we have C ′ = ⋃j≠iCj ∪ C˜i with C˜i =
W˜i ∖ Oi−1 where W˜i = σ(Wi, b˜i) and ρi+1 = ρi(Wi, b˜i)η are as above. Assume that
this move is not monotone, i.e. there is some v ∈ C ∖C ′ with v ∈ ReachG−(C∩C′)(R).
Then v ∈ Ci ∖ C˜i, by the definition of C ′ and (Cops).
We distinguish, which robbers can reach v. First, consider robbers from smaller
play prefixes than ρi, that means, from the setRi−1. As Ci−1 ⊆ C∩C ′, by Lemma 5.28,
we obtain ReachG−(C∩C′)(Ri−1) ⊆ Oi−1. Due to the definition of Ci, we have Oi−1 ∩
Ci = ∅ and hence v ∉ ReachG−(C∩C′)(Ri−1), i.e. no robber from Ri−1 can cause
non-monotonicity.
As Ri = ∅, we have v ∈ ReachG−(C∩C′)(R>i) where R>i = ⋃s−1l=i+1Rl ∪ {bs} is the set
of robbers from longer play prefixes than ρi. Consider some path P from R>i to v
in G − (C ∩C ′) as shown in Figure 5.13.
First, we show that v ∉ ReachG−(Wi∩W˜i)(R>i), i.e. that the robber has to visit
omitted vertices. For l ∈ {i + 1, . . . , s − 1} and any b ∈ Rl, by (Lin), ρi ⋅ (Wi, b˜i) is
a strict prefix of ρl ⋅ (Wl, b) and, by Lemma 5.26, both of these play prefixes are
consistent with σ. So, by monotonicity of σ, any robber b ∈ Rl is reachable from
b˜i in G −Wi and hence in G − (Wi ∩ W˜i). Moreover, as we are in Case II.1 (b) or
(c), the same arguments show that bs is also reachable from b˜i in G −Wi and hence
in G−(Wi∩W˜i). Therefore, if v ∈ ReachG−(Wi∩W˜i)(R>i), then v ∈ ReachG−(Wi∩W˜i)(b˜i).
But as v ∈ Ci ⊆Wi this contradicts monotonicity of σ since ρi ⋅ (Wi, b˜i) ⋅ (Wi, W˜i, b˜i)
is consistent with σ. Hence, v ∉ ReachG−(Wi∩W˜i)(R>i).
As the robber visits omitted vertices, P ∩ (Wi ∩ W˜i) ≠ ∅. We consider the mini-
mal l ≤ i such that P∩Ŵl ≠ ∅ where Ŵj =Wj for j < i and Ŵi =Wi∩W˜i. We define Ĉj
analogously. The meaning of Ŵj is that it contains precisely the vertices occupied
by cops according to ρj which remained idle in the last move. Let w be some vertex
in P ∩Ŵl. First, as w ∈ P , w ∉ C ∩C ′ so (Cops) and the definition of C ′ yield w ∉ Ĉl.
Therefore, w ∈ Ŵl ∖ Ĉl and hence, using the definitions of Cl and C˜i, if l = i, we
obtain w ∈ Ol−1, i.e. w ∈ Oj for some j < l. Moreover, v is reachable from w in G
via some path P ′ ⊆ P and, due to the minimal choice of l, P ′ ∩ Ŵj = P ′ ∩Wj = ∅,
so v ∈ ReachG−Wj(w) ⊆ ReachG−Wj(Oj) = Oj ⊆ Oi−1. The last equality is due to
(Omit). But as Oi−1 ∩Ci = ∅, v ∈ Oi−1 is a contradiction to v ∈ Ci.
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Finally, consider Case II.2, i.e. for all i ∈ {1, . . . , s−1} we have Ri ≠ ∅. First notice
that, due to definition of C ′ and (Cops), C ∖C ′ ⊆ Cs. For robbers other than bs the
same arguments as in Case I and Case II.1, using (Robs) and Lemma 5.28, show that
they cannot cause non-monotonicity. The argument for bs is the same as in Case II.1:
assume that bs causes non-monotonicity at some vertex v. As ρs is consistent with σ
due to (Cons) and σ is monotone, bs can reach v only via Os−1 (using (Cops)).
However, Os−1 is closed under reachability in G −C and v cannot be in Os−1, so this
is impossible.
For the cop move, it remains to prove that all invariants still hold after the move.
We first give a separate lemma for (Robs), (Lin), (Cons) and (Ext) and prove them
quite briefly as they can be obtained easily from the induction hypothesis, using the
definition of the cop move.
Lemma 5.31. (Robs), (Lin), (Cons) and (Ext) are preserved by the cop move.
Proof. (Robs) follows immediately from the induction hypothesis. Linearity of ⊏ is
obviously preserved in Case I, Case II.1 (a) and (b) and in Case II.2. In Case II.1 (b),
we have to show that ρ˜i⊏ρi+1. First notice that ρi ⋅(Wi, b˜i)⊏ρi+1 as ρi+1 = ρi ⋅(Wi, b˜i)η
and η ≠ ∅. Furthermore, the first position in η is (Wi, W˜i, b˜i) as ρi+1 is consistent
with σ by (Cons) and W˜i = σ(Wi, b˜i). As ρ˜i ≠ ρi+1 it follows that ρ˜i ⊏ ρi+1.
For (Cons), consider first Case I. If Rs−1 = ∅, then ρ′s′ = ρs−1 ⋅ (Ws−1, bs).
As last(ρs) ∈ {(W −1s ,Ws, bs), (Ws, bs)} and ρs−1 ⊏ ρs and due to (Cons) both of
these play prefixes are consistent with σ, which is monotone, bs is reachable from
bs−1 in G − (W −1s−1 ∩Ws−1), so ρs−1 ⋅ (Ws−1, bs) is consistent with σ. If Rs−1 ≠ ∅,
then ρs−1 ⋅ (Ws−1, b) is consistent with σ for any b ∈ Rs−1 due to Lemma 5.26. In
Case II.1 (a) and (b), (Cons) follows immediately from the induction hypothesis. In
Case II.1 (b), (Cons) follows from (Lin) as ρ′s′ = ρs is consistent with σ and ρ˜i ⊏ ρs.
Finally, in Case II.2, ρs is consistent with σ due to (Cons) and W ′s = σ(Ws, bs),
so ρ′s′ = ρ′s is consistent with σ as well.
To prove (Ext) first notice that in Case I, if Rs−1 = ∅, then (Ext) follows immedi-
ately from the induction hypothesis. Moreover, if Rs−1 ≠ ∅, then s′ = s and we have
to show that O′s−1 = O˜s−1 ⊆ ReachG−W−1s−1(bs−1). As, by Lemma 5.26, for any b′ ∈ Rs−1
the play prefix ρs−1(Ws−1, b′) is consistent with σ, which is monotone, the reacha-
bility area of any b′ ∈ Rs−1 in G −Ws−1 is a subset of the reachability area of bs−1
in G −W −1s−1. Hence, by definition of O˜s−1, the statement follows. In Case II, (Ext)
follows easily from the induction hypothesis, using the definition of O˜i in Case II.1
(b) and (c).
For the remaining two invariants (Omit) and (Cops), we have two separate lem-
mata which we prove in greater detail. The most interesting cases in the proofs of
these two invariants are Cases II.1 (b) and (c). The crucial point here is the new
set O˜i. See Figure 5.14 for an illustration.
Lemma 5.32. (Omit) is preserved by the cop move.
Proof. In Case I, if Rs−1 = ∅, (Omit) follows immediately from the induction hy-
pothesis, so consider Case II where Rs−1 ≠ ∅. We have s′ = s, W ′s−1 = Ws−1 and
O′s−1 = O˜s−1 = ReachG−Ws−1(Rs−1∖{b}). Clearly, this yields that O′s−1 is closed under
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u ∈ O˜ib˜i
G −Wi
v x ∈Wi ∖ W˜i,
G − W˜i
E: σ monotone!
Figure 5.14: O˜i is closed under reachability in G − W˜i
reachability in G −Ws−1. Moreover, by (Omit), Rs−1 ⊆ ReachG−Ws−1(Os−1), so we
have Rs−1 ∩Ws−1 = ∅ an hence Rs−1 ∖ {b} ⊆ ReachG−Ws−1(Rs−1 ∖ {b}) = O′s−1.
Consider Case II.1. In Case (a), (Omit) follows immediately from the induction
hypothesis. In Case (b), R′i ⊆ O′i is trivial as R′i = Ri = ∅, so we have to show that
O′i = ReachG−W ′i (O′i). We have O′i = O˜i = (Oi ∩ReachG−Wi(b˜i)) ∖ W˜i and W ′i = W˜i =
σ(Wi, b˜i). Moreover, by the definition of O˜i in this case, we have O˜i ∩ W˜i = ∅, so
O˜i ⊆ ReachG−W˜i(O˜i).
As a next step, we show that O˜i is closed under reachability in G − W˜i. Let v ∈
ReachG−W˜i(O˜i). Clearly, v ∉ W˜i. Let u ∈ O˜i such that v is reachable from u in G−W˜i.
As O˜i = (Oi∩ReachG−Wi(b˜i))∖Wi, we have u ∈ ReachG−Wi(b˜i) and v ∈ ReachG−W˜i(u).
Therefore, there is a cop-free path from b˜i to v via u in G−(Wi∩W˜i). By (Cons), ρi is
consistent with σ and W˜i = σ(Wi, b˜i), so, as σ is monotone, this path must be cop-free
in G −Wi, see Figure 5.14. Thus, v ∈ ReachG−Wi(u) and as u ∈ Oi (by the definition
of O˜i) and u ∈ ReachG−Wi(b˜i), we have v ∈ ReachG−Wi(Oi) and v ∈ ReachG−Wi(b˜i).
By (Omit), we have ReachG−Wi(Oi) = Oi, so v ∈ Oi ∩ ReachG−Wi(b˜i) and as v ∉ W˜i
this yields v ∈ O˜i.
In Case (c), we have to show that R′i ⊆ O′i and that O′i is closed under reachability
in G −W ′i . We have R′i = Ri+1, O′i = Oi+1 ∪ O˜i and W ′i = Wi+1. By (Omit), Ri+1 ⊆
Oi+1 ⊆ Oi+1 ∪ O˜i. Moreover, as in Case (b), O˜i is closed under reachability in G − W˜i
and as ρ˜i = ρi+1 we have W˜i = Wi+1. By (Omit), Oi+1 is closed under reachability
in G −Wi+1, so the union Oi+1 ∪ O˜i is closed under reachability in G −Wi+1 as well.
Finally, in Case II.2, (Omit) follows again from the induction hypothesis.
Lemma 5.33. (Cops) is preserved by the cop move.
Proof. We have to show that C ′ = ⋃s′j=1C ′j where s′ ∈ {s − 1, s} is the length of ζ ′.
Note that, by the definition, C ′j =W ′j ∖ (Oj−1)′ for j = 1, . . . , s′.
In Case I, Case II.1 (a) and Case II.2, this can easily be obtained using the in-
duction hypothesis and the definition of C ′. Consider Case II (b). We have s′ = s
and O′j = Oj , for j ≠ i, and O′i = O˜i ⊆ Oi. As, moreover, W ′j = Wj for j < i,
we have C ′j = Cj , for j < i. Furthermore, C ′i = W ′i ∖ (Oi−1)′ = W˜i ∖ Oi−1 and,
as (Oj−1)′ ⊆ Oj−1, for j = 1, . . . , s, we have Cj ⊆ C ′j , for j > i. Hence, C ′ ⊆ ⋃sj=1C ′j
and it remains to show ⋃sj=1C ′j ⊆ C ′.
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Towards a contradiction, assume that there is some v ∈ (⋃sj=1C ′j)∖C ′. Then v ∈ C ′j ,
for some j > i, and, as v ∉ C ′ ⊇ Cj , we have v ∈ Wj ∖ (Oj−1)′, but v ∉ Oj−1.
Since O′l = Ol for l ≠ i, we have v ∈ Oi ∖ O′i = Oi ∖ O˜i. So, by the definition of O˜i,
we have v ∈ W˜i or v ∉ ReachG−Wi(b˜i). As v ∉ C ′ we have v ∉ W˜i ∖ Oi−1 and, as
v ∉ Oj−1 ⊇ Oi−1, it follows that v ∉ W˜i, so v ∉ ReachG−Wi(b˜i). Let ρ∗ = ρ̂(W −1,W, b)
be the shortest prefix of ρj such that v ∈W . Note that such a prefix exists as v ∈Wj .
Due to (Cons), ρ˜i and ρ∗ are consistent with σ and σ is monotone, so since v ∉ W˜i
we have ρ˜i ⊏ρ∗ and as v ∉ ReachG−Wi(b˜i), we also have v ∉ ReachG−W−1(b). However,
this is a contradiction to the fact that σ is active.
Finally, in Case (c), we have s′ = s−1, as we delete the ith element of ζ. Hence, we
have a shift of indexes. Accounting for this fact, (Cops) can be proven analogously
to the Case (b).
Move of the Robbers. Let R′ be the set of vertices occupied by robbers after
their move. If R′ = R, we do not update the memory. This happens in particular
after the cop move in Case I and in Case II.1 (a) of the cop move: in those cases, we
do not place new cops on the graph, so the robbers stay idle because they stick to a
prudent strategy. We shall not consider these cases.
Let R′ ≠ R and consider the memory state
ζ = ((ρ1,R1,O1), . . . , (ρs−1,Rs−1,Os−1), ρs)
before the robber move from R to R′. Note that bs ∈ R.
We shall also need the memory state
ζ = ((ρ1,R1,O1), . . . , (ρs−1,Rs−1,Os−1), ρs)
and the set C−1 of vertices occupied by cops before the last cop moves.
Assignment of the robbers to play prefixes. We assign every robber b ∈ R′ to the
shortest play prefix ρi with b ∈ Oi, which yields the new set R˜i replacing Ri:
If b ∈ Os−1, then let i = min{j ∈ {1, . . . , s − 1} ∣ b ∈ Oj} and assign b to ρi.
Otherwise assign b to ρs.
The crucial point we have to prove about the memory update after a robber move
is that a robber assigned to a certain play prefix is consistent with it according to σ.
For the robbers assigned to play prefixes ρi with i < s this follows easily from the fact
that R˜i ⊆ Oi, similar as in Lemma 5.26. For the robbers in R˜s this is, however, much
more involved. We have to show that each such robber can be reached from bs = bs
in the graph G −W s which then shows that prolonging the longest play prefix by a
move from bs to some robber from R˜s yields again a σ-play prefix. This property is
proved in the following lemma.
Lemma 5.34. R˜s ⊆ ReachG−W s(bs).
Proof. Let d ∈ R˜s. As the robbers have moved from R to R′ in their move, there
is some d′ ∈ R such that d is reachable from d′ in G − (C−1 ∩ C). As we have
already shown in Lemma 5.30, the move from C−1 to C was monotone, so d is
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Oj
d d′ ∈ RlPP ′
G −W j G −C−1
Figure 5.15: Any d ∈ R˜s ∖ReachG−W s(bs) is in Os−1.
reachable from d′ in G −C−1. Let P be a path from d′ to d in G −C−1 and assume
that d ∉ ReachG−W s(bs). We show that then d ∈ Os−1 in contradiction to d ∈ R˜s as
by the definition of R˜s, R˜s ∩Os−1 = ∅. By (Robs) for ζ, R = ⋃si=1(Ri), so there is
some (unique) l ≤ s with d′ ∈ Rl.
First we show d ∈ Os−1, see Figure 5.15. If d′ ≠ bs, then according to (Omit)
for ζ we have d′ ∈ Rl ⊆ Ol and as d′ ∈ P , we have P ∩ Ol ≠ ∅. In the other
case we have d′ = bs so d ∈ ReachG−C−1(bs) and as, by (Cops) for ζ, Cs ⊆ C−1
we have d ∈ ReachG−Cs(bs). However, by our assumption, d ∉ ReachG−W s(bs), so
by the definition of Cs, P ∩ Os¯−1 ≠ ∅. Hence, in any case we have P ∩ Oj ≠ ∅
for some j ≤ min{s − 1, l} and we consider the minimal such j. Then by (Cops)
for ζ, Cj ⊆ C−1, so d is reachable from Oj in G−Cj via a path P ′ ⊆ P , see Figure 5.15.
So if d ∉ ReachG−W j(Oj), then, by the definition of Cj , we have P ∩Oj−1 ≠ ∅ which
contradicts the minimality of j. Hence, d ∈ ReachG−W j(Oj) = Oj by (Omit) for ζ.
Now we show that d is also in Os−1. We distinguish the moves that the cops
may have made. Case I and Case II.1 (a) of the cop move do not have to be
considered here as discussed above. If Oj = Oj , which in particular holds in Case II.2,
then d ∈ Oj ⊆ Os−1. Now assume that Oj ≠ Oj , so we are in Case II.1 (b) or (c). Let i
be as in these cases. Then for all m < i, we have Om = Om, so j ≥ i. Moreover, for
all m > i, Om = Om (in Case II.(b)) or Om ⊆ Om−1 (in Case II.(c)), so either d ∈ Os−1
or j ≤ i. The remaining case is j = i. Note that in this case, j < l as either l = s
and j ≤ s − 1 or l < s. In the latter case, the reason is that j ≤ l and Rj = Ri = ∅
and d′ ∈ Rl ≠ ∅. We show that d ∈ O˜j , then by the definition of the memory
update d ∈ Oj and hence d ∈ Os−1.
By definition, O˜j = (Oj ∩ReachG−W j(b˜j)) ∖ W˜j where W˜j =W ′j =Wj and b˜j = bj .
We have already shown that d ∈ Oj . In order to see that d ∉Wj notice that d ∈ R′,
and Cj ⊆ C according to (Cops), so d ∉ Cj . Hence, if d ∈Wj , we have d ∈ Oj−1 = Oj−1
by the definition of Cj , contradicting d ∈ R˜s. Thus, d ∉ Wj and it remains to show
that d ∈ ReachG−W j(bj). First notice that since j < l, we have ρ˜j ≼ ρj+1 ≼ ρl.
So as, according to (Cons), all these play prefixes are consistent with σ, which is
monotone, bl is reachable from bj in G −W j , see Figure 5.16. Now if l < s, d′ ∈ Rl,
so by (Ext), d′ is reachable from bl in G −W −1l . Moreover, using again that ρ˜j ≼ ρl
are both consistent with σ and that σ is monotone, this yields that d′ is reachable
from bl in G −W j . If, on the other hand, l = s, then d′ = bs = bl, so clearly, d′ is
reachable from bl in the graph G −W j . Therefore, d′ is reachable from bj in the
graph G −W j and as, by (Cops), Cj ⊆ C−1, d is reachable from d′ in G −Cj via P .
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d ∈ Oj d′ ∈ Rl
blbj = b˜j
G −W j
P
G −W j
G −W j
x ∈ O j−1
,E: j minimal!
Figure 5.16: If i = j < l, the robber b˜j can still reach d in the graph G −W j via d′.
Hence, if d is not reachable from bj in G −W j , then due to the definition of Cj
there is some vertex from O
j−1
on the path P which contradicts the minimality of j.
Hence, d ∈ ReachG−W j(bj).
Memory update. For the memory update, we distinguish three cases according to
the number of robbers that have been assigned to R˜s, and according to whether
the last position of ρs belongs to the cops or to the robber. We simplify the case
distinction by proving that if we did not play against the robber in the longest play
prefix in the last cop move, then at most the robber bs = bs can be consistently
associated with ρs.
Lemma 5.35. If ρs ends with a position of the cop player, then R˜s ⊆ {bs}.
Proof. Assume that ρs ends with a cop position, i.e. ρs = ρ̂s(Ws, bs). Then the last
cop moves was not as in Case II.2. As Case I and Case II.1 (a) do not need to be
considered as discussed above, we haveWs =W s (and bs = bs). So Lemma 5.34 yields
R˜s ⊆ ReachG−Ws(bs). By Lemma 5.27 we have ReachG−Ws(bs) = ReachG−W s(bs),
so R˜s ⊆ ReachG−W s(bs) ⊆ ReachG−C(bs). Since bs ∈ R, it follows that R˜s /⊆ {bs}
contradicts the assumption that the robbers use a prudent strategy.
There remain two other cases.
Case 1: ρs ends with a position of the robber player and ∣R˜s∣ ≥ 1.
Intuitively, this case means that the last cop move was according to ρs and ∣R˜s∣ ≥ 1.
In other words, at least one of the robbers from R′ can be consistently associated
with ρs. (As we shall see in Lemma 5.36, it follows from (Cons) that all robbers
from R˜s can be associated with ρs.)
We choose one of the robbers b ∈ R˜s which we pursue further (that means, b will
be the new robber from the longest play prefix), and add a new play prefix ρs′ = ρs+1
extending ρs by the robber move from bs to b. The remaining robbers R˜s ∖ {b}
are still associated with ρs. The new set O′s′−1 = O′s contains exactly the vertices
reachable from R˜s ∖ {b} in G −Ws.
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Formally, we choose some b ∈ R˜s, define O˜s = ReachG−Ws(R˜s ∖ {b}) and set
ζ ′ = ((ρ1, R˜1,O1), . . . , (ρs−1, R˜s−1,Os−1), (ρs, R˜s ∖ {b}, O˜s), ρs ⋅ (Ws, b)) .
Case 2: ρs ends with a position of the cop player or ∣R˜s∣ = 0.
This case means that either we did not play according to ρs, or we did, but bs was
captured or returned to an shorter ρi.
We define
ζ ′ = ((ρ1, R˜1,O1), . . . , (ρs−1, R˜s−1,Os−1), ρs) .
Invariants after the robber move. Now we prove that all invariants still hold after
the robber move.
Lemma 5.36. All invariants are preserved by the robber move.
Proof. (Robs) holds by the definition of the sets R˜i = R′i and the construction of the
memory update. (Lin) and (Cops) are obvious.
To prove (Omit), first notice that by (Omit) for ζ, each set Oi for i = 1, . . . , s − 1
is closed under reachability in G −Wi and as, for i = 1, . . . , s − 1, we have O′i = Oi
and ρ′i = ρi, the invariant holds for all i = 1, . . . , s−1 ≥ s′−2. Moreover, R′i = R˜i ⊆ Oi =
O′i holds by the definition of the sets R˜i for i = 1, . . . , s − 1. In particular, in Case 2,
there is nothing to show, so consider Case 1. We have s′ = s + 1 and O′s′−1 = O′s =
O˜s = ReachG−Ws(R˜s ∖ {b}), so O′s is obviously closed under reachability in G −Ws
and as W ′s′−1 =Ws, O′s is closed under reachability in G −W ′s′−1. It remains to show
that R′s′−1 ⊆ O′s′−1. First, we have Ws∩(R˜s∖{b}) = ∅. Assume that, to the contrary,
there is some v ∈ Ws ∩ (R˜s ∖ {b}). Then v ∉ C (as a cop and a robber cannot be
on the same vertex) and according to (Cops) we have C = ⋃si=1Ci. So v ∉ Cs and
hence, according to the definition of Cs, v ∈ Os−1, which contradicts v ∈ R˜s. So,
indeed, Ws ∩ (R˜s ∖ {b}) = ∅. Hence, by the definition of O′s′−1 in Case 1, we have
R′s′−1 = R˜s ∖ {b} ⊆ O˜s = O′s′−1 and thus, (Omit) follows.
Notice that, by (Ext) for ζ, Oi ⊆ ReachG−W−1i (bi) for i = 1, . . . , s−1 and as O′i = Oi
and ρ′i = ρi for i = 1, . . . , s − 1, the invariant holds for all i = 1, . . . , s − 1 ≥ s′ − 2.
In particular, in Case 2, there is nothing to show and we consider Case 1. First,
notice that (W ′s′−1)−1 =W −1s =W s and b′s′−1 = bs = bs, so according to Lemma 5.34,
we have R′s′−1 ⊆ R˜s ⊆ ReachG−W−1s (bs). Moreover, by the definition, O′s′−1 = O˜s =
ReachG−Ws(R˜s ∖ {b}). So if v ∈ O˜s, then v is reachable from some b̂ ∈ R˜s ∖ {b}
in G −Ws and as R˜s ⊆ ReachG−W−1s (bs), b̂ is reachable from bs in G −W −1s . Thus, v is
reachable from bs in G − (W −1s ∩Ws) and, as ρs = ρ̂(W −1s ,Ws, bs) is consistent with σ
by (Cons) for ζ and σ is monotone, we have v ∈ ReachG−W−1s (bs).
Finally, for (Cons), Case 2 is trivial. For Case 1, as ρs is consistent with σ by
(Cons), it suffices to show that b ∈ ReachG−W−1s (bs). However, we have shown in
Lemma 5.34 that R˜s ⊆ ReachG−W s(bs) and as in Case 1 we have bs = bs and W s =
W −1s , this follows from b ∈ R˜s.
It remains to show that, first, ⊗rσ uses at most r ⋅ k cops and, second, playing
according to ⊗rσ the cops capture all robbers.
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Using at most k ⋅ r cops. By (Cops), the number of cops is bounded by ∣⋃si=1Ci∣.
By definition of Ci, we have ∣⋃si=1Ci∣ ≤ ∣⋃si=1Wi∣. Due to (Cons), all Wi have size at
most k. Thus we have to show that there are at most r distinct sets Wi.
Lemma 5.37. For any memory state ζ consistent with ⊗rσ we have ∣ζ ∣ ≤ r + 1 and,
if ∣ζ ∣ = r + 1, then Ws =Ws−1.
Proof. In the following, we denote by ζ the memory state before and by ζ ′ the
memory state after the cop move (and before the robber move) and by ζ ′′ the memory
state after the robber move.
If ∣ζ ∣ ≤ r, then, by inspecting all cases, we can see that ∣ζ ′′∣ ≤ r, or, in Case 1 of the
robber move, ∣ζ ′′∣ ≤ r+1 and Ws =Ws−1. Consider the case ∣ζ ∣ = r+1 and Ws =Ws−1.
As ∣R∣ ≤ r, it follows from (Robs) that Ri = ∅, for some i ∈ {1, . . . , s − 1} or bs ∉ R.
If bs ∉ R, then, after the cop move, we either have ∣ζ ′∣ = r (if Rs−1 = ∅), or ∣ζ ′∣ = r+1
and W ′s′ = W ′s = Ws−1 = W ′s−1 = W ′s′−1 (if Rs−1 ≠ ∅). Moreover, in that case the
memory state after the robber moves (which is empty) is the same as after the cop
moves.
Now assume that bs ∈ R and let i ∈ {1, . . . , s− 1} be such that Ri = ∅. Then in the
cop move, we are in Case II.1. If we are in Case II.1 (a) or in Case II.1 (c), then we
have ∣ζ ′∣ = r after the cop move, so after the robber move, ∣ζ ′′∣ ≤ r + 1 holds. If we
are in Case II.1 (b), then after the cop move, we have s′ = s, ρ′s−1 = ρs−1 and ρ′s = ρs.
Hence, W ′s−1 = W ′s and, as ρs ends with a cop position (because after the robber
move, ρs always ends in a cop position and Case II. (b) does not change ρs), ζ ′′
is constructed according to Case 3 of the memory update after the robber move.
Hence, ∣ζ ′′∣ = ∣ζ ′∣ = r + 1 and W ′′s′′ =W ′s′ =W ′s−1 =W ′′s′′−1.
Capturing all robbers. To prove that ⊗rσ is winning, we, first, prove that an
additional invariant holds.
(Progress) For i ∈ {2, . . . , s − 1}, Ri ∩Oi−1 = ∅ and bs ∉ Os−1 .
The invariant expresses that no Oi is a reason not to place any cops playing against
robbers from greater play prefixes. Indeed, any winning strategy finally places a cop
into the robber component, so after some omitted placements, some cop is really
placed. This is true, in particular, for i = s, which guarantees that the set of vertices
available to the robbers shrinks.
The reason why we have to maintain that property also for the shorter play prefixes
is that when the robber leaves bs one of shorter ρi becomes the longest one.
Basically, (Progress) follows from the assumption that the robbers use an isolating
strategy. However, as the sets Oi are defined with respect to reachability in G −Wi
and not in G − C, we have to transfer that topological incomparability from G − C
to G −Wi.
Lemma 5.38. (Progress) is preserved by both cop and robber moves.
Proof. First, consider the situation after the cop move. In Case I, we have R′j = Rj
and Oj = O′j for j = 1, . . . , s − 2 and hence, R′j ∩ (Oj−1)′ = ∅ by (Progress) for ζ.
Moreover, if Rs−1 = ∅, then s′ = s − 1, so s′ − 1 = s − 2 and it remains to show
that bs′ ∉ Os′−1. However, as bs′ = bs and Os′−1 = Os−2, this follows immediately from
(Progress) for ζ.
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If Rs−1 ≠ ∅, then s′ = s and R′s−1 ⊆ Rs so R′s−1 ∩ (Os−2)′ = ∅ and b′s = b ∉(Os−2)′ follows again immediately from (Os−2)′ = Os−2 and (Progress) for ζ. So it
remains to show that b ∉ O′s−1 = O˜s−1 = ReachG−Ws−1(Rs−1 ∖ {b}). As the robbers
play according to an isolating strategy, b ∉ ReachG−C(Rs−1 ∖ {b}). Assume that
b ∈ ReachG−Ws−1(Rs−1∖{b}). Then due to Lemma 5.27, b ∈ ReachG−W s−1(Rs−1∖{b}) ⊆
ReachG−Cs−1(Rs−1 ∖ {b}). Moreover, by Corollary 5.29, ReachG−Cs−1(Rs−1 ∖ {b}) =
ReachG−C(Rs−1 ∖ {b}), which is a contradiction. In Case II, (Progress) for ζ ′ follows
easily from (Progress) for ζ using the definition of the memory update.
Now consider the situation after the robber move. In Case 2, (Progress) holds
by the construction of the sets R˜i = R′i for i = 1, . . . , s. Moreover, in Case 1, R′i ∩(Oi−1)′ = ∅ holds for i = 1, . . . , s′ − 1 by the construction of the sets R′i as well and
b ∉ (Os′−2)′ = Os−1 holds by the construction of R˜s.
It remains to show that b ∉ O′s′−1 = O˜s = ReachG−Ws(R˜s ∖ {b}). As the rob-
ber plays according to an isolating strategy, we have b ∉ ReachG−C(R˜s ∖ {b}).
Assume that b ∈ ReachG−Ws(R˜s ∖ {b}). Then as Ws = W ′s′−1 and R˜s ∖ {b} =
R′s′−1, Lemma 5.27 for the memory state ζ ′ after the robber move yields b ∈
ReachG−(W s′−1)′(R′s′−1) = ReachG−W s(R˜s ∖ {b}) ⊆ ReachG−Cs(R˜s ∖ {b}). More-
over, Cs = C, so b ∈ ReachG−C(R˜s ∖ {b}), which is a contradiction.
We conclude the proof of Theorem 5.25 with the following lemma, whose proof
uses (Progress) to show that all robbers are finally captured in any play consistent
with ⊗rσ.
Lemma 5.39. ⊗rσ is winning.
Proof. First observe that every cop that is placed on the graph according to the
longest play prefix restricts the set of vertices reachable for the robber on bs because σ
is active.
Assume that there is a play
pi = ⊥ ⋅(C0,R0) ⋅ (C0,C1,R0) ⋅ (C1,R1) . . .
consistent with ⊗rσ and a position (Cj ,Rj) of pi after which the set of vertices
reachable for the robber in the longest play prefix ρs remains constant. (Due to
the monotonicity of ⊗rσ, it never becomes smaller.) As the robbers play according
to a prudent strategy, Ri also remains constant. Let b(i) be vertex bs stored in
the memory after move number i. Then ReachG−Cl(b(j)) = ReachG−Cl+1(b(l + 1)),
for l ≥ j. As the robber strategy is prudent, it follows that b(j) = b(l), i.e. the robber
does not change his vertex after move number j.
It suffices to prove that Case II.2 appears infinitely often. If it does, we place new
cops on σ(Ws, bs)∖Os−1 again and again. As ReachG−Cl(b(l)) = ReachG−Cl+1(b(l+1)),
for all l ≥ j, it follows that ⊗rσ never places cops into ReachG−C(l)(b(l)) and thus Cl =
Cl+1, by the definition of Cl. Since ⊗rσ places cops according to σ, it prescribes to
place cops only in Os−1. Therefore, bs is never occupied by any cop according to σ
due to the invariant (Progress). Hence, σ is not winning, which contradicts our
assumption.
Assume that after some position, Case II.2 does not appear. Then Case I or
Case II.1 appear infinitely often. In both cases, s does not increase.
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In Case I, if Rs−1 = ∅, then the number s of play prefixes in ζ decreases. If Rs−1 ≠ ∅,
then ∣Rs−1∣ decreases.
In Case II.1, play prefixes that are shorter than ρs are extended or deleted (which
decreases s), if they reach the next play prefix. The length of the longest play prefix
in ζ is an upper bound for the growth of their lengths. As the robbers do not
change their placement, ∣Rs−1∣ will never increase again. Together, either s or ∣Rs−1∣
decrease, so Cases I and II.1 can appear only finitely many times. It follows that we
have Case II.2 infinitely many times, but that contradicts our assumption.
(Theorem 5.25)
5.4.3 Robbers hierarchy, imperfect information and directed
path-width
For the same graph G, the number of robbers induces a hierarchy of cop numbers
that are needed to capture the robbers. It is clear that less robbers do not demand
more cops. Furthermore, one robber corresponds to the DAG-width game and ∣G∣
robbers to the directed tree-width game, hence we have the following scheme:
#dagw(G) = mr#dagw1(G) ≤ mr#dagw2(G) ≤ . . . ≤ mr#dagw∣G∣(G) = #dpw(G)
where n is the number of vertices of G. In general, i.e. on some graphs, this hierarchy
does not collapse, because path-width is not bounded in tree-width. We give explicit
lower bounds for the stages. In a sense, DAG-width can be approximated by a refine-
ment of directed path-width, but there are infinitely many stages of approximation.
This result is analogous to similar results in [79] and in [38].
Theorem 5.40. For every k > 0, there is a class Gk of graphs such that, for all G ∈
Gk, we have mr#dagw1(G) = 2 ⋅ k and, for all r > 0, there exists Gkr ∈ Gk with
1. #dpw(Gkr ) = k ⋅ (r + 1), and
2. for all i ∈ {1, . . . , r}, mr#dagwi(Gkr ) ≥ i⋅(k−1)2 .
Proof. Class Gk consists of graphs Gkr , for each r > 0. Every Gkr is the lexicographic
product Tr ⊕Kk of the full undirected tree Tr with branching degree ⌈ r2⌉ + 2 and of
height r + 1, with the k-clique Kk. In other words, Gkr is Tr where every vertex v
is replaced by a k-clique K(v) and if (v,w) is an edge of Tr, then all pairs (v′,w′)
with v′ ∈K(v) and w′ ∈K(w) are edges of Gkr .
It is clear that mr#dagw1(Gkr ) is 2 ⋅ k: the cops play as on Tr occupying K(v)
instead of single tree vertex v and leaving K(v) if v is left.3 We have to show that
#dpw(Gkr ) = k(r + 1) and that mr#dagwi(Gkr ) ≥ i⋅(k−1)2 .
We start with directed path-width. A similar proof can be found, for exam-
ple, in [26]. Note that the branching degree of all Tr is at least 3. Let us see
that the statement follows from #dpw(Tr) = r + 1. First, as for DAG-width, we
have #dpw(Gkr ) ≤ k ⋅ (r + 1). The statement of the other direction follows from the
fact that it makes no sense for the cops to occupy only a part of a k-clique. We
formulate that statement as a small lemma.
3The idea to use the lexicographic product and of the proof is due to [55].
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Lemma 5.41. Every winning strategy σ for k(r+1) cops can be turned into a winning
strategy σ′ for k(r + 1) cops that always prescribes to occupy whole k-cliques.
Proof. Strategy σ′ is as follows. If σ prescribes to occupy only a part of a clique,
then σ′ does not place any cops in the clique, otherwise σ and σ′ are the same.
Assume that σ′ is not winning. Then there is a cop move (C,R) → (C,C ′,R) such
that a path P from R to C ∖ C ′ exists in G − (C ∩ C ′). Consider a path P ′ that
is as P , but for vertices v occupied by cops, it contains a vertex w ∈ K(v) that is
cop-free. It is clear that such a vertex w always exists. Then P ′ is an evidence that σ
is not monotone, which is a contradiction to our assumption.
We prove #dpw(Tr) = r + 1 by induction on r. The case r = 1 is trivial. If r + 1
cops win on Tr, then r+2 cops win on Tr+1 by placing a cop on the root and applying
the strategy for r + 1 cops from the induction hypothesis for every subtree.
The other direction (that #dpw(Tr) ≥ r + 1) is also proven by induction on r.
The induction base is clear. Assume that #dpw(Tr) ≥ r + 1. In Tr+1, let the direct
successors of the root be v1, . . . , vm (recall that m ≥ 3). All subtrees T i rooted
at vi, for i ∈ {1, . . . ,m}, must be decontaminated and r + 1 cops are needed for that.
Assume without loss of generality that T 1 is decontaminated first. Later on, the
other subtrees must be decontaminated. Assume that the first of them is T 2. Again,
all r + 1 cops are needed for that, i.e. in some position they all are in T 2. However,
there is a path from Tm via the root of the whole tree to T 1. Thus T 1 becomes
recontaminated, which contradicts the monotonicity of directed path-width.
It remains to show that k ⋅ i robbers win against i⋅(k−1)2 cops on Gkr . We show only
that i robbers win against ⌊ i2⌋ cops on Tr, the result with factor k follows as above.
As in the proof of Theorem 5.24, we can assume the cops play top-down.
The winning strategy for robbers is to tie every cop. A cop is tied4 if there is a
cop-free path from a robber to the cop. When a cop is placed on a vertex v, the
robbers occupy two subtrees of v. As there are at least two robbers for each cop, this
is always possible. At the latest when a cop reaches level ⌊ i⋅(k−1)2 ⌋ (counting from
the root), all cops are tied.
5.4.4 Boundedness of DAG-width and parity games
At the end of the chapter, we use Theorem 5.25 to prove that parity games with
bounded imperfect information can be solved in deterministic polynomial time on
graphs of bounded DAG-width. Let the DAG-width of a graph be k and let the size
of the equivalence classes of the indistinguishability relation be at most r. Then kr
cops win against r robbers on the graph. Going to the powerset graph, we associate
every play we consider to be possible (there are always at most r such plays) with a
robber and thus play against at most r robbers simultaneously.
Lemma 5.42. If mr#dagwr(G) ≤ k, then #dagw(G) ≤ k ⋅ 2r−1.
Proof. Let σ be a winning strategy for the cops in the game against r robbers on G.
We follow a play pi consistent with σ and a play pi of the game against one robber
on G simultaneously. Cop moves are translated from pi to pi and robber moves are
translated in the opposite direction. We maintain two invariants.
4Compare this definition with the notion of tied cops in Chapter 6.
122
5.4 Cops and multiple robbers
(Robbers) If in a position of pi, the robber occupies a vertex v = {v1⋯, vs} ∈ V ,
then, in the corresponding position in pi (after the same number of moves), the
robbers occupy the set v ⊆ V .
(Cops) If the cops occupy a set C in pi, then, for every u ∈ C, the cops occupy
every u in pi with u ∈ u.
Consider any strategy ρ for the robber player for the game with one robber on G.
We construct a play piσρ of this game that is consistent with ρ (and depends on σ),
but is winning for the cops. As ρ is arbitrary, it follows that the cops have a winning
strategy.
We construct piσρ by induction in the length of its finite prefixes. For every finite
prefix (i.e. history) pii of piσρ of length i we define a finite play prefix pii of a play on G
that is consistent with σ and has length i. Hereby, for all even i ≥ 2, if (Cj ,Cj+1, vj)
is the jth position of pii, then (Cj ,Cj+1, vj) is the jth position of pii such that
Cj = {u ∈ V ∣ u ∩Cj ≠ ∅} and Cj+1 = {u ∈ V ∣ u ∩Cj+1 ≠ ∅}, for all j ≤ i.
For i = 0, let pii = pii =⊥. For the translation of a robber move, let pii and pii be
constructed and let the robber move from (Ci,Ci+1, vi) to (Ci+1, vi+1) in the game
on G. We define pii+1 = pii ⋅(Ci+1, vi+1) and pii+1 = pii ⋅(Ci+1, vi+1) and show that going
from vi to vi+1 is a legal robber move in the game on G.
As the move from vi to vi+1 is legal on G, we have vi+1 ∉ Ci+1 and vi+1 ∈
ReachG−(Ci∩Ci+1)(vi). Let P = vi, v1, . . . , vt, vi+1 be a path from vi to vi+1 inG − (Ci ∩Ci+1). Let v ∈ vi+1. Then by Lemma 5.1, there is some u ∈ vi and a path
u = u0, u1, . . . , ut, v in G with ul ∈ vl, for l = 0, . . . , t. We have to show that v ∉ Ci+1
and that v is reachable from u in G − (Ci ∩Ci+1).
First, vi+1 ∉ Ci+1 and therefore vi+1∩Ci+1 = ∅, which implies v ∉ Ci+1. Now assume
towards a contradiction, that v is not reachable from u in G−(Ci∩Ci+1). Then there
is some l ∈ {1, . . . , t} such that ul ∈ Ci∩Ci+1. However, since ul ∈ vl, by the induction
hypothesis, we have vl ∈ Ci ∩Ci+1, but v1, . . . , vt is a path in G − (Ci ∩Ci+1).
To translate the answer of the cops, consider set C = σ(Ci, vi), which σ prescribes
to occupy in the next move, so pii+1 = pii ⋅ (Ci,Ci+1, vi). Let the next move in pi be
defined by Ci+1 = {u ∈ V ∣ u ∩C ≠ ∅}, and hence, pii+1 = pii ⋅ (Ci,Ci+1, vi).
Finally, play piσρ is the limit of all pii, i.e. the 0-th position of piσρ is ⊥, and the ith
position is (Ci,Ci+1, v), if i is a positive even number, and (Ci, vi) if i is odd.
We have to show that piσρ is won by the cops, i.e. that it is monotone and the
robber is captured. To prove the monotonicity, assume, towards a contradiction, that
the play piσρ is not monotone, i.e. there is some position (Ci,Ci+1, vi) of piσρ such
that there is some u ∈ Ci∖Ci+1 reachable from vi in G−(Ci∩Ci+1). Let vi, v1, . . . , vt, u
be a path from vi to u in G with vl ∉ Ci, for all l ∈ {1, . . . , t}. Since u ∈ Ci ∖Ci+1, by
the construction of pi, there is some u ∈ u with u ∈ Ci∖Ci+1. Moreover, by Lemma 5.1,
there is some vi ∈ vi and a path vi, v1, . . . , vt, u in G with vl ∈ vl, for all l ∈ {1, . . . , t}.
By the construction of pii all vl ∉ Ci, thus u is reachable from vi in G − Ci, which
contradicts the monotonicity of σ. Hence, piσρ is monotone.
Consider the play piσρ obtained as a limit of all pii. If piσρ is infinite, then piσρ
infinite as well, which is impossible, as piσρ is consistent with σ.
Finally, we count the number of cops used by the cop player in piσρ. Consider
any position (Ci,Ci+1, vi) occurring in piσρ. Since piσρ is consistent with σ, for the
corresponding position (Ci,Ci+1, vi) in piσρ, we have ∣Ci+1∣ ≤ k. From the construction
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of piσρ, it follows that ∣Ci+1∣ ≤ k ⋅2r−1. Therefore, the robber does not have a winning
strategy against k ⋅ 2r−1 cops in the game on G. By determinacy, k ⋅ 2r−1 cops have a
winning strategy.
Theorem 5.43. Parity games with bounded imperfect information can be solved in
deterministic polynomial time on graphs of bounded DAG-width.
Proof. Consider a class K of parity games (V,V0, (Ea)a∈A, v0, col,∼) with imperfect
information. Let r be the maximal size of a ∼-equivalence class in games from K
and let k denote their maximal DAG-width. By Theorem 5.25, for any graph G that
underlies a game in K, we have mr#dagwr(G) ≤ k ⋅ r and hence, by Lemma 5.42,
#dagw(G) ≤ k ⋅ r ⋅ 2r−1. Therefore, by applying the powerset construction to the
games from K, we obtain a class K of parity games with perfect information which
have bounded DAG-width. By Theorem 3.54, the games from K can be solved
in polynomial time. For a graph G, let G be its powerset graph. As r is fixed,∣G∣ ≤ O(∣G∣r), i.e. the size of G is polynomial in the size of G, so the games from K
can be solved in deterministic polynomial time.
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A monotone winning strategy for a small number of cops in the DAG-width game
induces a DAG-width decomposition of the graph and thus bounds its DAG-width.
This allows to use efficient algorithms for some hard problems, as discussed in Chap-
ter 3. On the contrary, non-monotone strategies do not have that nice property.
However, monotonicity can be easily destroyed while manipulating the graph, al-
though the non-monotone search number, i.e. the number of cops needed to capture
the robber non-monotonically does not grow too much as a result of the manipula-
tion. An example for such a manipulation was given in Chapter 5 in Example 5.13.
If we could bound the monotonicity costs in the DAG-width game, the proofs in
Chapter 5 were much simpler. A further motivation to study monotonicity is given
in [53] where the authors argue that boundedness of monotonicity costs for DAG-
width and Kelly-width implies that the measures are bounded in each other. Finally,
we remark that the problem with monotonicity prevents us to prove that entangle-
ment is more restrictive than DAG-width, see Chapter 7. That all motivates our
wish to understand how non-monotone the DAG-width game is.
We make first steps towards proving or disproving that monotonicity costs of DAG-
width are bounded. The starting point is the analysis of the (only known) class of
graphs, described in [68], which has positive monotonicity costs. We extract from
the examples a property of the non-monotonicity the robber utilises to demand more
cops in Section 6.1. Two tools for that are a weaker notion of monotonicity and
a new shy robber game where the robber is not permitted to leave his component,
but is still able to induce non-monotonicity outside of it (Section 6.2). Winning
cop strategies in the new game induce decompositions of the graph similar to make
decompositions for other games, which is introduced in Section 6.3. The next goal is
to reduce the question of boundedness of monotonicity costs in the examples from [68]
to the case that the robber enforces additional cops by changing his component. We
thoroughly analyse cop moves outside of the robber component, which leads to a
bound on the search numbers between the weak and the strong monotonicity versions
in the shy robber game (Section 6.6) and then between the strong version in the shy
robber game and the weak version in the DAG-width game. The step from weak
monotonicity to strong monotonicity in the DAG-width game is a part of future
work. If one succeeded in that, it would show that the examples by Kreutzer and
Ordyniak, in a sense, cannot be generalised to demonstrate unbounded monotonicity
costs. On the other hand, a proof of a “large distance” between weak monotone and
strong monotone DAG-width games would imply unbounded monotonicity costs for
DAG-width.
125
6 DAG-width and monotonicity
C0
K2n−1
C2
K2n−1C21Kn−1
C11
ISn
C1
Figure 6.1: 3n − 1 cops win non-monotonically, but only 4n − 2 monotonically.
6.1 The counterexample of Kreutzer and Ordyniak
Kreutzer and Ordyniak proved in [68] that the monotonicity costs for DAG-width
(and Kelly-width) are positive. In their examples, one needs k/3 +O(1) additional
cops to capture the robber monotonically. Those examples are the only known
evidence for positive monotonicity costs for DAG-width.
Example 6.1. For n ≥ 2, the graph Gn = (Vn,En) consists of three parts: two(2n − 1)-cliques C0 and C2 and a part C1 which contains an (n − 1)-clique C21 and
an independent set of n vertices. Figure 6.1 shows Gn. Lines with arrows from a
circle to another circle denote edges from all vertices of the first circle to all vertices
of the other one. Lines without arrows mean edges in both directions (undirected
edges). From C0, edges lead to C2 and there are undirected edges between C0 and C1.
Within C1, C11 and C21 are connected in both directions. Finally, there are edges
from C2 to C11 .
First, we explain why #dagw(Gn) = 4n − 2. To see that 4n − 2 cops capture
the robber, we give two winning strategies for the cops. In both of them the cops
occupy C0 with 2n−1 cops and the robber goes to C2 (we can assume that the robber
goes to C2 by Lemma 5.21). One strategy is to expel the robber from C2 with the
other 2n − 1 cops, and then from C1 by occupying every vertex of C1. The other
strategy is to occupy C11 . If the robber remains in C2 then the 2n − 1 cops from C0
(which is now unavailable to the robber) go to C2 and capture him there. If the
robber proceeds to C21 then C0 remains reachable from his vertex, but C2 is not. The
remaining n − 1 cops capture the robber in C21 .
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The robber has the following winning strategy against 4n − 3 cops. As long as
there is a cop-free vertex in C0, the robber stays there. Let C0 be occupied (by 2n−1
cops). Now if all vertices of C11 are occupied by cops, there is a cop-free vertex in C21 .
Indeed, 2n − 1 cops are in C0 and n cops are in C11 , in total 3n − 1 cops, and there
are n−1 vertices in C21 , but only (4n−3)−(3n−1) = n−2 cops remaining. The robber
goes to C21 . From C21 , there are direct edges to all vertices of C0 and C11 , which are
occupied by cops, so they cannot leave them (as that would cause non-monotonicity).
All the cops can do is to place the remaining cops in the clique C21 , but then they
lose.
The other case is that, when the cops occupy C0, one of the vertices in C11 is free of
cops. The robber goes to C2 and waits there until all of C11 is occupied by cops. Then
he proceeds to C21 and we have the situation from the case above. If the cops never
occupy the whole C11 and the robber waits in C2, all cops in C0 are reachable from the
robber vertex and cannot move. There remain (4n−3)−∣C0∣ = (4n−3)−(2n−1) = 2n−2
free cops, but they do not suffice to expel the robber from C2.
We turn to non-monotone cop strategies. The robber easily escapes 3n − 2 cops,
as C0 together with C21 and a vertex from C11 build a (3n − 1)-clique.
Let us see that 3n − 1 cops suffice to capture the robber. They occupy C0 and the
robber goes to C2 (by Lemma 5.21). Now the cops from C0 cannot be removed and
the remaining (3n − 1) − (2n − 1) = n free cops do not suffice to expel the robber
from C2. However, the n cops can block the paths from C2 to C0 by occupying the
“bottleneck” C11 . If the robber remains in C2, the cops from C0 capture him in C2 as
before.
The most interesting case appears when the robber goes to C21 . In the current
position, the cops occupy C0 and C11 , but the cops in C11 are not needed any more.
Placing them was necessary to enforce the robber to make a decision: to stay in C2
or run to C21 . Once the robber decided to go to C2, the cops on C11 are useless there,
but needed to expel the robber from C21 . In other words, if the robber chose C1 rather
than C2 after the cops occupied C0, the cops would not occupy C11 .
Now, if the cops had to ensure monotonicity, they could not remove the cops
from C11 , but in the non-monotone case, all (3n− 1)− (2n− 1) = n cops outside of C0
are free and n − 1 of them expel the robber from C21 . He goes to a vertex from C11
and the last cop captures him there (C11 is an independent set).
The example shows that one needs additional cops to transform a non-monotone
winning strategy to a monotone one, so monotonicity costs are positive. The ques-
tion is now whether they are bounded: is there a function f such that, for a fixed
graph G, if k cops can capture the robber on G non-monotonically then f(k) cops
do that monotonically? Can we generalise Example 6.1 to a class of graphs where
monotonicity costs are unbounded (and every function f depends on the size of the
graph), or is there a translation of non-monotone strategies to monotone ones that
use only at most f(k) cops on any graph, for an appropriate f?
6.2 Shy robber game and weak monotonicity
We define several variants of the DAG-width game where we explicitly forbid the
robber to use the trick from Example 6.1. First, we reformulate the standard DAG-
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width game on a graph G to a more general setting. In every position, we distinguish
between cops that have been placed into the robber component as it was in the
moment of the placement (the chasers) and cops that have been placed outside of it
(the guards).
Definition 6.2 (DAG-width game redefined). The standard DAG-width game is
played as follows.
− Cop positions have the form (M,C,R).
Hereby M is a set of vertices of G and denotes all previous chaser positions, C
with ∣C ∣ ≤ k is the current placement of the cops, and R is the strongly con-
nected component of G − C in which the robber currently resides. Note that
we can describe robber placements in that way by Lemma 3.50.
− Cop moves. From a position (M,C,R), the cops can move to a position (M ∪(C ′ ∩R),C,C ′,R) with ∣C ′∣ ≤ k.
That means that the next cop placement is C ′. Note that M is extended only
by the cops placed in R, i.e. by the new chasers.
− Robber positions have the form (M ′,C,C ′,R′).
− Robber moves. From (M ′,C,C ′,R), the robber can move to a posi-
tion (M ′,C ′,R′) where R′ is a strongly connected component of G −C ′ reach-
able from R in G − (C ∩C ′).
− The initial position ⊥= (∅,∅,∅,∅) of the game belongs to the robber who can
move to any position (∅,∅,R), where R is a strongly connected component
of G.
− Winning conditions. The cops win if the robber cannot make any move. The
robber wins if the play goes on forever or if he reaches a position (M,C,C ′,R)
where some vertex left by a cop is reachable for the robber, i.e.
ReachG−(C∩C′)(R) ∩ (C ∖C ′) ≠ ∅ .
It follows from the definition that setM contains precisely those vertices that have
been occupied by a chaser.
The first way to prevent the robber to use the trick from Example 6.1 is to say
that the non-monotonicity does not count if it occurs at vertex being left by a guard
rather than by an arbitrary cop as in the case of DAG-width. To formalise this,
we define the weakly monotone DAG-width game wm-dagwGk(G) with k cops on a
graph G, which is played as the DAG-width game, but the winning conditions are
changed as described.
Definition 6.3 (Weakly monotone DAG-width game). The game wm-dagwGk(G)
is defined as follows.
− The set of positions, the set of moves, and the initial position are the same as
in Definition 6.2.
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− Winning conditions. The cops win if the robber cannot make any move. The
robber wins infinite plays and plays ending in positions (M,C,C ′,R) where he
can reach a vertex just left by a chaser, i.e.
ReachG−(C∩C′)(R) ∩ ((M ∩C) ∖C ′) ≠ ∅.
Directly from the definitions, we have that, for all graphs G,
nm#dagw(G) ≤ wm#dagw(G) ≤ #dagw(G) .
The other method we use to prevent the robber to proceed as in the example is
to forbid him to change his component. Why do the cops need to remove guards
from the graph that are still reachable from the robber component? Example 6.1
shows that this is the case when the robber changes his component and goes to
the component of the guards who have just been placed, but are not needed any
more. We shall prove that this is, roughly, the only possible situation where weak
non-monotonicity makes sense: if the robber never changes his component, a weakly
monotone strategy can be converted to a (strongly) monotone one using only a
bounded number of additional cops.
To formalise this statement (in Proposition 6.29) we restrict the robber moves and
forbid him to change his component, which leads us to the shy robber game where
the robber is not permitted to leave his component. (This resembles the rules of the
directed tree-width game, but as we shall see that the games are different.) Clearly,
such a restricted robber (who is “too shy to leave his component”) cannot apply the
strategy from Example 6.1. There are three versions of the shy robber game: the
non-monotone game, the weakly monotone and the (usual) strongly monotone one.
Definition 6.4 (Shy robber games). A shy robber game is defined as follows.
− The set of positions, the set of cop moves, and the initial position are the same
as in Definition 6.2.
− Robber moves. The set of robber moves is the same as in Definition 6.2 except
that every robber move (M,C,C ′,R) → (M,C ′,R′) is allowed only if R′ ⊆ R
holds.
− Winning conditions. In the non-monotone game, the cops win if the robber
cannot make any move and otherwise the robber wins. In the weakly monotone
game, the winning conditions are as in Definition 6.3. In the strongly monotone
game, the winning conditions are as in Definition 6.2.
The non-monotone variant is the same as the game characterising directed tree-
width. We concentrate on the weakly monotone and on the monotone shy robber
game.
Note that monotonicity in the directed tree-width game differs from that in the
DAG-width game, the shy robber game or the Kelly-width game. In the last three,
the robber is not restricted to remain in his component, so monotonicity means that
he is not able to reach vertices that were unreachable for him previously. In the
directed tree-width game, monotonicity can be defined as the requirement on the
robber components to be non-increasing. In the shy robber game, non-monotonicity
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can also occur outside of the robber component, just if the robber could reach the
respective vertex if he were permitted to leave his component.
Directly from the definitions it is clear that
wm#shy(G) ≤ #shy(G) ≤ #dagw(G), and
wm#shy(G) ≤ wm#dagw(G) ≤ #dagw(G)
where #shy(G) and wm#shy(G) are search numbers corresponding to the shy robber
game and the weakly monotone shy robber game and wm#dagw(G) is the search
number for the weakly monotone DAG-width game.
Weak monotonicity does not prevent the cops from playing uniformly and actively,
see Chapter 3 fir the definitions.
Remark 6.5. Lemma 3.50 holds also for the weakly monotone case, which can be
shown with the same proof.
6.3 Decomposition
Our next goal is to define a decomposition of graphs in the spirit of [60] for the
strongly monotone shy game, which will constitute a basis for certain cop strategies
in the weakly monotone DAG-width game. Let G = (E,V ) be a graph. A shy
robbertree decomposition of G is a tuple (T ,C,R) where T is a finite directed tree
with root r and edges oriented away from the root, and C,R∶T → 2G are functions
with the properties listed below, which, intuitively, correspond to cop placements
and to robber components, respectively. We call elements of given graphs vertices
and elements of the decomposition tree nodes.
For a node t ∈ T , we denote ch(t) ∶= C(t)∩R(t) and g(t) ∶= C(t)∖R(t), i.e. ch(t)
is the set of chasers and g(t) is the set of guards corresponding to t. Moreover, we
set m(t) ∶= ⋃t′⊑t ch(t′) where t′ ⊑ t if t′ is on the unique path from r to t, i.e. m(t)
is the set of all chasers from the nodes above t in T . Intuitively, a path t1 . . . tn
from r = t1 to node t = tn in T corresponds to a play prefix of length n where the
robber chooses components R(t1),R(t2), . . . ,R(tn) and the cops answer occupying
C(t1),C(t2), . . . ,C(tn) (if the graph is strongly connected and the cops place new
chasers in every move).
Tree T and functions C and R must fulfil the following properties.
(1) For the root r, R(r) = V .
(2) For every tree edge (t, t′), R(t′) is a strongly connected component of R(t) ∖
ch(t).
(3) For every node t, if t1, . . . , tn are all direct successors of t then
R(t) = ch(t) ∪ n⋃
i=1R(ti).
(4) For every tree edge (t, t′),
m(t) ∩ReachG−(C(t)∩C(t′))R(t′) = ∅,
i.e. there is no path from R(t′) to m(t) avoiding C(t) ∩C(t′).
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Note that from Items (1) and (3), it follows that every vertex of G is contained in
the image of ch, ⋃ ch(T ) = V . Indeed, for a node t without successors, we get from
Item (3) that R(t) = ch(t), and an inductive application of this item proves that, for
each node t, component R(t) is covered by ⋃t⊑t′ ch(t′). Since, by Item (1), in the
root R(r) = V , we get that ⋃ ch(T ) = V .
The width of a shy robber tree decomposition T is defined as w(T ) = max{∣C(t)∣ ∣
t ∈ T }. Tree T can be thought of as a representation of a strategy for w(T ) cops in
the weakly monotone shy robber game, as shown in the following proposition.
Proposition 6.6. Let G = (V,E) be a graph. The following statements are equiva-
lent.
(1) k cops capture the robber in the weakly monotone shy robber game on G.
(2) There is a shy robber tree decomposition T of G of width k.
Proof.(1)⇒ (2). Let σ be a winning strategy for k cops on G. We construct T inductively,
starting with root r with R(r) = V and C(r) = ∅.
Assume that the decomposition tree is constructed up to level i, for some
i > 0. We strengthen the induction hypothesis and assume that the following
additional properties in the induction hypothesis hold.
(i) Items (1), (2), and (4) from the definition of the decomposition hold.
(ii) Item (3) holds for all tree nodes except for leaves t with ch(t) ≠ R(t).
(iii) For all tree leaves t with ch(t) ≠ R(t), there is a robber posi-
tion (M,C,C ′,R) in the game shyGk(G) consistent with σ such thatM =
ch(t), C ′ = C(t) and R = R(t).
Let t be a leaf with ch(t) ≠ R(t), and let R1, . . .Rn be all strongly connected
components of R(t)∖ch(t). We create new nodes t1, . . . , tn which are successors
of t and set R(ti) = Ri and C(ti) = σ(M,C ′,Ri). In other words, for every
choice Ri of the robber, we have a successor node ti with R(ti) = Ri and C(ti)
is the answer of the cops to the robber’s choice.
Item (1) from the definition of the decomposition is trivial. Items (2) and (3)
and Property (iii) follow from the construction, Item (4) follows from the strat-
egy being weakly monotone.
(2)⇒ (1). From the decomposition T , we construct a strategy σT for w(T ) cops
as follows. The first move of the robber is to some R(t) where t is a successor
of the root. The cops occupy C(t). In general, by induction on the length of
the play, we assume that, for every robber position (M,C,C ′,R), there is a
tree node t with M = m(t), R = R(t), C ′ = C(t) and C = C(t−1) where t−1
is the direct predecessor of t in the decomposition tree. Moreover, the in-
duction hypothesis assures that the last cop move was weakly monotone, i.e.
ReachG−(C(t−1)∩C(t))(R) ∩M(t) = ∅. Let the robber choose a component R′.
By Items (2) and (3), there is a successor t′ of t with R(t′) = R′. The next
move of the cops is to C(t′). Clearly, the cops use at most k cops. Item (4)
guarantees that the described strategy is weakly monotone. We still have to
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show that the robber is finally captured. Note that for every i ≥ 0 and any
play prefix of length i, there is a tree node on the i-th level corresponding to
that position as described above. Because the decomposition tree is finite and
because ⋃ ch(T ) = V , every play is finite as well and the robber is captured.
The following property holds also for all other graph searching games.
Lemma 6.7. If the cops have a winning strategy in game wm-shyGk(G) then there
is a winning strategy σ for k cops that always prescribes to place exactly one cop in a
move, i.e. if (M,C,R)→ (M ′,C,C ′,R) is a move according to σ then ∣C ′ ∖C ∣ = 1.
Proof. Assume that σ prescribes to place n > 1 cops in a move (M,C,R) →(M ′,C,C ′,R). Let C ′ ∖ C = {v1, . . . , vn} where vi are enumerated in an arbitrary
order. Replace the cop move by a sequence
(M,C,R)→ (M,C,C ∩C ′,R1)→ (M,C ∩C ′,R2)→ (M1,C ∩C ′, (C ∩C ′) ∪ {v1},R2)→ (M1, (C ∩C ′) ∪ {v1},R3)→ (M2, (C ∩C ′) ∪ {v1}, (C ∩C ′) ∪ {v1, v2},R3)→ ⋅ ⋅ ⋅→ (M ′,C,C ′,Rn)
where Ri are some arbitrary answers of the robber and M ⊆M i with M i =M ∪ {vj ∣
j ≤ i and vj ∈ Rj}. It is clear that Rn ⊆ R is a component of G − C ′, so the robber
can choose it after the move (M,C,R) → (M ′,C,C ′,R). Hence, after the above
sequence of moves, we obtain a position that is consistent with the initial cop strategy.
Furthermore, weak monotonicity is not violated by the sequence.
Corollary 6.8. For every graph G = (V,E) with wm#shy(G) ≤ k, there is a shy
decomposition (T ,C,R) with T = (VT ,ET ) of width k with the following properties.
1. For all t ∈ T , ∣ch(t)∣ ≤ 1.
2. If (t, t′) ∈ ET and ∣ch(t)∣ = ∣ch(t′)∣ then t′ is the only direct successor of t.
Example 6.9. Consider the graph G2 = (V2,E2) from Example 6.1 for n = 2 and the
strategy for the cops in the weakly monotone DAG-width game. Obviously, it is also
a strategy for the shy robber game. The corresponding shy decomposition is shown
in Figure 6.2. By Lemma 6.7, we can assume that the cop strategy prescribes to place
only one cop in a move. The root r of the tree corresponds to the whole graph and
we have C(r) = ∅ and R(r) = V2. In the first move, the robber, essentially, chooses
a strongly connected component of the graph. In the example, the graph is strongly
connected itself, so the root has only one successor. The cops occupy vertices c10, c
2
0
and c30, which corresponds to nodes the nodes on the path leaving the root of the tree.
After that the robber has two components to choose: C2, induced by c12, c22 and c32,
and C1. Component C2 corresponds in the tree to the successor of c30 which is drawn
on the right in the figure. The value of R in that node is {c12, c22, c32} and the value of C
is {ci0 ∣ i = 1,2,3}∪{c111 }, as the cops start to place guards on the bottleneck {c111 , c121 }.
Hence, the value of C in its successor is {ci0 ∣ i = 1,2,3} ∪ {c111 , c121 } and the value
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of R does not change. Then the cops fill in component C2 and the value of R shrinks
until it reaches c32 in the leaf.
If the robber chooses C1 induced by c21, c111 and c121 (which corresponds to the left
branch of the tree), the cops place a cop on c21, so C(c21) = {ci0 ∣ i = 1,2,3} ∪ {c21}
and R(c21) = {c21, c111 , c121 } and the robber goes to c111 or c121 . We have C(c111 ) ={ci0 ∣ i = 1,2,3} ∪ {c21, c111 }, R(c111 ) = {c111 }, and C(c121 ) = {ci0 ∣ i = 1,2,3} ∪ {c21, c121 },
R(c121 ) = {c121 }.
Lemma 6.10. In any play of any weakly monotone graph searching game, for every
vertex v, there is at most one cop move (M,C,R)→ (M ′,C,C ′,R) with v ∈ R∩(C ′∖
C).
Proof. Assume there are two such chaser placements, i.e. moves from C1 to C ′1 and
from C2 to C ′2 with v ∈ C ′1 ∖ C1 and v ∈ C ′2 ∖ C2. Let the move from C1 to C ′1 be
earlier in the play. Then v ∈ C2 ∖ C ′1, so a cop visited v and then left it. As v is
occupied by a chaser in the move from C2 to C ′2 and the robber could revisit v, we
have strong non-monotonicity at that moment, so the play must have stopped earlier
(before the cops reoccupy v).
Corollary 6.11. In a shy robber decomposition, for every vertex v, there is exactly
one node t such that v ∈ ch(t) ∖⋃t′⊏t ch(t′).
This means that, for every graph vertex v, there is a tree node t(v) that corresponds
to a cop position in which a chaser is placed on the vertex. Conversely, for every tree
node corresponding to a cop position where a chaser is placed on a vertex, we can,
obviously, assign that vertex. This gives a bijection between vertices of the graph
and tree nodes t with ch(t) ∖ ch(t′) ≠ ∅ where t′ is the parent of t. (The root of the
tree corresponds to the first choice of the robber, so the parent always exists.) There
may be also other tree nodes, corresponding to cop moves consisting in placing only
guards. We shall see in Lemma 6.28 that there are graphs on that the cops have to
perform several guarding moves in a row.
We continue to analyse the structure of tree decompositions. Let σ be a strategy
for the cops in the weakly monotone shy robber game on G as in Lemma 6.7 and let T
the corresponding decomposition tree that fulfils the property from Corollary 6.8. For
a graph vertex v, denote the node t with v ∈ ch(t) by t(v). For a non-empty set A of
graph vertices, there is a unique split vertex split(A) ∈ G such that t(split(A)) is the
latest common predecessor of all tree nodes t(a) with a ∈ A. We also write split(a, b)
for split({a, b}) and split(a,A) for split({a} ∪A). Intuitively, split(a, b) is the first
vertex occupied by a cop such that, after that occupation, a and b are in different
components.
We define a partial order on the vertices of a graph that corresponds the order in
which the robber is chased in the plays that are played according to T . Let G be a
graph and let T be its shy robber tree decomposition with ∣ch(t)∣ ≤ 1, for each t ∈ T .
Let v and w be two vertices of the graph. We say that w is earlier than v (and v is
later than w) and write w ⊲ v if
1) t(w) is on the path from the root to t(v) in T , or
2) there is a path from w to v in G −m(t(split(w, v))).
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c10
c20c
3
0
c12
c22c
3
2
c21
c111 c
12
1
C = ∅, R = V2
c10; C = {c10}, R = V2
c20; C = {c10, c20}, R = V2 ∖ {c10}
c30; C = {c10, c20, c30},
R = V2 ∖ {c10, c20}
C = {c10, c20, c30, c111 },
R = {c12, c22, c32}
C = {c10, c20, c30, c111 , c121 }
c12; C = {c12, c111 , c121 }
c22
c32; C = {c12, c22, c32,
c111 , c
12
1 },R = {c32}
c21
c111 c
12
1
C = {c10, c20, c30, c21, c121 }
Figure 6.2: The decomposition of G2 for the cop strategy in the weakly monotone
DAG-width game from Example 6.1.
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t(split(v,w))
wv
m(t(split(v,w)))
Figure 6.3: The order ⊲ ”earlier than”.
In other words, w is earlier than v in G if, in a position in which a chaser occupies w,
there is a cop-free path from w to v. In the decomposition, we have in that case
either v ∈ R(w) and w ∉ R(v), or split(v,w) ∉ {v,w} and there is a path from w to v
that avoids vertices above split(v,w), see Figure 6.3 for an illustration.
Clearly, ⊲ is a partial order. We abuse the notation and denote any linearisation
of ⊲ also by ⊲.
As a next step, we show a simple, but useful, property of a shy robber tree de-
composition. Informally, the following lemma states that there is no path from a
later vertex v to an earlier vertex w which avoids vertices contained in bags that are
common predecessors of t(v) and t(w).
Lemma 6.12. If w ⊲ v and split(v,w) ∉ {v,w} then m(t(split(v,w))) blocks v → w.
Proof. The proof is on the length lvw of the path from the tree decomposition
root to t(split(v,w)). Let Pvw be a path from v to w. We show that Pvw ∩
m(t(split(v,w))) ≠ ∅.
Assume that there is some u ∈ Pvw with luw < lvw. Then m(t(split(u, v)))
blocks u → w by the induction hypothesis, so Pvw ∩ m(t(split(u,w))) ≠ ∅.
As luw < lvw implies that m(t(split(u,w))) ⊆ m(t(split(v,w))), we obtain that
Pvw ∩m(t(split(v,w))) ≠ ∅, so it suffices to consider the case that such a u does not
exist and, for all u ∈ Pvw, m(t(split(v,w))) ⊆m(t(split(u,w))).
Consider R ∶= R(t(split(v,w))), the least component containing both v and w.
We show that Pvw ⊆ R. Assume that, on the contrary, there exists some u ∈
Pvw ∖ R. Let LuR be the length of path from the root of the decomposition
tree to to t(split(u,R)). then luR = luw = lvw and luw < lvw as v,w ∈ R and
R = R(t(split(v,w))). Hence luw < lvw, but we do not need to consider this case, so
we can assume that Pvw ⊆ R.
As split(v,w) ∉ {v,w}, we have that v and w are in different components of R ∖
ch(t(splitv,w)). Because Pvw ⊆ R, it follows that Pvw ∩ ch(t(split(v,w))) ≠ ∅ and
thus Pvw ∩m(t(split(v,w))) ≠ ∅.
It is not known whether determining the DAG-width of a graph is solvable in non-
deterministic polynomial time. For weak DAG-width, however, it is. The argument
is that weak decompositions have polynomial size in the size of the graph.
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M X Y R
Figure 6.4: Illustration for Lemma 6.14
Theorem 6.13. Given a graph G and a natural number k, it is in NP to decide
whether G has weak DAG-width at most k.
Proof. The algorithm guesses the decomposition tree and checks in polynomial time
(in the size of the tree) whether it is correct. Note that ∣T ∣ = O(G), and, for each t ∈ T ,∣C(t)∣ ≤ k ≤ ∣T ∣. Furthermore, due to Item 2 of the definition of the shy robber
decomposition, ∣R(t)∣ ≤ ∣G∣, so the size of the weak decomposition is in O(∣G∣2).
6.4 Blocking and the blocking order
We study the properties of sets blocking certain positions from the robber vertex,
which is crucial for placing the guards. Our goal is to define a particular way of
placing the guards such that they block a least possible subset of vertices from
the robber vertex. It turns out that if the cops follow this strategy in the weakly
monotone shy robber game, they never remove a guard who is still reachable from
the robber vertex. In other words, such a strategy is strongly monotone.
Below, we formulate a few basic properties of blocking. Note that the graph G
can, of course, have cycles.
Lemma 6.14. If X blocks R →M and Y blocks R →X then Y blocks R →M .
Proof. Assume to the contrary that Y does not block R → M , so there is a Y -free
path pi from R to M , see Figure 6.4. Since X blocks R →M , there is a vertex v on
this path which is in X. But then the prefix up to v of the path pi is a Y -free path
from R to X, a contradiction to the assumption that Y blocks R →X.
Lemma 6.15. If X blocks R →M and Y blocks X →M then also Y blocks R →M .
Proof. Assume to the contrary that Y does not block R → M , so there is a Y -free
path pi from R to M , see Figure 6.5. Since X blocks R → M , there is a vertex v
on this path which is in X. But since Y blocks X → M , there must be a vertex
in Y on the suffix of pi starting from v. This is a contradiction, as pi was assumed to
be Y -free.
The following lemma is not used directly in further proofs, but serves as an illus-
tration of the techniques that will be used later.
Lemma 6.16. If A1 blocks X →M and X blocks A2 →M then A1 ∖A2 blocks X →
M .
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M Y X R
Figure 6.5: Illustration for Lemma 6.15
M A1 X A2
Figure 6.6: Illustration for Lemma 6.16
Proof. Let A = A1 ∖A2. Assume to the contrary that A does not block X →M , so
there is an A-free path pi from X toM , see Figure 6.6. Since A1 blocks X →M , there
must be a vertex v on this path which is in A1. Let w be the last such vertex on pi
and note that w ∈ A1 ∩A2 since pi is (A1 ∖A2)-free. But, as X blocks A2 →M , there
must be a vertex u ∈ X on the part of pi strictly after with w. And the suffix of pi
starting from u is then a path connecting X withM and avoiding A1, a contradiction
to our assumption.
Lemma 6.17. Let X be an inclusion-minimal set that blocks R → M . Then, for
each v ∈X, there is a path P from R to M such that P ∩X = {v}.
Proof. Towards a contradiction, assume that there is a v ∈X such that each path P
fromR toM intersects also other elements ofX. We claim thatX∖{v} blocksR →M
which contradicts our assumption that X is inclusion-minimal. Indeed, assume that
X ∖ {v} does not block R →M , i.e. that there is a path pi from R to M which does
not intersect X ∖ {v}. However, as X blocks R → M , we get that v ∈ pi, and thus
the suffix of pi from the last v would connect v to R without intersecting any other
element of X, a contradiction.
The following is our main technical lemma on blocking.
Lemma 6.18. Let A and B block R →M . Then
(1) A blocks B →M or
(2) there exists a set B∗ ⊆ A ∪B with ∣B∗∣ < ∣B∣ which blocks R → B,M , or
(3) there exists a set A∗ ⊆ A ∪B with ∣A∗∣ ≤ A which blocks A,B,R →M .
Proof. We partition the set B into elements Bfree from which M is reachable via
paths avoiding A and the rest, called Brest, so A blocks Brest → M . Moreover, we
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M
R
○ ○ ○Brest
Bfree○ ○ ○
× × × × × A′A
A∗
Figure 6.7: Situation in the proof of Lemma 6.18.
let A′ be any inclusion-minimal subset of A such that, the set A′ ∪Brest blocks R →
Bfree. Such an A′ exists because A blocksR → Bfree. (If A does not blockR → Bfree,
there is a path from R to Bfree and then to M that avoids A, but A blocks R →M .)
Observe that if A′ = ∅ then either Bfree = ∅, in which case A already blocks B →M
and we are done by case (1), or Brest blocks R → Bfree ≠ ∅ and thus R →M , as B
blocks R →M , in which case B∗ = Brest is the set we require in case (2). We shall
now consider the case when A′ ≠ ∅. This situation is depicted in Figure 6.7. First
observe a simple fact.
Fact 6.19. For every a ∈ A′ there is a B ∪ (A′ ∖ {a})-free path from R to a.
Proof. As Bfree∪A′ blocks Bfree →M , by Lemma 6.17, there is a path P from Bfree
to M with P ∩ (Brest ∪A′) = {a}. The suffix of P from the last occurrence of a is a
path with the desired properties: it never visits Brest ∪A′ and thus also never visits
Bfree, as Brest ∪A′ blocks Bfree →M . (Fact) ◻
We shall consider two cases.
Case (i): ∣A′∣ < ∣Bfree∣.
Define B∗ = A′ ∪Brest—it is smaller than B and blocks B →M , which is case (2).
Case (ii): ∣A′∣ ≥ ∣Bfree∣.
Define A∗ = Bfree ∪ (A ∖ A′). We claim that A∗ blocks R → M . Assume to the
contrary that there is a path P from R to M which avoids A∗. Since it avoids Bfree
and B blocks R →M , this path must go through Brest. But, since A blocks Brest →
M , it must visit A after each visit of Brest. Let a ∈ A be the last such vertex. Since
the path avoids A∗, we have a ∈ A′. By Fact 6.19, there is a B ∪ (A′ ∖ {a})-free
path P ′ from R to a. Concatenating P ′ and the suffix of P from a we get a B-free
path from R to M , which contradicts the fact that B blocks R → M . Thus A∗
blocks M → R.
Now we show that A∗ blocks A,B → M . First, A∗ blocks A′ → M , otherwise
there is a Bfree-free path P0 from A′ to M . Let a′ be the last vertex from A′ on P0.
According to Fact 6.19, there is a B-free path P1 from R to a′. The concatenation
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of P1 and the suffix of P0 from a′ is B-free path from M to R, which contradicts the
assumption that B blocks R →M . It follows that A∗ blocks A→M .
To see that A∗ also blocks B →M , note that A blocks Brest →M and Bfree ⊆ A∗.
Finally, ∣A∗∣ ≤ ∣A∣ since Bfree is disjoint with A by its definition.
6.5 Order on blocking sets
The blocking relation induces a partial order on sets blocking R →M .
Definition 6.20. Let A and B block R →M in G. We say that A ≺RM B if either ∣A∣ <∣B∣, or ∣A∣ = ∣B∣ and A blocks B →M .
Assume that the robber is in R and M is the set of vertices visited by chasers
in previous moves (so the cops do not want to let the robber visit them). Infor-
mally, A ≺RM B says that it is better (or at least not worse) for the cops to occupy A
than B in the next move. If ∣A∣ < ∣B∣, they save some cops for future use; otherwise
(if ∣A∣ = ∣B∣ and A blocks B → M) A is between B and M and A is nearer to M
than B, so B is between R and A. Thus if the cops occupy B later, A remains
unreachable for the robber. In general, every next placement of the cops blocks the
paths from the robber to the old placements. From Lemma 6.18 on blocking we
directly get the following.
Corollary 6.21. If A is ≺RM -minimal then
(1) A blocks B →M or
(2) there exists a set B∗ with ∣B∗∣ < ∣B∣ which blocks R → B,M .
Proof. Let A∗ be a set with ∣A∗∣ ≤ ∣A∣ that blocks A,B,R → M . In particular, A∗
blocks A→M , so A is not ≺RM -minimal.
By Lemma 6.15, ≺RM is transitive. Moreover, Corollary 6.21 allows us to show that
the order on blocking sets always possesses a unique least element, which will help
us to define a new cop strategy that always places cops on a minimal set.
Lemma 6.22. There is a unique minimal element with respect to ≺RM .
Proof. Assume that there exist two distinct ≺RM -minimal sets A and B that block R →
M then neither A ≺RM B nor B ≺RM A. That means, ∣A∣ = ∣B∣. Consider the cases
given by Lemma 6.18. In Case (1), A blocks B → M , so A ≺RM B and B is not
minimal. In Case (2), B∗ ≺RM B, so B is not minimal as well. In Case (3), A∗ ≺RM A,
so A is not minimal.
We denote the minimal element with respect to ≺RM by mb(R,M), the minimal
blocker of R →M .
During the game, it is important how minimal blocking sets behave when R is
decreases orM increases, which happens when new chasers are placed. The following
lemma allows to compare a new minimal set to a previous one.
Lemma 6.23. Let A = mb(R,M), let R′ ⊆ ReachG−A(R) and, for the new R′,
let A′ = mb(R′,M). Then A′ blocks R′ → A.
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Figure 6.8: Illustration to Lemma 6.23.
Proof. Let B = ReachG(R′) ∩ A, see Figure 6.8. It suffices to prove that A′ blocks
R′ → B. Apply Lemma 6.18 with Corollary 6.21 to B (as A), A′ (as B), R′ (as R)
and M (as M). Consider Case 1. Assume that there is a path P form R′ to a
vertex b ∈ B that avoids A′. By Lemma 6.17 there is an A ∖ {b}-free path P ′ from b
to M . Concatenating P with the suffix P ′ from the last occurrence of b in that path
we obtain a path from R′ to M . As A′ blocks R′ →M , this path goes through A′.
As P does not, there is some a′ ∈ P ′ ∩A′. As B blocks A′ →M , P ′ visits B after a′.
As P ′ ∩B = {b}, P ′ visits b after a′, but by definition of P ′, it contains b only as the
first vertex, which is not a′ ∈ A′ (b ∈ P , a ∈ A′ and P ∩A′ = ∅).
In Case 3, some set B∗ with ∣B∗∣ < ∣B∣ blocks A′,B,R′ → M , but A is minimal,
so if B∗ ≠ B, we can replace B by B∗ in A to get a blocker R′ → M (because B∗
blocks B → M) with B∗ ∪ (A ∖ B) ≺R′M A. This is impossible, since A is minimal,
so B∗ = B. Thus B blocks A′ →M and we are in Case 1.
The other case is when M grows.
Lemma 6.24. Let A = mb(R,M), let M ′ ⊇ M and, for the new M ′, let A′ =
mb(M ′,R). Then A′ blocks R → A and A blocks A′ →M .
Proof. Consider B = {a ∈ A′∣M ∩ ReachG(a) ≠ ∅} (i.e. B is the part of A′ from
which M is reachable) and apply Lemma 6.18 with Corollary 6.21 to A and B.
Case 2 is impossible (replace B by B∗ in A′, then B∗ ∪ (A′ ∖ B) blocks R → M ′
and B∗ ∪ (A′ ∖ B) ≺RM ′ A′, but A′ is ≺RM ′-minimal), so we are in Case 1, i.e. A
blocks B →M . Then A blocks A′ →M , which shows the second statement.
Assume that there exists a path P ′ from R to A that avoids A′. Let a be the
last vertex on this path. By Lemma 6.17, there is a path P from R to M whose
intersection with A is {a}. Consider the suffix S of P from the last appearance
of a. It does not visit B, as A blocks B, so after each visit of B, S would visit A,
but P intersects A only in a and S does not visit a by definition. Concatenating P ′
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Figure 6.9: Illustration to Lemma 6.24.
with S we get a path from R to M that avoids A′, which is impossible, as A′
blocks R →M .
6.6 Minimally blocking strategies
In this section, we concentrate on a specific kind of strategies for the cops in the
shy weakly monotone game, namely ones that always occupy the minimal blocker
instead of placing guards.
Let σ be a strategy for the cops in wm-shyGk(G). We define the minimally
blocking strategy σmb, derived from σ, for possibly more cops than σ, by induc-
tion on the length of play prefixes. This construction also provides a mapping from
each play prefix pi consistent with σ to a prefix pimb of the same length consistent
with σmb, such that the following invariants hold, for each position j in pi. Let pi =⊥ ⋅(M1,C1,R1)(M2,C1,C2,R1)(M2,C2,R2) . . . and pimb = ⊥ ⋅(Mmb1 ,Cmb1 ,Rmb1 ) . . .
Then pi[j] = (Mj ,Cj−1,Cj ,Rj−1) if j ≥ 2 is even and pi[j] = (Mj ,Cj ,Rj) if j is
odd.
(i) Rj = Rmbj and Mj =Mmbj (M and R are the same),
(ii) for even j ≥ 2, Cj ∩Rj = Cmbj ∩Rmbj (the chasers are placed in the same way),
(iii) for even j ≥ 2, mb(Rj−1,Mj) ⊆ Cmbj .
At the beginning, pi[0] = pimb[0] =⊥ and pi[1] = pimb[1] = (∅,∅,R1), the properties
are clear.
Let, for an even j ≥ 2,
pi[j] = (Mj ,Cj−1,Cj ,Rj−1) and pimb[j] = (Mmbj ,Cmbj−1,Cmbj ,Rmbj−1)
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such that Properties (1)–(3) hold for all previous positions. Assume that the robber
moves to Rj in pi, i.e. pi[j+1] = (Mj+1,Cj+1,Rj+1). As pi is a play in a shy-monotone
game, Rj+1 ⊆ Rj . By Properties (1) and (2), (Mmbj+1,Cmbj+1,Rmbj+1) is a possible next
position of pimb. Property (1) holds by the induction hypothesis for Property (2).
Properties (2) and (3) hold trivially, as j + 1 is odd.
Let, for an odd j, pi[j] = (Mj ,Cj ,Rj) and pimb[j] = (Mmbj ,Cmbj ,Rmbj ) such that
Properties (1)–(3) hold for all previous positions. Define σmb(pimb[j]) = σ(pi[j]∩Rj)∪
mb(Rj−1,Mj−1)∪mb(Rj ,Mj), i.e. we place the same chasers, minimal blockers from
the previous positions and the current minimal blockers. Furthermore, define pimb[j+
1] = (Mj ∪ (σmb(pimb[j]) ∩Rj ,Cj , σmb(pimb[j]),Rj). As mb(Rj−1,Mj−1) ∩Rj−1 = ∅
and mb(Rj ,Mj) ∩ Rj = ∅, by the definition of mb, Properties (1) and (2) hold.
Property (3) holds by the definition of σmb(pimb[j]).
The construction above defines the strategy σmb and the corresponding plays,
but we are, of course, interested in strategies that are weakly monotone. For the
strategy σmb, we can prove even more: it is strongly monotone.
Lemma 6.25. Let σ be a strategy for cops in wm-shyGk(G). The strategy σmb is
strongly monotone.
Proof. Let pi = ⊥ ⋅(M1,C1,R1)(M2,C1,C2,R1)(M2,C2,R2) . . . be a play consistent
with σmb. We shall show by induction on i that, in each move (Mi−1,Ci−1,Ri−1) →(Mi,Ci−1,Ci,Ri−1) of pi, the set Ci−1 ∩ Ci blocks Ri → Ci−1. Inductively, by
Lemma 6.14, it then blocks R → Ci−2, R → Ci−3 and so on, and thus R → ⋃j<iCj ,
i.e. all previous positions of the cops, making the strategy monotone.
In the induction on i, we shall prove three statements:
(a) mb(Ri−1,Mi−1) ⊆ Ci ∩Ci−1,
(b) mb(Ri,Mi) blocks Ri → Ci ∖Mi,
(c) Ci ∩Ci−1 blocks Ri → Ci−1.
Statement (a) is clear by the definition of σmb.
By the definition of Ci, Ci ∖Mi ⊆ mb(Ri,Mi) ∪ mb(Ri−1,Mi−1). As the game
is shy robber, we have Ri ⊆ Ri−1, and, of course, Mi−1 ⊆ Mi. By Lemma 6.23,
mb(Ri,Mi−1) blocks Ri → mb(Ri−1,Mi−1), and by Lemma 6.24, mb(Ri,Mi) blocks
Ri → mb(Ri,Mi−1), thus by Lemma 6.14 we get that mb(Ri,Mi) blocks Ri →
mb(Ri−1,Mi−1), so condition (b) follows.
Now we combine (a) with (b) for i − 1 to prove (c). We obtain that Ci ∩ Ci−1
blocks Ri−1 → Ci−1 ∖Mi−1, and since Ri ⊆ Ri−1, also Ri → Ci−1 ∖Mi−1. By (a), Ci ∩
Ci−1 contains mb(Ri−1,Mi−1), so it blocks Ri−1 → Mi−1 and thus also Ri → Mi−1.
However, since it blocks both Ri → Ci−1 ∖Mi−1 and Ri →Mi−1, it also blocks Ri →
Ci−1, thus (c) holds.
Let us calculate the number of cops used by σmb.
Lemma 6.26. Let σ be a winning strategy for k cops in wm-shyGk(G). Then σmb
is a winning strategy for 3k cops in shyG3k(G).
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Proof. The strategy σmb is monotone by the previous lemma. By Property (i)
of the definition of σmb, the components available to the robber correspond to
those in plays consistent with σ, thus σmb is winning for the cops. To calculate
the number of cops used by σmb, recall that the set of cops placed in step i is
Ci = Cci ∪ mb(Ri,Mi) ∪ mb(Ri−1,Mi−1), where Cci are the chasers placed by σ.
Since σ is a weakly monotone strategy, set Ci blocks Ri → Mi, and the previ-
ous Ci−1 blocks Ri−1 → Mi−1. Thus ∣mb(Ri,Mi)∣ ≤ k and ∣mb(Ri−1,Mi−1)∣ ≤ k,
and, of course, ∣Cci ∣ ≤ k. Therefore ∣C ′i ∣ ≤ 3k.
Corollary 6.27. wm#shy(G) ≤ #shy(G) ≤ 3 ⋅wm#shy(G)
To convince oneself that these inequalities are not trivial, and that blocking min-
imally makes a difference, consider the following lemma.
Lemma 6.28. There are graphs on which the cops have to make more than one
guarding move in a row in order to win in the weakly monotone shy robber game,
respectively in the strongly monotone shy robber game with the least possible number
of cops.
Proof. Let n ≥ 6. Consider the graph Gn depicted in Figure 6.10. Arrows that
connect parts of the graph enclosed in a rectangle lead to or from all vertices of the
graph. The graph consists of a vertex c0 and n parts Ai that are isomorphic to each
other and connected only to c0 and in the same way. Every Ai consists of a 2-clique
with vertices labelled by c1 in the picture and a 3-clique with vertices labelled by c2
that are connected to each other and to c0. Furthermore, Ai contains n parts Bj .
Each Bj contains a 3-clique R, a single vertex labelled by g0 and a 2-clique with
vertices labelled by g1. The connections are shown in the figure.
If the cops are allowed to make multiple guarding moves in a row, 6 caps suffice
to capture the robber strongly (and thus weakly) monotonically. One cop is placed
on c0 (a chasing move) and the robber chooses a component Ai. Then the cops
occupy vertices c1 and c2 in further chasing moves and the robber chooses a part Bj
in Ai. Then the cop from c0 goes to g0, which is a guarding move, and the cops
from c1 go to both the vertices g1. Note that if the robber remains in R, placing
cops on g1 is again a guarding move. Finally, the cops from c2 capture the robber
in R. Note that if there are 7 cops, it is possible to place the additional cop on a
vertex in R instead of making the second guarding move and then win as before.
If the cops are not permitted to make two guarding moves in a row, the robber
has the following winning strategy in the weakly (and thus strongly) monotone game
against 6 cops. In the first move, the robber occupies c0 and waits there until it is
occupied by a cop. In that moment, there is a cop-free component Ai (as there are 6
cops and 6 components A0, . . . ,An−1, but one cop occupies c0). The robber goes
to that cop-free component Ai and waits in the 5-clique that is built by vertices c1
and c2. When the cops occupy this clique, there is a cop-free part Bj in Ai and the
robber runs there. Note that cops on the clique are chasers, so the only free cop is
that from c0. If he is placed in R, the robber remains idle, some other cop must
move up, and the cops lose. If he is placed on one of the vertices g1 (which is a
guarding move), as no second guarding move is allowed, the only possible next move
for the cops is to place the one from g1 on R—and lose as before. Hence, we can
assume that the cop from c0 is placed on g0, a guarding move. The next move must
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Figure 6.10: The cops need more than one guarding move in a row.
be chasing and the only possibility is to place the cop from c1 in R. Now the cop
on g0 cannot be removed, as a path to c1 would be cop-free, and the cops on c2 are
still tied as well. So is the cop in R (his move was chasing). Thus there is only one
free cop (on c1). He makes a guarding move, then a chasing move to R and the cops
lose.
6.7 From shy to weakly monotone DAG-width
We use the structure of the graph induced by a winning strategy in the shy game
to define a winning strategy for only twice as many cops in the weakly monotone
DAG-width game. We have seen in the previous section that the only way for the
robber to enforce introduction of more cops is to change the component, which was
forbidden in the shy game. Consider such a robber move from some component R1
to some component R2. Our idea is to consider the last position P where R1 and R2
have been distinguished. We want to play further as if the robber immediately
moved to R2 instead first to R1 and later to R2 as in the actual game. Clearly, the
chasers placed since position P are not reachable from R2. However, there may be
some guards that were placed or removed since then. We use another team of cops
and place them as in P and remove all guards placed since P . It is not a problem
that the cops need two moves for that: as in the first move no cops are removed
from the graph, we can assume by Lemma 5.21 that the robber does not change his
component. Restoring a previous position can induce only weak non-monotonicity
and the resulting position is consistent with the strategy for the shy robber game.
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Proposition 6.29. If k cops have a winning strategy in the strongly monotone shy
robber game on G then 2k cops have a winning strategy in the weakly monotone game
on G.
Proof. Let σ be a positional winning strategy for k cops in the strongly monotone shy
robber game. Assume without loss of generality that the robber plays according to
a prudent strategy in the weakly monotone DAG-width game1. We define a winning
strategy σwm for 2k cops in the weakly monotone DAG-width game. Figure 6.11
illustrates the following arguments.
Let
pi = ⊥ ⋅(M1,C1,R1)(M2,C1,C2,R1)(M2,C2,R2) . . . (Mi,Ci,Ri)
be the play prefix played so far. Let Cj−1 and Cj be cop placements, for
some j, such that there is some memory set M and (M,Cj−1,Cj ,Ri) is consis-
tent with σ. (We shall explain later why Mj is not always good.) They exist, as
at least (M2,C1,C2,R1) is consistent with σ. Let (M,Cj−1,Cj ,Ri) be the last such
position in pi. In other words, the last placed chaser from Cj is on split(Ri ∪Rj).
We shall keep the invariant that Ri ⊆ Ri−1 ⊆ Ri−2 implies the existence of such an M
that (M,Ci,Ri) is consistent with σ. Consider three cases.
− If Ri ⊆ Ri−1 ⊆ Ri−2, i.e. the robber did not change his component in the
last move and the cops are not restoring a previous position then there exists
someM such that (M,Ci,Ri) is consistent with σ. We set σwm(pi) = σ(last(pi))
and the invariant holds, as it holds in (Mi,Ci,Ri), by induction.− If (Ri /⊆ Ri−1), i.e. the robber changed his component in the last move,
then σwm(pi) = Ci ∪ Cj (where Cj is as above), so we do not remove any
cops and place new cops such that (Cj ,Ri) is consistent with σ. Note that the
robber does not change his component: Ri = Ri+1 and we have the last case
where the cops are restoring a previous position.
− Let Ri ⊆ Ri−1 /⊆ Ri−2, then σwm(pi) = Cj (where Cj is as above) and the
invariant is again true. Note that this move is weakly monotone. Indeed, Ci ∖
Cj contains only chasers that are less than Ri (with respect to ⊲) because
they were placed after (M,Cj−1,Cj ,Rj−1) and there is a path from Rj to Ri
(used by the robber for the last change of components, see Figure 6.11). Thus
all paths from Ri to the removed chasers on v lead through m(split(Ri, v)),
by Lemma 6.12. However, chasers in m(split(Ri, v)) were placed before the
position (M,Cj−1,Cj ,Rj−1).
It is clear that σwm uses at most 2k cops and that the robber is finally captured
in any play consistent with σwm (at least every second position of such a play is
consistent with σ up to the M -component after restoring a previous position). It
remains to show that σwm is weakly monotone. Note that the M -component in
positions of the weakly monotone DAG-width game is not necessarily consistent
with σ because it contains vertices that were occupied by chasers in components left
by the robber. As σ is strongly monotone and the only non-monotone positions are
when the cops restore previous positions (but those moves are weakly monotone),
σwm is weakly monotone.
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Figure 6.11: Illustration to Proposition 6.29: restoring a previous position.
Corollary 6.30. If k cops win the weakly monotone shy robber game on G then 6k
cops win the weakly monotone DAG-width game on G.
In fact, one team of cops used in the proof of Corollary 6.27 can be reused while
playing according to the proof of Proposition 6.29, so we get a better bound.
Corollary 6.31. If k cops win the weakly monotone shy robber game on G then 3k
cops win the weakly monotone game on G.
A winning strategy σ′ is shy-similar if there is a winning strategy σ for the cops in
the strongly monotone shy robber game such that σ′ = shy-sim(σ) where shy-sim(σ)
is the strategy that is constructed from σ as shown in Proposition 6.29. A shy-
similar strategy has the property that non-monotonicity results only from the rob-
ber’s change of his component two moves later.
6.8 From weak monotone to strongly monotone
DAG-width: letting cops stay is not enough
In this section, we give some evidence that the step from the weakly monotone to
the strongly monotone DAG-width game is not trivial. In particular, we show that
it does not suffice to just leave tied cops stay, i.e. those removed according to a given
weakly monotone strategy, but whose removal would induce non-monotonicity.
Recall the notion of a front on Page 30. Let σ be a strategy for the cops in the
weakly monotone DAG-width game. The leaving-cops strategy σlc is σ, but leaves
the cops from front(C) remain on their vertices. More formally, we define σlc as
a memory strategy. The memory stores the cop placement we would have playing
according to σ. So a memory state is a set P ⊆ V . Initially, P = ∅. After a robber
1See Chapter 5, Page 101 for the definition of a prudent strategy.
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C1 C2 . . . Cn−1 Cn
R1 R2 . . . Rn−1 Rn
a1 a2 . . . an−1 an
Figure 6.12: Strategy σlc uses an unbounded number of additional cops.
move, P does not change. In a position C, v with a memory state P , the new strategy
prescribes to move as if the position was (P, v), but taking only those cops that are
not reachable from the robber vertex. In other words, σlc(C, v) = frontG(v, σ(P, v))
and P is updated to σ(P, v) after every cop move from position (C, v) if P is the
memory state in that position. Obviously, if σ is a strongly monotone winning
strategy for k cops then σlc is a strongly monotone winning strategy for k cops. If σ
is a weakly monotone winning strategy then so is σlc, but the latter may use more
cops.
We show that σlc needs an unbounded number of cops on some graph classes. The
idea is to iterate the argument from Example 6.1, with the (rough) correspondence
between graph Gn in Figure 6.12 and graph Gn in Figure 6.1. Component C1 in Gn
corresponds to C0 in Gn, component R1 corresponds to C2 in Gn, A1 corresponds
to C11 , and, finally, C2 in Gn to C21 in Gn. Disregarding the sizes, the only edges
missing in Gn are between C11 and C0, which corresponds to connecting A1 and C1
in Gn. While adding an edge from C1 to A1 is possible in Gn, it is essential that
no A1 → C1 edge is present. However, these edges corresponding to edges from C11
to C0 in Gn, are not important in Gn.
Lemma 6.32. Let m ≥ 1. There is a class of graphs Gn and winning strategies σn
for 4m cops such that σnlc uses 4m
2(n − 1) cops.
Proof. Consider the graph Gn in Figure 6.12. It consists of n cliques C1, . . . ,Cn of
size 2m, n cliques R1, . . . ,Rn of size 3m, and n independent sets A1, . . . ,An of size m
(we could also take cliques instead of independent sets). Each clique Ci is connected
to the clique Ci−1, for i = 2, . . . , n, i.e. there are edges from every vertex of Ci to
every vertex of Ci−1. Furthermore, each Ci is connected to Ri, each Ri to Ai, and
each Ai to Cn, for i = 1, . . . , n. Finally, each Ai is connected to Aj , for i = 2, . . . , n
and j < i.
Strategy σn is as follows. At the beginning, 2m cops occupy C1. We can assume, by
Lemma 5.21, that the robber goes to R1 because all other components are reachable
from R1. Then m cops occupy A1. If the robber remains in A1, the cops from C1
go to R1 and capture the robber. The other possibility for the robber is to switch to
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the component that contains C2. Now the cops from A1 are removed from the graph
(inducing weak non-monotonicity). The robber can only remain in his component.
Then 2m new cops occupy C2, the robber goes to R2, m cops from C1 occupy A2,
the robber switches to the component containing C3, the cops are removed from A2
and the rest of C1 and placed on C3 and so on. In the last step, the cops occupy Cn,
the robber is in Rn and m cops occupy An. The robber switches to some Ai, but the
cops from An expel him from any Ai and the robber is captured in A1. Note that
in every move during the described game, An and thus all Ai are reachable from the
robber component. Hence, if the robber sticks to the same strategy as above (always
switching to the new Ci), the strategy σnlc prescribes to leave cops on all the Ai.
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In this chapter, we analyse complexity measures for directed graphs according to
their boundedness in each other: if measure X is bounded on a class of graphs, can
we guarantee that so is measure Y ? As we have seen in Chapter 3, if the com-
plexity of graphs in a graph class is bounded, many problems that are, in general,
difficult can be solved efficiently on those graphs. Sometimes we cannot guarantee
that boundedness is preserved under certain graph transformations. For example, in
Chapter 5, we were not able to prove that DAG-width remains bounded under the
powerset construction without introducing a combinatorially involved argument con-
cerning multiple robbers. The problem is that the construction does not necessarily
preserves monotonicity. A general theorem stating that a winning strategy for k cops
induces a monotone winning strategy for f(k) cops, for some function f , would make
the proof much easier. For undirected graphs, i.e. for tree-width, that function is
the identity. However, this remains an open problem in the general undirected case.
A further example where boundedness of measures in each other would be useful
is the relation between DAG-width and Kelly-width. While DAG-width has a very
simple and intuitive characterisation in terms of a graph searching game, it is not
clear whether it can be computed in non-deterministic polynomial time. The problem
is that we do not know whether DAG-decompositions have polynomial size. A way
to prove this could be to utilise shy decompositions, which are small in the size of the
graph. However, if the robber is permitted to change his component, the argument
does not work any more. Indeed, there may be different (and, possibly, many)
placements of the cops in the same component C outside the robber component
depending on how the robber plays. For each of them, there is a way to extend
the decomposition of C. While in the weakly monotone game, there is only one
decomposition of C that is independent of cops staying in C (as they can be removed
at the cost of an additional cop team), for the strongly monotone game we may need
another decomposition for each case.
On the contrary, deciding whether the Kelly-width of a given graph is at most k
is in NP. However, the game has more complex rules that can make dealing with
them difficult. For example, the way we translated cop strategies between a graph
and its powerset graph in Chapter 5 does not work immediately for Kelly-width. If
we could show that DAG-width and Kelly-width are bounded in one another, we
could switch between the measures and benefit from their respective advantages.
We relate two measures X and Y if boundedness of X on the class of all graphs
implies boundedness of Y , i.e. if there is a function f ∶ω → ω such that, for all
graphs G, Y (G) ≤ f(X(G)). Figure 7.1 shows the picture we obtain. A solid arrow
from measure X to measure Y is drawn if boundedness of X implies boundedness
of Y . A label ≤ f(x) where f is a unary function on natural numbers means that
if, for a graph G, X(G) = x then Y (G) ≤ f(x). The label contains a reference to the
corresponding statement; defmeans that the statement follows from the definitions of
the measures. Examples showing that certain bounds do not exist are denoted with
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dashed arrows with labels. For example, the arrow from Kelly-width to DAG-width
with label ≥ 4x/3 means that, for every x, there is a graph whose Kelly-width is x
and whose DAG-width is 4x/3. The infinity sign means that there is no bounding
function f at all. Intuitively, X ⇢ Y means that there is a graph G where X(G) is
small and Y (G) is large. Measures in the same square box are equal.
Note that the solid arrow relation is transitive, so we can deduce, for example,
that if entanglement is bounded then so is directed tree-width search number (over
non-monotone DAG-width search number). Although the dashed arrow relation is
not transitive, there are two useful rules to produce new dashed arrows out of a
dashed and a solid arrow:− if X → Y and X ⇢ Z then Y ⇢ Z;
− if Y →X and Z ⇢X then Z ⇢ Y .
For example, DAG → wm#DAG and wm#DAG → ent implies wm#DAG → ent;
Kw⇢ tw and pw→ tw implies Kw⇢ pw.
The equivalence relation↔ which is the reflexive symmetric transitive closure of →
is of particular interest. Directed tree-width and directed tree-width search number
are equivalent, as well as the measures between weakly monotone shy robber search
number and DAG-width. Interesting open questions are whether Kelly-width and
DAG-width, and non-monotone DAG-width and DAG-width are equivalent. It was
conjectured in [53] the the answer to the first question is positive, the second question
was formulated as an open problem in [55].
Directed tree-width
We start with the left part of the picture. The search number in the directed tree-
width game and the directed tree-width are in the same equivalence class. We did
not find any explicit statement of the following simple corollary from results in [60].
Proposition 7.1. Let G be a graph. If #dtw(G) = k then dtw(G) ≤ 3k − 5.
Proof. By Lemma (3.3) from [60], dtw(G) > 3k − 2 implies the existence of a di-
rected haven of order k in G, which implies (see the text on Page 6 in [60])
that #dtw(G) ≥ k. Thus if #dtw(G) ≥ k then, by contraposition, dtw(G) > 3k − 2.
It follows that #dtw(G) = k − 1 implies dtw(G) ≤ 3k − 1 and thus if #dtw(G) = k
then dtw(G) ≤ 3k − 5 .
The opposite direction is proved in [60].
Theorem 7.2 ([60]). Let G be a graph. If dtw(G) = k then #dtw(G) ≤ k + 1.
Note that non-monotone shy robber game is the same as the directed tree-width
game. Finally, we see that the restriction for the robber to stay in his component is
essential: one needs indefinitely more cops if the robber can leave it.
Proposition 7.3 (see [14]). For every k ≥ 2, there is a graph Gk with #dtw(Gk) = 2
and nm#dagw(Gk) = k.
Proof. One can take the graph defined in [14] in Proposition 35, which is a directed
tree with all possible back-edges. Both statements are easy to see.
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7 Boundedness between measures
Tree-width, path-width, directed path-width
It is easy to compare directed measures with undirected ones: any large grid with
vertical edges oriented to the right and horizontal edges oriented bottom-up has un-
bounded tree-width and path-width, but bounded directed tree-width, entanglement,
DAG-width, Kelly-width and directed path-width.
Proposition 7.4. For all k, there are graphs of tree-width and path-width k and
directed tree-width, directed path-width and entanglement zero, and DAG-width and
Kelly-width one.
The next step will be to separate games with a visible robber from those with
an invisible robber (except the Kelly-width game where the robber is also inert).
The following proposition exemplarily does that for tree-width, entanglement, and
path-width, whose connections are shown in Figure 7.1.
Proposition 7.5 (see [26]). Let k > 0. Let G be the full undirected ternary tree Tk
of depth k + 1. Then tw(Tk) = 1, ent(Tk) = 2, and pw(Tk) = k.
Proof. The ternary tree of depth k + 1 is shown in Figure 7.2. It is clear that two
cops are sufficient and necessary to capture the robber in the tree-width game and
in the entanglement game on Tk.
It is also easy to see by induction on k that k + 1 cops capture the robber in the
path-width game on Tk. On T1, two cops win by occupying the root with one cop
and all three other vertices with other cop one by one. The induction hypothesis is
that k + 1 cops win on Tk. On Tk+1, the strategy is to place a cop on the root. The
robber goes to a subtree rooted at a direct successor of the root. Now, the remaining
cops play according to the strategy given by the induction hypothesis in that subtree.
Let us prove the robber wins against k cops on Tk. The proof is again by induction
on k. The induction base is trivial. Assume that k cops are necessary to capture
the robber on Tk−1. We show that the robber wins against k cops on Tk (i.e. k + 1
cops are necessary to capture him on Tk). The invariant of the game is that at least
two of the three subtrees rooted at the direct successors of the root are not fully
decontaminated, i.e. may be occupied by the robber (which implies the statement).
At the beginning, the invariant is trivial. Let without loss of generality the left-most
subtree be decontaminated first and the tree in the middle in the second place. While
the cops are playing in the middle tree, the right-most tree is still contaminated. By
the induction hypothesis, all k cops are needed in the middle tree, i.e. they all are
placed there in some position. Then the left-most tree is recontaminated from the
right-most one over the root. Thus two subtrees are contaminated again.
The non-monotone version nm-twGk(G) of game twGk(G) is played as the latter,
but the winning condition is changed: the cops win all finite plays and the robber
wins all infinite plays. The non-monotonesearch number nm#tw(G) is defined anal-
ogously to #tw(G). However, in the context of undirected graphs, the difference in
the winning condition does not affect the search number. The following theorem is
another formulation of Theorem 3.14.
Theorem 7.6 ([89], see also [11]). For all graphs G, #tw(G) = nm#tw(G).
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Tk−1 Tk−1 Tk−1
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Figure 7.2: Graph Tk.
While the tree-width of a graph is always at most its path-width, but not vice versa,
the relations between tree-width and directed path-width is symmetric. Because we
neglect the directions of edges before playing the tree-width game, tree-width is not
bounded in directed path-width.
Proposition 7.7. For any natural numbers k > 0 and n ≥ 0, there exists a graph Gk,n
such that tw(Gk,n) = k and dpw(Gk,n) = n.
Proof. If n ≤ k then Gk,n is a (k × (k + 1))-grid where− in the first n rows, all horizontal edges are directed to the right and all vertical
edges are directed up (choosing sides arbitrarily), and
− in the remaining rows, all edges are undirected.
If n > k then Gk,n is the disjoint union of the undirected (k × k)-grid and the
undirected full ternary tree of depth n. For tree-width, if the robber chooses the tree
in the first move, two cops suffice to capture him. If the robber chooses the grid,
k + 1 cops win. The result for directed path-width follows from Proposition 7.5.
Non-monotone directed path-width games relate to directed path-width games as
non-monotone DAG-width games to DAG-width games. Let G be a graph. Then
nm-dpwGk(G) is played by k cops and one robber as dpwGk(G), but the winning
condition for the cops is that they capture the robber, so finite (also non-monotone)
plays are won by the cops and infinite ones by the robber. Barát shows a connection
between the minimal number of cops needed to capture the robber in the directed
path-width game and in the undirected path-width game: both parameters differ
at most by one [9]. Hunter sharpens that result in an unpublished paper [54] and
proves that a non-monotone strategy can be replaced by a monotone one without
introducing a new cop.
Theorem 7.8 ([9, 54]). If the cops have a winning strategy in nm-dpwGk(G) then
the cops have a winning strategy in dpwGk(G).
Entanglement
We have already seen in Chapter 5 that entanglement is sensitive to local changes in
the graph (see Proposition 5.9). This gives an intuition on how to separate entangle-
ment from other measures. The counterexample from [15] is, roughly, an undirected
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ε ε
0 0 1 1
00 00 01 01 10 10 11 11
Figure 7.3: Graph G2.
double tree—a tree where every vertex is replaced by two, or, in other words the
lexicographic product of an undirected tree with a 2-clique. While, in the tree-width
game, one needs only another team of cops to block two vertices instead of one, in
the entanglement game, this is not possible, as the cops cannot be placed on vertices
which are not occupied by the robber. Hence, the robber can enter a component and
the cops cannot block all exits from it.
Theorem 7.9 ([15]). For every k ≥ 0, there is an undirected graph Gk with ent(Gk) >
k and tw(Gk) = dtw(Gk) = 2 and dagw(Gk) = Kw(Gk) = 3.
Proof. Let Gk be the graph consisting of two full binary undirected trees whose
corresponding nodes are connected to each other: Gk = (Vk ⊍ V k,Ek ⊍ Ek ⊍ E′k)
where Vk = {0,1}≤k−1 is the set of words over {0,1} of length at most k − 1, V k ={0,1}≤k−1, (Vk,Ek) = T is an undirected full binary tree, (V k,Ek) = T is its copy
and E′k = {{u,u} ∣ u ∈ {0,1}≤k−1}. Hereby, we denote by u the word obtained
from u ∈ {0,1}+ ∪ {0,1} by replacing each bit b ∈ {0,1} by b ∈ {0,1} and each
bit b ∈ {0,1} by b. Graph G3 is shown in Figure 7.3.
It is easy to see that Gk has tree width 2, and DAG-width, Kelly-width and directed
tree width three. The strategy for three cops in all corresponding games is to occupy
the two roots and then to follow the robber down the tree. Assume without loss
of generality that the robber chooses the left subtree, then the third cop is placed
on 0 (the left successor of ε) and then the cop from ε is placed on 0. Now, we have
the same situation as after placing two cops on the roots, but one level lower. That
procedure continues until the robber is captured in a leaf.
For entanglement, we show that an introduction of two additional levels in the
tree allows the robber to escape an additional cop, i.e. that the entanglement grows
at least by one if the depth of the tree grows by two. For that, we need some more
notation. For a word u ∈ {0,1}≤k ∪ {0,1}≤k, let T u be the subtree of T rooted at u
together with the corresponding subtree of T , i.e. the graph induced by the set
(u′ ⋅ {0,1}≤k−∣u∣) ∪ (u′ ⋅ {0,1}≤k−∣u∣)
where u′ = u if u ∈ {0,1}∗ and u′ = u if u ∈ {0,1}.
We prove that, for every even k, the robber starting from node ε or from node ε
can ensure to
− escape k/2 − 2 cops and
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− after the (k/2 − 1)-th cop enters Gk,
– if started on ε, reach ε, and
– if started in ε, reach ε .
This suffices to describe a winning strategy for the robber on Gk+1, which is to switch
between the two subtrees T 0 and T 1 of the root.
For k = 2, the statement is trivial. The induction hypothesis is that the statement
is true for an even number k. Consider the situation for k+2. We need two strategies:
one for ε as the starting position and one for ε. By symmetry, it suffices to describe
only a strategy for ε. The robber can play in a way such that the following invariant
(which is a strengthening of the induction hypothesis) is true.
(∗) If the robber is in T xy, for x, y ∈ {0,1}, and starts from xy, there are no cops
on {ε, x} .
By induction, it follows from the invariant that ε and y are reachable from the robber
vertex.
At the beginning, the robber moves to the (cop free) subtree T 00 via the path(ε,0,00) and plays there from 00 according to the strategy given by the induction
hypothesis for T 00. Furthermore, 00 remains reachable and so is ε via 0. Either that
play lasts forever (and we are done), or the (k/2 − 2)-nd cop comes to T 00 and the
robber can reach 00. While he is doing that, no cops can be placed outside of T 00
as the robber does not leave T 00.
Assume that the robber enters a tree T xy, for x, y ∈ {0,1} which is free of cops
(this is, in particular, the case at the beginning). By symmetry, we can assume that
x = y = 0. Further assume, without loss of generality, that the robber enters T 00 at
00. Either the play remains in T 00 forever (and we are done), or the (k/2−1)-st cop
enters T 00 and the robber reaches 00. Note that while the robber is moving towards
00, no cops can be placed outside of T 00 as the robber does not leave T 00.
If the last cop is already placed, the robber goes to 0 and then to ε, which are not
occupied by cops, according to the invariant, and we are done. If the last cop is not
placed yet, all cops are in T 00, so the robber runs along the path 00,0,0, ε,1,10 toT 10. Note that the nodes ε and 1 are not occupied by cops, so the invariant still
holds. The robber plays as in T 00 and so on.
As in other cases of directed and undirected measures, tree-width is not bounded
in entanglement.
Proposition 7.10. For all k ≥ 1, there is a graph Gk such that ent(Gk) = 0
and tw(Gk) = k.
It is intuitively clear that the graphs from Theorem7.9 have unbounded directed
path-width and hence unbounded path-width (compare Proposition 7.7). In fact,
directed path-width bounds entanglement from above.
Proposition 7.11 ([77]). For any graph G, we have ent(G) ≤ #dpw(G).
The opposite statement is not true. As we have seen in Proposition 7.7, the
directed path-width of full undirected ternary trees is not bounded, but the entan-
glement, of course, is bounded, so we obtain the following proposition.
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Proposition 7.12. For any k > 0, there is a graph Gk with ent(Gk) = 2
and dpw(Gk) = k.
The entanglement game does not demand the cops to play monotonically, which
makes it difficult to compare entanglement with DAG-width. However, if monotonic-
ity is not important, one can capture a robber in the non-monotone DAG-width game
with one more cops than in the entanglement game.
Theorem 7.13 ([12]). For any graph G, if ent(G) = k then nm#dagw(G) ≤ k + 1.
Finally, we remark that, in a sense, we can bound entanglement in tree-width—
with a logarithmic blow-up.
Theorem 7.14 ([15]). For all graphs G, if tw(G) = k then ent(G) ≤ (k + 1) ⋅ log ∣G∣.
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