This paper considers the problem of prediction in a panel data regression model with spatial autocorrelation. In particular, we consider a simple demand equation for cigarettes based on a panel of 46 states over the period . The spatial autocorrelation due to neighboring states and the individual heterogeneity across states is taken explicitly into account. We derive the best linear unbiased predictor for the random error component model with spatial correlation and compare the performance of several predictors of the states demand for cigarettes for one year and five years ahead. The estimators whose predictions are compared include OLS, fixed effects ignoring spatial correlation, fixed effects with spatial correlation, random effects GLS estimator ignoring spatial correlation and random effects estimator accounting for the spatial correlation. Based on RMSE forecast performance, it is important to take into account spatial correlation and heterogeneity across the states.
Introduction
The econometrics of spatial models have focused mainly on estimation and test of hypotheses, see Anselin (1988) , Anselin, Bera, Florax and Yoon (1996) and Anselin and Bera (1998) to mention a few. This paper focuses on prediction in spatial models based on panel data. In particular, we consider a simple demand equation for cigarettes based on a panel of 46 states over the period . The spatial autocorrelation due to neighboring states and the individual heterogeneity across states is taken explicitly into account. In order to explain how spatial autocorrelation may arise in the demand for cigarettes, we note that cigarette prices vary among states primarily due to variation in state taxes on cigarettes. For example, in 1988, state excise taxes ranged from 2 cents per pack in a producing state like North Carolina to 38 cents per pack in the state of Minnesota. In 1997, these state taxes varied from a low of 2.5 cents per pack for Virginia to $1.00 per pack in Alaska and Hawaii. Since cigarettes can be stored and are easy to transport, these varying taxes result in casual smuggling across neighboring states. For example, while New Hampshire had a 12 cents per pack tax on cigarettes in 1988, neighboring Massachusetts and Maine had a 26 and 28 cents per pack tax. Border effect purchases not explained in the demand equation can cause spatial autocorrelation among the disturbances. 1 Alternatively, one can model this using spatially lagged regressors like population density of neighboring states and prices and incomes of neighboring states. In fact, Baltagi and Levin (1986) used the minimum price in neighboring states to capture border effects purchases.
1 This paper models the demand for cigarettes as follows:
y it = x it β + ε it i = 1, ..., N ; t = 1, ..., T
where y it denotes the real per capita sales of cigarettes by persons of smoking age (14 years and older) measured in packs per head. The explanatory variables include the average retail price of a pack of cigarettes measured in real terms, and the real per capita disposable income of each state. All variables are expressed in logarithms and the estimated coefficients represent elasticities. N = 46 states and T = 30 years. We only use the first 25 years for estimation and reserve the last 5 years for out of sample forecasts. For data sources, see Baltagi and Levin (1986) . Here, we update the data 12 years from 1981 to 1992. The disturbance term follows an error component model with spatially autocorrelated residuals, see Anselin (1988, p 152) . The disturbance vector for time t is given by
where ε t = (ε 1t , ..., ε N t ) , µ = (µ 1 , ..., µ N ) denotes the vector of state effects and φ t = (φ 1t , ..., φ N t ) are the remainder disturbances which are independent of µ. The φ t 's follow the spatial error dependence model
where W is the matrix of known spatial weights of dimension N × N and λ is the spatial autoregressive coefficient.
and is independent of φ t and µ. The spatial matrix W is constructed as follows: a neighboring state takes the value 1, otherwise it is zero. The rows of this matrix are normalized so that they sum to one. The µ i 's are the unobserved state specific effects which can be fixed or random, see Hsiao (1986) or Baltagi (1995 Pesaran and Smith (1995) suggested averaging these heterogeneous estimates to obtain a pooled estimator. This yields a price elasticity estimate of -1.19 and an income elasticity estimate of 0.48, both of which are significant. These are reported as average heterogeneous OLS in Table 1 . These individual cross-section regressions and their average do not take the spatial autocorrelation into account. Using the normality assumption, we re-estimate these cross-sectional demand equations using the maximum likelihood estimates (MLE) described in Anselin (1988) which account for spatial autocorrelation in the disturbances. These heterogeneous spatial estimates are reported in Table 2 along with the corresponding estimate of λ. We also report for each year the LM test for λ = 0,
Estimation
given by equation (59) of Anselin and Bera (1998) . Most of the spatial coefficients estimates are insignificant at the 5% level except for five out of the 25 years used for estimation. These are 1976 These are , 1981 These are , 1983 These are , 1984 These are and 1987 . Next, we account for heterogeneity across states by using the fixed effects (FE) estimator. This model assumes that the µ i 's are fixed parameters to be estimated. The F -statistic for testing the significance of the state dummies, see equation (2.12) of Baltagi (1995) , yields a value of 88.9 which is statistically significant. Note that if these state effects are ignored, the OLS estimates and their standard errors in Table 1 would be biased and inconsistent, see Moulton (1986) . 4 Ignoring the spatial effects, the FE estimator can be obtained by running the regression with state dummy variables or by performing the within transformation and then running OLS, see Hsiao (1986) . Denote these estimates byβ F E . These are reported in Table 1 as FE. Compared to the OLS estimates, the price elasticity estimate drops to -0.47 and the income elasticity estimate becomes negative -0.26 and both are significant. The latter effect is not unlikely, since income can be a proxy for education levels and smoking is known to decrease with higher education levels.
This FE estimator still does not take into account the spatial autocorrelation. This paper estimates the fixed effects with spatial autocorrelation using MLE.
5 In addition, we checked this global maximum using a grid search procedure over λ. In fact, Figure 1 shows that the maximum likelihood function is well behaved for values of λ around the global maximum. The estimates are reported in Table 1 For the random effects model, the µ i 's are iid(0, σ 2 µ ) and are independent of the φ it 's, see Anselin (1988) . For this model, we need to derive the variancecovariance matrix. Let B = I N − λW, then the disturbances in equation (3) can be written as follows:
where ι T is a vector of ones of dimension T and I N is an identity matrix of dimension N . The variance covariance matrix is
where
It is easy to verify that
see Anselin (1988, p.154) . Also, see Wansbeek and Kapteyn (1983) for a similar trick for the classical error component model without spatial autocorrelation. In this case, GLS on (1) using this Ψ −1 yieldsβ GLS . Note that the computation is simplified, since the N T × N T matrix Ψ −1 is based on inverting two lower order matrices, V and B both of dimensions N × N .
If λ = 0, so that there is no spatial autocorrelation, then B = I N and Ω from (5) becomes the usual error component variance-covariance matrix
In this case V = (T θ + 1)I N = ( Baltagi (1995) .
The results are reported as RE in Table 2 . In fact, the price elasticity estimate is -0.47 and the income elasticity estimate is -0.25 and both are significant. If λ = 0, MLE under normality of the disturbances using this error component model with spatial autocorrelation is derived in Anselin (1988) . Here we apply this MLE using the OPTMUM procedure of GAUSS version 3.2.37.
In addition, we checked the global maximum by running a grid search procedure over λ and ρ = σ We now turn to comparing these various estimators using five years ahead forecasts. These are out of sample predictions for 1988, 1989, .., and 1992. 3 Prediction Goldberger (1962) showed that, for a given Ω, the best linear unbiased predictor (BLUP) for the ith state at a future period T + S is given bŷ
where ω = E(ε i,T +S ε) is the covariance between the future disturbance ε i,T +S and the sample disturbances ε.β GLS is the GLS estimator of β from (1) based on Ω, andε GLS denotes the corresponding GLS residual vector.
For the error component model without spatial autocorrelation (λ = 0), Wansbeek and Kapteyn (1978) and Taub (1979) derived this BLUP and showed that it reduces tô
where in this case,
RE defined in (9) into (10), we immediately get (11). The typical element of the last term of (11) is
i.,GLS wherē ε i.,GLS = T t=1ε ti,GLS /T. Therefore, the BLUP of y i,T +S for the RE model modifies the usual GLS forecasts by adding a fraction of the mean of the 9 GLS residuals corresponding to the ith state. In order to make this forecast operational,β GLS is replaced by its feasible GLS estimateβ RE reported in Table 1 and the variance components are replaced by their feasible estimates.
The corresponding predictor is labelled the RE predictor in Table 3 .
This paper derives the BLUP correction term when both error components and spatial autocorrelation are present. In this case
since the φ's are not correlated over time.
Using
as defined in (7), we get
δ jεj.,GLS (13) where δ j is the jth element of the ith row of V −1 andε j.,GLS = T t=1ε tj,GLS /T.
In other words, the BLUP adds to x i,T +SβGLS a weighted average of the GLS residuals for the N regions averaged over time. The weights depend upon the spatial matrix W and the spatial autocorrelation coefficient λ. To make this predictor operational, we replaceβ GLS , θ and λ by their estimates from the RE-spatial MLE reported in Table 1 . The corresponding predictor is labelled RE-spatial in Table 3 .
When there is no spatial autocorrelation, i.e., λ = 0, the BLUP correction term given in (13) reduces to the Wansbeek and Kapteyn (1978) and Taub (1979) predictor term given in (11). Also, when there are no random state effects, so that σ 2 µ = 0, then θ = 0 and the BLUP prediction term in (13) drops out completely from equation (10). In this case, Ω in (5) reduces to
−1 ) and GLS on this model, based on the MLE of λ, yields the pooled spatial estimator reported in Table 1 . The corresponding predictor is labelled the pooled spatial predictor in Table 3 .
If the fixed effects model without spatial autocorrelation is the true model, then the BLUP is given bỹ
see Baillie and Baltagi (1998) , with µ i estimated asμ i =ȳ i. −x i.βF E and
Note that in this case, λ = 0, so that φ it in (3) reduces to ν it and the latter are not serially correlated over time. Therefore, ω = E(ν i,T +S ν) = 0, and the last term of (10) for the FE model is zero. However, theμ i appear in the predictions as shown in (14).
The corresponding predictor is labelled the FE predictor in Table 3 .
If the fixed effects model with spatial autocorrelation is the true model, then the problem is to predict
with φ T +S = λW φ T +S + v T +s obtained from (3). Unlike the previous case, λ = 0 and the µ i 's and β have to be estimated from MLE, i.e., using the FE-spatial estimates. The disturbance vector from (3) can be written as φ = (I T ⊗ B −1 )v, so that ω = E(φ i,T +S φ) = 0 since the υ's are not serially correlated over time. So the BLUP for this model looks like that for the FE model without spatial correlation given in (14) except that the µ i 's and β are estimated assuming λ = 0. The corresponding predictor is labelled the FE-spatial predictor in Table 3 . Some of the limitations of our study is that we used a simple static model of cigarette demand when a dynamic or a rational addiction model of cigarette demand may be more appropriate. However, the latter models introduce additional econometric complications for our forecasting illustrations and these are beyond the scope of this paper. Despite these limitations, this paper lays out a simple methodology for forecasting with panel data models that are spatially autocorrelated. These methods will hopefully prove useful to researchers forecasting with these models. 
