Abstract-In this paper we propose algorithms for parameter estimation of fast-sampled homogeneous Markov chains observed in white Gaussian noise. Our algorithms are obtained by the robust discretization of stochastic differential equations involved in the estimation of continuous-time Hidden Markov Models (HMM's) via the EM algorithm. We present two algorithms: The first is based on the robust discretization of continuous-time filters that were recently obtained by Elliott to estimate quantities used in the EM algorithm. The second is based on the discretization of continuous-time smoothers, yielding essentially the well-known Baum-Welch re-estimation equations. The smoothing formulas for continuous-time HMM's are new, and their derivation involves two-sided stochastic integrals. The choice of discretization results in equations which are identical to those obtained by deriving the results directly in discrete time. The filter-based EM algorithm has negligible memory requirements; indeed, independent of the number of observations. In comparison the smoother-based discrete-time EM algorithm require the use of the forward-backward algorithm, which is a fixed-interval smoothing algorithm and has memory requirements proportional to the number of observations. On the other hand, the computational complexity of the filter-based EM algorithm is greater than that of the smoother-based scheme. However, the filters may be suitable for parallel implementation. Using computer simulations we compare the smoother-based and filter-based EM algorithms for HMM estimation. We provide also estimates for the discretization error.
I. INTRODUCTION
I N this paper we propose algorithms for parameter estimation of fast-sampled homogeneous Markov chains observed in white Gaussian noise. The parameters estimated include transition probabilities and levels (drift coefficients) of the Markov chain, and the noise variance. Our. algorithms are obtained by the robust discretization of stochastic differential equations involved in the estimation of continuous-time Hidden Markov Models (HMM's) via the EM (Expecta- Manuscript received January 12, 1994; revised January 19, 1995 . This research was supported in part by the Cooperative Research Centre for Robust and Adaptive SystemsThe material in this paper was presented in part at the IEEE CDC, 1992.
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V tion-Maximization) algorithm. The EM algorithm is an iterative ML (Maximum-Likelihood) parameter estimation scheme that can be used to estimate the parameters of Markov processes observed in white Gaussian noise, see [I] , [3] , [8] , and [12] . The contributions of this paper can be outlined as follows: 1) Parameter Estimation Algorithms:
We present two algorithms to estimate the parameters of the HMM: The first is based on the robust discretization (see below) of continuoustime jilters that were recently obtained by Elliott [7] to estimate quantities used in the EM algorithm. We term this the jilter-based EM scheme. The second is based on the robust discretization of continuous-time smoothers, yielding essentially the well-known Baum-Welch re-estimation equations. We term this the smoother-based EM scheme.
It turns out that the filter-based scheme has negligible memory requirements compared to the smoother-based scheme. Using a T/A-length noisy observation sequence of an N-state Markov chain, where A is the time step size, the smootherbased algorithm requires a memory of NT/A, whereas the filter-based algorithm requires memory independent of T/A. However, the computational complexity of the filter-based EM algorithm at each time instant is O(N4) (for an N-state Markov chain) compared to O(N2) for the smoother-based scheme. Despite the higher computational cost, the various filters in the filter-based scheme are decoupled and are suitable for parallel implementation on a multiprocessor system.
The continuous-time smoother based EM scheme that we present is new and its derivation involves two-sided stochastic integrals.
2) Robust Discretization:
We perform the robust discretization mentioned above as follows: First, by using the approach due to Clark [2] , we derive the robust versions of the differential equations that compute various quantities required in the EM algorithm. By robust, we mean that the differential equations define versions of the filters which depend continuously on the observation path. This is a useful property from the practical point of view, see Clark [2] . The discrete-time algorithms are obtained by discretizing the resulting robust filters. We provide also estimates for the discretization error.
3) Probabilistic
Interpretation:
We give a probabilistic interpretation to our numerical schemes. In particular, the timediscretization is chosen to yield equations which are identical to the filtering and smoothing equations for a discrete-time HMM which are obtained in Elliott [6] and Levinson, Rabiner, 0018-9448/96$05,00 0 1996 IEEE and Sondhi [8] , repectively. This is an important consistency property in that it links discretized continuous-time results with discrete-time results. We emphasize that other choices in the discretisation may lead to other recursions which do not correspond to standard discrete-time HMM formulas. 4) Computer Simulations: Using computer simulations we compare the filter-based and smoother-based EM algorithms. Both algorithms yielded satisfactory estimates in our simulations; however, we found that the smoother-based scheme had better numerical properties than the filter-based scheme. Important implementation aspects such as normalization are also considered.
The paper is organized as follows: In Section II we present our continuous-time robust filters. In Section III the discretized filters are derived. Also pathwise error estimates are obtained. In Sections IV and V the smoothing analogs of Sections II and III are presented. Section VI deals with important implementation issues like normalization, and in addition, the estimation of the noise variance is discussed. In Section VII, simulation examples are presented that compare the smootherbased and filter-based algorithms.
II. CONTINUOUS-TIME HMM ESTIMATION (FILTERING) In this section we first briefly review the EM algorithm (Section II-A). We then describe the continuous-time model in Section II-B and review the continuous-time filters derived in [7] in Section II-C. In Section II-D we derive robust versions of the filters.
A. Review of EM Algorithm
The basic idea behind the EM algorithm is as follows [5] . Let {PO, 0 E O} be a family of probability measures on a measurable space (G, 3) all absolutely continuous with respect to a fixed probability measure Pa, and let Y c <. The likelihood function for computing an estimate of the parameter 6' based on the information available in Y is L(B) = Eo g-f y [ II 0 and the MLE is defined by
E argmax L(B). BE@
In general, the MLE is difficult to compute directly. The EM algorithm provides an iterative approximation method starting from an initial model estimate 00. Each iteration of the EM algorithm consists of two steps:
Step I (E-Step): Set 0 = 8, and compute Q(., r9), where
Step 2 (M-Step): Find
The sequence generated {Jr,, p > 0) gives nondecreasing values of the likelihood function with equality if and only if e,,, = &.
B. Continuous-Time Model
Let {Xt, t 2 0) be a continuous-time Markov chain defined on a probability space (R,3, P) with state space S = {el,ez,..., eN}. Without loss of generality, we assume that ei is the unit column vector of RN with 1 in the ith position. Let (., .) denote the scalar product in RN. If u = (~1,. . . , '~LN), then N (X,,u) = c u; l(Xt=e,).
i=l Let ~0 be the probability distribution of X0, and A = (a;j) be the transition rate matrix (infinitesimal generator), i.e. P(Xt+h = ejlXt = ei) = S;j + aijh + o(h).
(2.1)
We assume that X, is not directly observed, instead we observe the scalar process
where {wt , t > 0) is a standard Brownian motion (unit variance) on (a, 3, P), which is independent of {Xt , t 2 0). The case of .a d-dimensional observation could also be considered, and we assume d = 1 only for the sake of simplicity. Also g = (gr, . . . , gN) are the levels or drift coefficients of the Markov chain. Write 3t = c(Xs, ys, 0 5 s 5 t) and y, = a(~,,0 < s 5 t). The aim of the estimation problem is to obtain the MLE for the unknown parameters sl and g. A filtering approach for doing so using the EM algorithm is presented in [l] and [7] , see also [3] where the conditional expectations are computed using the parameters A and g. In this way, a sequence of parameter estimates is generated which gives nondecreasing values of the likelihood function.
Notation: For any {3i, t 2 0}-adapted and integrable process {H,, t > 0}, denote the unnormalized conditional expectations as a(Ht) = E [HtAtlYt] (2.4) where p is a probability measure on (a, 3) defined by setting the Radon-Nikodym derivative dP -dp Ft
By the Bayes rule we have
In the particular case where Ht = 1, we use the notation
Finally, let B denote the diagonal matrix B = diag(gl;..,gN).
Note that Be; = gie;
C. Continuous-Time Filters
From (2.3) above, our objective is to compute I for HT = NY, G& or J$. It is not possible in general to obtain equations directly for a(Ht), but it is possible to obtain equations for o(HtX2), i.e., for the N-dimensional vector whose ith component is (~(Htxt), e;) = E(Qx,=,,,Ht&(Yt).
One would then obtain a(HT) as I = (o(HTXT), 1) where 1 denotes the column N-vector of ones. The equations for a(HtXt) are presented in Elliott [7] . Note that the filtering equation (2.7) for the number of jumps was first obtained in Zeitouni and Dembo [14] .
State (Wonham filter) In [2], Clark introduced robust reformulations of the nonlinear filtering equations, and showed that the conditional probability distribution has a version which depends continuously on the observations. From a practical point of view, this continuous dependence is a desirable robustness property, and leads to robust approximations.
In this section, we follow Clark's approach and define robust versions of the filters obtained by Elliott [7] . These will be used in the next section to derive robust numerical algorithms.
We introduce the processes
Note that ate; = &e;. For any {3t, t 2 O}-adapted and integrable process { Ht, t > 0}, we define cr(H,X,) = fI+(HtXt). (2.10)
State: Using Ito's rule, one can show that Pt = F(X,) is a process of finite variation and solves the ODE -$I, = Q'tlA*ff&j& (2.11) with initial condition PO = ~0. Equation (2.11) was derived in [2] , where it was shown that & is a locally Lipschitz continuous function of (y(s), 0 < s 5 t), and (2.11) can be used to define a version of the conditional probability distribution which enjoys also this continuity property. In the same way, robust versions i7(HtXt) of the filters a (HtXt) for the processes Ht = Jj, Njj and Gi can be obtained. They read:
Occupation Time:
iii ( cE(G",Xt) = Q,lA*Qta(GjXt) dt + (p,, ei)ei dyt (2.14)
with initial condition ~(G~XO), ,= 0. Note that ??(J,iX,) and F(N,~~X~) are finite variation processes solving ODE's, while ??(GiXt) is not a finite variation process, and is the solution of an SDE. However, using where K depends on I I yi ] I and I I yz I I. Therefore, we can write integration by parts, the stochastic integral in (2.14) can be written in terms of a standard integral, see (2.17) below.
The following theorem shows that these differential equations define versions of the filters which depend continuously and hence (2.15) follows by standard arguments based on the on the observation path. Let Gronwall lemma. 0 IIYII e O~$TIY(t)l
III. TIME DISCRETIZATION OF FILTERING EQUATIONS
denote the sup-norm of (y(t), 0 5 t 5 T). The purpose of this section is to provide computable approxTheorem 2.2: For Ht = Jj, Ni3 or Gi, define F(HtXt) via imation of the continuous time equations described in Section (2.1 l)-(2.14). Then, for all 0 5 t < T ' II-C, for pt = c(Xt), a(JiX,), o(GiX,), and a(Nt"jX,). Throughout the paper, a regular partition
defines a locally Lipschitz continuous version of E[HtXt lYt]
is considered, with constant time step a = t, -t,-1. Write A4 = [T/al for the largest integer such that Ma 5 T.
(2.15) Basically; two different approaches are. available to obtain discrete filtering equations. where the constant K depends, on llyr 1) and jlyz 1).
Proof: For Ht = Jj, N$", or G$, define (T( HtXt) by
where cT( H,X,) is defined by the robust equations (2.11)-(2.14). Then by Ito's rule it follows that u(HtXt) is a solution of the corresponding SDE given in Section II-D. These equations have unique solutions; namely, the corresponding unnormalized conditional expectations. Therefore, after normalizing we have
To prove the local Lipschitz continuity assertion, we follow Clark [2, Theorem 41, where the following inequalities were proven:
for some constant K depending on 11 yi (I and I] yz II, and
One approach is to sample the continuous time observations {yt, t > 0) and approximate the original continuous-time HMM: the filtering equations for the discrete-time HMM would then provide an approximation of the filtering equations for the continuous-time HMM.
2) The other approach is to directly discretize the filtering equations, or their robust versions obtained in Section II-D. As far as state estimation is concerned, it is shown in Clark [2] that reasonable discretization schemes of the robust equation (2.11) could also provide discretization schemes for the corresponding Duncan-Mortensen-Zakai equation (2.5), and give rise to interesting probabilistic interpretation, thus linking the two above mentioned approaches.
The purpose here is to review the results of [2] for the state estimation problem, and extend these results to the HMM parameter estimation problem. Following [2], a reasonable approximation of (2.11) between sampling times t,-1 and t,, would look like for all t > 0, where y depends on l/y]]. These inequalities imply that 7rt = 7r(Xt),satisfies (2.15) (with Ht = 1).
For Ht = Jj or Ni', one can use the same method as in [2] to obtain l~(fLJG) [ml -a(HtXt) [mll I KIIYI -~211 (2.16) for some i&-i 2 t;, tz 5 t,. Various approximations can be obtained, for different choices of tb and ti. Indeed. we from which (2.15) follows.
will make choices which result in the 'approaches 1) and 2) For Ht = Gi, one has to take into account the stochastic mentioned above coinciding, and yielding standard discreteintegral in (2.14). However, since & = a(Xt) is a finite time formulas. Choosing t; = tX = t,-1 gives variation process, the stochastic integral can be rewritten as where the conditional expectations are computed using the parameters P and g. In this way, a sequence of parameter estimates is generated which gives nondecreasing values of the likelihood function for the discrete-time HMM.
A Discrete-Time Approximate Model Note that, for a small enough time step A > 0, P = [I + AA] = (7~) is a stochastic matrix. Define then the following fast-sampled observations: Remark 3.1: The main advantage of the approach adopted here for time discretization is that the sequence of parameter estimates generated by the re-estimation formulas (3.3) will automatically converge to a stationary point of the likelihood function for the discrete-time model. Therefore, provided the likelihood function for the discrete-time model is close enough to the likelihood function for the original continuous-time model, the sequence of parameter estimates generated by the re-estimation formulas (3.3) will be reasonably close to a stationary point of the likelihood function for the original continuous-time model.
.z* -n -;ryt, -Y/t,-,] and the following discrete-time HMM to be used throughout the paper:
{Xn, in 2 0) is a Markov chain with state space S = {el,..., eN} and transition probability matrix P, related to the observation sequence {z," , n > 0) through the equation
where {w,", n 2 0} is a Gaussian white noise sequence, with covariance matrix A-ll.
It is then straightforward to check that the approximation scheme (3.2) is exactly the filtering equation (Baum's forward equation) for the state estimation in this discrete-time HMM.
Let us write and In the EM algorithm for the discrete-time model above, updating the estimates of P and g requires computation of the conditional expectations of the following quantities given the observation history: In discrete time, the conditional expectations involved in the EM algorithm (3.3) are traditionally computed using smoothing (Baum-Welch re-estimation equations), rather than filtering. For the purpose of comparison, in this section we consider the use of filtering in the discrete-time EM algorithm (see [l] , where such a comparison is made for diffusion processes). Time-discretized numerical schemes are obtained for the continuous-time filtering equations. Following [2], error estimates are provided using the robust filters.
B. Discrete-Time Filters
Based on the previous remarks, the approach adopted below to discretize the filtering equations for g( .JiX,), C( Nt"jXt) and a(GiX,), is to use the corresponding filtering equations for the approximate discrete time HMM introduced above. The filtering equations for parameter estimation in discrete-time HMM are derived in Elliott [6] .
State: See (3.2), to be compared with (2.5). The computational cost is O(N2) at each time instant.
Occupation Time: The filter a(JjnX,%) for the occupation time in state e; in the continuous time HMM, is approximated by A times the filter a(JAXn) for the number of visits in state e; in the discrete time HMM. The equation for the filter c (JiXn) is (where p, is defined by (3.2)) a(JiX,) = Q?,P*u(J~-~X~-~) + (p,-1, e;)\II,P*ei + @n-1, ei)[I + AQ&A*@'t,-lle; (3.5) to be compared with (2.12). The computational cost is O(N3) at each time instant. Pathwise error estimates can now be obtained in a way similar to [2, Theorem 71. This is the purpose of the remainder of this section.
C. Pathwise Error Estimates
As above, let lly]] denote the sup-norm of (y(t), 0 2 t 5 T), and let
WA(y) = maX{Iy(t) -y(S)l: 0 5 S,t 5 T, It -SI 5 A)
denote the modulus of continuity. where the constants C and K depend on [[y/)1, and hence (3.10) follows by the discrete Gronwall lemma. The proof for Ht = Ni3 and H, = Nz is quite similar, and is therefore omitted. For Ht = Gi and H, = 4 . Gk, one has to take into account the stochastic integral in (2.14). Actually, the idea is to use an integration by parts as in the proof of Theorem 2.2. We introduce the notations (Tt = a(GiXt), and zi, = Therefore, it follows from the estimate (3.10) that
IV. CONTINUOUS-TIME HMM ESTIMATION (SMOOTHING)
As we already mentioned, in discrete time, the conditional expectations involved in the EM algorithm (3.3) are traditionally computed using smoothing (Baum-Welch re-estimation equations), rather than filtering. For the purpose of comparison, in this section we consider the use of fixed-interval smoothing in the continuous-time EM algorithm (see [l] , where such a comparison is made for diffusion processes). In the next section, time-discretized numerical schemes are presented, which correspond to the Baum-Welch re-estimation equations for a discrete-time HMM. since UT = 1. The equations for (a(HtXt), Q) are derived below as in Campillo-LeGland [l] , using duality arguments and the chain rule of the two-sided stochastic calculus introduced and studied in Pardoux-Protter [ 111. Roughly speaking, the two-sided stochastic integral can be defined as follows: Let {ut, 0 < t 5 7') (resp., {wt , 0 5 t 5 T}) be the solution of a forward (resp., a backward) stochastic differential equation driven by the Brownian motion {ran, 0 2 t 5 T} on (0,3, P) which is dual to (3.2). The resulting approximation qn to the unnormalized smoothing probability distribution qt, is given simply by hei) = (P,, ei)(w,, 4.
Because of the probabilistic interpretation, associated with this approximation, the conditional expectations involved in the EM algorithm (3.3) are immediately given by the Baum-Welsh re-estimation equations, which involve the forward variable {p,, 0 < n 5 M} and the backward variable {wn, 0 5 n 5 M}. Our purpose here is to recover these equations as an application of duality. Indeed, another way of compute g( HM) for HM = Nz, GL or J&, is to obtain an equation for (a (H,X,) assuming tM = T. This was already the object of the Corollary 3.4.
VI. NORMALIZATION AND VARIANCE ESTIMATION
In this section we first consider normalization of the various filters and smoothers. Then we discuss estimation of the noise variance.
A. Normalization
To avoid numerical overflow, it is important to normalize the numerical approximation schemes, see [l] So far we have assumed that the variance of the observation noise (wt, t > 0} is known, and for simplicity we assumed it to be one. When the variance of { wt , t 2 0} is a known value p2 (say), the appropriate filtering equations can be obtained by a simple scaling.
In continuous time, it is not possible to obtain an MLE of the variance of {wt , t 2 0} because measures corresponding to Wiener processes with different variances are not absolutely continuous, see Liptser and Shiryayev [9] . However, in discrete time, we can appeal to an underlying Lebesgue measure and use densities with respect to this Lebesgue measure to compute Radon-Nikodym derivatives of observation processes with different noise variances. So in discrete time, the MLE estimate of the observation noise variance can be approximated using the EM approach as follows.
If the variance of {wt, t > 0} is p2, then {w,", n > 0) defined in Section III-A is a white Gaussian sequence with variance /3"/A. Now consider the EM update from the estimate g, p to g', p', obtained by maximizing the function Q( ., (g, p) ). Write P and P' for the respective probability measures. Consider the Radon-Nikodym derivative dP'/dPIFT, = hM, where M = [T/A] which is the same expression as in (3.3) and which is the EM update for the noise variance.
Remark 6.1: The right-hand side of (6.3) is related to the quadratic variation (y)~ = ,B2T (which is observed in principle and can be used to estimate the variance /3') of the continuous-time observation process. Indeed 
VII. NUMERICAL EXAMPLES
In this section we present computer simulations to illustrate and compare the performance of the discretized filter-based and smoother-based EM algorithms. The normalized equations presented in Section VI-A were used.
A 3-state HMM was generated with parameters A, g given by 3. Simulation of the EM algorithm, using the above true parameters A, g, and with A = 0.002, T = 40, M = 20 000. Observation noise variance p = 0.05, assumed known. Estimated values of A and g are computed using the EM algorithm. Fig. 1 contains graphs which show the evolution of the parameter estimates in terms of passes through the EM algorithm, as well as a graph showing the improvement of the state estimate percentage error as the EM algorithm progresses. The conditional expectations needed in the EM algorithm were computed using filters. The analogous results using smoothing are shown in Fig. 2. 4. Simulation of the EM algorithm, using the above true parameters A, g, and with A = 0.002, T = 40, M = 20 000. The true value of the observation noise variance was /3 = 0.05, assumed unknown and estimated using the method of Section VI-B. Estimated values of A and g are computed using the EM algorithm. algorithm were computed using filters. The analogous results using smoothing are shown in Fig. 4 , in which case the final estimate for /? is 0.0595079.
Remarks
In most cases, the filter-based and smoother-based algorithms yielded very similar parameter estimates (see the tables on the preceding page). In simulations we found that in general, the smoother-based algorithm had better numerical properties than the filtered-based algorithm. Of course, theoretically we expect the accuracy of the two algorithms to be identical, since they are computing the same quantities, but by different means. The difference revealed by the simulations may be due to the possibility that the filter-base algorithm may incur additional round-off error, depending on how it is coded. Use of an implicit scheme may help. Also, we found that it was necessary to use double precision arithmetic to implement the algorithms, because of the exponentations needed in computing 9, in the algorithms presented in Section VI-A.
