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Abstract
Reinforcement learning algorithms can acquire policies for complex tasks au-
tonomously. However, the number of samples required to learn a diverse set of
skills can be prohibitively large. While meta-reinforcement learning methods have
enabled agents to leverage prior experience to adapt quickly to new tasks, their
performance depends crucially on how close the new task is to the previously
experienced tasks. Current approaches are either not able to extrapolate well, or
can do so at the expense of requiring extremely large amounts of data for on-policy
meta-training. In this work, we present model identification and experience rela-
beling (MIER), a meta-reinforcement learning algorithm that is both efficient and
extrapolates well when faced with out-of-distribution tasks at test time. Our method
is based on a simple insight: we recognize that dynamics models can be adapted
efficiently and consistently with off-policy data, more easily than policies and value
functions. These dynamics models can then be used to continue training policies
and value functions for out-of-distribution tasks without using meta-reinforcement
learning at all, by generating synthetic experience for the new task.
1 Introduction
Recent advances in reinforcement learning (RL) have enabled agents to autonomously acquire policies
for complex tasks, particularly when combined with high-capacity representations such as neural
networks [16, 29, 20, 15]. However, the number of samples required to learn these tasks is often very
large. Meta-reinforcement learning (meta-RL) algorithms can alleviate this problem by leveraging
experience from previously seen related tasks [4, 36, 7], but the performance of these methods
on new tasks depends crucially on how close these tasks are to the meta-training task distribution.
Meta-trained agents can adapt quickly to tasks that are similar to those seen during meta-training, but
lose much of their benefit when adapting to tasks that are too far away from the meta-training set.
This places a significant burden on the user to carefully construct meta-training task distributions that
sufficiently cover the kinds of tasks that may be encountered at test time.
Many meta-RL methods either utilize a variant of model-agnostic meta-learning (MAML) and adapt
to new tasks with gradient descent [7, 24, 21], or use an encoder-based formulation that adapt
by encoding experience with recurrent models [4, 36], attention mechanisms [19] or variational
inference [23]. The latter class of methods generally struggle when adapting to out-of-distribution
tasks, because the adaptation procedure is entirely learned and carries no performance guarantees with
out-of-distribution inputs (as with any learned model). Methods that utilize gradient-based adaptation
have the potential of handling out-of-distribution tasks more effectively, since gradient descent
corresponds to a well-defined and consistent learning process that has a guarantee of improvement
* Equal contribution. Preprint. Under review.
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Figure 1: Overview of our approach. The model context variable (φ) is adapted using gradient descent, and the
adapted context variable (φT ) is fed to the policy alongside state so the policy can be trained with standard RL
(Model Identification). The adapted model is used to relabel the data from other tasks by predicting next state
and reward, generating synthetic experience to continue improving the policy (Experience Relabeling).
regardless of the task [6]. However, in the RL setting, these methods [7, 24] utilize on-policy
policy gradient methods for meta-training, which require a very large number of samples during
meta-training [23].
In this paper, we aim to develop a meta-RL algorithm that can both adapt effectively to out-of-
distribution tasks and be meta-trained efficiently via off-policy value-based algorithms. One straight-
forward idea might be to directly develop a value-based off-policy meta-RL method that uses
gradient-based meta-learning. However, this is very difficult, since the fixed point iteration used
in value-based RL algorithms does not correspond to gradient descent, and to our knowledge no
prior method has successfully adapted MAML to the off-policy value-based setting. We further
discuss this difficulty in Appendix D. Instead, we propose to leverage a simple insight: dynamics
and reward models can be adapted consistently, using gradient based update rules with off-policy
data, even if policies and value functions cannot. These models can then be used to train policies for
out-of-distribution tasks without using meta-RL at all, by generating synthetic experience for the new
tasks.
Based on this observation, we propose model identification and experience relabeling (MIER), a
meta-RL algorithm that makes use of two independent novel concepts: model identification and
experience relabeling. Model identification refers to the process of identifying a particular task from
a distribution of tasks, which requires determining its transition dynamics and reward function. We
use a gradient-based supervised meta-learning method to learn a dynamics and reward model and a
(latent) model context variable such that the model quickly adapts to new tasks after a few steps of
gradient descent on the context variable. The context variable must contain sufficient information
about the task to accurately predict dynamics and rewards. The policy can then be conditioned on
this context [27, 13] and therefore does not need to be meta-trained or adapted. Hence it can be
learned with any standard RL algorithm, avoiding the complexity of meta-reinforcement learning.
We illustrate the model identification process in the left part of Figure 1.
When adapting to out-of-distribution tasks at meta-test time, the adapted context variable may itself be
out of distribution, and the context-conditioned policy might perform poorly. However, since MIER
adapts the model with gradient descent, we can continue to improve the model using more gradient
steps. To continue improving the policy, we leverage all data collected from other tasks during
meta-training, by using the learned model to relabel the next state and reward on every previously
seen transition, obtaining synthetic data to continue training the policy. We call this process, shown in
the right part of Figure 1, experience relabeling. This enables MIER to adapt to tasks outside of the
meta-training distribution, outperforming prior meta-reinforcement learning methods in this setting.
2 Preliminaries
Formally, the reinforcement learning problem is defined by a Markov decision process (MDP). We
adopt the standard definition of an MDP, T = (S,A, p, µ0, r, γ), where S is the state space, A is the
action space, p(s′|s,a) is the unknown transition probability of reaching state s′ at the next time step
when an agent takes action a at state s, µ0(s) is the initial state distribution, r(s,a) is the reward
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function, and γ ∈ (0, 1) is the discount factor. An agent acts according to some policy pi(a|s) and
the learning objective is to maximize the expected return, Est,at∼pi[
∑
t γ
tr(st,at)].
We further define the meta-reinforcement learning problem. Meta-training uses a distribution over
MDPs, ρ(T ), from which tasks are sampled. Given a specific task T , the agent is allowed to collect a
small amount of data D(T )adapt, and adapt the policy to obtain piT . The objective of meta-training is to
maximize the expected return of the adapted policy ET ∼ρ(T ),st,at∼piT [
∑
t γ
tr(st,at)].
MIER also makes use of a learned dynamics and reward model, similar to model-based reinforcement
learning. In model-based reinforcement learning, a model pˆ(s′, r|s,a) that predicts the reward and
next state from current state and action is trained using supervised learning. The model may then
be used to generate data to train a policy, using an objective similar to the RL objective above:
argmaxpi Est,at∼pi,pˆ[
∑
t γ
tr(st,at)]. Note that the expectation is now taken with respect to the
policy and learned model, rather than the policy and the true MDP transition function p(s′|s,a).
In order to apply model-based RL methods in meta-RL, we need to solve a supervised meta-learning
problem. We briefly introduce the setup of supervised meta-learning and the model agnostic meta-
learning approach, which is an important foundation of our work. In supervised meta-learning,
we also have a distribution of tasks ρ(T ) similar to the meta-RL setup, except that the task T is
now a pair of input and output random variables (XT , YT ). Given a small dataset D(T )adapt sampled
from a specific task T , the objective is to build a model that performs well on the evaluation data
D(T )eval sampled from the same task. If we denote our model as f(X; θ), the adaptation process as
A(θ,D(T )adapt) and our loss function as L, the objective can be written as:
min
f,A
ET ∼ρ(T )
[
L
(
f
(
XT ;A
(
θ,D(T )adapt
))
, YT
)]
Model agnostic meta-learning [7] is an approach to solve the supervised meta-learning problem.
Specifically, the model f(X; θ) is represented as a neural network, and the adaptation process is
represented as few steps of gradient descent. For simplicity of notation, we only write out one step of
gradient descent:
AMAML
(
θ,D(T )adapt
)
= θ − α∇θEX,Y∼D(T )adapt [L (f (X; θ) , Y )]
The training process of MAML can be summarized as optimizing the loss of the model after few
steps of gradient descent on data from the new task. Note that because AMAML is the standard gradient
descent operator, our model is guaranteed to improve under suitable smoothness conditions regardless
of the task distribution ρ(T ), though adaptation to in-distribution tasks is likely to be substantially
more efficient.
3 Meta Training with Model Identification
As discussed in Section 1, MIER is built on top of two concepts, which we call model identification
and experience relabeling. We first discuss how we can reformulate the meta-RL problem into a
model identification problem, where we train a fast-adapting model to rapidly identify the transition
dynamics and reward function for a new task. We parameterize the model with a latent context
variable, which is meta-trained to encapsulate all of the task-specific information acquired during
adaptation. We then train a universal policy that, conditioned on this context variable, can solve all of
the meta-training tasks. Training this policy is a standard RL problem instead of a meta-RL problem,
so any off-the-shelf off-policy algorithms can be used. The resulting method can immediately be used
to adapt to new in-distribution tasks, simply by adapting the model’s context via gradient descent,
and conditioning the universal policy on this context. We illustrate the model identification part of
our algorithm in the left part of Figure 1 and provide pseudo-code for our meta-training procedure in
Algorithm 1.
In a meta-RL problem, where tasks are sampled from a distribution of MDPs, the only varying factors
are the dynamics p and the reward function r. Therefore, a sufficient condition for identifying the task
is to learn the transition dynamics and the reward function, and this is exactly what model-based RL
methods do. Hence, we can naturally formulate the meta-task identification problem as a model-based
RL problem and solve it with supervised meta-learning methods.
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Specifically, we choose the MAML method for its simplicity and consistency. Unlike the standard
supervised MAML formulation, we condition our model on a latent context vector, and we only
change the context vector when adapting to new tasks. Since all task-specific information is thus
encapsulated in the context vector, conditioning the policy on this context should provide it with
sufficient information to solve the task. This architecture is illustrated in the left part of Figure 1. We
denote the model as pˆ(s′, r|s,a; θ, φ), where θ is the neural network parameters and φ is the latent
context vector that is passed in as input to the network.
One step of gradient adaptation can be written as follows:
φT = AMAML
(
θ, φ,D(T )adapt
)
= φ− α∇φE(s,a,s′,r)∼D(T )adapt [− log pˆ (s
′, r|s,a; θ, φ)].
We use the log likelihood as our objective for the probabilistic model. We then evaluate the model
using the adapted context vector φT , and minimize its loss on the evaluation dataset to learn the
model. Specifically, we minimize the model meta-loss function Jpˆ(θ, φ,D(T )adapt,D(T )eval) to obtain the
optimal parameter θ and context vector initialization φ:
argmin
θ,φ
Jpˆ
(
θ, φ,D(T )adapt,D(T )eval
)
= argmin
θ,φ
E
(s,a,s′,r)∼D(T )eval
[− log pˆ (s′, r|s,a; θ, φT )]
The main difference between our method and previously proposed meta-RL methods that also use
context variables [23, 4] is that we use gradient descent to adapt the context. Adaptation will be
much faster for tasks that are in-distribution, since the meta-training process explicitly optimizes for
this objective, but the model will still adapt to out-of-distribution tasks given enough samples and
gradient steps, since the adaptation process corresponds to a well-defined and convergent learning
process. However, for out-of-distribution tasks, the adapted context could be out-of-distribution for
the policy. We address this problem in Section 4.
Algorithm 1 Model Identification Meta-Training
Input: task distribution ρ(T ), training steps N ,
learning rate α
Output: policy parameter ψ, model parameter θ, model
context φ
Randomly initialize ψ, θ, φ
Initialize multitask replay bufferR(T )← ∅
while θ, φ, ψ not converged do
Sample task T ∼ ρ(T )
Collect D(T )adapt using piψ and φ
Compute φT = AMAML(θ, φ,D(T )adapt)
Collect D(T )eval using pi and φT
R(T )←R(T ) ∪ D(T )adapt ∪ D(T )eval
for i = 1 to N do
Sample task T ∼ R
Sample D(T )adapt,D(T )eval ∼ R(T )
Update θ ← θ−α∇θJpˆ(θ, φ,D(T )adapt,D(T )eval)
Update ψ ← ψ − α∇ψJpi(ψ,D(T )eval, φT )
end
end
Given the latent context variable from the
adapted model φT , the meta-RL problem can be
effectively reduced to a standard RL problem, as
the task specific information has been encoded
in the context variable. We can therefore apply
any standard model-free RL algorithm to ob-
tain a policy, as long as we condition the policy
on the latent context variable. In our imple-
mentation, we utilize the soft actor-critic (SAC)
algorithm [9], though any efficient model-free
RL method could be used. We briefly intro-
duce the policy optimization process for a gen-
eral actor-critic method. Let us parameterize
our policy piψ by a parameter vector ψ. Actor-
critic methods maintain an estimate of the Q
values for the current policy, Qpiψ (s,a, φT ) =
Est,at∼piψ [
∑
t γ
tr(st,at)|s0 = s,a0 = a, T ],
via Bellman backups, and improve the policy
by maximizing the expected Q values under the
policy, averaged over the dataset D. The policy
loss can be written as:
Jpi(ψ,D, φT ) = −Es∼D,a∼pi[Qpiψ (s,a, φT )]
Note that we condition our value function Qpiψ (s,a, φT ) and policy piψ(a|s, φT ) on the adapted task
specific context vector φT , so that the policy and value functions are aware of which task is being
performed [27, 13]. Aside from incorporating the context φT , the actual RL algorithm is unchanged,
and the main modification is the concurrent meta-training of the model to produce φT .
4 Improving Out-of-Distribution Performance by Experience Relabeling
At meta-test time, when our method must adapt to a new unseen task T , it will first sample a small
batch of data and obtain the latent context φT by running the gradient descent adaptation process on
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the context variable, using the model identification process introduced in the previous section. While
our model identification method is already a complete meta-RL algorithm, it has no guarantees of
consistency. That is, it might not be able to adapt to out-of-distribution tasks, even with large amounts
of data: although the gradient descent adaptation process for the model is consistent and will continue
to improve, the context variable φT produced by this adaptation may still be out-of-distribution for
the policy when adapting to an out-of-distribution task. However, with an improved model, we can
continue to train the policy with standard off-policy RL, by generating synthetic data using the model.
In practice we adapt the model for as many gradient steps as necessary, and then use this model to
generate synthetic transitions using states from all previously seen meta-training tasks, with new
successor states and rewards. We call this process experience relabeling. Since the model is adapted
via gradient descent, it is guaranteed to eventually converge to a local optimum for any new task, even
a task that is outside the meta-training distribution. We illustrate the experience relabeling process in
the right part of Figure 1, and provide pseudo-code in Algorithm 2.
Algorithm 2 Experience Relabeling Adaptation
Input: test task Tˆ , multitask replay bufferR(T ),
Adaptation steps for context Nfast, Training steps for
policy Np, Training steps for model Nm
Output: policy parameter ψ
Collect D(Tˆ )adapt from Tˆ using piψ and φ
for i = 1 to Nfast do
Update φT according to Eq. 3
end
while ψ not converged do
for i = 1 to Np do
Sample T ∼ R and D(T ) ∼ R(T )
Dˆ(Tˆ ) ← Relabel(D(T ), θ, φTˆ )
Train policy ψ ← ψ − α∇ψJpi(ψ, Dˆ(Tˆ ), φT )
end
end
When using data generated from a learned
model to train a policy, the model’s predicted
trajectory often diverges from the real dynam-
ics after a large number of time steps, due to
accumulated error [12]. We can mitigate this
issue in the meta-RL case by leveraging all
of the data from other tasks that was avail-
able during meta-training. Although new task
is previously unseen, the other training tasks
share the same state space and action space,
and so we can leverage the large set of diverse
transitions collected from these tasks. Using
the adapted model and policy, we can relabel
these transitions, denoted (s,a, s′, r), by sam-
pling new actions with our adapted policy, and
by sampling next states and rewards from the
adapted model. The relabeling process can be
written as:
Relabel(D, θ, φT ) = {(s,a, s′, r)|s ∈ D;a ∼ pi(a|s, φT ), (s′, r) ∼ pˆ(s′, r|s,a; θ, φT )}.
We use these relabeled transitions to continue training the policy. The whole adaptation process
is summarized in Algorithm 2. Since the learned model is only used to predict one time step into
the future, our approach does not suffer from compounding model errors. The MQL algorithm
[5] also reuses data from other training tasks, but requires re-weighting them with an estimated
importance ratio instead of relabeling them with an adapted model. We will show empirically that
our approach performs better on out-of-distribution tasks, and we also note that such reweighting
could be infeasible in some environments, which we discuss in Appendix C. We also note that our
experience relabeling method is a general tool for adapting to out-of-distribution tasks, and could be
used independently of our model identification algorithm. For example, we could apply a standard,
non-context-based dynamics and reward model to generate synthetic experience to finetune a policy
obtained from any source, including other meta-RL methods.
5 Related Work
Meta-reinforcement learning algorithms extend the framework of meta-learning [28, 34, 22, 1] to
the reinforcement learning setting. Model-free encoder-based methods, encode the transitions seen
during adaptation into a latent context variable, and the policy is conditioned on this context to adapt it
to the new task. The context encoding process is often done via a recurrent network [4, 36, 5, 30], an
attention mechanism [19], or via amortized variational inference [23, 11]. While inference is efficient
for handling in-distribution tasks (Fig. 2), it is not effective for adaptation to out-of-distribution
tasks (Fig. 4). On the other hand, MIER can handle out-of-distribution tasks through the use of
a consistent gradient descent learner for the model, followed by a consistent (non-meta-trained)
off-policy reinforcement learning method.
Model-free gradient-based meta-RL methods [7, 24, 38, 25, 17, 8, 31, 10], implement gradient
descent as the adaptation process. However, they are based on on-policy RL algorithms, and thus
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require a large number of samples for training and adaptation (Fig. 2). There are also works that
combine gradient-based and context-based methods [14]. However, such methods still suffer from
the same sample efficiency problem as other gradient based methods, because of the use of on-policy
policy gradients. Our method mitigates this problem by combining a gradient-based supervised
meta-learning algorithm with a regular RL algorithm to achieve better sample efficiency at meta-
training time. There has been some work that uses off-policy policy gradients for sample efficient
meta-training [18], but this still requires quite a few trajectories for policy gradient based adaptation
at test time. MIER avoids this by reusing the experiences collected during training to enable fast
adaptation with minimal amount of additional data.
Model based meta-RL methods meta-train a model rather than a policy [21, 26]. At test time, when
the model is adapted to a particular task, standard planning techniques, such as model predictive
control [37, 3], are often applied to select actions. Unfortunately, purely model-based meta-RL
methods typically attain lower overall returns than their model-free counter-parts, particularly for
long-horizon tasks. Our method can attain comparatively higher final returns, since we only use one-
step predictions from our model to provide synthetic data for a model-free RL method (Fig. 4). This
resembles methods that combine model learning with model-free RL in single-tasks settings [32, 12].
6 Experimental Evaluation
We aim to answer the following questions in our experiments: (1) Can MIER meta-train efficiently on
standard meta-RL benchmarks, with meta-training sample efficiency that is competitive with state-of-
the-art methods? (2) How does MIER compare to prior meta-learning approaches for extrapolation to
meta-test tasks with out-of-distribution (a) reward functions and (b) dynamics? (3) How important is
experience relabeling in leveraging the model to train effective policies for out-of-distribution tasks?
To answer these questions, we first compare the meta-training sample efficiency of MIER to existing
methods on several standard meta-RL benchmarks. We then test MIER on a set of out-of-distribution
meta-test tasks to analyze extrapolation performance. We also compare against a version of our
method without experience relabeling, in order to study the importance of this component for
adaptation. All experiments are run with OpenAI gym [2] and use the mujoco simulator [35]. We
have released code to run our experiments at https://github.com/russellmendonca/mier_
public.git/, and additional implementation and experiment details including hyperparameters are
included in Appendix A.
6.1 Meta-Training Sample Efficiency on Meta-RL Benchmarks
We first evaluate MIER on standard meta-RL benchmarks, which were used in prior work [7, 23, 5].
Results are shown in Figure 2. We compare to PEARL [23], which uses an off-policy encoder-based
method, but without consistent adaptation, meta Q-learning (MQL) [5], which also uses an encoder,
MAML [7] and PRoMP [24], which use MAML-based adaptation with on-policy policy gradients,
and RL2 [4], which uses an on-policy algorithm with an encoder. We plot the meta-test performance
after adaptation (on in-distribution tasks) against the number of meta-training samples, averaged
across 3 random seeds. On these standard tasks, we run a variant of our full method which we call
MIER-wR (MIER without experience relabeling), which achieves performance that is comparable
to or better than the best prior methods, indicating that our model identification method provides
a viable meta-learning strategy that compares favorably to state-of-the-art methods. However, the
primary focus of our paper is on adaptation to out-of-distribution tasks, which we analyze next.
6.2 Adaptation to Out-of-Distribution Tasks
Next, we evaluate how well MIER can adapt to out-of-distribution, both on tasks with varying reward
functions and tasks with varying dynamics. We compare the performance of our full method (MIER),
and MIER without experience relabeling (MIER-wR), to prior meta-learning methods for adaptation
to out-of-distribution tasks. All algorithms are meta-trained with the same number of samples (2.5M
for Ant Negated Joints, and 1.5M for all other domains) before evaluation. For performance of
algorithms as a function of data used for meta-training, see Figure 6 in Appendix B.
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Figure 2: Performance on standard meta-RL benchmarks. Return is evaluated over the course of the meta-
training process on meta-test tasks that are in-distribution.
(a) Cheetah Velocity (b) Ant Direction (c) Cheetah Negated Joints (d) Ant Negated Joints
Figure 3: Illustration of out-of-distribution adaptation tasks: (a) Cheetah-Velocity Medium (target velocity
training set in blue, test set in red) and Cheetah-Velocity Hard (target velocity training set in green, test set in
red), (b) Ant Direction (target direction training tasks in green, test tasks in red), (c) Cheetah Negated Joints
and (d) Ant Negated Joints. Training and test sets are indicated in the figure for (a) and (b). In the negated joint
environments, the control is negated to a set of randomly selected joints, and the movement direction when
control is applied is depicted for both negated and normal joints.
Extrapolation over reward functions: To evaluate extrapolation to out-of-distribution rewards,
we first test on the half cheetah velocity extrapolation environments introduced by Fakoor et al.
[5].1 Half-Cheetah-Vel-Medium has training tasks where the cheetah is required to run at target
speeds ranging from 0 to 2.5 m/s, while Half-Cheetah-Hard has training tasks where the target
speeds are sampled from 0 to 1.5 m/s, as depicted in Figure 3(a). In both settings, the test set has
target speeds sampled from 2.5 to 3 m/s. In Figure 4, we see that our method matches MQL on the
easier Half-Cheetah-Vel-Medium environment, and outperforms all prior methods including MQL on
the Half-Cheetah-Vel-Hard setting, where extrapolation is more difficult. Furthermore we see that
experience relabeling improves performance for our method for both settings.
We also evaluate reward function extrapolation for an Ant that needs to move in different directions,
with the training set comprising directions sampled from 3 quarters of a circle, and the test set
containing tasks from the last quadrant, as shown in Figure 3(b). We see in Figure 4 that our method
outperforms prior algorithms by a large margin in this setting. We provide a more fine-grained
analysis of adaptation performance on different tasks in the test set in Figure 5. We see that while the
performance of all methods degrades as validation tasks get farther away from the training distribution,
MIER and MIER-wR perform consistently better than MAML and PEARL.
Extrapolation over dynamics: To study adaptation to out-of-distribution dynamics, we con-
structed variants of the HalfCheetah and Ant environments where we randomly negate the control of
randomly selected groups of joints as shown in Figures 3(c) and 3(d). During meta-training, we
never negate the last joint, such that we can construct out-of-distribution tasks by negating this last
joint, together with a randomly chosen subset of the others. For the HalfCheetah, we negate 3 joints
at a time from among the first 5 during meta-training, and always negate the 6th joint (together with
a random subset of 2 of the other 5) for testing, such that there are 10 meta-training tasks and 10
out-of-distribution evaluation tasks. For the Ant, we negate 4 joints from among the first 7 during
meta-training, and always negate the 8th (together with a random subset of 3 of the other 7) for
1Since we do not have access to the code used by Fakoor et al. [5], quantitative results for the easier cheetah
tasks are taken from their paper, but we cannot evaluate MQL on other more challenging tasks.
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Figure 4: Performance on out-of-distribution tasks. All algorithms are meta-trained with the same amount of
data, and then evaluated on out-of-distribution tasks. Cheetah-Velocity and Ant-Direction environments have
varying reward functions, while Cheetah-Negated-Joints and Ant-Negated-Joints have different dynamics.
Figure 5: Performance evaluated on validation tasks of varying difficulty. For Cheetah Velocity, the training
distribution consists of target speeds from 0 to 1.5 m/s, and so tasks become harder left to right along the x axis.
Ant Direction consists of training tasks ranging from 0 to 1.5 pi radians, so the hardest tasks are in the middle.
evaluation, resulting in 35 meta-training tasks and 35 evaluation tasks, out of which we randomly
select 15.
In addition to PEARL and MAML, we compare against GrBAL [21], a model based meta-RL method.
We note that we could not evaluate GrBAL on the reward extrapolation tasks, since it requires the
analytic reward function to be known during planning, but we can compare to this method under
varying dynamics. From Figure 4, we see that performance on Cheetah-Negated-Joints with just
context adaptation (MIER-wR) is substantially better than PEARL and MAML and GrBAL, and
there is further improvement by using the model for relabeling (MIER). On the more challenging
Ant-Negated-Joints environment, MIER-wR shows similar performance to PEARL, and leveraging
the model for relabeling again leads to better performance for MIER.
7 Conclusion
In this paper, we introduce a consistent and sample efficient meta-RL algorithm by reformulating
the meta-RL problem as model identification, and then described a method for adaptation to out-
of-distribution tasks based on experience relabeling. Our algorithm can adapt to new tasks by
determining the parameters of the model, which predicts the reward and future transitions, and
can adapt consistently to out-of-distribution tasks by adapting the model first, relabeling all data
from the meta-training tasks with this model, and then finetuning on that data using a standard
off-policy RL method. While model identification identification and experience relabeling can
be used independently, with the former providing for a simple meta-RL framework, and the latter
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providing for adaptation to out-of-distribution tasks, we show that combining these components
leads to good results across a range of challenging meta-RL problems that require extrapolating to
out-of-distribution tasks at meta-test time.
Broader Impact
In this paper, we develop two independent ideas model identification and experience relabeling, which
in combination form an off-policy meta-RL algorithm that is sample efficient, stable, and extrapolates
well to out-of-distribution tasks. By formulating the meta-adaptation as model identification, we are
able to transform the meta-RL problem into a supervised meta-learning problem and thus benefit
from the stability and consistency of supervised learning methods. The consistency of our model also
enables us to continue improving our policy without collecting extra data by relabeling data collected
from other tasks, thus allowing us to efficiently adapt to out-of-distribution tasks. Empirical results
show that our method achieves state-of-art performance, especially on out-of-distribution tasks.
From a broader point of view, our results emphasize the importance for consistency and sample
efficiency in meta-reinforcement learning algorithms, which are the two most important challenges in
meta-reinforcement learning problems. Sample efficiency, in the form of using off-policy instead
of on-policy data, allows the agent to quickly gain experience without having to interact with the
environment a lot. This is especially crucial in robotics tasks where the agent interacts with the
physical world, since we cannot accelerate real world experiments like we can do in computer
simulations. The consistency of an adaptation process enables the agent to adapt to out-of-distribution
tasks, which is fairly common in real world problems, since it is not always possible to predict
what task would an agent ever encounter. Meta-reinforcement learning algorithms with these two
properties, like our method, are much more applicable in many real world tasks.
From an application point of view, since our method is sample efficient during training and adapt well
to out-of-distribution tasks, it could be applied to many real world tasks. For example, our method is
especially applicable to robotics, since it is efficient to train on a real robot, and the consistent fast
adaptation would enable the robot to adapt to a diverse set of tasks. This could be really important to
roboticists as it avoids the need for manually programming the robot to do each task. Other potential
applications of our method include self-driving and traffic control systems, where efficient adaptation
is crucial.
More generally, algorithms for automated decision making and control, including meta-RL algorithms,
have both positive and negative implications. While the automation capabilities obtained from
such methods could have a number of positive economic effects, from opening up new market
sectors, automating tedious or dangerous jobs, and generally leading to greater productivity, such
methods could also have effects that are more mixed, including displacement of jobs and generally
unpredictable societal changes. Future applications of such methods would need to take into account
both the positive and negative impacts.
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Appendices
A Implementation Details
Please see the released codebase for code to meta-train models and extrapolate to out-of-distribution
tasks. We also include code for the simulation environments included in the paper.
A.1 Datasets
All experiments are run with OpenAI gym [2], use the mujoco simulator [35] and are run with 3 seeds
(We meta-train 3 models, and run extrapolation for each). The metric used to evaluate performance
is the average return (sum of rewards) over a test rollout. The horizon for all environments is 200.
For the meta-RL benchmarks (Fig. 2), performance on test tasks is plotted versus number of samples
meta-trained on. The out-of-distribution plots (Fig. 4 and 5) report performance of all algorithms
meta-trained with the same number of samples (2.5M for Ant Negated Joints, and 1.5M for all other
domains). For the standard meta-RL benchmark tasks, we use the settings from PEARL [23] for
number of meta-train tasks, meta-test tasks and data points for adaptation on a new test task. For the
out-of-distribution experiments, the values used for datasets are listed in Table 1. The description of
the meta-train and meta-test task sets for out-of-distribution tasks is included in Section 6.2.
A.2 Extrapolation Experiment Details
For the settings with varying reward functions, the state dynamics does not differ across tasks, and
so we only meta-train a reward prediction model. We only relabel rewards and preserve the (state,
action, next state) information from cross task data while relabelling experience in this setting. For
domains with varying dynamics, we meta-learn both reward and state models.
When continually adapting the model to out of distribution tasks, we first take a number of gradient
steps (N) that only affect the context , followed by another number of gradient steps (M) that affect
all model parameters. We also note that if the model adaptation process overfits to the adaptation
data, using generated synthetic data will lead to worse performance for the policy. To avoid this, we
only use 80% of the adaptation data to learn the model, and use the rest for validation. The model is
used to produce synthetic data for a task only if the total model loss on the validation set is below a
threshold (set to -3).
Table 1: Settings for out-of-distribution environments
Environment Meta-train tasks Meta-test tasks Data points for adaptation N M
Cheetah-vel-medium 100 30 200 10 100
Cheetah-vel-hard 100 30 200 10 100
Ant-direction 100 10 400 20 0
Cheetah-negated-joints 10 10 400 10 0
Ant-negated-joints 10 10 400 10 0
Walker-rand-params 40 20 400 10 100
A.3 Hyper-parameters
For the MIER experiments hyper-parameters are kept mostly fixed across all experiments, with the
model-related hyperparameters set to default values used in the Model Based Policy Optimization
codebase [12], and the policy-related hyperparameters set to default settings in PEARL [23], and
their values are detailed in Table 2. We also ran sweeps on some hyper-parameters, detailed in
Table 3.
For the baselines, we used publicly released logs for the benchmark results, and ran code released by
the authors for the out-of-distribution tasks. Hyper-parameters were set to the default values in the
codebases. We also swept on number of policy optimization steps and context vector dimension for
PEARL, similar to the sweep in Table 3.
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Table 2: Default Hyper-parameters
(a) Model-related
Hyperparameter Value
Model arch 200-200-200-
200
Meta batch size 10
Inner adaptation steps 2
Inner learning rate 0.01
Number of cross tasks for re-
labelling
20
Batch-size for cross task sam-
pling
1e5
Dataset train-val ratio for
model adaptation
0.8
(b) Policy-related
Hyperparameter Value
Critic arch 300-300-300
Policy arch 300-300-300
Discount factor 0.99
Learning rate 3e-4
Target update interval 1
Target update rate 0.005
Sac reward scale 1
Soft temperature 1.0
Policy training batch-size 256
Ratio of real to synthetic data
for continued training
0.05
Number of policy optimiza-
tion steps per synthetic batch
generation
250
Table 3: Hyper-parameter sweeps
Hyper-parameter Value Selected Values
Number of policy optimization steps per meta-training iteration 1000, 2000, 4000 1000
Context vector dimension 5, 10 5
Gradient norm clipping 10, 100 10
All experiments used GNU parallel [33] for parallelization, and were run on GCP instances with
NVIDIA Tesla K80 GPUS.
B Test-Time Performance Curves for Extrapolation Tasks
Figure 6: Extrapolation performance on OOD tasks. In all experiements, we see our method exceeds or matches
the performance of previous state-of-the-art methods. We also observe that experience relabeling is crucial to
getting good performance on out-of-distribution tasks.
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C Comparison of the Data Reuse Methods of MIER and MQL
Both MQL [5] and the experience relabel process of MIER reuses data collected during meta-training
time to continue improve the policy during adaptation. However, the way these two methods reuse
data is completely different. Given a new adaptation dataset Dadapt and replay bufferR containing
data from other tasks, MQL estimates a density ratio p(s,a,s
′,r)
q(s,a,s′,r) , where p and q are the corresponding
probability density on Dadapt and R. MQL then re-weight the transitions in the replay buffer R
using this density ratio to compute the loss for the policy and value function. Note that this method
is inherently limited since it assumes that the data distributions of different tasks share the same
support in a meta-RL problem. That is, it assumes p(s,a, s′, r) > 0 for transitions sampled from
other tasks in the replay buffer R. This assumption may not be true in main practical domains. If
this assumption does not hold true in the domain, the true importance ratio would be strictly 0 and
therefore any quantity computed using this importance ratio will be 0 too.
Our method avoids this problem by using an adapted reward and dynamics model to relabel the data
instead of using an importance ratio to re-weight them. By generating a synthetic next state and
reward, the relabeled transition could have non-zero probability density under the new task even if
the original transition is sampled from a different task. The only assumption for our method is that
different tasks share the same state and action space, which is true for most meta-RL domains.
D The Difficulty of Combining Gradient-Based Meta-Learning with
Value-Based RL Methods
One straightforward idea of building a sample efficient off-policy meta-RL algorithm that adapts well
to out-of-distribution task is to simply combine MAML with an off-policy actor-critic RL algorithm.
However, this seemingly simple idea is very difficult in practice, mainly because of the difference
between Bellman backup iteration used in actor-critic methods and gradient descent. Consider the
Bellman backup of Q function Qpi for policy pi,
Qpi(s,a)← r(s,a) + γEs′∼p(s′|s,a),a′∼pi(a′|s′)[Qpi(s′,a′)]
which backs up the next state Q value to the current state Q value. One iteration of Bellman backup
can only propagate value information backward in time for one timestep. Therefore, given a trajectory
with horizon T , even if we can perform the backup operation exactly at every iteration, at least T
iterations of Bellman backup is required for the Q function to converge. Therefore, it cannot be used
as the inner loop objective for MAML, where only a few steps of gradient descent is allowed. In
practice T is usually 200 for MuJoCo based meta-RL domains, and applying MAML with 200 steps
of inner loop is certainly intractable. If we only perform K steps of Bellman backup for the inner
loop, where K is a small number, we would obtain a Q function that is greedy in K steps, which
gives us very limited performance. In fact, we realized this limitation only after implementing this
method, where we were never able to get it to work in even the easiest domain.
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