Introduction
The goal of this paper is to present a generalization of sheaf models of intuitionistic logic [3, 19] to univalent type theory. This uses in a crucial way the fact that we have a constructive interpretation of univalence [4, 12] , which can be relativized to any presheaf model.
Let us first recall the notion of sheaves of sets on a small category C. Let F be a presheaf on C given by a collection of sets F (X) and restriction maps F (X) → F (Y ), u → uf for f : Y → X in C. A (Grothendieck) topology on C is given by a collection of covering sieves on each object X satisfying some conditions [19] . If S is a covering sieve on X, we can consider the set D S (F )(X) of compatible local data of S: this is the set of all families u(f ) in F (Y ) for f : Y → X in S satisfying u(f g) = u(f )g if g : Z → Y . There is then a canonical map F (X) → D S (F )(X) and F is a sheaf iff this map is an isomorphism for each S covering sieve: intuitively we can patch together any compatible collection of local data to a global element. Note that this condition is trivially satisfied if S is the total sieve on X.
If now F (X) is a type/space with a maybe non trivial notion of equality (in the sense of univalent type theory [20] ), there is a natural refinement of this notion which is to require the equality of u(f g) and u(f )g as a path equality u(f, g) and not as a strict equality. If we have furthermore h : T → Z, we also require a higher equality u(f, g, h) between u(f, gh) and the composition of u(f g, h) and u(f, g)h.
The descent data is then given by an infinite collection of higher equalities u(f, f 1 , . . . , f n ), for f in S and f, f 1 , . . . , f n composable chain of arrows in C. The collection of all these descent data form a new type/space D S (F )(X) and there is still a canonical map F (X) → D S (F )(X) which is natural in X and S.
As we said above, we can relativize to a presheaf model over C the constructive interpretation of univalence described in [4, 12] . If we furthermore have a Grothendieck topology J on C, we can see J as a (strict) set in this model, and we can present the previous notion of descent data as an internal family of operations D S (F ) on types, indexed by the set J, with a family of maps η S F : F → D S (F ). We show in this paper that types such that each map η S F is an equivalence 1 form a new model of univalent type theory.
Even when J contains only the total sieve, this condition is non trivial, and it provides new models of type theory 2 . We show that if F and G satisfy this non trivial condition, then a map F → G is an equivalence iff each map F (X) → G(X) is an equivalence (which may not be the case for general presheaves). This can be seen as providing a constructive version of some results in [16] .
The paper is organized as follows. We present first an abstract version of the notion of compatible descent data, and explain how to build from this a new model of univalent type theory. We provide then two main examples. The first one is using a strict notion of descent data. This can be used to show the consistency of univalent type theory with the Fan Theorem, or with the negation of Markov's Principle. The second one is with a notion of "homotopy" descent data up to path equality. This is used to show the consistency of univalent type theory with the negation of countable choice.
1 Abstract notion of descent data
Lex operation
Our notion of lex operation can be seen as a type theoretic version of the Joyal's notion of (endo)morphism of tribes [9] . Such a morphism should be a functor preserving terminal objects, fibrations, base change of fibrations and anodyne maps. We are going to express each of these conditions in a type theoretic way.
We say that a type theoretic function T → A is a fibration if it is strictly isomorphic, as a map over A, to some projection map Σ A B → A. If B is type over A and u : C → A an arbitrary map, we can define u * :
) and we have base change of fibrations [9] 
A lex operation is given by a function 3 D : U → U which is a strict functor on types: we have
We also have a function L : DU → U from which we can defineD(B) = L • D(B) : DA → U given B : A → U. We also assume that there is a strict isomorphism D(Σ A B) → Σ DAD (B) over D(A). (This implies that D(u) is a fibration if u is a fibration.) This isomorphism should furthermore be natural in A: if u : C → A the following diagram should be strictly commuting
This implies that D preserves base change of fibration in the sense of [9] .
The operation D should also preserve the (strict) unit type 1: the canonical map D(1) → 1 should be a (strict) isomorphism. Since A × B → B is obtained from A → 1 by base change along the fibration
In particular, if Id A denotes the total space of the identity type over A × A, the commuting diagram
has a diagonal filler, since the map D(Id A ) → D(A × A) is a fibration. The last condition for being a lex operation requires this diagonal filler to be an equivalence 4 . It follows from this that D preserves equivalence: if u : A → B is an equivalence then so is D(u) : DA → DB.
Example
Let R be a given type. We define D(A) = A R . We define L :
Since the canonical map
is an equivalence, this operation is a lex operation.
Remarks on the notion of lex operation
If D is a lex operation, we have a commuting square
In particular, for A = 1, we get a strict natural transformation 5 η X : X → DX, which is furthermore uniquely determined.
It is also clear that lex operations are closed by composition.
We shall consider only lex operations D such that
where T = Σ A B, is a homotopy pullback diagram 6 .
Proof. This diagram is a homotopy pullback diagram iff the gap map
is an equivalence. This is in turn equivalent, using Theorem 4.7.7 in [20] (characterising equivalence for total spaces), to the type expressing that all maps η Ba are equivalence, i.e. B is a family of D-modal types.
Proof. Using Theorem 1.1, if η A is an equivalence then η ΣAB is also an equivalence, by composing homotopy pull-back squares.
Abstract notion of descent data
An abstract notion of descent data is a lex operation D which is well-pointed [10] up to homotopy, i.e. there is a path between D(η A ) and η D(A) , which is uniform along fibrations: we have
When D satisfy this well-pointedness condition, we may say that A is a stack instead of saying that A is D-modal, and we write isStack(A) the type (proposition) expressing that A is a stack.
Example
This is a continuation of the example 1.
If we define η
If R is a proposition, the two maps D(η A ) and η D(A) are path equals, and D defines a notion of descent data.
Closure properties
The next Proposition expresses that D preserves fibrations that define family of stacks. Proof. Let T be the type Σ A B. We have to prove that the following strictly commuting diagram
is a homotopy pullback diagram. By the second condition on D, this is equivalent to the fact that the strictly commuting diagram
is a homotopy pullback diagram. This is the case since D is lex and B is a family of stacks over A. Proof. The condition implies that D(p A ) • D(η A ) is path equal to the identity. This is path equal to D(p A ) • η D(A) which is strictly equal to η A • p A . So, we have that p A is both left and right path inverse to η A and hence that η A is an equivalence.
Proof. Let S be the type Σ(X : U)isStack(X). We have a projection map π 1 : S → U, which is a U-family of stacks over S. Since U is univalent, we get that D • π 1 and π 1 are path equal as maps S → U. Also, since being a stack is a proposition, the map π 1 is a homotopy embedding [20] .
By the previous proposition,D(π 1 ) is a family of U-stacks over D(S). So we have a map p S :
which is path equal to π 1 . Since π 1 is a homotopy embedding, p S is a homotopy left inverse of η S and so is a patch function for S.
Connections with the notion of modality
In general D may not be a modal operation in the sense of [20, 14, 15] since D(A) may not be a stack. However, we can define the following type M (A) as a higher inductive type with constructors 7
inc
:
The pair M, isStack defines a left exact modality in the sense of [20, 14, 15] .
Proof. If B is a modal type, we can define an extension map
In particular, if A is modal, we can consider the extension of id A and prove that it is an inverse of inc. We deduce from this that A is modal iff inc : A → M (A) is an equivalence. Proposition 1.1 shows that to be modal is closed by dependent sum type. So all conditions (1)- (5) 
Model associated to a family of descent data
We can now define an internal translation which provides a new model of univalent type theory using the modality M, isStack, following [14] . A type of the new model A, p is now a type A together with a proof that this type is a stack, while an element of a pair A, p is an element of A.
In order to interpret the type of natural numbers with the desired computation rules (not covered in [14] ), we need to use the following higher inductive type
The same idea, which is mentionned in [15] , applies to the interpretation of other inductive types such as the W type.
This way to generate a left exact modality from an abstract notion of descent data can be seen as a "higher" version of the way one gets a nucleus from a prenucleus on a frame [8] . A prenucleus is a map p on a frame such that x p(x), which corresponds to D being well-pointed, and p(1) = 1 and p(x ∧ y) = p(x) ∧ p(y) which corresponds to D being a lex operation. There is then a least nucleus (idempotent prenucleus) j such that j p and j is obtained by iteration (maybe transfinite) from p, and this corresponds to the definition of M from D. The fixpoints of the nucleus j coincide from the ones of p, which corresponds to the fact that a type is D-modal iff it is M -modal, and they form a frame, which corresponds to the fact that M -modal types form a new model of univalent type theory.
Presheaf models of univalent type theory
We now assume given a small cartesian category B with an object I which has two distinct global points 0 and 1. We also assume that I has a structure of bounded distributive lattice (though we think that our results still hold without this hypothesis and apply also to the cartesian cubical sets).
We write I, J, K, . . . the objects of B and X, Y, Z, . . . the objects of C. A sieve S on I is a set of arrows of codomain I such that f g is in S whenever f : J → I is in S and g : K → J. If S is a sieve on I and f : J → I we define a sieve Sf on J by taking the set of arrows g of codomain J such that f g is in S. Furthermore Sf is decidable if S is decidable. We define in this way a presheaf Φ B by taking Φ B (I) to be the set of decidable sieves on I. A decidable sieve ψ on I can also be thought of as a 0, 1-valued function ψ(f ) for f : J → I such that ψ(f g) = 1 whenever ψ(f ) = 1 for f : J → I and g : K → J.
We assume that the diagonal map of I B is classified by Φ B . It is then known, following [4, 12, 6] how to define a model of univalent type theory with higher order inductive types, using for interval the presheaf I B represented by I and for cofibrations the maps classified by Φ B . Let C be another small 1-category. We write X|I the objects of C × B and f |g the morphisms of this category where f is a map of C and g a map of B.
We can also define an interval I on C × B by I(X|I) = I B (I) and we define Φ(X|I) to be the set of decidable sieves on X|I (with associated restriction maps). We still get a model of univalent type theory (and HITs) using the interval I and cofibrations Φ.
In this model, a context Γ is interpreted by a presheaf over C × B so a family of sets Γ(X|I) with suitable restriction maps ρ → ρ(f |g) with f : Y → X in C and g : J → I in B. We may simply write ρf instead of ρ(f |1 I ) and ρg instead of ρ(1 X |g).
A dependent type A over Γ is then given by a presheaf over the category of elements of Γ: for any ρ in Γ(X|I) we have a set Aρ with suitable restriction maps Aρ → Aρ(f |g), u → u(f |g) together with a composition [4, 12] operation. We write Type(Γ) the collection of all types with a composition operation [4, 12] over Γ. The set Elem(Γ, A) is then the set of sections: a family aρ in Aρ such that (aρ)(f |g) = a(ρ(f |g)) for any ρ in Γ(X|I) and (f |g) map of codomain X|I. Given a constructive Grothendieck universe U [2], we write Type U (Γ) the set of U -types, such that each set Aρ is in U . The presheaf Type U is then represented by a fibrant type U which is univalent [4] .
Strict notion of descent data
Given a Grothendieck site J C on the category C, we associate a type J of strict propositions in the presheaf model over C × B by taking J(X|I) = J C (X). We then have a corresponding family of family of descent data D c (A) = A c . This kind of models is already enough to show (in a constructive setting) new independence and consistency results.
Negation of Markov's Principle
If we take for C the formal description of Cantor space, we can adapt the argument in [7] and get the following result. Let Z(f ) be the statement Σ(n : N )f n = N2 0 expressing that the binary function f : N → N 2 has a zero and MP be the statement Π(f : N → N 2 ) (¬¬Z(f )) → Z(f ) expressing Markov's Principle.
Theorem 3.1. There exists a model of univalent type theory (with higher inductive types) where the type ¬MP is inhabited.
In a classical metatheory 8 the usual simplicial or cubical set model shows the consisteny of MP with univalence (and higher inductive types).
Model of the Fan Theorem
For a model of the Fan Theorem, we consider a Boolean version of the big Zariski site. The base category is the category of all (small) Boolean algebra. A covering of a Boolean algebra B is given by a partition of unity e 1 , . . . , e n and maps B → B[1/e i ]. Proposition 3.1. We can interpret N 2 by the (strict set) represented by the free Boolean algebra generated by one element, and N → N 2 by the free Boolean algebra generated by countably many element.
Let FT be the type expressing that all functionals (N → N 2 ) → N 2 are uniformely continuous. Using this site, we get the following result, which refines [22] . 
Homotopy Descent Data

A lex operation
In order to simplify notation, we use in this subsection the internal logic of the presheaf topos over B as in [12, 6] . A context is interpreted as a family of "spaces" Γ(X) (presheaves over B) with restriction maps ρ → ρf for f : Y → X. A dependent type A over Γ is given by a family of spaces Aρ for ρ in Γ(X) with restriction maps u → uf . We have a special presheaf Φ and an element of Φ(X) is given by a family of elements
The interval I is the constant interval I(X) = I B . A filling operation [12, 6] for A is given by an operation c A which takes as argument γ in Γ(X) I and ψ in Φ(X) and a family of elements u f (i) in Aγ(i)f on the extent ψ f ∨ i = 0. (There is dual operation with i = 1 instead.) It produces an element c A (X, γ, ψ, u) Proof. We take γ in Γ(X)
where γ ′ (i) = γ(i)f and ψ ′ = ψ f and u ′ (i) = u f (i)(1 Y ) in Aγ(i)f on the extent ψ f ∨ i = 0.
In general, E may not be well-pointed.
Homotopy descent data
In this subsection, we work in the internal language of the presheaf model over C × B. Starting from the lex operation E, we define a new lex operation D which is now well-pointed and a notion of descent data.
We define δ(i 1 , . . . , i n ) in Φ as the disjunction of 0 = i 1 and all i k = i k+1 and i n = 1. We define then the partial element diag(i 1 , . . . , i n ) of extent δ(i 1 , . . . , i n ) as the element of I n−1 obtained from i 1 , . . . , i n by omiting i 1 on 0 = i 1 and omiting i k+1 on i k = i k+1 and omiting i n on i n = 1. 
In particular, u(i) defines a path between α u() and E(α) u() but we need further coherence conditions. We define η A : A → D(A) by (η A a)(i 1 , . . . , i n ) = α n a. Proof. We assume given γ in Γ I and ψ in Φ and a partial element u j in D(A)γ(j) defined over ψ ∨ j = 0. We explain how to define a total extension v j in D(A)γ(j). For this we define v j (i 1 , . . . , i n ) by induction on n. Since E n+1 (A) has a filling operation, we apply this filling operation to the partial element equal to u j (i 1 , . . . , i n ) on ψ ∨ j = 0 and equal to α v j diag(i 1 , . . . , i n ) if 0 = i 1 and equal to E k (α) v j diag(i 1 , . . . , i n ) if i k = i k+1 , and equal to E n (α) v j diag(i 1 , . . . , i n ) if i n = 1. Proof. An element of D 2 (A) is given by a family v(i 1 , . . . , i n )(j 1 , . . . , j m ) satisfying the conditions
We have a homotopy connecting these two maps by defining
and each element v k ( i)( j) satisfies the compatibility conditions. More generally, if we have a Grothendieck topology J, we can define a type E c (A) (c : J). If ρ is in Γ(X|I), and S is in J(X), an element of E c (A)(ρ, S) is now a family u(f ) in Aρf with f in S. We define in this way a family of descent data D c indexed by J.
Note that the way from which we get D from E can also by applied to the lex operation E(A) = A R , where R is an arbitrary type. An element of D(A) will be a family of maps u( i) : R n+1 → A satisfying u(0)(r 1 , r 2 ) = u()(r 2 ), u(1)(r 1 , r 2 ) = u()(r 1 ) u(0, j)(r 1 , r 2 , r 3 ) = u(j)(r 2 , r 3 ), u(i, i)(r 1 , r 2 , r 3 ) = u(i)(r 1 , r 3 ), u(i, 1)(r 1 , r 2 , r 3 ) = u(i)(r 1 , r 2 ), . . . and this amounts to give a map which is coherently constant [11] and so a map R → A from the propositional truncation of R to A [11].
Example over Sierpinski space
This is the case where C is the poset 0 1. In this case, a presheaf is given by a map of spaces F (1) → F (0) which is a fibration, and it can be checked that all presheaves are modal.
Example over N
This is the case where C is the poset 0 1 2 . . . . Let us give an example of a presheaf which is pointwise contractible but has no global elements. We take F (n) to be the trivial groupoid 10 on the set n, n + 1, n + 2, . . . with the inclusion F (n + 1) → F (n) as restriction map. Each F (n) is contractible, but F has no global element. This provides an example of a presheaf which is not modal. 9 It is only at this point that we use that the interval I has lattice operations. 10 The groupoid with exactly one arrow between any two objects.
A model with the negation of countable choice
Using in an essential way the notion of homotopy descent data, we build a model with a countable family of (strict) sets P n such that each P n is the true proposition, while Π(n : N )P n is a strict proposition not globally inhabited.
We consider the following space, corresponding to the lattice generated by formal elements X n and L n with the relations X n = L n ∨ X n+1 and L n+1 = L n ∧ X n+1 . Proposition 4.4. We have L 0 + X n = 1 for all n while Π(n : N )(L 0 + X n ) is L 0 . Proposition 4.5. If A in Type(Γ) is a modal proposition for a Grothendieck topology J and S ∈ J(X) such that A(Y ) is contractible for all f : Y → X in S then Aρ is inhabited for all ρ in Γ(X|J).
As stressed in [18] , it is yet unknown how to build a model of univalent type theory and higher inductive types satisfying countable choice in a constructive metatheory. (Countable choice holds in a classical metatheory in the simplicial set model.)
Equivalences between general presheaves
We have a fibrant replacement operation A with a trivial cofibration A → A. Also at each level X, we have a a fibrant replacement A(X) → A(X). There is a canonical map A(X) → A(X) and this is an equivalence between two fibrant types at level X.
A map σ : A → B determine a map σ : A → B and σ is an equivalence iff σ is an equivalence. By Theorem 5.1, this is the case iff each map A(X) → B(X) is an equivalence at level X, which in turn holds iff each map A(X) → B(X) is an equivalence at level X, and hence iff each map A(X) → B(X) is an equivalence.
