Here we consider the Heisenberg group H n = C n × . U (p, q) , p+q = n, acts by automorphism on H n by g · (z, t) = (gz, t) .
Introduction.
Let H n = C n × with law group (z, t) (z , t ) = z + z , t + t − z j w j . Then H n can be viewed as the 2n + 1 dimensional Heisenberg group. Indeed, if n = p + q, Q (z, w) = −ImB (z, w) is the standard symplectic form on 2(p+q) via the identification Ψ : 2(p+q) → C n given by (1.1) Ψ x , x , y , y = x + iy , x − iy , x , y ∈ p ; x , y ∈ q .
Moreover, Ψ provides a global coordinate system (x, y, t) with x = (x , x ) , y = (y , y ) . The vector fields X j = − . . , n and T = ∂ ∂t form a basis for the Lie algebra h n of H n . As usual, U (h n ) will denote its universal enveloping algebra, which can be identified with the algebra of left invariant differential operators on H n . U (p, q) = {g ∈ GL (n, C) : B (gz, gw) = B (z, w)} acts by automorphism on H n by (1.2) g · (z, t) = (gz, t) , g ∈U(p, q) , (z, t) ∈ H n .
It is well known that the subalgebra U (h n ) U (n) of the elements which commute with the action of U (n) = U (n, 0) given by (1.2), is generated by T and the Heisenberg Laplacian . The spherical functions associated with the Gelfand pair (U (n) , H n ) have been obtained independently by many authors (see e.g., [H-R] , [Ko] , [St] ). Moreover in [B-J-R] it is developed a general calculus to provide the bounded K-spherical functions for a Gelfand pair (K, H n ) , K ⊂ U (n) . For general p, q, p + q = n, let
It is easy to see, reasoning as in the case p = n, q = 0, (see Lemma 2.1 below), that the subalgebra U (h n ) U (p,q) , of the left invariant differential operators which commute with the action of U (p, q) is generated by T and L. So, it is natural to ask for the joint eigendistributions of L and T and the associated decomposition of L 2 (H n ) . In order to do this, we will use, following [St] , the Plancherel inversion formula to decompose f ∈ S (H n ) as
where each S λ,k is a tempered and U (p, q) invariant distribution satisfying iT S λ,k = λS λ,k , LS λ,k = − |λ| (2k + p − q) S λ,k . Next we will study the confluent hypergeometric equation in a suitable distribution space in order to obtain that, for k ≥ q 
In particular we recover the projections onto the kernel of L + i (2k + p − q) T, extending the formula given in [M-R,2] for n = 2, p = q = 1, to arbitrary n, p, q. and guides us in this beautiful subject and to Jorge Vargas for many useful conversations.
Some preliminaries.
As in the case p = n, q = 0 we have that U (h n ) U (p,q) is generated by T and L and the proof follows the same lines but we add it for the sake of completeness.
Proof. Let S (h n ) be the symmetric algebra generated by the set
and let Λ : S (h n ) → U (h n ) be the symmetrizer map. Since U (p, q) acts on S (h n ) and on U (h n ) by automorphism, the following diagram is commutative (see [V] , Th. 3.3.4)
Λ is a linear isomorphism, thus Λ maps p,q) . Since the action of U (p, q) preserves degree on S (h n ) , the lines of Theorem 3.3.8 in [V] 
where the sum is finite and each P j is a polynomial U (p, q) invariant. Decomposing P j as a sum of homogeneous polynomials, the same is true for all of them. Since SU (p, q) acts transitively on
x 2 j + y 2 j . This ends the proof.
We recall that for λ ∈ λ = 0, the Schrödinger's representation π λ of the Heisenberg group n × n × is defined on L 2 ( n ) by
We denote by E λ (h 1 , h 2 ) the matrix entry associated to π λ and the vectors h 1 , h 2 , given by
We also denote by dπ λ the infinitesimal representation defined on the space of C ∞ vectors for π λ , which is, in this case, the space of the rapidly decreasing functions
We still denote by π λ the corresponding representation of H n = C n × and by E λ (h 1 , h 2 ) , dπ λ its associated matrix entries and infinitesimal representation respectively.
It is remarked in [St] that
It follows that iT E λ = λE λ and that, in order to obtain matrix entries eigenfuntions of L, we must look for eigenvectors of
Thus we pick the orthonormal basis of L 2 ( n ) given by the Hermite functions:
where
is the k − th Hermite polynomial. It follows from (2.1) that
(2.2) and the Plancherel inversion formula lead us to the joint spectral resolution of iT and L. The inversion formula asserts that, for
with M independent of (x, y, t) (see [R] , Th. 10.1).
Taking account of that
and that
we have
℘ k f commutes with left translations and by (2.4) and the Plancherel formula it extends to a bounded operator on L 2 (H n ) . So, there exists a unique tempered distribution, which is µ k such that
We set, for λ ∈ − {0} and f ∈ S (H n )
We claim that S λ,k is well defined and belongs to S (H n ) . In order to see this, we consider
. Each irreducible unitary representation of H n is unitarily equivalent to one and only one of the following representations:
where f denotes the euclidean Fourier transform and 0 is the identity in N. The Plancherel identity asserts that
So we can consider L, T =
∂ ∂θ and ℘ k as above, and repeat all the arguments for H n instead of H n to obtain that
defines a tempered distribution on S n × n × S 1 . Furthermore, the analogous of (2.3) says that the last double series converges absolutely. Now, for λ ∈ − {0} , (z, t) ∈ C n × , we can write (see, for example
× and where we use the identification of C n with 2n given by (1.1). Then ν k,l ∈ S 2n if l ∈ Z − {0} . In particular, we have that the series
Proof.
Remark 2.4. Since the series (2.7) belongs to S 2n , the same dilation argument shows that the series e
Proof. Let w be the metaplectic representation of
irreducible (see 1.12, 2.7 and 2.8, Ch.VIII in [B-W]). We denote by
with θ β = w g −1 h β and where we use that {θ β } β is another orthonormal basis of
Remark 2.6. By the inversion Plancherel formula and Lemmas (2.2), (2.3) and (2.5) we have f
Now, according with [T] , the space of the U (p, q) invariant tempered distributions can be described as the dual of the space of the functions in C ∞ ( − {0}) with some kind of singularity at the origin. In order to describe them, we introduce polar coordinates on 2n as follows. For x, y ∈ n we set σ =
We note that (2.12)
Let H be the Heaviside function, defined by H (τ ) = 1 if τ ≥ 0 and H (τ ) = 0 if τ < 0. Let H 0 the space of the functions ϕ :
where D ( ) denotes the space of the functions in C ∞ ( ) with compact support and let H be the space defined analogously, but where now we require ϕ 1 , ϕ 2 ∈ S ( ) . If ϕ ∈ H, then it is regular out of the origin and
with A j (ϕ) = 0 for j < n − 1. (p,q) are linear homeomorphisms. (see 2.1, 4.3, 5.1 and some remarks at the beginning of §7 in [T] ). (We also remark that 5.1 in [T] holds for U (p, q) instead of SO (p, q) with the obvious changes.)
It is also proved in [T] that (2.14)
where the differential operator D is defined by
if and only if N T is a solution of (2.10) . The same assertion is true for solutions in H 0 .
and if w (t) = e βt v (αt) , then w is a solution of 16τ w + 16nw − λ 2 τ + 4b w = 0 if and only if v is a solution of the confluent hypergeometric equation (C.H.E) tv + (n − t) v + lv = 0. For T ∈ H and for k ∈ Z, λ ∈ − {0} we set (2.17) Our aim is to find all the solutions in H of (2.16). We note that if S is such a solution, then S = T λ,k for some solution T ∈ H 0 of the C.H.E. with parameter l = k − q if k ≥ 0 and l = −k − p if k < 0. This leads us to determine all the solutions in H 0 of C.H.E. with parameter l ≥ −n + 1 such that the corresponding T λ,k ∈ H .
About the confluent hypergeometric equation.
As in [Sz] , if m, β are non negative integers, we denote by {L 
We have that
It is easy to see that if ϕ admits an asymptotic development
With the natural restrictions on f, integration by parts gives
where −∞ ≤ a < b ≤ +∞ and
shows that
By (3.4), (3.5) and (3.6) we have
and by (3.4)
n−j l+n−1 n−j−2 the lemma follows. Now, it is proved in [T] that if S ∈ H and supp(S) = {0} then there
We will need the following: Lemma 3.2. Assume l ≥ −n + 1. If S ∈ H , suppS = {0} and if
If l ≥ 0, a solution of the C.H.E. is the function f 1 (t) = L n−1 l (t). Another solution f 2 ∈ C 2 ((−∞, 0)) of the C.H.E., linearly independent with f 1 , is obtained setting f 2 (t) = c(t)f 1 (t) where c(t) satisfy tf 1 (t)c (t) + 2tf 1 (t) + (n − t)f 1 (t) c (t) = 0. Then for t < 0,
is well defined since the zeros of the Laguerre's polynomials are in (0, +∞). Also (3.8)
Proof. P f (f 2 ) ∈ H by Lemma 3.3 in [T] . On the other hand, from (3.4) it
where ϕ 1 = ϕ − ψ and R (− , ϕ 1 ) is given by (3.6). As by (3.8)
the lemma follows.
Proposition 3.4. Let T be in H 0 . Suppose that either k ≥ q or k ≤ −p and λ ∈ − {0} , let T λ,k be defined as in (2.17) and (2.18). If T λ,k is a tempered
Proof. We know that there exists a basis of the solution space in C 2 (0, +∞) given by f 1 (t) and a certain function g (t) where g (t) e t as t → +∞ [Se] .
In particular when we write T restricted to (0, +∞) , as a linear combination af 1 + bg, the condition T λ,k ∈ H implies b = 0.
Writing S restricted to (−∞, 0) as a linear combination αf 1 + βf 2 we obtain that α = 0. Thus S − βP f (f 2 ) has support at t = 0 and by Lemma 3.3
If β = 0, this contradicts Lemma 3.2. Thus suppS = {0} . But, from (3.4), it is easy to see that there is not nontrivial solution S supported at the origin of D l S = 0 if l ≥ 0. So S = 0 and the proof is complete.
To state a similar result for −p < k < q we will need some facts about the equation
Lemma 3.5. For l = 1, . . . , n−1 there exists a polynomial P l−1 of degree l− 1 with P l−1 (0) = 1 such that for all open interval I ⊂ −{0} (not necessarily finite) two linearly independent solutions in C 2 (I) are given by g 1 (t) = t 1−n P l−1 (t) e t and g 2 (t) = t 1−n T n−2 P l−1 (t) e t where T n−2 (g) denotes the Taylor polynomial of degree n − 2 around the origin for the function g.
Proof.
Following the notation of [Se] , we can write every solution of (3.9) belonging to C 2 (I) as α.
is a solution of the desired form. Also
Lemma 3.6. For ϕ ∈ H, let P f − (g 1 ) and P f + (g 2 ) be defined by
Then P f − (g 1 ) and P f + (g 2 ) belong to H and they satisfy:
Proof. The proof follows similar lines those of Lemma 3.3, but now, to prove (i) we take account of that P l−1 (0) = 1 where P l−1 is as in Lemma 3.5.
For (ii) we observe that if ϕ ∈ H and if ψ
The constants β j are determined by f 2 (1) and f 2 (1).
Lemma 3.7. For each l = −1, −2, . . . , −n + 1, the space of the solutions T ∈ H 0 which are supported at the origin of the equation
Proof. For such a T we write T =
and (3.4) we obtain that α j (l + 1 + j) + α j−1 (j + 1 − n) = 0 for all j. If j = n − 1, this implies that α n−1 (l + n) = 0 and so α j = 0 for all j ≥ n − 1.
The same argument says that α j = 0, j ≥ n − 1 and thus
On the other hand, it is clear that for each α j 0 we obtain in this way a solution supported at {0} .
Remark 3.8. Let l, T be as in Lemma 3.7. If we write
α j B j , by (3.11) we see that {γ j,l } satisfy
But this is also the recurrence relation for the successive derivatives at the origin of the polynomial L 0 l+n−1 , so we can choose a nontrivial solution as
Proof. We argue as in Proposition 3.4. Suppose 0 ≤ k < q. So T λ,k is given by (2.17). Now, T λ,k ∈ H implies that T restricted to (0, +∞) agrees with αg 2 and T restricted to (−∞.0) agrees with βg 1 , for some α, β ∈ C and where g 1 , g 2 are defined as in Lemma 3.5. So S = T − βP f − (g 1 ) − αP f + (g 2 ) has support at the origin and, by Lemma 3.6, it satisfies
β j B j . But, by Lemma 3.2 α = β = 0 and so T has support at the origin and the lemma follows from Lemma 3.7. The case −p < k < 0 is analogous.
Determination of S λ,k and ℘ k .
In this section we compute explicitly the distributions S λ,k and µ k . Taking account of Remark 3.8 and Proposition 3.1, we consider the particular p,q) and satisfies (2.10), the considerations in Remark 2.7 and Propositions 3.4 and 3.9 imply that
In order to compute c λ,k we apply both distributions to the function (4.1)
On the other hand, by well known properties of the Laguerre polynomials,
So, for t ≥ 0, and taking account of that the volume of the n dimensional sphere is 2π
, we have
. From (4.5), the definition of T λ,k and (4.2) we obtain that c λ,k is independent of λ. In order to compute c λ,k we consider first the case k ≥ 0. By (2.17)
thus, by (4.5), we need to evaluate T (ψ 0 ) where
and ψ 0 (t) = e − t 2 ϕ 0 (t) with
is a polynomial in t of degree k + p − 1 we can use the Leibnitz formula for the derivatives of a product, the fact that every polynomial can be written as a linear combination of the Laguerre polynomials and the orthogonality relations (3.1) to obtain that
, we repeat the same argument to obtain that
where we have used (3.1) and (3.2). Finally, by (4.2), we find that
If k < 0, we can repeat the above computation, using (2.18) instead of (2.17) and replacing
Now, as at the beginning of the proof of Proposition 3.1,
where the last equality follows from (2.12) applied to the function
On the other hand, a computation shows that
and the theorem follows. 
and the integration region {z :
with γ j,l as in Remark 3.8, i.e., 
So, by well known properties of the Fourier transform on
The properties of the Fourier transform in S ( ) imply that
. Now, following [St] , we will compute (4.7).
Lemma 4.4. For f ∈ S (C n × ) there exists
Proof. We write
Also, for B (z) = 0, we have
On the other hand, let
. So, as above, we can use the dominated convergence theorem to obtain that Q (t, B (z)) H (B (z)) f (z, t) ∈ L 1 (C n × ) and lim
→0
C n × Q (t, B (z) + ) H (B (z)) f (z, t) dzdt
Following [St] , we use the generatrix identity for the Laguerre polynomials Thus k 1 (m) , k 2 (m) ∈ Z. We observe that R ℘
, where ker (L − imT ) = {S ∈ S (H n ) : (L − imT ) S = 0} . In order to see this inclusion, we proceed as follows. As in Lemma 2.2 we construct µ m) . As there, we have µ .
Now, since L, T commute with left translations (L
Then we conclude that
