In this paper we define a Distributed Arbitrary Segment Tree (DAST), a distributed tree-like structure that layers the range query processing mechanism over public Distributed Hash Table ( DHT) services. Compared with traditional segment trees, the arbitrary segment tree used by a DAST reduces the number of key-space segments that need to be maintained, which in turn results in fewer query operations and lower overheads. Moreover, considering that range queries often contain redundant entries that the clients do not need, we introduce the concept of Accuracy of Results (AoR) for range queries. We demonstrate that by adjusting AoR, the DHT operational overhead can be improved. DAST is implemented on a well-known public DHT service (OpenDHT) and validation through experimentation and supporting simulation is performed. The results demonstrate the effectiveness of DAST over exiting methods.
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I. INTRODUCTION
There has been considerable research into Distributed Hash Tables (DHTs) in recent years [1, 2, 3, 4] . In such schemes each DHT node has a unique node identifier represented with a predetermined number of bits, and the set of node identifiers is uniformly distributed. Before inserting a key into a P2P overlay, the DHT hashes the key over the node identifier space so as to locate the node whose ID is closest to the hash of the key. Once this mapping is complete, the hash of the key together with its value is stored at the target node. The major advantage of ID-based hashing is that it effectively balances the load over all DHT nodes. However, if clients need to search for all available keys in a certain range, i.e., a range query, this then becomes difficult to achieve via DHT lookup directly. Exact matching becomes very inefficient because clients can only search and retrieve one key at a time, largely because the structural attributes of keys, such as the continuity of the key space, are erased by the DHT hashing functions. Such traits introduce considerable overheads to the DHT [5] and to the efficiency of the query itself.
To enable DHTs to support efficient range queries, we propose a Distributed Arbitrary Segment Tree (DAST), a data structure that is layered upon a traditional DHT. DAST provides a more efficient approach to implementing a range query. It first constructs an arbitrary segment tree (AST), which is an enhanced form of a traditional segment tree [5, 6] , that breaks down the entire key space into a number of segments (each segment being a node in the tree). For every insertion request of a {key, value} data item, DAST first locates all segments of the tree that contain the key, and then creates new data items in the form {segmentId, (key, value)}, i.e., DAST encapsulates the key and value in the new data item, with segmentId as the new key. Finally, DAST inserts the new data items into the underlying DHT instead of the original data items. To process a range query, DAST looks for a minimum number of segments on the tree so that the union of the selected segments matches the range of the query. This way, by retrieving all segmentIds in the union, we obtain the result of the range query. Since every segment contains a number of keys, retrieving by segmentIds instead of the original keys can significantly reduce the number of DHT retrieval operations and consequently improve the efficiency of the range query.
A novel concept in DAST is the addition of the accuracy of the results (AoR) for a range query. If we relax the requirement of an exact match, that is, allow the union of segments to exceed the range of a query for a certain length, then fewer segments may be needed to cover the entire range, which in turn leads to fewer "get" operations to the DHT. This said, the query efficiency may not always be improved since the result of the query may contain unwanted data items due to the extra span of segments, which may cause more traffic or longer latency. We thus define the accuracy of results as the number of necessary keys divided by the total number of keys in the response. We analyse the balance between the efficiency of DAST and the value of AoR in this paper. To the best of our knowledge, no existing research has introduced or analysed the AoR in this context.
The remainder of this paper is organised as follows. We describe related work and compare DAST with this in Section II. In section III we present the details of the DAST algorithms and the concept of the AoR. We evaluate the performance of DAST in Section IV. We conclude in Section V.
II. RELATED WORK
Range queries are used in many P2P applications, e.g. P2P databases, distributed computing and file sharing [8, 9, 10] .
Mercury [11] , SkipGraph [12] , SkipNet [13] , and PIER [14] are all representative examples that either modify or redesign the core of the DHT to achieve a range query. Alternative designs include the Prefix Hash Tree (PHT) [15] and the Distributed Segment Tree (DST) [5] , which do not need to know the internal mechanism of the DHT. Due to space limitations, we describe two examples, PHT and DST, and compare these with our own scheme DAST.
A. Prefix Hash Tree (PHT)
PHT employs a trie-based tree structure encapsulating the original {key, value} tuples in new data items with the label of the leaf nodes acting as the new key and inserting it into the underlying DHT. Each original key is expressed as a binary string of length D. All keys with the same prefix are stored on the same leaf nodes. The depth of the tree is decided by the load balancing mechanism in PHT, i.e., if the number of keys that are stored on a leaf node exceeds a threshold, the leaf node will split into two child leaf nodes.
DAST differs from PHT in the following way. The depth of the PHT grows with the increase in inserted keys, i.e., the structure of PHT keep changing over time and as a result additional "get" operations are required for each insertion operation. In contrast, the structure of DAST is stable as long as the entire key space does not change. Clients locate the destination tree nodes for keys without any additional "get" operations, which results in lower latency for range queries.
B. Distributed Segment Tree (DST)
The Distributed Segment Tree approach is the most similar to our work. Both DST and DAST use the concept of a segment tree [6] , nevertheless, DST is a binary tree while DAST is multi-way. Each non-leaf node in DST has two children and the segment corresponding to the parent is split into two equal parts and assigned to the two children, respectively. Hence the entire key space is split into 2 i (i represents the level in the tree, counting from 0) parts on each tree level and the depth of the tree is O(log ) R (R is the length of the entire range).
Therefore, keys need to be inserted to O(log ) R DST nodes and there will thus be O(log ) R duplications for each key. The nodes in a DAST can have more than two children and through setting the maximum number (M) of children that each node can have, there will be an arbitrary number of segments on each tree level (this is where the name "arbitrary segment tree" derives) and the depth of the tree is
Consequently, each data items in a DAST will have log log
O( )
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duplications, which leads to lower DHT storage load and operational overheads.
III. DESIGN OF DAST
The design of DAST is first introduced through an Arbitrary Segment Tree data structure, after which we describe how to layer an AST over an existing DHT infrastructure to achieve range query functionality.
A. Arbitrary Segment Tree
The Arbitrary Segment Tree (AST) is based on the traditional segment tree (TST) data structure [6] , where a range (henceforth we use the term segment tree range to distinguish from the range in a query) of non-negative integers is iteratively split at each level into a certain number of segments, and each segment is assigned to one tree node. However, the rule for splitting the segment tree range on each level in AST is different from that found in TST. TST is a binary tree where every internal node has two children. In contrast, AST is a multi-way tree in which each internal node can have an arbitrary number of children. We denote M as the maximum number of children that one node can have, i.e., each AST node can have at most M children. Note that AST is a superset of TST, i.e., when the value of M is 2, an AST becomes a TST. At each tree level, AST splits the segment tree range uniformly to M segments while maximising the interval size of each segment. The properties of AST are as follows: 1. Assuming the length of the segment tree range is R, the height of an AST is
2. The root node has the entire segment tree range. Every other node represents a segment. The union of all segments on the same tree level is the segment tree range. 3. Every non-leaf node has C i children, where i C M ≤ and 1 i C ≠ . The segment of each non-leaf node is split into C i parts and distributed to the children. The value of C i and the intervals of the segments for the children are decided by the tree construction algorithm (Algorithm I). 4. Every leaf node has an atom segment, i.e., a segment that contains only one key. The union of all leaf nodes covers the segment tree range. Fig. 1 depicts an example AST where the segment tree range is [0, 16] and the value of M is four. Note that the numbers of children of internal nodes vary between two and four through the tree and are purely determined by the segment tree range and the choice of the value of M.
B. DAST operations
The DAST data structure provides an interface between the client applications and the underlying DHT. Clients insert, delete or retrieve data items to or from DAST, as opposed to DHT. We describe the DAST operations needed to achieve range query functionality for clients. 1) Insert/Delete: When an insert request arrives, DAST looks for all nodes whose segments cover the key of the item (there must be one and only one such node on each tree level). For each of these nodes, DAST creates a new data item in which the key is the segmentId of the node and the value is the original data item. Finally, DAST inserts the new data items to DHT. When a data item is deleted, DAST finds all segments that cover the key and removes the data items accordingly. 2) Range query: DAST first divides the range of the query into a union of segments that the AST contains, and then retrieves all segmentIds with associated data items from the DHT. Since the AST ensures leaf nodes have atom segments, the union of the segments is guaranteed to be found for the range.
C. The value of M
The value M controls the maximum number of children an AST node can have. The key advantage that AST has over TST is that it provides more flexibility for clients to improve the performance of a range query. As previously described, the height of an AST is log log
O( ) R M
and hence a greater value of M leads to lower numbers of DHT insertions (improving performance of the DAST insertion) and less duplications of data items (reducing the DHT storage load). However, if M is too large, the segment of one node will be split into more parts and consequently the segments in the AST will be shorter. Therefore, when fulfilling a range query, the average number of segments in the union that covers the range will be greater. In other words, DAST has to perform more DHT retrievals to obtain the result. Due to this tradeoff, clients have to carefully choose the value of M depending on their definition of the key space and their expectations for the lengths of the ranges that the queries may have. We investigate the impact of M on the performance of DAST in section IV.
D. Accuracy of Result for a range query
We consider the Accuracy of Results (AoR) for a range query in DAST. We find that if we relax the segment union for the query (to be larger than the range of the query), i.e., the span of the union covers the range but has extra intervals on either end or both ends, the number of segments in the union may be reduced. Consequently, a number of unnecessary data items will exist in the results, however, the number of DHT retrievals needed for range queries will also drop. An exemplar We choose the segment tree range such that each node can have an arbitrary number of children and the segments are uniformly split in each level while maintaining an appropriate span length. An exemplar query for range [6, 13] is also illustrated here. The query union can be { [6, 6] , [7, 8] , [9, 9] , [10, 11] , [12, 13] } with AoR 100% or be { [5, 9] , [10, 14] } with AoR 71.4%. range query [6, 13] is illustrated in Fig. 1 . DAST builds a union {(6, 6), (7, 8) , (9, 9) , (10, 11) , (12, 13) } for the query [6, 13] by default and has to perform five DHT retrievals for the result. If we relax the union construction to be {(5, 9), (10, 14) }, the result may contain only two extra items (5 and 14) but the number of retrievals drops from five to two.
We present the concept of the accuracy of results (AoR) for a range query. We show that by adjusting the value of AoR, the number of DHT retrievals for range queries can be greatly reduced and the overhead on the DHT can therefore be lowered. The AoR is defined as the number of necessary data items divided by the total number of data items in the result of a query. In the example above, the value of AoR is The implementation of AoR is demonstrated in Algorithm II. We demonstrate the relationship between AoR and the number of DHT retrievals in section IV.
IV. EVALUATION
In this section, we evaluate the performance of DAST. First we investigate the internal structural properties of DAST. We then compare the range query operations of DAST, DST and PHT. Finally we compare their range query efficiencies in an OpenDHT deployment.
A. Implementation
We implement two versions of DAST, the first as a simulation and the second as a full-scale deployment. In both versions, the source codes for the mechanisms of DAST are exactly the same. The only difference is that the simulation version of DAST utilises a Java Hashtable object to simulate the underlying DHT, while the deployed version is layered on top of OpenDHT.
B. Setup
In the simulations, we assume the segment tree range to be [0, 2 16 -1] and generate 2 14 keys for insertions. We also randomly generate five sets of range queries, each of which has 1000 queries with span lengths of 512, 1024, 2048, 4096 and 8192, respectively.
In the deployment, the segment tree range remains the same but we generate only 2 10 random keys. We chose a relatively small number of insertions because 2 10 insertions are enough to demonstrate the insertion efficiency of all three approaches. Every key has 1KB of data associated with the value (corresponding to the the maximum size of a value in OpenDHT).
Each of the simulation experiments were conducted 100 times and the experiments on the OpenDHT deployment were repeated 30 times.
C. Maximum number of children (the value of M)
As described in section III, the value of M controls both the number of DHT insertions and the number of DHT retrievals for range queries. Recall that the height of AST is
M is too large, AST may have only a very small number of levels (the extreme case is that the whole AST has only the root node when M = R). Thus to maintain the AST we choose the candidate M to be 2, 4, 8, 16 and 32. For each of the DAST examples with those M candidates, we insert the preloaded keys (for now we do not consider the load balancing problem and AoR). To see how the value of M affects the range query, we send the five sets of predefined range queries to DAST and plot the results in Fig. 2 . We can see that the higher the value of M leads to a larger number of DHT retrievals. The distance between the curves for M = 8 and M = 16 is large, indicating a sudden increase of DHT retrievals.
D. The accuracy of the result for range query (AoR)
To provide an analysis from the point of view of the AoR, we queried DAST for the same range sets seven times and each time we tested a different value of AoR. The value set of AoR are shown in Fig. 3 . We do not present the results when AoR < 70% because these plots are masked by the plot for AoR = 70%, which means the value of AoR stops affecting DAST when it is below 70%. As we can see in Fig. 3 , the number of DHT retrievals needed for the range query drops along with the reduction of AoR. If we reduce the value of AoR by 5%, the number of DHT retrievals drops significantly (by 21.62%).
If we allow 30% of the result to be unnecessary (AoR = 70%), the number of retrievals drops further to 57.43%. Clients should be aware that lowering the value of AoR can also affect the response latency of the query depending on the sizes of the data items. If the size of the data item is small in the client application and the frequency of the range query request is high, having AoR of 70% can result in an approximate 50% lower overhead to the underlying DHT and may not negatively affect the response latency. Even if the size of the data items is large and the frequency of the request is high, allowing AoR to be 95% should still be considered since it still results in > 20% lower overheads to the DHT. A detailed analysis of the tradeoffs among the data size, overhead and AoR is required; this is precluded in this study as the implementation and evaluation of DAST is done entirely on a third party DHT layer. The results here provide pointers rather than quantitative conclusions for reducing the potential DHT overhead through adjusting AoR in DAST.
E. Comparison of the latencies for insertions and range queries in DAST, DST and PHT
In this experiment, we deploy our DAST implementation on OpenDHT together with DST and PHT. We insert the preloaded data items into OpenDHT through DAST, DST and PHT, respectively. The results clearly indicate that one DAST insertion takes on average only 67% of the time that a DST insertion requires. The advantage of DAST over PHT is more pronounced in that PHT insertions take twice as long as DAST insertions. For the range query experiment, we deploy three versions of DAST, each of which is configured with AoR of 100%, 95% and 70%, respectively. With different values of AoR, we investigate the impact of AoR on the query latency. These results are presented in Fig. 4 . We can see that the average latency in DAST with AoR as 100% is very close to that in DST. When AoR is reduced, the latency grows due to extra unwanted items in the results. PHT requires more time for range queries because it needs several sequential steps to lookup the leaf key, and the response contains unnecessary items. DAST does not have sequential operations and thus performs better.
V. CONCLUSIONS
In this paper, we propose a Distributed Arbitrary Segment Tree (DAST), a structure built on top of public DHT services to achieve enhanced range query functionality for clients. DAST incorporates the Arbitrary Segment Tree (AST), yet is designed so that the query union contains a smaller number of segments leading to fewer DHT operations and a lower overhead. In addition, the duplication of data items is significantly reduced in DAST as compared with DST. Moreover DAST introduces the concept of AoR (Accuracy of Result). By adjusting the value of AoR, we demonstrate that DAST can further reduce the number of DHT operations and therefore further reduce the overhead. An advantage of this scheme is that DAST does not modify the underlying DHT and instead acts as a middle layer between DHT and the applications that require range query functionality. The approach is also designed to provide DAST users with the flexibility to modify DAST to their application environments for best range query efficiency.
Validations are undertaken through both simulation and extensive real-world experimentation and the results demonstrate the effectiveness of DAST across a range of metrics.
