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ABSTRACT
Cosmic rays are a global source of ionisation, and the ionisation fraction represents
a fundamental parameter in the interstellar medium. Ions couple to magnetic fields,
affect the chemistry, and the dynamics of star-forming regions as well as planetary
atmospheres. However, the cosmic-ray ionisation rate represents one of the bottlenecks
for astrochemical models, and its determination is one of the most puzzling problems
in astrophysics. While for diffuse clouds reasonable values have been provided from
H+3 observations, for dense clouds, due to the lack of rotational transitions, this is not
possible, and estimates are strongly biased by the employed model. We present here
an analytical expression, obtained from first principles, to estimate the cosmic-ray
ionisation rate from observational quantities. The theoretical predictions are validated
with high-resolution three-dimensional numerical simulations and applied to the well
known core L1544; we obtained an estimate of ζ2 ∼ 2 − 3 × 10−17 s−1. Our results and
the analytical formulae provided represent the first model-independent, robust tool
to probe the cosmic-ray ionisation rate in the densest part of star-forming regions
(on spatial scales of R ≤ 0.05 pc). An error analysis is presented to give statistical
relevance to our study.
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1 INTRODUCTION
The densest regions of molecular clouds where star-
formation is beginning are characterized by a high degree
of CO depletion (e.g. Caselli et al. 1999; Fontani et al. 2012;
Giannetti et al. 2014; Sabatini et al. 2019) and high levels
of deuteration (e.g. Ceccarelli et al. 2014). In particular, the
deuterated forms of the main ion H+3 (e.g. H2D
+) dominate
the chemistry during the early stages prior to the formation
of a protostellar object (Pagani et al. 1992; Caselli et al.
2003; Giannetti et al. 2019)
The formation of H+3 and more generally the ion-neutral
chemistry characterizing these regions, are driven by cosmic
rays (CRs), i.e. highly energetic particles that can penetrate
the dense regions within molecular clouds starting a chain
of reactions which leads to the formation of key tracers (e.g.
HCO+, N2H
+). H+3 is indeed considered a key molecule to
determine the cosmic-ray ionisation rate (CRIR), due in par-
ticular to the simple chain of reactions involved in its chem-
istry. Each ionisation of H2 through CRs leads to the forma-
? E-mail: stefanobovino@udec.cl
tion of H+3 , which is mainly destroyed by neutrals (e.g. CO
and O, Dalgarno 2006).
CRs have a strong effect on the deuteration process
itself, this being affected by H+3 , the ion which starts the
deuteration process by forming H2D
+. Many authors have
shown, through simple (e.g. Caselli et al. 2008; Kong et al.
2015) or complex theoretical models (Ko¨rtgen et al. 2018;
Bovino et al. 2019), that a higher CRIR favours the deuter-
ation process, in particular shortening the time to reach typ-
ical observed values. Determining the timescale for deutera-
tion is of fundamental importance when the deuterium frac-
tionation is used as a chemical clock of star-forming regions
(see e.g. Fontani et al. 2011; Bru¨nken et al. 2014), and pro-
viding an estimate for the CRIR has then a crucial effect
on our interpretation of the physics of star-formation (e.g.
ambipolar diffusion, timescales, chemistry).
The CRIR has been probed through a mix of observa-
tions and chemical models in diffuse clouds starting from
the pioneering work of Black et al. (1978) based on OH and
HD observations. Quantitative measurements were then pro-
vided through observations of H+3 in absorption in diffuse
and dense clouds by Indriolo (e.g. 2012); Neufeld & Wolfire
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(e.g. 2017) and Geballe & Oka (1996) and McCall et al.
(1999). Additional work was pursued by van der Tak & van
Dishoeck (2000), with a different approach based on H13CO+
in dense clouds towards massive young stars. Overall, in par-
ticular for dense clouds, estimates of the ionization rate of
hydrogen atom ζH are in the range ∼ 3 × 10−17 − 10−16 s−1.
From now on we will consider ζ2 = 2.3ζH as the CRIR of
hydrogen molecule.
Analytical approaches, based on simple steady-state as-
sumptions, have been explored in different works by Caselli
et al. (1998); Caselli (2002); Ceccarelli et al. (2004); Vaupre´
et al. (2014). These works were focused on the estimate of the
ionisation fraction first and then CRIR from DCO+, HCO+,
and CO. However, Shingledecker et al. (2016) have shown
that estimates based on the ratio [HCO+]/[DCO+] strongly
depend on the initial H2 ortho-to-para ratio and other dy-
namical quantities like the age of the source, the tempera-
ture, and the density.
A pure theoretical method based on dust temperature
evaluation has been proposed and applied to L1544 by Ivlev
et al. (2019). The latter provided an estimate of the CRIR of
ζ2 ∼ 10−16 s−1. Recently, a new method has been proposed
by Bialy (2019), who suggested to observe line emission of
H2 rovibrational transitions to estimate the CRIR. Overall,
there is no consense on the final value of ζ2 in dense regions
and estimates vary by orders of magnitude.
In this Letter, we aim at providing a robust tool to esti-
mate the CRIR in dense cores from first principles. Our ap-
proach is validated by high-resolution numerical simulations
and tested under different dynamical and chemical condi-
tions. In the following Sections we shall briefly present the
simulations, the methodology, and the error estimates. We
then discuss some of the caveats and the applicability of the
presented method.
2 H+3 FROM ITS DEUTERATED FORMS AND
CRIR
Under the steady-state assumption, Caselli (2002) provided
useful formulae that can be employed to estimate for in-
stance the ionisation fraction of dense regions. Starting from
their Eq. (9) and (10) and the work by McCall et al. (1999)
we have built a set of new correlations which can be em-
ployed to estimate the CRIR. The entire analysis is based
on observable quantities, i.e. column densities. From the ob-
servations of H2D
+ and other H+3 isotopologues (enhanced
in the cold and dense regions of molecular clouds) we can
obtain an estimate of the H+3 column density:
N[H+3 ] =
1
3
D[H+3 ]
RD
, (1)
where RD is the deuterium fractionation of HCO+,
RD =
N[DCO+]
N[HCO+] , (2)
and D[H+3 ] = N[H2D+] + N[D2H+]γ1 + N[D+3 ]γ2, with
γ1 = 1 − RD and γ2 = 2 − RD, and each term represents the
sum over the different isomers (ortho, para, and meta). We
include all H+3 isotopologues, to account for the conversion
of H2D
+ into D2H
+, and finally into D+3 . These represent
the additional terms compared to the original Caselli (2002)
derivation, where we have considered that HCO+ can form
also from D2H
+, and DCO+ from D2H
+ as well as D+3 . Note
that the correction factors are negligible if RD ≤ 0.1. We
test different formulae which gradually include more isotopo-
logues to provide different levels of approximations and an
error estimate for the different formulae. We will refer to
D[H+3 ] equal to (1) only o-H2D+, (2) the total H2D+ (ortho
+ para), (3) total H2D
+ and total D2H
+1, (4) all the isotopo-
logues (i.e. with D+3 )
2, and (5) only the species observable
with ALMA/APEX, i.e. D[H+3 ] = o-H2D
+ + p-D2H
+.
Once obtained the column density of H+3 , we can have a
rough estimate of ζ2 (see e.g. Oka 2019) by balancing for-
mation and destruction of H+3 (in steady-state):
ζ2 = α¯k
H+3
CO
N[CO]N[H+3 ]
N[H2]
1
L
(3)
with k
H+3
CO the destruction rate of H
+
3 by CO, that we con-
sider the main destruction path for H+3 , L the path length
over which the column densities are estimated, and α¯ a
correction factor which encapsulates any missing effect in
the approximation. The factor is calibrated for each of the
proposed approximations in the next Sections. We are as-
suming here that the ratio between number densities is the
same as the ratio between column densities, then XCO =
nCO/nH2 = N[CO]/N[H2]. Other chemical reactions affect-
ing H+3 destruction, like for instance destruction via atomic
oxygen (assumed to be highly depleted onto dust grains in
dense regions), or dissociative recombination with electrons
are neglected. The latter represents our strongest assump-
tion but allows us to remove a dependence on the ionisation
fraction. However, we have also to consider that xe ≤ 10−8
in the very central region of the cores and then our choice is
not going to have a huge impact on the final results.
3 RESULTS
We use the suite of simulations of collapsing high-mass cores
and clumps presented by Bovino et al. (2019), plus a new
set of simulations where we change the CRIR. The simula-
tions were performed with gizmo (Hopkins 2015), assum-
ing an isothermal (T = 15 K) Bonnor-Ebert (BE) sphere
as initial condition. We account for magnetic fields, turbu-
lence, and detailed chemistry, with C-N-O bearing species
including N2H
+, CO, HCO+ and their deuterated forms, and
adsorption and desorption processes. The mass and spatial
resolution of our simulations are 2×10−4 M and 10−4 pc,
respectively, and all the realizations showed fast deuterium
enrichment, in particular for H+3 and N2H
+, and high levels
of CO depletion ( fdep ∼ 20 − 500).
1 To employ cases (2) and (3) SOFIA observations would be
needed as the p-H2D
+ and o-D2H
+ transitions fall in the THz
regime.
2 Note that D+3 cannot be observed in high extinction regions as
it has transitions in the near infrared, so this formula cannot be
applied from an observational point of view but we report it for
completeness.
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Figure 1. Total H2 (top left), RD (bottom right), and XCO (bottom left) maps for our reference run at ∼30 kyr of evolution. H2D+ map
is shown in the top right panel, with the overplotted white contours representing the N (D2H+). The column densities are obtained on
scales of 0.2 parsecs.
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Figure 2. Radial profile of the H+3 column density (top panel)
and CRIR (bottom panel) for different analytical approximations,
compared to the values in the simulation. The results are shown
after 30 kyr of evolution. We show different approximations de-
pending on how many isotopologues have been included in Eq.1.
In our simulations, the CRIR is set to a constant value,
and it is varied to assess how it affects the deuteration
timescale and the depletion process. We have selected a ref-
erence core of 20 M, with a size of 0.17 pc, supervirial
(αvir = 4.32), with an average density of 〈n〉 = 2.2 × 104
cm−3. This is what we call a ”slow collapse” core, highly
supported by turbulence and magnetic fields with an aver-
age free-fall time of 260 kyr. Maps of the column densities
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Figure 3. Same as Fig.2 but after 180 kyr.
of the main tracers are shown in Fig. 1 after 30 kyr of evolu-
tion. At this stage, the core is slowly collapsing, supported
by turbulence, and it is starting to fragment. Column den-
sities of D2H
+ and D+3 are at least two orders of magnitude
lower compared to H2D
+. The deuteration fraction of HCO+
(i.e. RD) is on average around 10−3, while CO is starting to
freeze-out ( fdep ∼ 5), in particular in the center of the core.
These represent the quantities that we plug into Eq. 1–3 to
estimate the CRIR.
In Fig. 2, we report the H+3 column density profile ob-
tained from the simulation in comparison with the one ob-
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tained from our analytical formula (Eq. 1) on a scale of 0.05
pc for the different approximations.
As D+3 and D2H
+ are not yet formed in relevant
amounts, the effect of including them in D[H+3 ] or not is
not dramatic. The main difference between the approxima-
tions comes from the inclusion (or not) of the para form of
H2D
+ which at this stage is the only relevant isotopologue
together with its ortho counterpart. Compared to the col-
umn density obtained from simulations, we notice a very
small error whatever the assumption we employ. This is also
reflected in the CRIR profile (bottom panel of Fig. 2) where
we are able to recover the CRIR set in the simulation with
our analytical formula within a factor of less than two de-
pending on the istopologues that we include.
While the analytical formula is working very well at
early dynamical times, the error increases as we proceed in
time. This is highlighted in Fig. 3, where we report the H+3
column density and the CRIR at ∼180 kyr. We see that the
inferred column density is now affected by a larger error, on
average it is overstimated by a factor of five. The overes-
timate is not surprising considering that we are neglecting
important destruction paths for H+3 (e.g. O and e
−). How-
ever, when we look at the estimate of the CRIR the final
error is lower, and still depends on the formula employed
and on the spatial scale.
Error estimates Because of the significant variations in
the CRIR estimate, both in space and time, the best ap-
proach to get an error estimate is via a statistical analysis
of the results, averaged over time and over different spa-
tial scales. We proceed in two steps: i) we first construct a
temporal evolution of the mean CRIR estimated from the
average column densities over different spatial scales θ rang-
ing in between 0.02-0.05 pc, and then ii) average each CRIR
history in time to obtain a mean value and its standard de-
viation. Finally, we estimate a single representative CRIR
for each approximation by applying a weighted mean to the
different θ, defined as
ζ¯2 =
∑N
i=1 w(θi)〈ζ2(θi)〉∑N
i=1 w(θi)
, (4)
where 〈ζ2(θi)〉 is the time average on the different spatial
scales. Assuming that each spatial scale gives a statistically
independent measure of the CRIR, the weights can be de-
fined as w(θi) = 1/σ2(θi), being σ(θi) the standard deviation
for the ith scale. The standard error for the weighted mean
is then calculated as
σζ¯2 =
©­«
√√ N∑
i=1
w(θi)ª®¬
−1
. (5)
This is applied to a suite of simulations with different dy-
namical initial conditions and initial CRIR. Final results are
reported in Table 1, where we specify the type of simulation
and the employed CRIR. Our estimate of the average CRIR
is very close to the real value, with changes within a factor
of α = ζ real2 /ζ¯2 ∼ 0.3 − 0.8, with the only exception being the
case with a very high CRIR, where the error is still within a
factor of two but we notice an inverted trend for some of the
Table 1. The Method column refers to which species are used
to calculate D[H+3 ] in Eq.1. (1): only o-H2D+, (2): total H2D+,
(3): the observable isotopologues (H2D+ and D2H+), (4): all the
isotopologues, i.e., we also include D+3 , and (5): only the species
observable with ALMA/APEX (o-H2D+ and p-D2H+). The last
two columns report the correction factor α and its uncertainty.
Details on the different simulations can be found in Bovino et al.
(2019). The H2 ortho-to-para ratio (OPR) is set to 3 unless spec-
ified.
Method ζ¯2 σζ¯2 α σα
M0 Fast collapse core: ζ2 = 2.5 × 10−17 s−1:
(1) 3.3466 × 10−17 5.7996 × 10−18 0.7470 0.1295
(2) 6.2106 × 10−17 1.1092 × 10−17 0.4025 0.0719
(3) 6.2418 × 10−17 1.1162 × 10−17 0.4005 0.0716
(4) 6.2418 × 10−17 1.1162 × 10−17 0.4005 0.0716
(5) 4.9622 × 10−17 8.8558 × 10−18 0.5038 0.0899
M1 Slow collapse core, ζ2 = 2.5 × 10−17 s−1:
(1) 3.1568 × 10−17 9.8170 × 10−18 0.7919 0.2463
(2) 5.3419 × 10−17 1.4347 × 10−17 0.4680 0.1257
(3) 6.5516 × 10−17 1.2758 × 10−17 0.3816 0.0743
(4) 7.3836 × 10−17 1.2076 × 10−17 0.3386 0.0554
(5) 3.9854 × 10−17 1.1719 × 10−17 0.6273 0.1844
M1 Slow collapse core, ζ2 = 2.5 × 10−18 s−1:
(1) 3.6303 × 10−18 6.1257 × 10−19 0.6886 0.1162
(2) 5.6742 × 10−18 9.4603 × 10−19 0.4406 0.0735
(3) 5.6976 × 10−18 9.4811 × 10−19 0.4388 0.0730
(4) 5.6977 × 10−18 9.4811 × 10−19 0.4388 0.0730
(5) 4.5361 × 10−18 7.5718 × 10−19 0.5511 0.0920
M1 Slow collapse core, ζ2 = 2.5 × 10−16 s−1:
(1) 9.2224 × 10−17 6.1415 × 10−17 2.7110 1.8050
(2) 1.7484 × 10−16 1.0019 × 10−16 1.4300 0.8194
(3) 2.6436 × 10−16 1.3270 × 10−16 0.9457 0.4747
(4) 3.0737 × 10−16 1.4427 × 10−16 0.8134 0.3818
(5) 1.1621 × 10−16 7.2152 × 10−17 2.1510 1.3360
M1 Slow collapse core, ζ2 = 2.5 × 10−17 s−1, OPR(H2) = 0.1:
(1) 2.3604 × 10−17 8.7352 × 10−18 1.0590 0.3920
(2) 4.3713 × 10−17 1.3791 × 10−17 0.5719 0.1804
(3) 6.2305 × 10−17 1.5183 × 10−17 0.4013 0.0978
(4) 7.3752 × 10−17 1.4537 × 10−17 0.3390 0.0668
(5) 3.0594 × 10−17 1.0435 × 10−17 0.8172 0.2787
M3 Fragmented clump: ζ2 = 2.5 × 10−17 s−1:
(1) 2.7583 × 10−17 5.1299 × 10−18 0.9064 0.1686
(2) 4.9326 × 10−17 9.2854 × 10−18 0.5068 0.0954
(3) 5.0298 × 10−17 9.5295 × 10−18 0.4970 0.0942
(4) 5.0336 × 10−17 9.5365 × 10−18 0.4967 0.0941
(5) 3.9064 × 10−17 7.3345 × 10−18 0.6400 0.1202
formulae (e.g. a factor of 2.7 for the formula where we em-
ploy only o-H2D
+). We calculate the standard deviation of
the individual α by propagating the errors and then comput-
ing a weighted mean to obtain an average correction factor
α¯ to be used in Eq.3, with its corresponding uncertainty σα¯.
The final results are reported in Table 2 from where we see
that the correction factor ranges between 0.4-0.7, i.e. the
error is always within a factor of two3.
3 We have also applied the entire procedure by using the median
to avoid the effect of outliers, but the final α¯ are not affected.
MNRAS 000, 1–6 (2019)
CRs in dense cores 5
0.01 0.02 0.03 0.04 0.05
Radius [pc]
10 17
10 16
2 [
s
1 ]
L1544 Eq. 3, only o-H2D +
L1544 Ivlev+2019
van der Tak & van Dishoeck 2002
different L
Figure 4. Cosmic-ray ionisation rate from Eq. 3, by employing
the available column density profiles from Vastel et al. (2006).
The green dotted-dashed line is ζ2 = 5.3 × 10−17 s−1 reported by
van der Tak & van Dishoeck (2000). The dashed red line instead
represent recent estimates reported by Ivlev et al. (2019) for the
same source. We have assumed a path length of 0.034 pc which is
representative of the extension of o-H2D
+ emission. The shaded
area represents the variability of our results with L.
Table 2. Error propagation from averaging over the different
simulations. The different column refer to the different equations
we are using for D[H+3 ].
(1) (2) (3) (4) (5)
α¯ 0.7712 0.4528 0.4223 0.3881 0.5705
σα¯ 0.0721 0.0414 0.0357 0.0308 0.0532
Application to L1544 To test our analytical approach,
we have selected one of the best studied low-mass cores,
L1544, and used data from Vastel et al. (2006) who provide
in their Fig. 6 the radial profiles of the column densities for
different tracers. With this data in hand, we computed the
CRIR as shown in Fig. 4. We estimate the path length by
taking the geometrical average between the major and the
minor axis of the o-H2D
+ emission obtained by fitting the
50% contour with an ellipse (see their Fig. 4). We obtain
L = 0.034 pc and ζ2 ∼ 2.5×10−17 s−1. However, we have to
consider that the three-dimensional shape of the core is not
known, therefore we also report the cases for L in between
the major and the minor axis (yellow shaded area in Fig.4).
The CRIR moves to lower (higher) values with peaks around
3×10−17 s−1. Overall, our estimated CRIR obtained from an
unconstrained and a model-independent approach, is close
to typical values reported by van der Tak & van Dishoeck
(2000)4 but far from the value of ζ2 ∼ 10−16 s−1 measured in
diffuse clouds and recently reported by Ivlev et al. (2019) for
the same pre-stellar core. Thus, chemistry appears to favor
lower values of ζ2 in dense cores
5.
4 We are using a CRIR per hydrogen molecule instead of per
hydrogen atom as reported in the former paper, then there is a
factor of 2.3 difference.
5 To reach ζ2 ∼ 10−16 s−1 L should be significantly smaller than
the observed o-H2D
+ emission toward L1544.
4 DISCUSSION AND CONCLUSIONS
In this Letter we propose and test an analytical approach
to estimate the CRIR in the densest regions of molecular
clouds. We have built the formula from first principles, un-
der steady-state conditions, by following pioneering works
in this field. The new idea behind the presented approach
is based on two main components: i) the estimate of the
H+3 column density from its deuterated isotopologues, and
ii) the validation of the methodology via three-dimensional
high-resolution simulations. This allowed us to explore dif-
ferent approximations and to test the statistical relevance
of the approach by running an error analysis on different
realizations. Overall, our method is providing small errors
and a deviation from the real value of maximum a factor of
two. It is worth noting that the applicability of the formula
depends on the availability of high-resolution observations
being constrained by spatial scales (validity for R ≤ 0.05
pc), in particular for CO that can be affected by freeze-out,
and the H+3 isotopologues. In this respect, we propose differ-
ent versions of the analytical formula to give more flexibility
on its usage.
To further validate our results, we have applied the an-
alytical formula to the well-studied low-mass core L1544, for
which observations of the needed tracers exist, and we have
found an average value for the CRIR of 2 – 3 ×10−17 s−1.
A very critical point of our approach is related to the
path length L. While theoretically we can provide a precise
number for L, observationally this is an arbitrary choice. In
McCall et al. (1999) L is obtained from a mix of observations
and models as the ratio between the column and the num-
ber density of H+3 . The column length can also be provided
by the extension of the emission of the involved tracers, or
by estimates of the size of the core. Considering the error
analysis that we have performed on results which we can
consider very robust, we can state that the main source of
error in the presented approach comes from the choice of the
path length L.
To conclude, even considering the uncertainties coming
from the choice of the path length, and the intrinsic error
which affects our approach, in particular the steady-state
assumption, Eq. 3 represents the first attempt of providing
a robust tool to evaluate the cosmic-ray ionisation rate in
dense cores, a parameter that has a strong impact on the-
oretical models, and on our understanding of star-forming
regions.
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