High-level shape understanding and technique evaluation on large repositories of 3D shapes often benefit from additional information known about the shapes. One example of such information is the semantic segmentation of a shape into functional or meaningful parts. Generating accurate segmentations with meaningful segment boundaries is, however, a costly process, typically requiring large amounts of user time to achieve high quality results. In this paper we present an active learning framework for large dataset segmentation, which iteratively provides the user with new predictions by training new models based on already segmented shapes. Our proposed pipeline consists of three novel components. First, we a propose a fast and relatively accurate feature-based deep learning model to provide datasetwide segmentation predictions. Second, we propose an information theory measure to estimate the prediction quality and for ordering subsequent fast and meaningful shape selection. Our experiments show that such suggestive ordering helps reduce users time and effort, produce high quality predictions, and construct a model that generalizes well. Finally, we provide effective segmentation refinement features to help the user quickly correct any incorrect predictions. We show that our framework is more accurate and in general more efficient than state-of-the-art, for massive dataset segmentation with while also providing consistent segment boundaries.
INTRODUCTION
In recent years, there has been an increase in the availability of large shape collections. These large and diverse datasets are an invaluable resource for many shape analysis techniques. These dataset are especially necessary for techniques that are driven by a deep learning model as they require large quantities of good and diverse training data [Sun et al. 2017] . With the efforts from the community, there are many datasets [Shilane et al. 2004 ] made available, some even with hundreds of thousands of shapes [Chang et al. 2015; Wu et al. 2015] . Recent work has found that analysis tools become more effective when they have access to high quality semantic segmentations [Lin et al. 2014] . While segmented datasets exist, they either consist of a few hundred shapes [Chen et al. 2009; Sidi et al. 2011] or have poor segmentation boundaries [Yi et al. 2016a ] (we show more details on this later). Using these for any shape analysis technique will lead to unreliable results as models are trained on inconsistent data [George et al. 2018] .
Segmented datasets have already been shown incredibly useful for many applications, including shape matching [Kleiman et al. 2015] , Authors' addresses: David George, Department of Computer Science, Swansea University, Swansea, United Kingdom, 654214@swansea.ac.uk; Xianguha Xie, Department of Computer Science, Swansea University, Swansea, United Kingdom, x.xie@swansea. ac.uk; Yu-Kun Lai, School of Computer Science and Informatics, Cardiff University, Cardiff, United Kingdom, laiy4@cardiff.ac.uk; Gary KL Tam, Department of Computer Science, Swansea University, Swansea, United Kingdom, k.l.tam@swansea.ac.uk. retrieval [Shapira et al. 2010] and modeling . Shape segmentation techniques often benefit the most from such fully labeled datasets. Supervised techniques require ground truth labels to train segmentation classifiers [Kalogerakis et al. 2010] , and both supervised and unsupervised techniques need ground truth labels to evaluate their methods [Sidi et al. 2011] . While existing works have shown good efforts and results [Guo et al. 2015; Qi et al. 2017; Yi et al. 2016b] , clear ground truth inconsistencies still exist [George et al. 2018] . This means both existing and new techniques could perform better with higher quality ground truth segmentations.
Generating high quality segmentations for shape datasets is a time consuming and interaction heavy task. Smaller datasets, with only small number of inconsistencies or errors may be manageable through manual effort [Chen et al. 2009; Sidi et al. 2011] . Massive datasets would take a great amount of user effort however [Chang et al. 2015] . Further, these massive datasets typically consist of non-manifold (multiple components, holes, zero thickness, etc.) and low-resolution shapes. These shapes are very difficult to process in segmentation pipelines. Recent work try to project them to point clouds [Qi et al. 2017; Yi et al. 2016a] , or further to KD-connected point clouds [Klokov and Lempitsky 2017] . While these are viable techniques, and have been shown to work, there may be information loss when using point clouds e.g., connectivity and topology of the shape. Without these, certain reliable features are much harder to compute or are inaccurate when computed (e.g. Shape Diameter Function (SDF) [Shapira et al. 2008] , Geodesic Distance). Although connectivity can be re-established (e.g. through K Nearest Neighbor, assuming the resolution of the point cloud is high enough), thin regions of the shape could be wrongly connected, leading to undesirable connections. For this reason, in our proposed pipeline, we largely focus on input meshes. We further show that by re-meshing these non-manifold 3D models into manifold meshes, our technique can handle very large dataset very well.
Previous work that generate ground truth segmentations for large dataset typically focus on active learning approach, where a user has some control over the system and influences the decisions in some way. [Wang et al. 2012 ] first used an unsupervised co-segmentation algorithm, where the user interactively selects pairs of parts between shapes to connect or disconnect. Recently, [Yi et al. 2016a ] used a supervised algorithm to label a single part at a time. Users are asked to paint two 2D views of a 3D shape. A learning model is trained based on the painted regions and similar shapes (according to global shape descriptors) are evaluated on that model. However, these techniques can only provide a coarse segmentation and output segmentations may have errors. Further [Yi et al. 2016a ] requires one part to be labeled at a time, so datasets with high numbers of parts will take longer and more iterations to label. Here, we developed an active framework which allows full shape segmentation of a shape dataset, to ensure good segmentation quality and it scales well to the number of parts in the dataset.
One of the challenges when developing an active framework for segmentation is minimizing user interactions, while maximizing segmentation quality. To help maximize quality, we utilize a deep learning model for segmentation predictions. In general, deep learning models can take a long time to train, and typically require a large amount of training data. To resolve these, we propose to use a small Convolutional Neural Network (CNN), using two 2D histogram features as input. The features have been shown useful in previous work [Guo et al. 2015; Kalogerakis et al. 2010] and fit the CNN paradigm as 2D histograms are like images. Our architecture allows for quick model training and we also adopt an ensemble based learning scheme [Huang et al. 2017 ] to help generalize with reduced available training data. In our experiments we compare to other feature based CNN techniques. We show that our model can perform better than fast existing techniques and comparably with the state-of-the-art.
Another challenge of an active learning framework is the exploration and analysis of model predicted results. It often takes a long time for users to choose the next 3D model to segment, and there are no ground truth data to compare the predictions for ranking. To approach this challenge, we propose to use entropy, a measure of uncertainty, to define a ranking measure without needing ground truth segmentations. The ranking measure provides meaningful ordering of the predicted segment labels in an interactive tabular view. This allows users to see which shapes the deep learning model segmented well or struggled with. Our experiments show that by selecting poorly segmented 3D models, with respect to the ranking measure, it reduces both time and interactions required to segment the whole dataset.
Finally, another problem we observed in existing active framework (e.g. [Yi et al. 2016a] ) is that they do not allow quick boundary refinement. When there are slight errors on the output segmentation, users will likely discard the results, leading to extra manual effort and longer interaction time. With this observation, we propose a segmentation refinement algorithm that takes the current segmentation and information about the shape (e.g. angle and thickness) to refine the segmentation boundaries. This process can be used iteratively. This algorithm can quickly provide high quality segmentations while greatly reducing interaction and time required to refine a shape.
Our proposed framework has been demonstrated to work well on public dataset (including PSB, COSEG), and also on re-meshed dataset from ShapeNet, which contains hundreds of thousands of shapes.
Contributions To summarize, the key contribution of this work is a new active learning framework for providing a full segmentation to large sets of 3D shapes. The focus is to maintain accurate and meaningful segment boundaries, while keeping human effort and time at a minimum. There are also several novelties:
• First, we show and evaluate a novel deep learning pipeline for shape segmentation which is relatively fast and accurate.
• Second, we provide an information-theoretical metric for ranking the performance of shape segmentation algorithms when ground truth data is not available. Our experiment shows that the ordering can help reduces total segmentation efforts and time.
• Third, we propose an useful technique for segmentation refinement, which takes into account the segmentation boundaries and thickness of shapes. Our experiment shows that it can help users to quickly improve segmentation boundaries, reducing users efforts and time.
• Finally, we provide new and more accurate ground truth segmentations for existing datasets, including massive datasets.
In the following, Section 2 discusses the existing work for segmentation, feature extraction and entropy in geometry processing. In Section 3, we briefly overview our active learning framework. Section 4 discuss the details of the three novel subsystem. We further discuss our framework interface and flow in Section 5 before outlining our experiments and showing their results in Section 6. Finally, in Section 7 we conclude and discuss possible future work.
RELATED WORK
This work relates to several research areas. We summarize the literature with respect to Shape features, Shape Segmentation, Active learning in image analysis, Active learning in shape analysis, and use of entropy in graphics processing.
Shape Features and their Uses Many of the existing work in shape segmentation are driven by features. These can be defined per face, per vertex, per patch (a cluster of faces), or even per shape. These features are designed for different purposes, and many have been successfully applied in mesh segmentation. Per-face features include, SDF [Shapira et al. 2008 ] which estimates of the thickness of a shape at a given face, Conformal Factor (CF) [Ben-Chen and Gotsman 2008] which computes a position invariant representation of the curvature of non-rigid shapes and Spin Images (SI) which captures the surface information around a face using a 2D histogram. Recent work has also adopted image based features to the 3D domain. One notable example is Shape Context (SC) [Belongie et al. 2002] which is a 3D shape descriptor to encode both curvature and geodesic distance distributions in a 2D histogram [Kalogerakis et al. 2010] . However, there are limitations to how useful a feature can be on certain shapes. Examples are that CF is susceptible on shapes with sharp curvature [George et al. 2018] , SDF can fail if the shape has holes and geodesic distance will fail if the shape has multiple components. Therefore feature selection for a new technique is very important, as it can greatly impact the accuracy and speed. For these reasons, we opted to use two features for this work, SC and SI. Recent work has shown both features can be very useful in shape segmentation [George et al. 2018; Kalogerakis et al. 2010; Xie et al. 2015] . Further they are both 2D histograms, so can be generated at any scale (number of bins) and CNNs should work well to extract useful information.
Unsupervised and Supervised Shape Segmentation The goal of a shape segmentation algorithm is to partition a single shape into meaningful parts [Shapira et al. 2008; Shlafman et al. 2002] . These algorithms typically used a feature which drives the partitioning (see Features section), though other work also used different strategies like fitting of primitive shapes [Attene et al. 2006] . Recently, unsupervised techniques looked into co-analysis of a set of shapes, using information consistent across the set to improve the final segmentation [Hu et al. 2012; Meng et al. 2013; Shu et al. 2016; Sidi et al. 2011; Wu et al. 2013] . However, these methods struggle with largely varying datasets, especially those with low number of shapes per set [George et al. 2018] . Further, the segmentation of parts not only relate to the shape geometry, but the functionality. All these challenges have led to the recent interests in supervised segmentation techniques. Supervised segmentation techniques rely on prior knowledge in order to train a model. Typically these methods use large pools of shape features as input and classify them according to segment labels [Kalogerakis et al. 2010] . Subsequent techniques further improve in different ways, such as ranking features to find segment boundaries [Benhabiles et al. 2011] , training an extreme learning machine [Xie et al. 2014 [Xie et al. , 2015 to classify the labels. However, similar to unsupervised work, these techniques can struggle when datasets are very diverse. To combat this, work using CNNs was proposed [Guo et al. 2015] . This work arranges a pool of features as an image, and used image based convolution network to predict face labels. However, the simple arrangement lead to unnecessary inference of relationships between features with no correlation, and [George et al. 2018 ] reduce such inference using 1D convolutions, leading to better results. Recently, several techniques have shown new and interesting shape segmentation methods such as point clouds segmentation [Qi et al. , 2017 , kd-tree point cloud segmentation [Klokov and Lempitsky 2017] , projecting image segmentations to shapes [Kalogerakis et al. 2017] , hierarchal segmentations and graph CNNs [Yi et al. 2016b] .
Input
With the recent surge of new segmentation papers, each focusing on larger datasets, the need for high quality ground truth labels is very high. However, currently available ground truths for widely used segmentation datasets have been shows to contain inconsistent and poor labels for certain shapes within the dataset [George et al. 2018] . This can impact the training performance by introducing inconsistent labels for similar samples. It can also impact evaluation, as inconsistencies incorrectly display the performance of a model. Due to this, we emphasize providing accurate, high quality segmentations in this work.
Active Image Analysis Active learning image analysis systems have been widely explored to leverage the human user input to explore large dataset. They focus on using user input to aid the classifiers by annotation (painting, strokes) or drawing bounding boxes. This has the advantage that, the user can see what data the classifier is struggling with and incrementally provide new training data to alleviate this problem, making the classifier more generalized and accurate [Branson et al. 2011 [Branson et al. , 2014 Vezhnevets et al. 2012; Vijayanarasimhan and Grauman 2009] . We utilize this functionality in 3D segmentation by allowing the user to incrementally tune the output labels of our model to make it generalize better, while also incorporating a sorting method to easily rank the outputs of the mode, and aid the user in selecting shapes to tune.
Active Shape Analysis Unlike the image domain, there are few methods using user interactions to aid 3D shape segmentation. One of the earliest techniques proposed in [Wang et al. 2012] asks the user to select pairs of segments between shapes to denote if they have the same or different segments. This technique is driven by an unsupervised method, so segmentation between shapes can be mismatched, and thus the user input to select the right shapes is crucial. Similarly, [Wu et al. 2014] asks the user to paint regions of the shapes for segment matching. Both methods tend to focus on smaller sets of shapes and use unsupervised methods to drive the segmentation. Recently, [Yi et al. 2016a ] proposed a framework for annotating massive 3D shape dataset. They offer a crowd-sourcing application for annotators label a specified region which is used to train a conditional random field model. Once model predictions are obtained, the user would then be asked to verify the results by selecting all shapes that fail to have adequate annotations. While this technique shows good performance, fine details such as accurate segment boundaries can be difficult to achieve. Further, the user is only asked to verify results, and cannot fine tune 'almost acceptable' segmentations. These 'almost acceptable' segmentations then end up going through another round of model predictions or user labeling. Finally, this approach is a labeling pipeline, where a full pass provides a single segment for a dataset. Therefore, datasets with many distinct segments require many full passes to achieve a complete segmentation. Our proposed method alleviates all of these problems. By making use of a fast and robust deep learning model and effective refinement tools we provide high quality full segmentations in efficient times.
Entropy uses in Geometry Processing Entropy is a measure of uncertainty. It can be used to predict the probability of an event given some information. Entropy was first used in 3D geometry processing by [Page et al. 2003 ], where it was used to estimate how much information was contained in a 3D surface. More recently, entropy has also been used for shape simplification [Xing and Hui 2010] , shape compression [Lee et al. 2014] and to estimate the Saliency of a 3D shape [Limper et al. 2016 ]. As we have no way of analyzing our model evaluation, we explored using entropy to rank the segmentation predictions, which to our knowledge has not been explored before for 3D shape analysis.
FRAMEWORK OVERVIEW
Our active learning framework aims to produce a full segmentation for every shape in a given dataset, whilst minimizing the users' manual efforts. The input to our framework is a collection of manifold 3D shapes of any size S, from a specific category (e.g. aircraft), and a set of pre-defined segment identifiers L (e.g. wings, engines, body, stabilizer). With our framework, users guide the selection of shapes for labeling, interact with the prediction of a deep learning model, and verify the segmentation quality of each shape. The framework will then produce an output of per-face labels for each shape, indicating which face belongs to which segment. The pipeline for our framework is shown in Figure 1 .
The pipeline consists of several components. Each component is inspired by the observations of existing problems, leading to our contribution of a fast and reliable active framework.
The framework is driven by a deep learning model, which predicts the labels for faces given feature descriptors (See section 4.2 for feature details). As it is a supervised system, initial training data is required. This is obtained by the user manually segmenting several shapes. To aid the user in this task, the system will first suggest a small subset of shapes for the user to label, this is done by clustering global shape descriptors (See Section 4.3). This subset aims to well represent the dataset, to aid model generalization early on. with the boundary refinement feature disabled and the manual represents a system where only painting is enabled. The data making up the solid lines are from our 1 hour user studies, while the dashed lines are interpolated from the user study data. The figure shows that our system considerable speeds up shape segmentation when compared to a manual painting approach
When manually labeling the dataset, the system offers the user many effective tools to speed up the process while still maintaining the high segmentation quality. These tools include robust oversegmentation and effective painting utilities (Section 4.4) and automatic boundary refinement (Section 4.5).
Once the user confirms the labels for any shape the deep learning model considers them as ground truth for training. So with the initial subset fully labeled, a model will be trained and used to predict results for the remaining shapes in the set (See Section 4.6). These results are displayed in our interactive table, which can be ordered in many useful ways (See Section 4.7). These different ordering methods allow the user to quickly see which shapes are correct and add them to the completed set (to be used for future model training). Alternatively, the table also quickly shows which shapes the model struggled with, these can then be manually labeled to make the model more generalized and increase overall quality.
The deep learning model is designed to be both quick and give high quality results, as such, the above steps can be repeated in quick succession to achieve a strong and generalized model. This can be used to quickly and effectively segment the entire dataset, with the user requiring less and less input per iteration (See Figure 15 ).
METHODOLOGY
This section details all of the functions and tools provided by our active learning framework, in order to minimize user input and time, while still keeping a high segmentation quality.
Input Datasets
The input to our framework is a dataset of 3D shapes. As our method makes effective use of both geodesic distance and graph traversal, the input shapes must be manifold. This could be an issue for newer datasets, such as ShapeNet [Chang et al. 2015] , however, in this paper we also propose a robust re-meshing method for such datasets. This method has over 90% success rate from our experiments, and has allowed us to provide a manifold sub-set of ShapeNet, with the ability to easily map back to the original shapes (See Section 4.8). Each dataset S consists of n shapes, S = {s 1 , s 2 , ...s n−1 s n }, where the ith shape s i = {F , V , E} is made up of faces F , vertices V and edges E.
Feature Extraction
As a pre-processing step we compute several features which help drive the framework. Specifically, we compute 3 face-level features and 1 shape-level feature. We use Shape Context (SC) [Belongie et al. 2002] and Spin Images (SI) [Johnson and Hebert 1999] as input for our deep learning architecture, which acts as a dual-branch ConvNet. This independently compresses both features down then combining them for classification (See Section 4.6). These features are both represented as 16x16 2D histograms, where SC contains both geodesic distance and uniform angle [Kalogerakis et al. 2010] , and SI contains information of shape vertex locations around a face. We also utilize the Shape Diameter Function (SDF) [Shapira et al. 2008] , which is used to aid our automatic boundary refinement process (See Section 4.5).
Finally we compute Light-Field Descriptors (LFDs) [Chen et al. [n. d.] ] for each shape in the dataset. Similar to ], we extract multi-view snapshots of the shapes and then compute the Histogram of Oriented Gradients (HOG) features of those views. We concatenate the HOG features of all views together and use that feature vector as the LFD. We capture 20 views of the shape, and each HOG feature is computed with 9 orientations, a cell size of [8, 8] and a block size of [2, 2] . This results in a 203760-dimension feature vector. We then embed the LFD HOG features from all shapes into a single space using Principal Component Analysis (PCA), to make each feature vector 128-dimensions. These shape-level features are used as an embedded space for shape selection (See Section 4.3)
Initial Shape Selection
As our framework is driven by a deep learning architecture, in order to train it we first need some labeled data samples. One solution to this would be to let the user arbitrarily select some initial shapes from the dataset and manually label them. While this solution works to provide labeled training data, there is a chance that this data will not be well distributed throughout the dataset.
We address this by providing an embedded view of the data, which can then be clustered as desired. For a given number of clusters k, we compute k-means on the embedded LFD HOG features for the full dataset. Then, given the cluster labels C l and cluster centers C c we compute the n closest shapes to each cluster center. These shapes are displayed to the user so they can select ones they wish to manually segment (Figure 3) . 
Manual Segmentation Tools
Letting the use segment several shapes in a naive way is one possible way of obtaining an initial training set for the model. Such as letting them paint the entire shape from scratch or select segment boundaries with precise clicks. While this works for existing work [Yi et al. 2016a] , their work focuses primarily on single part labeling with little regard for segment boundaries. As we are focusing on full shape segmentation with additional care to preserve good segment boundaries, such a way of segmenting shapes manually would be too time consuming or produce poor results.
As such, our manual segmentation pipeline contains several useful tools to aid the user in quickly and effectively segmenting each shape. Here we outline the manual segmentation pipeline, showing useful tools that help in each step.
Shape Over-segmentation The first step in the pipeline is to assign segment labels to an over-segmentation of the shape. We provide two options for the over-segmentation, in most cases the shape can be segmented to an almost completed level using random walks segmentation [Lai et al. 2009 ]. For the other cases, we also offer a k-means clustering to give uniform patches across the shape. The outcome of either over-segmentation algorithm is a set of patches across the shape. These patches can quickly be assigned a segment label by the user so that they can move onto the refinement. The user does not have to give all patches a label, as the boundary smoothing algorithm (See Section 4.5) used to transition from this stage to the refinement stage will assign a label to any unlabeled patches.
Segmentation Refinement At this stage, the shape is fully segmented, however, some modifications may be needed to achieve a good quality segmentation or to make segment boundaries acceptable. In this stage the user is able to 'paint' the shape to change the segment labels assigned to specific faces. There are several useful tools available in this stage:
• Variable Sized Painting When painting a shape, a breadth first search algorithm is used to traverse it and assign the new label to faces it traverses. This algorithm is constrained by a adjustable radius (which is clearly shown to the user during painting). This allows for both large label corrections, or altering very fine details on boundaries. • Paint Restrictions As a radius based breadth first search is used to paint the shape, it is possible that bounding sphere that the radius creates will pass over to parts of the shape the user does not wish to paint. To alleviate this, an angle based restriction can be enabled, which will compare the face normal of every traversed face to the normal of the face that was clicked. If the angle is greater than a user changeable threshold then the face will not be painted. As many segment boundaries lie on concave parts of shapes, this can be very useful for quickly refining boundaries.
• Segment-wide Paint If an entire part of the shape is mislabeled (Sometimes the result of the deep learning algorithm), it can be quickly re-labeled to another segment by using this feature. All connected faces to the clicked face will be re-assigned the new label.
• Multiple Shape Views Quickly analyzing the quality of a segmentation is essential to minimize the time and effort needed by the user. For this, we allow for multiple views of the shape to be shown at once. This feature is best suited for quickly analyzing the output of the deep learning model, however, it can also be useful in the early stages of the pipeline.
A final feature, which is the most useful and powerful tool in this stage is the automatic boundary smoother, which is covered below in Section 4.5. By making use of all of these tools the user interaction time and effort can be cut down substantially while keeping the segmentation quality high, which is the key focus of this work.
Automatic Boundary Refinement
To achieve a high level segmentation with smooth boundaries in an active system, typically, the user would have to spend time in a refinement stage. In this stage, they would typically fine tune the small details of boundaries to achieve the desired result. This task is both tedious and time consuming, so to alleviate this we introduce an automatic boundary refining algorithm.
As the shapes can be treated as a graph and we are interested in consistent boundaries, we make use of the multi-label alpha expansion algorithm [Boykov et al. 2001] . Given F , the set of all faces, and face f ∈ F . Let N f be the set of neighboring faces of f , we can then optimize the labels for all faces by solving:
where l f is the label assigned to face f . The data term ξ D , is computed as a weighted geodesic distance term estimates the probability of assigning label l to face f . Specifically, we define a set of boundary edges E l b for each l ∈ L, which is made of pairs of neighboring faces {u, v} ∈ E, where u, v ∈ F , and where l u l v , and either
) for all f ∈ F and all l ∈ L, where Gdist(·, ·) is the geodesic distance. We then compute the data term ξ D as:
where σ is a threshold based on the bounding box of the shape (we empirically set this to 0.01 times the bounding diagonal). The smoothness term ξ S , penalizes large curvature between adjacent faces and is given by:
where θ f f ′ is the dihedral angle between the normals of faces f and f ′ . By solving Equation 1, we obtain a new set of labels which are smoothed and aim to preserve boundaries. This functionality is useful in both transitioning from patches to painting, and also as a refinement method for the output of the deep learning model (see Figure 4 ). One drawback of our algorithm, is the inability to detect segment boundaries that do not lie on high curvature regions. The smoothness term ξ S is driven by face curvature, so will not detect when a boundary should lie on a low curvature surface. One solution to this comes from the observation that segment boundaries also typically lie on regions with a large change in thickness [Shapira et al. 2008] . ] activation (α = 0.2), then a 2x2 max pooling layer with a stride of 2. The numbers underneath each layer represent the output size. The architecture separately compresses both input features before combining them to compute predicted class labels.
With this observation in mind, we include implementation for a second boundary refinement algorithm which makes use of SDF. This implementation modifies Equation 3 to the following:
where δ f f ′ is the absolute difference between the SDF feature of faces f and f ′ , and ω is a weight (between 0 and 1) which the user can change (default is 0.2). A comparison of both algorithms is shows in Figure 5 , which shows an example shape which would fail with the standard boundary refinement algorithm, but gives good results with the modified version which uses SDF. The user can choose to use either of these algorithms as both are strong in different ways.
Deep Learning Label Predictions
The core of our active learning pipeline is the deep learning model. By providing a small subset of the data, our fast and effective model will predict segmentations for the remainder of the dataset, removing the need for manual labeling from scratch.
We have designed our deep learning architecture with both speed and performance in mind. The model must be quick to train and evaluate so that the user is not waiting for long periods, but the model must also be accurate to further minimize the users input and time spent. With this in mind we designed a novel convolutional neural network to separately compress two features (SC and SI) and non-linearly combine them for label predictions (See Figure 6 for the architecture)
Previous work has shown that geometric features can be very useful in making a deep learning model both accurate and generalized [George et al. 2018; Guo et al. 2015] , so we opted to use two of the strongest features in our architecture and separately compress them using convolutional and pooling layers. We did this because both features are 2D histograms, so convolving over them in a 2D space is a logical way of compressing the size of the features while maintaining as much of information as possible. Once compressed, the two features are flattened down to a feature vector and concatenated. We then pass this feature vector through a small fully connected network to obtain the final predictions ( Figure 6 ).
We chose to train our models using a snapshot ensemble [Huang et al. 2017 ] learning scheme. This was because it allows for multiple models to be trained in the same amount of time, increasing the ability for the model to generalize. Empirically, we chose to train our In our experiments we train each model for 5000 iterations, T , and save 5 snapshots, M, of the model weights. We employ the same learning rate function as proposed by [Loshchilov and Hutter 2016] :
where α 0 is the initial learning rate (We set α 0 = 0.01). This gives a learning rate α for any given t < T . The learning rate resets M times so that the model can escape local minima giving a more generalized model [Huang et al. 2017 ] (See Figure 7) . As more shapes are labeled and the number of training samples grows, we opted to uniformly sample batches (Each with 512 samples) from the entire pool of data. This allows us to fix the number of iterations and still train generalized models. This stops the model from taking an increasing amount of time to train each time new shapes are labeled.
Once an ensemble of trained models has been obtained the remaining shapes in the dataset can be evaluated. The features for all the faces of a shape is passed through each network in the ensemble, we then extract the label probabilities and average them across all ensembles, giving p. The label with the highest probability is considered the segment label for a given face, we call this the predicted segmentation.
Graph Cut Refinement In addition, we also compute a refined segmentation by again making use of multi-label alpha expansion [Boykov et al. 2001] by solving:
where λ is a non-negative constant used to balance the terms and
) penalizes low probability of assigning a label l f . The second term, ϕ S = − log(π − θ f f ′ ), penalizes adjacent faces which form concavities, where θ f f ′ is the dihedral angle between the face normals of faces f and f ′ . This refinement technique has been used in recent work ( [George et al. 2018; Guo et al. 2015; Sidi et al. 2011] ), but is slightly modified in comparison. The output of the refinement is a segment label per face, we call this the refined segmentation.
Effective Table Ordering
Each time evaluation of the model is completed, the user is presented with the results. At this stage, they have several options of how to view the them. These options are spread across three menus, where one option per menu is selected at a given time. Displayed Segmentation The first menu governs which segmentation is displayed on each model in the table. There are two options to choose from; predicted segmentation and refined segmentation. These are the outputs from the deep learning model and the graph cut refinement, respectively.
Ordering Algorithm The second menu controls how the table is ordered. There are two options; no order and entropy. Given the probability matrix p, of shape S, the entropy score is computed as:
where n S f is the number of faces in shape S, p f are all probabilities for face f , and p l f is the probability of face f being assigned label l. As we don't have ground truth labels to evaluate the performance of the remaining unlabeled shapes, we needed another measure for ranking the shapes. Entropy is a measure of uncertainty of a probability distribution, therefore it is a natural alternative. For a shape we measure the entropy of each face and then average it across all other faces. This provides a score, which we then use to order the whole dataset.
Order Direction The final option controls if the data is presented in ascending (worst to best) or descending (best to worst) order.
Effectively using these different ordering methods can greatly reduce the time needed to label a dataset. The ordering is based off the models predictions, and manually refining shapes which the model had trouble segmenting makes the model generalize quicker to the rest of the dataset. A visual comparison entropy ranking is shown in Figure 8 , which allows the user to quickly see shapes the model is good and bad at segmenting.
ShapeNet Re-meshing
ShapeNet [Chang et al. 2015 ] is a massive online repository of 3d shapes used frequently in shape retrieval and matching techniques. The repository contains thousands of 3D shapes from dozens of shape categories giving shape analysis algorithms the potential to be evaluated on widely diverse datasets. Recently, shape segmentation techniques have also begun using ShapeNet datasets for benchmarking their proposed algorithms [Kalogerakis et al. 2017; ], this was initiated by the ground truth labels from [Yi et al. 2016a] . However, due to the nature of such a large repository of shapes, many of the shapes are not manifold and consist of many disconnected regions or even polygon soups. Due to this, many techniques have shifted to a point cloud driven algorithm, which sacrifices much of the information that can be obtained from a manifold shape. Furthermore, any mesh driven technique is limited to point cloud ground truth segmentations (provided by [Yi et al. 2016a] ), as extracting a meaningful segmentation on the provided shapes is challenging due to low face counts, poor geometry and miscellaneous parts (See Figure 9) .
While certain issues can be rectified by simple re-meshing (face sub-division, vertex merging etc.), this would only make a small percentage of the shapes in ShapeNet datasets manifold with a reasonable face count. The remaining shapes require more sophisticated techniques to become manifold. Due to this we combine existing re-meshing techniques into a pipeline, which can successfully make the majority of ShapeNet manifold and with reasonable face counts. The re-meshing pipeline is as follows for a given input shape:
(1) For a 3D grid of fixed size, extract the distances from geometry points to grid points, essentially voxelising the shape. (2) Pass voxelised shape through a contour filter to generate an isosurface. (3) Extract the largest component from the isosurface, removing any internal cavities that may have been created. (4) Assert that the new shape surface is manifold and geometrically similar to the original shape by comparing LFD HOG features. (5) Decimate the new shape to several different face counts (50k, 20k 10k 5k) asserting manifoldness throughout. This allows us to provide high, medium and low quality re-meshing.
The output of this pipeline is a set of manifold shapes with varying resolutions. These shapes can then be used on with any existing shape analysis pipeline, and are still compatible with the available ground truth segmentations via nearest neighbor matching. Any shapes that fails the asserts throughout the pipeline are passed through again with different tunable parameters (grid resolution, contour value), or removed from the dataset if all parameter permutations are exhausted.
INTERFACE AND PROGRAM FLOW
We provide a system with many useful tools for interactively segmenting a dataset of shapes. When using the system, the user is presented with two main interfaces, shown in Figures 10 and 11 . These interfaces dynamically change depending on which stage in the programs pipeline (Figure 1 ), the user is currently at. Here we outline the program flow from each interface to the tools provided as the user progresses through the pipeline.
New Dataset This is the entry point of the system, where the user will be presented with the table interface showing all shapes in the dataset. At this point, the user will be able to initialize the different segments the dataset will contain. From here, the user needs to select starting shapes to manually segment. They have two options for this; arbitrarily pick them from the table, or use our initial shape selection tool (Section 4.3).
Coarse Segmentation Given the subset of selected shapes, the user is now tasked with manual segmentation, this is done in the annotation interface. This is the part of the pipeline which requires the most user time, as such, we provide many options. To quickly assign coarse labeling each shape is over-segmented, we provide two options for this (Section 4.4 Shape Over-segmentation), allowing the user control over how many patches are generated. Table 1 . 5-fold cross validation on the COSEG large datasets [Sidi et al. 2011 ] using different learning schemes and refinement techniques. (5) denotes only the last 5 snapshots were used for evaluation [Huang et al. 2017] . Bold values denote the highest accuracy for the set and refinement method assigns segment labels to the patches by clicking a segment with a specified label. They do not need to label all patches, and can transition to the next stage by using the boundary refinement algorithm to label the remaining segments and smooth the boundaries. Segmentation Refinement In this stage the annotation interface changes to allow for 'painting' (shown in Figure 11 ). This is where the segmentation of a shape is completed to the users satisfaction. The boundary refinement algorithm can be used as often as needed to automatically adjust boundaries, and the user can then fix any small segmentation defects that exist. The user can mark the shape as complete (shown by a green boarder around the shape) and move on to another shape. Once all shapes in the subset are completed they are then stored as ground truth, and marked in green on the table interface.
Model Training and Evaluation Once any number of shapes are segmented, the deep learning model can be trained and evaluated. This can be done at any time and allows for the table to be ordered much more effectively.
Selecting the next subset Just like starting with a new dataset, the user can arbitrarily pick shapes from the table, or use our initial shape selection tool (Section 4.3). In addition, the table can now be ordered to rank the shapes according entropy (Section 4.7). The table can also be used to display the predicted or refined segmentation (Section 4.6). This can be useful, as the user can see shapes that the model has correctly segmented and quickly confirm them. Also, by using the ranking, the user can see shapes that the model couldn't segment well, the can then select these as part of the next subset. From this stage the user can either segment the subset from nothing by using Coarse Segmentation, or refine the predicted or refined segmentation using Segmentation Refinement.
The above program flow iterates and as the user confirms more shape segmentations, the model has access to more training data and better generalizes, reducing the future interaction effort (Figure 15 ).
RESULTS AND DISCUSSIONS
In this section we will evaluate our interactive system. There are several key components that make up our system, here we will provide experiments and results carried out to evaluate the individual components.
Deep Learning Model
While any appropriate deep learning model or classification algorithm could be used with our system, this work also showcases a novel deep learning architecture, which is both fast and effective for 3D shape segmentation. To evaluate our model and design choices we include results from several experiments. These evaluate the performance of the deep learning model, the performance of the refinement techniques and support the use of ensemble based learning.
Firstly, we evaluate the choice of an ensemble based learning scheme. We performed 5-fold cross validation of the 3 large COSEG datasets [Sidi et al. 2011] with varying numbers of snapshots. For comparison, we also performed the same experiments with a fixed learning rate and decaying learning rate. We include these as examples of typical learning rate values for model training. The starting learning rate in all experiments was 0.01. All ensemble experiments used Equation 5 to update the learning rate. The decaying learning rate experiment reduced the learning rate by a factor of 10 at 50% and again at 75% of the training process. The results are shown in the No Refinement columns of Table 1 . As the columns shows, using a snapshot learning scheme consistently improves results when compared to fixed and decaying learning rate. There is also a considerable increase in accuracy when only using a single snapshot, which shows that the cosine learning function (Equation 5) alone improves the quality of the trained model. Finally, the results show that in the majority of cases 5 snapshots give the best performance increase. We the remaining experiments use this.
Next we evaluate the accuracy of our deep learning architecture. We devised two sets of experiments; leave-one-out cross validation on the PSB dataset [Chen et al. 2009 ] and 5-fold cross validation on the COSEG dataset [Sidi et al. 2011] . We used the recent work from [George et al. 2018 Table 2 . Leave-one-out cross validation on the PSB dataset [Chen et al. 2009 ]. PCA & NN, 2D CNN [Guo et al. 2015] and 1D CNN results from [George et al. 2018] from several feature driven deep learning architecture, they also include results for the 2D CNN from [Guo et al. 2015] . Tables 2 and 3 show the results of the experiments. As our model architecture was designed with speed in mind we compare against existing models that can be trained quickly (PCA & NN, 2D CNN). Table 2 shows that our proposed architecture has a significant increase (3.5%) over PCA & NN and even a moderate increase (1.3%) over a more sophisticated 2D CNN [Guo et al. 2015] . Also when compared to a much bigger network [George et al. 2018] , which uses more than 4x more input features and takes considerably longer to train, our proposed method's performance is still within 1% (on average). Similarly, in Table 3 our proposed method again out performs the 2D CNN, with a much more considerable increase (4%) when looking at large datasets. Finally, we evaluate our refinement techniques, Graph Cut Refinement (End of Section 4.6) and Automatic Boundary Refinement (Section 4.5). As the outputs of our ensemble experiments were reported without any refinement, we pass these outputs through our two refinement algorithms. The Graph Cut Refinement and Boundary Refinement columns of Table 1 show the results of the experiments. As the columns show, both techniques show a considerable increase in accuracy compared to the un-refined results. The refined results also further support the use of 5 snapshot based ensembles, providing the highest accuracy across all results. One further observation is that the boundary refinement algorithm can be executed iteratively as the data term is based on the position of Table 3 . 5-fold cross validation on the COSEG dataset [Sidi et al. 2011] . 2D CNN [Guo et al. 2015] and 1D CNN results from [George et al. 2018] segment boundaries, which will change between runs. The results shown are after a single run of the boundary refinement, so it is possible for further improvements in the results using an iterative approach.
Entropy Ranking
Optimally selecting the next set of shapes to refine given the model predictions is key to efficiently labeling a dataset. It might seem logical to select shapes that were predicted well by the model, as these can be worked on quickly. However, it may be more beneficial, overall, to select the shapes the model predicted poorly, as these are the ones that would make the training set more diverse and help the model generalize. Our entropy ranking algorithm (Section 4.7) allows for effective ordering of the entire dataset based on the predictions of the model. Using this, we can evaluate the long term effects that selecting high ranking or low ranking shapes has on the model. We devised four experiments to test the entropy ranking, running all experiments on the three large COSEG datasets. Each dataset was split into five equal subsets, and each experiment was ran five times on each dataset, with the results averaged across all runs. For each run, one subset is removed from the dataset and treated as a testing set. The remaining subsets are split into a training set and evaluation set. Each run starts with 10 shapes in the training set, which were selected using our LFD HOG embedding (Section 4.3). The starting training set of each run was fixed across all experiments for a dataset for fairness. Given the starting training set, the model is trained and evaluated on both the evaluation and testing sets, then the evaluation set is ranked according to entropy, and 10 shapes are moved to the training set. The shapes that move depend on the experiment; Lowest Ranked moves the 10 shapes which had the lowest entropy, Highest Ranked moves the 10 shapes which had the highest entropy, Mixed Ranked moves 5 highest and 5 lowest ranked shapes, and Random moves 10 shapes at random. This process is then repeated until 100 shapes remain in the evaluation set. The accuracy of both the evaluation and testing set is recorded each time the model is trained and evaluated, with the results shown in Figure 12 . These experiments are intended to mimic use of our program, by using entropy to select shapes to refine. Each time 10 shapes are moved to the training set, we use ground truth labels to train the model, where the user would have labeled them to a ground truth level. The results shown in Figure 12 (a) are the evaluation accuracies for each experiment and each dataset. As is shown, choosing the best ranked shapes will give poor long-term results. This is because the highest ranking shapes are typically similar to shapes already in the training set, so adding these will cause the model to over fit and not generalize. Inversely, choosing the worst ranking shapes gives the best long-term results, as they are typically shapes that have large variation to the training set. Adding these shapes will allow the model to generalize better and prevents over fitting. Finally, the Mixed Ranking and Random results perform similarly, as selecting shapes randomly is likely to contain both high and low ranking shapes, similar to evenly selecting high and low ranking shapes. Additionally, in Figure 12 (b), we show the accuracies of the testing set as the training set grows. This shows that all methods except selecting the best ranking methods provide a model which generalize equally to introducing new data to the dataset.
Usability and User Study
To test the usability of our system we conducted an in-lab user study which obtained interaction times, clicks and accuracies. We selected 11 participants with good computer skills and provided them with instructions and a demo of how to use the system. 10 of the participants were asked to segment the COSEG [Sidi et al. 2011 ] ChairsLarge dataset for approximately 1 hour. We chose this dataset as it contains 400 shapes and has a well defined ground truth segmentation for evaluation of the results. Half of the participants were given the full system, while the other half had the boundary refinement feature disabled. We did this to monitor the usefulness of the feature and its impact on the resulting segmentations. The final participant was asked to segment 6 of the small COSEG datasets, namely, Candelabra, Chairs, Goblets, Guitars, Irons and Lamps. The aim of this experiment was to record times to achieve certain set accuracies for comparisons to previous works. The results from the ChairsLarge user studies are shown in Figures 13 and 14 . As the results show, the deep learning model quickly gives good performance when evaluated on the remaining shapes, requiring a training set of only 10% of the dataset to achieve over 80% accuracy ( Figure 13) . Additionally, Figure 14 shows that the required time (a) and interactions (b) to label a shape becomes considerably lower as the model generalizes. Further, there is a significant reduction in labeling times and interactions for the participants who had the boundary refinement feature enabled. This is due to the boundary refinement algorithm providing accurate label outputs.
Comparison to previous work Our user study also provided data for comparison to the two previous works, Active Co-analysis (ACA) [Wang et al. 2012] and Scalable Active Framework (SAF) [Yi et al. 2016a] . The participant was asked to use the full system and completely label 6 datasets to ground truth level. The times of these experiments were recorded as the dataset accuracy passed certain milestones (i.e. 95% 98% etc.) and the results are shown in Table 4 . As shown, our method is comparable to ACA and slightly slower than SAF at achieving a 95% accuracy. However, as the purpose of this work is providing a tool for efficient ground truth generation, 95% accuracy is not a good enough segmentation. We show this in Figure 15 , where the average accuracy of the set may be 95%, but certain individual shapes show very poor segmentations. For these reasons we also provide timings to achieve higher set accuracies, including a ground truth level (100%). Our method can achieve this level of segmentation as it not only asks the user to verify the results but correct any mistakes with a refinement stage.
Computation Time Our estimated computation times are based on using our system to label the COSEG ChairsLarge dataset. Our pre-processing stage consists of manifold checking (<0.1s per shape) and feature extraction (~40s per shape). Then, our deep learning model takes~90s to train (This time is fixed due to our training The charts also show that users who had the boundary refinement feature disabled (NBR), took longer much longer and required more clicks to achieve the same segmentations, resulting in significantly less shapes segmented in the same time frame scheme) and <0.25s per shape to evaluate and refine. In future we would refine the training and evaluation process to run concurrently with user interactions, greatly reducing the processing time. This scales linearly with the size of the dataset. All timings are reported using a 4-core 4GHz Intel Core i7, 32GB of RAM and a Nvidia GTX 1080Ti with 11GB of VRAM.
ShapeNet Labeling
To evaluate the usability of our system on very large datasets, we use ShapeNet [Chang et al. 2015] Table 4 . Comparison of user interaction times for achieving certain dataset accuracies. We compare our method the two previous work, ACA [Wang et al. 2012] and SAF [Yi et al. 2016a ] (* denotes estimated times, see original papers). While our method performs similar to ACA and slightly worse than SAF, we strive for high quality segmentations and good boundaries. Furthermore, reporting 95% accuracy is not ground truth level, so we also report times to achieve accuracies up to ground truth level. . This shows that a set labeled to 95% accuracy still requires significant work to complete, therefore times to achieve this accuracy are less meaningful usable with very large datasets we chose the Airplane and Guitar datasets, and included 4 smaller datasets for a more thorough evaluation of the re-meshing quality. Our experiments are formulated similar to our User Studies (Section 6.3), where our system was used for up to one hour of user time for each dataset. Table 5 shows the timings achieved when labeling the 6 ShapeNet datasets (times shown with (*) are estimated based on 1 hour of user time). The table also shows the number of shapes that were successfully re-meshed and the number of labels the dataset had. The results show that our method is slightly slower Table 5 . Re-mesh and labeling statistics for ShapeNet datasets. For each dataset we report, number of shapes (N), number of successfully re-meshed shapes (NR), number of labels (L) and the (user interaction) time to label the dataset in hours (T). Any times shown with (*) are estimated based on labeling the dataset for 1 hour than SAF [Yi et al. 2016a ], however we emphasize high quality segmentation, so additionally we compare the quality of the output segmentation of each system. As Figure 16 shows, there is a significant difference in segment boundary quality between the two methods. Our method maintains good quality boundaries, while the segmentation from SAF is poor in some regions. While this poor segmentation could be due to point cloud resolution or label projection, Figure 16 shows that there are also many cases of poor labeling on the point cloud. Additionally, we also label the Airplane and Earphone datasets with an increased number of segments (6 instead of 4 for Airplane, 4 instead of 3 for Earphone). For SAF to achieve this number of segments, much more user time would be required (each new label requires a full pass of the dataset to be processed). Therefore, our time is likely comparable or faster to what SAF would achieve with the same segmentations. This shows that as the number of segments increase, our system can outperform SAF in both quality and efficiency.
CONCLUSIONS
In this work, we have shown and efficient and accurate active learning framework driven by a fast and effective deep learning model. The motivation behind this work was providing high quality shape segmentations for very large datasets in an efficient way. To achieve this we combine three core systems; a deep learning model, effective shape ordering and selection, and accurate refinement tools. These three systems combine to create an iterative interactive framework, which becomes more effective over time.
We have shown that our framework is not only more accurate than the current state-of-the-art, but also more efficient for datasets with large amounts of distinct segments. We also demonstrate that our system can scale with massive datasets, allowing for quick and meaningful segmentation of thousands of shapes.
Limitations and Future Work
A trade-off we made with our pipeline was full dataset evaluation. This enables us to provide a powerful shape ordering tool at the cost of processing time. While current dataset sizes do not pose a major time delay for evaluation, as datasets continue to grow, it (a) SAF [Yi et al. 2016a] (b) Proposed We compare provided segmentations from [Yi et al. 2016a ] (a) to segmentations generated by our proposed framework (b). Highlighted regions are shown on the right in a zoomed view. As is shown, our method can provide much more accurate segment boundaries with our refinement step.
could soon be an issue. There are several ways we could resolve this while still maintaining effective shape ordering. One way, would be to only evaluating on a subset of the data. The selection of the subset would then be key to maintaining effective shape ordering. A solution would be using global shape descriptors to select shapes both similar and dissimilar to shapes in the training set. However, the size of the required subset would still need to be large so that the user has enough diversity when selecting shapes to refine. A better solution would be to train and evaluate in the background. This solution would minimize any user down time while still providing an always up-to-date table. As shapes are confirmed they can be trained on quickly, then shapes can be evaluated (according to shape similarity) and the table can be dynamically updated.
Another trade-off we made was requiring manifold shapes. While re-meshing software is available, and we show a working method in this work, this is still not ideal. The main reasons we require manifold shapes are feature extraction and user painting. Other works have converted the shapes to point clouds, and while this fixes any topology issues, there is still information loss in this process. Another solution would be to introduce artificial edges in the shapes to join the components. While this doesn't solve all the problems in ShapeNet datasets (such as zero-thickness parts and low resolution), it would allow for features to be extracted and painting between parts. 
