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Abstract
In this paper we present a new entropy penalization problem and we discuss its relations with approx-
imate solutions of Hamilton–Jacobi equations, the convergence of associated discrete schemes, as well as
several applications, such as: a generalization of the Hopf–Cole transformation which converts non-linear
Hamilton–Jacobi equations into linear evolution equations, the study of fixed point problems, approxima-
tion of certain linear evolution equations, and the construction of entropy penalized Mather measures.
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The objective of this paper is to study a new approximation procedure for viscosity solutions
of the Hamilton–Jacobi equations arising in optimal control. This procedure is variational in na-
ture and it may be seen as a Hopf–Cole-type transformation of a linear scheme approximating the
heat equation. The convergence of the scheme will be discussed via viscosity solution methods
and suitable fixed point features of the scheme will be derived from its contraction properties.
We will then relate our scheme with appropriate modifications of Mather minimal measures.
The scheme we introduce consists in the discretization of the control problem and in the
addition of a suitable entropy functional. This functional regularizes the evolution of the discrete
value function by acting as a viscosity term.
The entropy penalization method is motivated by considerations in statistical mechanics, as
well as by the works of [1,12,13,15].3
The entropy penalized scheme we introduce is then related to Lagrangian and Hamiltonian
dynamics and to Hamilton–Jacobi-type equations, and we will investigate the connections be-
tween the fixed points of the scheme, the vanishing viscosity method and the theory of Mather
measures.
The assumptions taken in this paper are the following. We consider a Hamiltonian H :R2N 
(p, x) → R, which has L :R2N  (x, v) → R as conjugated Lagrangian, that is
L(x, v) = sup
p
−p · v −H(p,x). (1)
We assume that L is suitably smooth (e.g., Lipschitz) and that it has the form
L(x, v) = K(v)−U(x), for v ∈ RN, x ∈ RN.
We will suppose that K , the “kinetic energy,” is strictly convex in v and superlinear at infinity
(often, a paradigmatic example will be K(v) = |v|2), and U , the “potential energy,” is taken to
be bounded, ZN -periodic and semiconvex, that is, there exists CU > 0 such that
sup
x,y∈RN
y =0
U(x + y)+U(x − y)− 2U(x)
|y|2 −CU. (2)
We suppose further that K is semiconcave, i.e., that there exists CK such that
sup
v,w∈RN
w =0
K(v +w)+K(v −w)− 2K(v)
|w|2  CK. (3)
3 It may be useful to give a short sketch about the motivations of entropy methods in mathematical physics. Roughly
speaking, in general, an entropy penalized method consists in perturbing a given problem by adding an “entropy term”
of the type S(f ) = ∫ f logf . In statistical mechanics, such entropy S “counts,” in a logarithmic scale, the number of
microscopic configurations of a physical system which are compatible with a given macroscopic behavior, while f has
the meaning of the frequency of any state. We refer to [20] for a more detailed statistical motivation of the entropy
functional.
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(see Theorems 9 and 13), which give a fixed point structure of the iteration (see Theorem 26)
related to classical Mather measures (see Theorems 32, 36, 38 and 40).
In further detail, the results of this paper may be outlined as follows. In Section 2, we introduce
and motivate the entropy scheme
φ → G[φ] = − ln
[ ∫
RN
e−
hL(x,v)+φ(x+hv)
 dv
]
= inf
∫
RN
[
hL(x, v)+ φn(x + hv)+  lnγ (v)
]
γ (v) dv,
where the infimum above is taken over all the probability densities γ on RN . Here, h plays the
rôle of a time step discretization and  is the entropy penalization parameter. We notice from the
above formulas that there are two equivalent ways of defining such a scheme (see formulas (6)
and (9) here below). The equivalence between these two definitions is shown in Section 3.
Then, a linear scheme
ψ → L[ψ] =
∫
RN
e−
hL(x,v)
 ψ(x + hv)dv
is introduced in Section 4, which turns out to be equivalent to the (non-linear) entropy penalized
method, via a generalized Hopf–Cole transformation of the type
φ → e−φ/.
An analogous linear scheme has been introduced in [1] for the study of Mather measures on
path spaces, and, although not defined explicitly there, the scheme G also arises in that paper. In
fact, although our starting point is different, there are some deep connections between this work
and the ones [1] (in this introduction we will try to spell out some similarities and differences
between some of our results and the ones in [1]).
We devote Section 5 to the study of some properties of the non-linear scheme G. In particular,
the scheme is proved to enjoy a contraction property in the space of functions “where constants
are quotiented out” (see Theorem 9 for details). Though this feature is weaker than the standard
strict contraction property, it will be still sufficient to solve the related fixed point problem by
iteration.
We also study the semiconcavity properties of the scheme. In particular, a uniform semicon-
cavity estimate is obtained in Theorem 13, from which a uniform Lipschitz bound follows. More
precisely, we show that the Lipschitz and semiconcavity moduli of G[φ] are bounded by the
maximum between the semiconcavity modulus of φ and a universal constant.
Some elementary properties of linear scheme L are outlined in Section 6.
We carry out some asymptotics in Section 7, according to different choices of the parame-
ters involved. Namely, the linear scheme is related to a parabolic equation (see Proposition 23),
while the non-linear scheme asymptotic is related to the Hamilton–Jacobi equation, as shown in
Proposition 24.
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result is obtained by a fixed point procedure which makes use of the non-standard contraction
property of the scheme. We show that Gn[φ] converges, as n → +∞, to a fixed point of G “when
constants are quotiented out” (we refer to Theorem 26 for further details). In fact, in this, our
results improve the ones in [1], as we can avoid Schauder’s theorem for the construction of a
fixed point, and, in particular, we obtain a very simple proof for the uniqueness of fixed points.
The convergence of the scheme for small time steps is discussed in Section 9, by follow-
ing [18] and [2]. We prove that, when the time step h goes to zero, the solutions of the suitably
scaled linear and non-linear schemes converge uniformly to solutions of the heat equation and
of the viscous Hamilton–Jacobi equation, respectively. The elliptic term in these equations is
provided by the entropy (see Theorems 28–30).
In Section 10, we investigate the connection between the fixed points of our scheme and
suitably penalized Mather measures. In particular, the generalized Hopf–Cole transformation
provides a correspondence between fixed points of the scheme and minimizing measures for
an entropy penalized action (see Theorem 32), which, in turn, converge to the usual Mather
measures when the penalization vanishes (see Theorem 40). We will also prove uniqueness of
the entropy penalized Mather measures (see Theorem 36). We also remark that an “explicit”
representation of entropy penalized Mather measures in terms of fixed points of the non-linear
scheme holds (namely, formula (108)). In particular, we show that, if φ is the unique (up to
constants) solution of
G[φ] − φ = λ ∈ R
and θ is the unique probability density solving
∫
RN
θ(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dv = θ(x),
then
μ(x, v) = θ(x)e− hL(x,v)+φ(x+hv)−φ(x)−λ
is the unique minimizer for the entropy penalized action. Our results in this section, although
similar to the ones in [1], avoid completely the use of path spaces, and only use elementary
techniques. In the paper [1] the analog to entropy penalized Mather measures, Gibbs measures,
are measures on the space of all paths on (Tn)Z, our approach is simpler as we only need to work
with the stationary version of these measures which are supported on Tn ×Rn, which simplifies
considerably the problem. In particular, we present a self-contained proof of the minimization
property, as well as uniqueness of entropy penalized Mather measures.
We devote Section 11 to the analysis of the convergence of the penalized problem to the
class ical problem of Mather. In particular, both the penalized measure and the penalized “ef-
fective Hamiltonian” converge to the ones of Mather’s problem (see Theorems 38 and 40 for
precise statements). In particular, both the minimizing measures and the minimal values of the
entropy penalized action converge to the analogous objects in the non-penalized setting. More
98 D.A. Gomes, E. Valdinoci / Advances in Mathematics 215 (2007) 94–152precisely, if L is the Lagrangian, the entropy penalized action of a “holonomic” (or “flow invari-
ant,” see (91)) measure μ is given by
∫
TN×RN
L(x, v) dμ(x, v)+ 
h
S[μ].
Then, we construct the densities which minimize such penalized functional and we prove their
convergence to Mather measures for small entropy. Again, a similar result was proved in [1] for
path space measures, but our approach is considerably simpler and self-contained.
The paper ends with two appendices. The first one is devoted to the “abstract” fixed point ar-
gument which is used in the proof of Theorem 26. The second appendix collects some elementary
results on semiconcave functions.
We remark that the convergences dealt with in Sections 8, 9 and 11 have independent interest.
The first type of convergence is related to fixed points (in an appropriate sense) and it considers
the repeated iteration of the scheme. The second type of convergence investigates what is the
equation that the scheme is solving for small time steps. The third one is concerned with the
vanishing entropy limit.
Though, in principle, these problems are unrelated, we will see that the Hamiltonian structure
will show up in the limiting PDE of Section 9 and in the minimizing measures of Section 11,
via Hamilton–Jacobi equations and Mather measures, which may be explicitly characterized in
terms of the fixed point of Section 8 (this is the content, for instance, of Theorems 37 and 38). In
this sense, the fixed point features of the scheme bridge together different types of convergence.
The paper is, essentially, self-contained, except for some basic facts about Mather theory,
for which we refer to [16], [17] and [14], and for some general fact about viscosity solutions,
which may be found, for instance, in [7]. In general, we devoted some effort to using elementary
arguments in the proofs, rather than other ones involving finer technologies.
2. Motivation for the scheme
Let φ(x, t) be a viscosity solution of the Hamilton–Jacobi equation
−φt +H(∇φ,x) = 0,
with prescribed terminal condition φ(x,T ). We recall that the solution admits the following
representation formula:
φ(x, t) = inf
T∫
t
L
(
q(τ), q˙(τ )
)
dτ + φ(q(T ), T ), (4)
for any T > t , where the above infimum is taken over all Lipschitz curves q : [t, T ] → RN
satisfying q(t) = x (see, for instance4 [4, Theorem 6.4.5]).
4 Beware of a sign change both in the time direction and in (1) between our notation and the one in [4].
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φn+1(x) := inf
v∈RN
[
hL(x, v)+ φn(x + hv)
]
.
By elementary considerations, the previous formula can be written as
φn+1(x) = inf
μ∈P
∫
RN
[
hL(x, v)+ φn(x + hv),
]
dμ(v), (5)
where P denotes the space of the probability measures on RN . To make the scheme smoother,
we replace (5) by the “entropy penalized” scheme
φn+1(x) := inf
γ∈D
∫
RN
[
hL(x, v)+ φn(x + hv)+  lnγ (v)
]
γ (v) dv, (6)
where  > 0 (here and in the rest of the paper) is a small parameter and we denoted by D the set
of probability densities on RN , i.e.
D :=
{
γ ∈ L1(RN ) ∣∣ γ (v) 0 a.e., ∫
RN
γ (v) dv = 1
}
. (7)
The idea of penalizing a linear optimization problem with a non-linear term can be traced back
to [15], where some nice applications to Focker–Plank equations are presented.
For a given (measurable) function φ : RN → R, we define G[φ] as
G[φ](x) := − ln
[ ∫
RN
e−
hL(x,v)+φ(x+hv)
 dv
]
. (8)
Note that G is well defined, for instance, if φ is bounded and G[φ] is also bounded.
In Theorem 2, we show that (6) is equivalent to the explicit iteration scheme
φn+1 := G[φn]. (9)
Then, in Theorem 3, we will establish the equivalence with a linear scheme, which general-
izes the Hopf–Cole transformation. In relation with that, we recall that if u is a solution to the
Hamilton–Jacobi equation
ut + |Du|
2
2
= 	u,
then the Hopf–Cole transform v = e− u is a solution to the heat equation
vt = 	v,
thus it is conceivable that similar exponential transformations happen to be useful in our frame-
work.
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of the Hopf–Lax representation formula, via the so called inf-convolution of the initial datum
(see, e.g., [5,6,8]).
Moreover, numerical schemes based on a different ergodic regularization are presented in [3].
3. Existence of a minimizing measure and equivalency between (6) and (9)
Proposition 1. Let D as in (7). Fix x ∈ RN . Then, there exists γ
 ∈D realizing
inf
γ∈D
∫ (
hL(x, v)+ φ(x + hv)+  lnγ (v))γ (v) dv. (10)
More explicitly, γ
 is given by
γ
 := e− Lˆ(x,v)+λ ,
with
Lˆ(x, v) := hL(x, v)+ φ(x + hv),
and
λ :=  ln
∫
e−
Lˆ(x,v)
 dv.
Also, the quantity in (10) is equal to −λ.
Proof. By definition, γ
 is a probability density satisfying
hL(x, v)+ φ(x + hv)+  lnγ
(v) = −λ. (11)
We claim that γ
 is optimal. Indeed, by the convexity of the function t → t ln t , we have, for any
other probability density γ , that
∫
RN
(
hL(x, v)+ φ(x + hv)+  lnγ )γ (v)

∫
RN
(
hL(x, v)+ φ(x + hv)+  lnγ

)
γ
(v) dv
+
∫
RN
(
hL(x, v)+ φ(x + hv)+  lnγ
 + 
)(
γ (v)− γ
(v)
)
dv.
From (11) and the fact that both γ (v) and γ
 are probability densities, we conclude that the last
integral vanishes, and so γ
 is optimal.
The last claim in Proposition 1 follows from (11) and the fact that γ
 is a probability den-
sity. 
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Theorem 2. We have that
inf
γ∈D
∫ [
hL(x, v)+ φ(x + hv)+  lnγ (v)]γ (v) dv = − ln[ ∫
RN
e−
hL(x,v)+φ(x+hv)
 dv
]
.
In particular, the schemes in (6) and (9) are equivalent.
4. Generalized Hopf–Cole transformation
In this section, we discuss a change of variables which transforms the non-linear evolution
operator G into a linear evolution operator L, this operator has in fact been introduced in [1],
without an explicit mention to G, although this one has in fact been used there too. This procedure
is related with the classical Hopf–Cole transformation (see, for instance, [11, Section 4.4.1]).
For this, we define the linear operator
L[ψ](x) =
∫
RN
e−
hL(x,v)
 ψ(x + hv)dv. (12)
We will relate L and G through the exponential transformation:
E[φ](x) := e− φ(x) . (13)
Then, it is easy to see the following.
Theorem 3. We have
L ◦ E = E ◦ G. (14)
In particular, if
ψn(x) := e− φn(x) ,
the schemes in (6) and (9) are equivalent to the scheme
ψn+1 = L[ψn].
We omit the details of the elementary calculation needed to prove (14) and hence Theorem 3.
It is also convenient to introduce the rescaled linear operator
Lˆ[ψ](x) := L[ψ](x)∫
e−
hL(x,v)
 dv
=
∫
RN
e−
hK(v)
 ψ(x + hv)dv∫
e−
hK(v)
 dv
.RN RN
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ψˆn+1 = Lˆ
[
ψˆn
]
. (15)
Notice that Lˆ is independent on the potential U .
As an application of the generalized Hopf–Cole transformation we now show the following
property, which is somehow related with the fact that the minimum of viscosity solutions is a
viscosity solution.
Proposition 4. Assume that φn and ϕn are solutions to the iterative scheme
φn+1 = G[φn], ϕn+1 = G[ϕn].
Then so is
ηn = − ln
(
e−
φn
 + e− ϕn ).
Proof. This follows from (14) and the linearity of the scheme L. 
We observe that
− ln(e− φn + e− ϕn )→ min{φn,ϕn},
as  → 0+, which is consistent with the fact that the minimum of viscosity solutions of the
terminal value problem is a viscosity5 solution.
5 Indeed, if φ1 and φ2 are solutions of (4), so is φ := min{φ1, φ2}. To confirm this, note that
T∫
t
L
(
q(τ), q˙(τ )
)
dτ + φi
(
q(T ), T
)

T∫
t
L
(
q(τ), q˙(τ )
)
dτ + φ(q(T ), T ),
for i = 1,2 and thus, by taking the infimum as in (4),
φi(x, t) inf
T∫
t
L
(
q(τ), q˙(τ )
)
dτ + φ(q(T ), T ),
for i = 1,2. On the other hand, fixed any a > 0, there exists a suitable qa so that, possibly interchanging the indexes
of φi ,
a + inf
T∫
t
L
(
q(τ), q˙(τ )
)
dτ + φ(q(T ), T )
T∫
t
L
(
qa(τ ), q˙a(τ )
)
dτ + φ(qa(T ), T )
=
T∫
t
L
(
qa(τ ), q˙a(τ )
)
dτ + φ1
(
qa(T ), T
)
 φ1(x, t) φ(x, t).
These computations show that φ is a solution of (4).
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with addition of constants. This elementary fact will be further stressed and used in the sequel.
5. Some properties of G
We now point out some features of G, such as algebraic properties, smoothness, analytic
bounds and semiconcavity estimates. In particular, a fine contraction property is established in
Theorem 9 and a uniform bound on the semiconcavity modulus is given in Theorem 13. The
bounds for the semiconcavity modulus are essential to prove results such as existence of fixed
points and convergence of the scheme, among others.
The first three properties follow directly from the definition and we thus omit the proof.
Proposition 5. If φ0 is ZN -periodic, then so is φn := Gn[φ0] for any n. If U and φ0 belong
to C1(RN), then so does φn for any n.
Proposition 6 (Monotonicity). If φ  φ∗, then G[φ] G[φ∗].
Proposition 7. G[φ + r] = G[φ] + r , for any r ∈ R.
We now point out that G is a (non-strict) contraction on L∞(RN).
Proposition 8. For any φ,φ∗ ∈ L∞(RN),∥∥G[φ] − G[φ∗]∥∥L∞(RN)  ‖φ − φ∗‖L∞(RN).
Proof. Fix x ∈ RN . Without loss of generality we may assume that
G[φ](x) G[φ∗](x),
thus
∣∣G[φ](x)− G[φ∗](x)∣∣=  ln
∫
RN
e−
L(x,v)+φ∗(x+hv)
 dv∫
RN
e−
L(x,v)+φ(x+hv)
 dv
  ln
∫
RN
e−
L(x,v)+φ(x+hv)
 e
‖φ−φ∗‖L∞(RN )
 dv∫
RN
e−
L(x,v)+φ(x+hv)
 dv
= ‖φ − φ∗‖L∞(RN),
as desired. 
The contraction property can be improved in the following way.
Theorem 9. Suppose that both φ and φ∗ are ZN -periodic and Lipschitz functions, with Lipschitz
constant bounded by Λ. Then, there exists a constant C > 0, possibly depending on h, , Λ and
other universal quantities, such that∥∥G[φ] − G[φ∗]∥∥  (1 −C‖φ − φ∗‖N )‖φ − φ∗‖, (16)
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‖ψ‖ := inf
ζ∈R‖ψ + ζ‖L∞(RN). (17)
Proof. Let us observe that
‖ψ‖  ‖ψ‖L∞(RN) (18)
and
‖ψ‖ = ‖ψ + r‖, (19)
for any function ψ and any r ∈ R. Also, there exists a constant ζ ∈ R such that
‖φ + ζ − φ∗‖L∞(RN) = ‖φ − φ∗‖.
By (19) and the fact that G commutes with constants (recall Proposition 7), possibly replacing
φ with φ + ζ − infφ∗ and φ∗ with φ∗ − infφ∗, we may assume, without loss of generality, that
‖φ − φ∗‖L∞(RN) = ‖φ − φ∗‖. (20)
and that
infφ∗ = 0. (21)
Notice that, by (21) and the periodicity assumption,
‖φ − φ∗‖ 
∥∥φ − φ(0)− φ∗∥∥L∞

∥∥φ − φ(0)∥∥
L∞ + ‖φ∗‖L∞  2Λ
√
N. (22)
Let x∗ be a point maximizing ∣∣G[φ](·)− G[φ∗](·)∣∣, (23)
and let γ∗ be the optimal probability measure on RN that yields:
G[φ∗](x∗) =
∫
RN
(
hL(x∗, v)+ φ∗(x∗ + hv)+  lnγ∗
)
γ∗ dv. (24)
Recall indeed that, by Proposition 1,
γ∗ = e− hL(x∗,v)+φ∗(x∗+hv)+λ∗ ,
with
λ∗ =  ln
∫
N
e−
hL(x∗,v)+φ∗(x∗+hv)
 dv. (25)
R
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G[φ](x∗)
∫
RN
(
hL(x∗, v)+ φ(x∗ + hv)+  lnγ∗
)
γ∗ dv. (26)
Define, for v ∈ 1
h
T
N
,
η∗(x, v) :=
∑
k∈ZN
e−
hL(x,v+k/h)+φ∗(x+h(v+k/h))+λ∗
 . (27)
Note that, since φ∗ is bounded and L grows superlinearly in v by assumption, the series above
converges. Furthermore,
∫
1
h
TN
η∗(x, v) dv = 1, (28)
since γ∗ is a probability measure on RN .
We claim that there exists a positive constant θ such that
θ  η∗(x, v) (29)
for any x ∈ RN and v ∈ 1
h
T
N
. Indeed, first note that, by the Lipschitz properties of φ∗ and (21),
we have that
0 φ∗  C1 (30)
and therefore, by (25),
eλ∗/ C2, (31)
where Ci > 0 denote here suitable quantities possibly depending on N , Λ, h and .
Also, if v ∈ 1
h
T
N (and thus |v|√N/h), using again (30), we see that
e−
hL(x,v)+φ∗(x+hv)
  C3. (32)
Then, from (27), (31) and (32), we have that
η∗(x, v) e−
hL(x,v)+φ∗(x+hv)+λ∗
 C4,
for any (x, v) ∈ RN × 1
h
T
N
. This proves (29).
Now, we use the ZN -periodicity of φ and φ∗, (24), (26) and (27) to deduce that
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
∫
RN
[
φ(x∗ + hv)− φ∗(x∗ + hv)
]
γ∗(v) dv
=
∫
1
h
TN
[
φ(x∗ + hv)− φ∗(x∗ + hv)
]
η∗(x∗, v) dv
= 1
hN
∫
x∗+TN
[
φ(w)− φ∗(w)
]
η∗
(
x∗,
w − x∗
h
)
dw. (33)
Note also that
infφ − φ∗ = − supφ − φ∗ = −‖φ − φ∗‖, (34)
thanks to (20).
We claim that there exists a set N ⊂ x∗ + TN of measure larger than Cˆ‖φ − φ∗‖N , for a
suitable Cˆ > 0, in which φ − φ∗  −‖φ − φ∗‖/8. For proving this, note that if φ = φ∗ the
claim is obvious; otherwise, by (34), there is a point x¯ ∈ x∗ + TN so that (φ − φ∗)(x¯) < 0
and ‖φ − φ∗‖  2|(φ − φ∗)(x¯)|. By the Lipschitz property of the functions involved, it follows
that φ−φ∗ −‖φ−φ∗‖/8 in the ball of radius ‖φ−φ∗‖/(4Λ) centered at x¯. Thus, if we take
N := B‖φ−φ∗‖/(4Λ)(x¯)∩
(
x∗ +TN
)
,
the above claim follows from (22).
Then, by such a claim and (29), we deduce that
∫
N
η∗
(
x∗,
w − x∗
h
)
dw C‖φ − φ∗‖N ,
for a suitable C > 0. Combining this with (33) and (28), we conclude that
G[φ](x∗)− G[φ∗](x∗)
 1
hN
∫
(x∗+TN )\N
(
φ(w)− φ∗(w)
)
η∗
(
x∗,
w − x∗
h
)
dw
 ‖φ − φ∗‖
hN
∫
(x∗+TN )\N
η∗
(
x∗,
w − x∗
h
)
dw
 ‖φ − φ∗‖
hN
[
hN
∫
1
h
TN
η∗(x∗, v) dv −C ‖φ − φ∗‖N
]
= (1 −C‖φ − φ∗‖N )‖φ − φ∗‖,
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rôles of φ and φ∗, we gather that
∥∥G[φ] − G[φ∗]∥∥L∞(RN)  (1 −C‖φ − φ∗‖N )‖φ − φ∗‖.
This and (18) imply (16). 
We now define
κ,h := sup
x∈RN
∣∣∣∣ln
∫
RN
e−
hL(x,v)
 dv
∣∣∣∣.
Note that, in many cases, κ,h may be estimated explicitly; e.g., if L(x, v) = K(v) = |v|2, then
κ,h = (N/2)| ln(π/h)|.
By taking φ∗ = 0 in Proposition 8, we gather the following proposition.
Proposition 10 (L∞-bound).
∥∥G[φ]∥∥
L∞(RN)  ‖φ‖L∞(RN) +  κ,h.
In particular,
‖φn‖L∞(RN)  ‖φ0‖L∞(RN) + nκ,h.
We point out that, in general, it is not possible to obtain a bound of ‖φn‖L∞ which is uniform
on n: even in the case of L = |v|2 and φ0 = 0, which can be worked out explicitly, one obtains
‖φn‖L∞ = Nn2
∣∣∣∣ln πh
∣∣∣∣. (35)
We now study the semiconcavity of φn. The semiconcavity modulus of a function φ is
Σφ := sup
x,y∈RN
y =0
φ(x + y)+ φ(x − y)− 2φ(x)
|y|2 . (36)
We say that a continuous function φ is semiconcave if Σφ < +∞.
We will prove that Σφn is uniformly bounded (see Theorem 13). Since φn is continuous if so
is φ0, this yields that φn is uniformly semiconcave.
The estimate on Σφn will be obtained in three steps: we first get a first rough estimate on Σφn ;
we then prove a semiconcavity “improvement” estimate (that is, knowing a bound on Σφn , we
show that actually a slightly better bound is possible); finally, by iterating the procedure, we will
be able to obtain a uniform bound on Σφn . Let us now fix a semiconcave function φ0 and work
out the details.
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Σφn 
CK
2h
+ hCU
2
,
for any n 1.
Proof. Fix w ∈ RN . By using (3) and the Cauchy–Schwarz inequality, we get that
φn+1(x)−hU(x)−  ln
( ∫
RN
e−
h
2 (K(v+w)+K(v−w)−CK |w|2)e−
φn(x+hv)
 dv
)
= −hU(x)− hCK
2
|w|2 −  ln
( ∫
RN
e−
hK(v+w)+φn(x+hv)
2 e−
hK(v−w)+φn(x+hv)
2 dv
)
−hU(x)− hCK
2
|w|2 − 
2
ln
( ∫
RN
e−
hK(v+w)+φn(x+hv)
 dv
∫
RN
e−
hK(v−w)+φn(x+hv)
 dv
)
= −hU(x)− hCK
2
|w|2 − 
2
ln
( ∫
RN
e−
hK(v+w)+φn(x+hv)
 dv
)
− 
2
ln
( ∫
RN
e−
hK(v−w)+φn(x+hv)

) dv
)
.
Thus, changing variables of integration,
φn+1(x)−hU(x)− hCK2 |w|
2 − 
2
ln
( ∫
RN
e−
hK(v˜)+φn(x−hw+hv˜)
 dv˜
)
− 
2
ln
( ∫
RN
e−
hK(v˜)+φn(x+hw+hv˜)
 dv˜
)
= −hCK
2
|w|2 − hU(x)+ h
2
(
U(x + hw)+U(x − hw))
+ 1
2
(
φn+1(x + hw)+ φn+1(x − hw)
)
,
thus, from (2),
φn+1(x + hw)+ φn+1(x − hw)− 2φn+1(x)
(
CK
2h
+ hCU
2
)(
h|w|)2,
from which the desired claim follows. 
Notice that the bound proven in Lemma 11 does not really look satisfactory for small h. We
now show how to improve it.
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Σφn  σ. (37)
Then,6
Σφn+1  hCU +
CKσ
CK + hσ . (38)
Proof. Fix y ∈ RN and θ ∈ (0,1) and set t := 1 − θ . Then, changing variable in the integration,
we gather that
φn+1(x ± hy) = −hU(x ± hy)−  ln
( ∫
RN
e−
h

K(w∓θy)e−
1

φn(x+hw±thy) dw
)
,
so that, by means of (2) and using the Cauchy–Schwarz inequality, we infer that
φn+1(x + hy)+ φn+1(x − hy)− 2φn+1(x)
 hCU
(
h|y|)2 + 2 ln( ∫
RN
e−
h

K(w)e−
1

φn(x+hw) dw
)
−  ln
( ∫
RN
e−
h

K(w−θy)e−
1

φn(x+hw+thy) dw
∫
RN
e−
h

K(w+θy)e−
1

φn(x+hw−thy) dw
)
 hCU
(
h|y|)2 + 2 ln( ∫
RN
e−
h

K(w)e−
1

φn(x+hw) dw
)
− 2 ln
( ∫
RN
e−
h
2 (K(w−θy)+K(w+θy))e−
1
2 (φn(x+hw+thy)+φn(x+hw−hty)) dw
)
.
Therefore, by (3) and (37),
φn+1(x + hy)+ φn+1(x − hy)− 2φn+1(x) hCU
(
h|y|)2 + hCK(θ |y|)2 + σ (ht |y|)2,
6 Note that, if
σ 
(
hCU +
√
h2C2
U
+ 4CUCK
)
/2,
then the right-hand side of (38) is less than σ , thus we improved the semiconcavity bound from the nth step to the
(n+ 1)th step. If, on the other hand,
σ 
(
hCU +
√
h2C2
U
+ 4CUCK
)
/2,
then the right-hand side of (38) provides a uniform bound for Σφn+1 . Observations of this type will play a rôle in the
proof of Theorem 13.
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Σφn+1  hCU +
CK
h
θ2 + σ(1 − θ)2.
The desired result follows now by choosing θ := σh/(CK + σh). 
We now get the uniform control on Σφn by a suitable iteration of Lemma 12 (thus improving
Lemma 11 in the case of small h).
Theorem 13 (Semiconcavity bound). Let
σ
 :=
hCU +
√
h2 C2U + 4CU CK
2
.
Then, for any n ∈ N,
Σφn+1 max{Σφn, hCU + σ
}.
In particular,
Σφn max{Σφ0, hCU + σ
}.
Proof. The second claim follows from the first one, by a simple iteration. To prove the first claim,
we distinguish two cases: either Σφn  σ
 or Σφn  σ
. Let us deal first with the case Σφn  σ
.
Note that, if σ  σ
, then
hCU + CKσ
CK + hσ  σ.
This observation and Lemma 12 imply that
Σφn+1  hCU +
CKΣφn
CK + hΣφn
Σφn,
proving the desired result when Σφn  σ
. If, on the other hand, Σφn  σ
, Lemma 12 implies
that
Σφn+1  hCU +
CKΣφn
CK + hΣφn
 hCU +Σφn  hCU + σ
,
which proves the desired result. 
We are now in position to deduce a uniform Lipschitz bound on φn.
Theorem 14 (Lipschitz bound). Let h ∈ (0,1]. Assume that φ0 is ZN -periodic and semiconcave.
Then, there exists C, depending only on Σφ0 , N , CU and CK so that∣∣φn(x)− φn(y)∣∣ C|x − y|, ∀x, y ∈ RN, ∀n 1.
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the result follows from Theorem B.3. 
6. Some properties of L and Lˆ
In analogy with the results in Section 5, we now point out some properties of the linear oper-
ators L and Lˆ. The following ones are quite easy to check.
Proposition 15. If ψ0 is ZN -periodic, then so is ψn := Ln[ψ0] for any n. If ψˆ0 is ZN -periodic,
then so is ψˆn := Lˆ[ψˆ0] for any n. If U and ψ0 belong to C1(RN), then so does ψn for any n.
If ψˆ0 belongs to C1(RN), then so does ψˆn for any n.
Proposition 16 (Monotonicity). If ψ ψ∗, then L[ψ] L[ψ∗]. If ψˆ  ψˆ∗, then Lˆ[ψˆ] Lˆ[ψˆ∗].
Proposition 17. L[ψ + r] = L[ψ]+ r ∫
RN
e−
hL(x,v)
 dv, and Lˆ[ψˆ + r] = Lˆ[ψˆ]+ r , for any r ∈ R.
Also, it is easy to see that Lˆ is a (non-strict) contraction on L∞(RN):
Proposition 18. For any ψˆ, ψˆ∗ ∈ L∞(RN),
∥∥Lˆ[ψˆ] − Lˆ[ψˆ∗]∥∥L∞(RN)  ‖ψˆ − ψˆ∗‖L∞(RN).
In particular:
Proposition 19 (L∞-bound).
∥∥Lˆ[ψˆ]∥∥
L∞(RN)  ‖ψˆ‖L∞(RN).
Analogously,
Proposition 20 (Ck and Wk,∞-bound). If ψˆ ∈ Ck(RN), then also Lˆ[ψˆ] ∈ Ck(RN) and
∥∥Lˆ[ψˆ]∥∥
Ck(RN)
 ‖ψˆ‖Ck(RN).
An analogous statement holds by replacing Ck with Wk,∞.
We now obtain a (non-uniform in h and ) C1-bound of L[ψ] for the dependence of the L∞-
norm of ψ .
Proposition 21 (Improvement of regularity). Assume that
∫
N
e−
hK(v)

∣∣DK(v)∣∣dv < +∞. (39)
R
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∥∥D(Lˆ[ψ])∥∥
L∞(RN)  ‖ψ‖L∞(RN)
∫
RN
e−
hK(v)
 |DK(v)|dv

∫
RN
e−
hK(v)
 dv
,
for any ψ ∈ L∞(RN).
Remark. For K(v) = |v|2, the result in Proposition 21 yields that
∥∥D(Lˆ[ψ])∥∥
L∞(RN) 
const‖ψ‖L∞(RN)√
h
.
Proof. By changing variable, we have that
Lˆ[ψ](x) =
∫
RN
e− h K((w−x)/h)ψ(w)dw
hN
∫
RN
e−
hK(v)
 dv
.
Therefore,
∣∣Dx(Lˆ[ψ])∣∣
∫
RN
e− h K((w−x)/h)|DK((w − x)/h)||ψ(w)|dw
hN
∫
RN
e−
hK(v)
 dv
=
∫
RN
e− h K(v)|DK(v)| |ψ(x + hv)|dv

∫
RN
e−
hK(v)
 dv
,
which implies the desired result. 
Further regularity results can be also deduced in an analogous way from Proposition 21.
Also, it is straightforward to see that Lˆ preserves the average over TN of ZN -periodic function,
namely:
Proposition 22. If ψ ∈ L1(TN), then
∫
TN
Lˆ[ψ] =
∫
TN
ψ.
We remark that the above bounds and the theorem of Ascoli imply the uniform convergence,
up to a subsequence, of the iteration Lˆn[ψ0]. In particular, if ψ0 is ZN -periodic, Propositions 20
(or 21) and 22 imply that Lˆn[ψ0] converges, when n → +∞, up to a subsequence, to a fixed
point of Lˆ with the same TN -average of ψ0.
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In this section, we discuss the formal asymptotic behavior of the schemes corresponding to Lˆ,
L and G. These computations play a crucial rôle in the rigorous convergence results given in Sec-
tion 9.
We deal with different choices of the parameters  and h. Elliptic, parabolic and Hamilton–
Jacobi-type equations will show up in these asymptotics.
Proposition 23 (Asymptotics for Lˆ). Let
bi :=
∫
RN
e−
hK(v)
 vi dv∫
RN
e−
hK(v)
 dv
, aij := h
∫
RN
e−
hK(v)
 vivj dv
2
∫
RN
e−
hK(v)
 dv
.
Suppose that |bi | + |aij | < +∞. Let
ψˆn+1 = Lˆ[ψˆn].
Then,
ψˆn+1 − ψˆn
h
= biDxi ψˆn + aijD2xixj ψˆn + error terms. (40)
The error terms can be estimated by
consth2
∥∥D3ψˆn∥∥L∞(RN)
∫ |v|3e− hK(v) dv∫
e−
hK(v)
 dv
.
Remark. The left-hand side of (40) may be thought as a discrete approximation of ∂t ψˆ as h → 0.
Though the coefficients in (40) depend on the specific form of the kinetic energy and on the
relative scale of  and h, it may be useful to work out the case K(v) = |v|2 somehow explicitly.
In this case, the expressions in Proposition 23 become bi = 0, aij = const δij and the error term
is bounded by consth1/23/2‖D3ψn‖L∞ .
Proof. We have
ψˆn+1 − ψˆn
h
=
∫
e−
hK(v)
 [ψˆn(x + hv)− ψˆn(x)]dv
h
∫
e−
hK(v)
 dv
= c,h
[ ∫
e−
hK(v)
 viDxi ψˆn(x) dv +
h
2
∫
e−
hK(v)
 vivjD
2
xixj
ψˆn(x) dv
]
+O
(
h2c,h
∥∥D3ψn∥∥∞
∫
|v|3e− hK(v) dv
)
,
with
c,h =
[ ∫
e−
hK(v)
 dv
]−1
. 
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for the moment, that h = . Observe that if we define
aij = 12
∫
e−K(v)vivj ,
the operator
aij ∂i∂j
is (possibly degenerate) elliptic, as
aij ξiξj = 12
∫
e−K(v)viξivj ξj = 12
∫
e−K(v)|v · ξ |2  0.
Furthermore, if K is even, then bi = 0. In this case, the fixed points ψ of the scheme (15) satisfy
aij ∂i∂jψ = O
(
h
∥∥D3ψ∥∥2),
as it follows from the estimate of Proposition 23.
Proposition 24 (Asymptotics for G). Let φ ∈ C3(RN) and K(v) = |v|2. Suppose that
h
∥∥D2φ∥∥
L∞(RN) is smaller than a suitable constant. (41)
Let
a :=
∫
RN
e−|w|2 |w|2 dw
2
∫
RN
e−|w|2 dw
. (42)
Then,
G[φ] − φ
h
= −H (Dφ(x), x)+ a	φ − N
2h
ln
π
h
+ error terms. (43)
7 Note that any constant is a fixed point for Lˆ. Moreover, if K is even in any of each variables, given a quadratic
polynomial
p(x) = b +  · x +Mx · x,
with b ∈ R,  ∈ RN and M ∈ Mat(N ×N), one easily sees that p is a fixed point for Lˆ if and only if
aj ∂
2
j p = 0,
where
aj :=
∫
RN
e−
hK(v)
 v2
j
dv∫
RN
e−
hK(v)
 dv
.
In particular, for K(v) = |v|2, p is a fixed point of Lˆ if and only if it is harmonic.
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C

(
h+ 3/2 h1/2),
where C
 is a suitable positive quantity depending only on ‖Djφ‖L∞ for 1 j  3.
Remark. There are several heuristic ways of interpreting the result in Proposition 24 accord-
ing to the scheme φn+1 := G[φn]. The first consists in taking h → 0 and /h → 0, so that,
formally, (43) goes to the Hamilton–Jacobi equation
∂tφ = −H
(
Dxφ(x), x
)
.
Another possibility is taking  > 0 to be fixed and sending h → 0. Then, if we define
φ∗n := φn +
Nn
2
ln
π
h
, (44)
it follows that (43) goes formally to
∂tφ
∗ = −H (Dxφ∗(x), x)+ a	φ∗,
that is, a Hamilton–Jacobi equation of “vanishing viscosity” type. The reader may compare this
case with the example discussed in (35). This fact will be made rigorous in Theorem 30 below
and it may also be rephrased as follows. A direct computation shows that
G[0](x) = −hU(x)− N
2
ln
π
h
.
Therefore, if we define
Gˆ[φ] := G[φ] − G[0], (45)
then Proposition 24 gives that
Gˆ[φ] − φ
h
= −K(Dφ(x))+ a	φ + error terms. (46)
The latter interpretation is related with Proposition 8, which gives that∥∥Gˆ[φ]∥∥
L∞(RN)  ‖φ‖L∞(RN), (47)
that is, a uniform bound on the Gˆ-iterations. We will use these observations in Theorem 29 below,
where a formal proof of the convergence of the Gˆ-scheme for h → 0 will be provided.
Proof. We have
G[φ] = − ln
∫
e−
hL(x,v)+φ(x+hv)
 dv
= −hU(x)−  ln
∫
e−
h|v|2+φ(x+hv)
 dv. (48)
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h|v|2 + φ(x + hv).
Note that the minimizing property of v∗ yields that
h|v∗|2 + φ(x + hv∗) φ(x)
and so
h |v∗|2  h‖Dφ‖L∞|v∗|,
that is
|v∗| ‖Dφ‖L∞ . (49)
By the minimizing property of v∗, it also follows that
2v∗ +Dxφ(x + hv∗) = 0 (50)
and thus
h|v|2 + φ(x + hv)

= [h|v
∗|2 + φ(x + hv∗)] + h|v − v∗|2

+Ξ1(x, v), (51)
with
Ξ1(x, v) := φ(x + hv)− φ(x + hv
∗)− hDxφ(x + hv∗) · (v − v∗)

. (52)
Note that, by construction,
|Ξ1| Ch
2‖D2φ‖L∞

|v − v∗|2, (53)
where C, here and in the remainder of the proof, we will denote an appropriate universal constant
(possibly taking a different value at different steps of the computation). We will also use the
following short-hand notation:
∫
– f (v) dv :=
∫
RN
e−
h|v−v∗|2
 f (v) dv∫
RN
e−
h|v|2
 dv
.
Let also
Ξ2(x) :=
∫
–
(
e−Ξ1 − 1 +Ξ1
)
. (54)
Then, by (53) and (41), we get that
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∫
–
∞∑
k=2
|Ξ1|k
k! 
∫
– |Ξ1|2
∞∑
k=0
|Ξ1|k
k! =
∫
– |Ξ1|2eΞ1

Ch4‖D2φ‖2L∞
2
∫
– |v − v∗|4e C h
2‖D2φ‖L∞|v−v∗|2

Ch2
∥∥D2φ∥∥2
L∞
∫
RN
e−
|w|2
8 |w|4 dw∫
RN
e−|w|2 dw
Ch2
∥∥D2φ∥∥2
L∞ . (55)
We also define
Θ1(x, v) := −hU(x)+ h|v∗|2 + φ(x + hv∗). (56)
Using this definition, (48), (51) and (54), we obtain that
G[φ] = Θ1(x, v)−  ln
( ∫
RN
e−
h |v−v∗|2
 e−Ξ1(x,v) dv
)
= Θ1 −  ln
( ∫
– e−Ξ1(x,v) dv
)
−  ln
( ∫
RN
e−
h|v|2
 dv
)
= Θ1 −  ln
(∫
– (1 −Ξ1) dv +Ξ2(x)
)
− N
2
ln
π
h
= Θ1 −  ln
(
1 −
∫
– Ξ1 dv +Ξ2(x)
)
− N
2
ln
π
h
. (57)
We now define
Ξ3(x) := Ξ2(x)−
∫
– Ξ1(x, v) dv. (58)
Note that
|Ξ3| Ch
∥∥D2φ∥∥
L∞, (59)
thanks to (53), (55) and (41). Let also
Ξ4 := ln(1 +Ξ3)−Ξ3. (60)
Then,
|Ξ4| Ch2
∥∥D2φ∥∥2
L∞, (61)
due to (59). Also, using (57), (58) and (60), we conclude that
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π
h
− Ξ3 − Ξ4
= Θ1 − N2 ln
π
h
+ 
∫
– Ξ1 − (Ξ2 +Ξ4). (62)
Since Ξ2 and Ξ4 have the same order of magnitude, it is convenient to define
Ξ5 := Ξ2 +Ξ4,
so that (55) and (61) give
|Ξ5|Ch2
∥∥D2φ∥∥2
L∞, (63)
and we obtain from (62) that
G[φ] = Θ1 − N2 ln
π
h
+ 
∫
– Ξ1 dv − Ξ5. (64)
We now define
Ξ6(x, v) := Ξ1(x, v)− h
2
2
∂ijφ(x)
(
vi − v∗i
)(
vj − v∗j
)
and
Ξ7(x) :=
∫
– Ξ6(x, v) dv. (65)
Note that, from (52) and (49),
|Ξ6|
∣∣∣∣Ξ1 − h22 ∂ijφ(x + hv∗)(vi − v∗i )(vj − v∗j )
∣∣∣∣+ Ch3 |v∗|
∥∥D3φ∥∥
L∞|v − v∗|2
 Ch
3

∥∥D3φ∥∥
L∞
(|v − v∗| + ‖Dφ‖L∞)|v − v∗|2
and so
|Ξ7| Ch2
∥∥D3φ∥∥
L∞
(√
/h+ ‖Dφ‖L∞
)
. (66)
Moreover, ∫
– Ξ1 dv = ah	φ +Ξ7,
due to (65), (42) and a parity argument. Therefore, we deduce from (64) that
G[φ] = Θ1 − N2 ln
π
h
+ ah	φ + Ξ7 − Ξ5.
Accordingly, if Ξ8 := Ξ7 −Ξ5, we have that
G[φ] = Θ1 − N ln π + ah	φ + Ξ8. (67)2 h
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|Ξ8| Ch2
[∥∥D2φ∥∥
L∞ +
∥∥D3φ∥∥
L∞
(√
/h+ ‖Dφ‖L∞
)]
. (68)
We now define
Θ2(x, v
∗) = h
4
(∣∣Dφ(x)∣∣2 − ∣∣Dφ(x + hv∗)∣∣2),
Θ3(x, v
∗) = φ(x)− h
4
∣∣Dφ(x + hv∗)∣∣2 − h|v∗|2 − φ(x + hv∗),
so that,8 by (56),
Θ1 = −hH
(
Dφ(x), x
)+ φ(x)+Θ2 −Θ3. (69)
Note that
|Θ2| 2h‖Dφ‖L∞
∣∣Dφ(x + hv∗)−Dφ(x)∣∣
 Ch2‖Dφ‖L∞
∥∥D2φ∥∥
L∞|v∗|
 Ch2‖Dφ‖2L∞
∥∥D2φ∥∥
L∞ ,
thanks to (49). Furthermore, by using (49) and (50), one has that
|Θ3|
∣∣φ(x)− φ(x + hv∗)+ hDφ(x + hv∗) · v∗∣∣
+ h
∣∣∣∣14
∣∣Dφ(x + hv∗)∣∣2 + |v∗|2 +Dφ(x + hv∗) · v∗∣∣∣∣
 Ch2
∥∥D2φ∥∥
L∞|v∗|2 + 0
 Ch2‖Dφ‖2L∞
∥∥D2φ∥∥
L∞ .
Therefore, setting
Θ∗ := Θ2 −Θ3 + Ξ8, (70)
the estimates above and (68) yield that
|Θ∗| Ch2
{‖Dφ‖2L∞∥∥D2φ∥∥L∞
+ [∥∥D2φ∥∥
L∞ +
∥∥D3φ∥∥
L∞
(√
/h+ ‖Dφ‖L∞
)]}
. (71)
Also, by collecting the identities in (67), (69) and (70), we have that
G[φ] = −hH (Dφ(x), x)+ φ(x)− N
2
ln
π
h
+ ah	φ +Θ∗.
This and (71) yield the desired result. 
8 Of course, if K(v) = |v|2, one has that H(p,x) = |p|2/4 +U(x).
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Corollary 25. Suppose that
G[φ] = φ + λ
. (72)
Then, we have
a	φ −H(Dxφ,x) = λ

h
+ N
2h
ln
N
h
+ error terms.
The coefficient a and the error terms have the same form as in Proposition 24.
Remark. Heuristically, as h → 0 and /h → 0, the result in Corollary 25 means that λ
/h plays
the rôle of the “effective Hamiltonian” H in the equation
H(Dxφ,x)+H = 0.
A formal justification for this will be given in Theorem 38.
8. Fixed point problems
We now derive from the above estimates a fixed point result on our iteration scheme G.
Namely, any iteration on the scheme G converges, in the ‖ · ‖ defined in (17), to a function
which solves a fixed point type problem, up to additive constants.
Theorem 26. There exist λ
 ∈ RN and a ZN -periodic Lipschitz semiconcave function φ
 so that
G[φ
] = φ
 + λ
. (73)
Furthermore, given any ZN -periodic semiconcave function φ0, we have that
lim
n→+∞
∥∥Gn[φ0] − φ
∥∥ = 0. (74)
The Lipschitz constant and the semiconcavity modulus of φ
 are bounded by a constant depend-
ing only on N , CU and CK .
Also, φ
 and λ
 enjoy the following uniqueness properties: if there exist λ ∈ RN and a Lip-
schitz ZN -periodic function φ so that G[φ] = φ +λ, then φ = φ
 + c for some c ∈ R and λ = λ
.
Finally, if ∫
RN
e−
hK(v)

∣∣DK(v)∣∣dv < +∞, (75)
then the above uniqueness property holds even if we replace the assumption that φ is Lipschitz
with the one that it is bounded.
9 For the existence of functions satisfying (72), see Theorem 26. Note also that, if φ satisfies (72), so does Gn[φ], for
any n ∈ N, due to Proposition 7.
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functions if and only if they differ by a real number. Then, Y is a Banach space, with norm ‖ · ‖
as defined in (17): see, e.g., [19, Theorem 3.14-A, p. 105] for a proof of this fact. Note that the
semiconcavity definition in (36) passes to the quotient in Y : thus we may take S to be the (class of
the) functions in Y with semiconcavity modulus bounded by an appropriately large Σ . It is easily
seen that S is closed in Y . The results in Propositions 5 and 7 also show that G is well defined
on Y and, by Theorem 13, G sends S into itself. Functions in S are also uniformly Lipschitz (see
Theorem B.3), due to their semiconcavity properties.
Therefore, by Theorems 9 and A.1, we deduce that G has a unique fixed point in S ⊆ Y and
that (74) holds. Unfolding back the quotient space Y to the cover space X, we get (73).
Let us now deal with the uniqueness property. Observe that, by changing variable of integra-
tion in (8), we have that
G[φ] = − ln
[
1
hN
∫
RN
e−
hL(x,(w−x)/h)+φ(w)
 dw
]
and therefore, if G[φ] = φ + λ, it follows that φ is Lipschitz, since so is K (recall also (75)).
Therefore, by Theorem 9,
‖φ − φ
‖ =
∥∥G[φ] − G[φ
] − λ+ λ
∥∥ = ∥∥G[φ] − G[φ
]∥∥

(
1 −C‖φ − φ
‖N
)‖φ − φ
‖,
showing that ‖φ − φ
‖ = 0 and thus φ = φ
 + c.
But then, by Proposition 7,
λ− λ
 = G[φ] − φ − G[φ
] + φ
 = 0,
which gives the desired uniqueness property. 
We remark that a fixed point result may also be proved applying the Schauder fixed point
theorem (see, e.g., [11, Section 9.2.2]) to
G[φ](x)− G[φ](0),
seen as acting on the space of functions with suitably bounded L∞ and Lipschitz norm (and such
space is convex and compact by the theorem of Ascoli). The estimates needed for making such
an argument work are given by Proposition 5 and Theorem 14. This approach, however, only
gives the fixed point property (73) but it does not give information either on the convergence of
the iterations of G or on the uniqueness of the fixed points, while Theorems 26 and A.1 do.
We also observe that fixed points of the scheme has a particularly nice asymptotics. Namely,
if G[φ
] = φ
 +λ
, as given by Theorem 26, then Proposition 24 yields that H(Dφ
, (x)+λ
/h
formally approaches 0 when /h and h are small. In this sense, λ
/h plays, asymptotically, the
rôle of an “effective Hamiltonian.” This consideration will be made rigorous in Theorem 38.
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sure μ
 be defined by
dμ
 := e− hL(x,v)+φ
(x+hv)−φ
(x)−λ
 dv. (76)
Then, μ
 is a probability measure on RN . Furthermore, if ψ
 := E[φ
], then
ψ
(x) = e− λ
 L[ψ
].
Proof. Straightforward from (73). 
Other features of the fixed points for G will be discussed in Section 10, where we will relate
the term λ
 in (73) and the measure μ
 in (76) with an entropy penalized Mather measure.
9. Convergence issues
In this section, we use a variation of the results [2,18] to prove the convergence of the en-
tropy penalized scheme for small time step h. We will prove a rigorous relation between our
linear (respectively, non-linear) scheme and the heat equation (respectively, the Hamilton–Jacobi
equation).
We remark that this kind of convergence differs in spirit from the one dealt with in Section 8:
there we focused on what happens if we keep iterating the scheme, while in this section we
investigate the small time step behavior of the scheme itself.
Though, in principle, these problems are unrelated, a connection between the two will be
pointed out in Section 10, where the fixed point appears in the description of the penalized
Mather measures, and in Section 11, where the fixed point plays a rôle in a useful variational
identity and characterizes the effective Hamiltonian for vanishing entropy.
We first deal with the convergence of the Lˆ-scheme as h → 0, for a fixed10  > 0. For this, we
stress that Lˆ depends on h by writing Lˆh (the dependence on  is not explicitly written). Con-
sider u¯ ∈ W 1,∞(TN) and assume, for simplicity,11 that 1/h ∈ N. We define uh :TN ×[0,1] → R
in the following way. Let
uh(x,0) := u¯(x)
and then, iteratively,
uh(x, t) := Lˆt−ih
[
uh(·, ih)
]
(x)
if t ∈ (ih, (i + 1)h], for i = 0, . . . , (1/h)− 1. Then, we have the following convergence result.
10 The case when  → 0 too is actually easier and can be dealt with by a modification of the proof of Theorem 28. In
this circumstance, Theorem 28 holds with  = 0 in (78), namely u(x, t) = u¯(x). We omit the details of the proof, since it
closely follows the one of Theorem 28.
11 The reader may convince herself that, with minor modifications, it would be possible to consider more general
partitions of an interval, instead of the uniform h-mesh that, for simplicity, we deal with.
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a :=
∫
RN
e−|v|2 |v|2 dv
2
∫
RN
e−|v|2 dv
. (77)
Let u = u(x, t) be the unique (viscosity) solution of
∂tu(x, t) = a	xu(x, t) (78)
in TN × (0,1], with u(x,0) = u¯(x). Then, uh converges uniformly to u.
Proof. The proof is a minor variation of the one given in [2, Theorem 2.1] (see also [18]).
Since, in our case, the arguments involved are elementary, we provide full details, for the reader’s
convenience.
We note that, if t ∈ (ih, (i + 1)h] and x ∈ TN∣∣uh(x, t)∣∣ sup
x∈TN
∣∣uh(x, ih)∣∣,
and so
sup
x∈TN , t∈(ih,(i+1)h]
∣∣uh(x, t)∣∣ sup
x∈TN , t∈((i−1)h,ih]
∣∣uh(x, t)∣∣ · · · ‖u¯‖L∞(TN ),
that is
‖uh‖L∞(TN×[0,1])  ‖u¯‖L∞(TN ).
Therefore, we may define
u−(x, t) := lim inf
(y,s)→(x,t),h→0uh(y, s). (79)
We show that u− is a viscosity supersolution of (78). For this, fix (x0, t0) ∈ TN × (0,1) and let φ
be a smooth function, so that u− − φ has a strict minimum at (x0, t0). Let (xh, th) ∈ TN × [0,1]
be minimizers for the function uh − φ. We show that we may choose a sequence hk → 0 such
that
lim
k→+∞(xhk , thk ) = (x0, t0). (80)
For this, let (yk, sk) → (x0, t0) and hk → 0 be a sequence so that
u−(x0, t0) = lim
k→∞uhk (yk, sk),
according to (79). We may also assume, up to subsequences, that (xhk , thk ) → (x¯, t¯ ) ∈ TN ×[0,1]
as k → +∞. Then, (80) is proved if we show that
(x¯, t¯) = (x0, t0). (81)
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(u− − φ)(x0, t0) = lim
k→∞(uhk − φ)(yk, sk) limk→∞(uhk − φ)(xhk , thk )
 (u− − φ)(x¯, t¯).
Therefore, since (x0, t0) was assumed to be a strict minimum for u− − φ, the above estimate
proves (81) and, thence, (80).
We now consider the sequence hk in (80), and we denote h := hk → 0 for short. The fact that
uh − uh(xh, th) φ − φ(xh, th),
together with Propositions 16 and 17, implies that
Lˆρ
[
uh(·, t)
]
(x)− uh(xh, th) Lˆρ
[
φ(·, t)](x)− φ(xh, th)
for any x ∈ TN , any t ∈ [0,1] and any ρ > 0. Thence, if ih ∈ {0, . . . , (1/h) − 1} is so that th ∈
(ihh, (ih + 1)h] and we set
ρh := th − ihh,
we have that
lim
h→0ρh = 0
and
0 = Lˆρh
[
uh(·, th − ρh)
]
(xh)− uh(xh, th) Lˆρh
[
φ(·, th − ρh)
]
(xh)− φ(xh, th). (82)
Also, since φ is smooth, we infer from Proposition 23 that
lim
h→0
Lˆρh [φ(·, th − ρh)](xh)− φ(xh, th)
ρh
= a	xφ(x0, t0)− ∂tφ(x0, t0). (83)
By collecting (82) and (83), we get that
a	xφ(x0, t0)− ∂tφ(x0, t0) 0
if u− − φ has a minimum at (x0, t0). That is, u− is a viscosity supersolution of (78).
Analogously, if we define
u+(x, t) := lim sup
(y,s)→(x,t),h→0
uh(y, s), (84)
we have that u+ is a viscosity subsolution of (78).
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∣∣uh(y, s)− u¯(x)∣∣= ∣∣Lˆs[u¯](y)− u¯(x)∣∣

∫
RN
e−
s|v|2

∣∣u¯(y + sv)− u¯(y)∣∣dv∫
RN
e−
s|v|2
 dv
+ ∣∣u¯(y)− u¯(x)∣∣
 ‖Du¯‖L∞
(√
s + |x − y|),
and so
u−(x,0) = u+(x,0) = u¯(x).
We claim that
u− (respectively, u+) is lower semicontinuous (respectively, upper semicontinuous). (85)
For proving this, fix z := (x, y) ∈ TN × [0,1] and consider a sequence zj ∈ TN × [0,1], so
that zj → z as j → +∞. For each j ∈ N, let also hj,k > 0 and ζj,k ∈ TN × [0,1] be so that
lim
k→+∞hj,k = 0, limk→+∞ ζj,k = zj and u−(zj ) = limk→+∞uhj,k (ζj,k),
for any fixed j ∈ N. Fix now η > 0. Let k0(η, j) be so that∣∣uhj,k (ζj,k)− u−(zj )∣∣ η
for any k  k0(η, j). Let also k1(j) such that
|hj,k| + |ζj,k − zj | 1
j
,
for any k  k1(j). We define
k
(η, j) := max
{
k0(η, j), k1(j)
}
, hj := hj,k
(η,j) and ζj := ζj,k
(η,j).
Then, by construction, hj → 0 and ζj → z as j → +∞. Therefore,
u−(z) lim
j→+∞uhj (ζj ) limj→+∞u−(zj )+ η.
Since η is arbitrary, we conclude that
u−(z) lim
j→+∞u−(zj ),
for any sequence zj → z, and thus u− is lower semicontinuous. Analogously, one sees that u+
is upper semicontinuous, thus confirming (85).
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Since, by (79) and (84), the opposite inequality also holds, we obtain that
u− = u+ =: u
and thus u is the unique12 (continuous viscosity) solution of (78).
To complete the proof of the desired result, we show the uniform convergence of uh to u,
by arguing as follows. If, by contradiction, uh did not converge uniformly to u, there would
exist η > 0, and zh ∈ TN × [0,1] so that∣∣uh(zh)− u(zh)∣∣ η
for infinitely many h → 0. Then, either uh(zh)− u(zh) η or u(zh)− uh(zh) η for infinitely
many h → 0. Let us assume the latter (the other case being analogous) and assume also that zh →
z ∈ TN × [0,1] for this set of h’s. Then,
u(z) = u−(z) lim
h→0uh(zh) u(z)− η,
which is a contradiction. 
We now deal with the scheme G as h → 0. We define Gˆ as in (45).
We will fix  > 0 and take h → 0. We will explicitly write Gˆh to stress the dependence on h
in Gˆ.
We fix w¯ ∈ C3(TN), we assume13 that 1/h ∈ N and we define wh :TN × [0,1] → R as
follows: first, we set
wh(x,0) := w¯(x)
and then, recursively,
wh(x, t) := Gˆt−ih
[
wh(·, ih)
]
(x)
if t ∈ (ih, (i + 1)h], for i = 0, . . . , (1/h)− 1. Then, the following convergence result holds.
Theorem 29. Let a be as in (77). Then, as h → 0, wh converges uniformly to w, where w satisfies
∂tw(x, t)+K
(
Dxw(x, t)
)= a	xw(x, t) (86)
in the viscosity sense, with w(x,0) = w¯(x).
Proof. As in Theorem 28, the proof is a variation of the arguments in [18] and [2]. First, we
observe that
‖wh‖L∞(TN×[0,1])  ‖w¯‖L∞(TN ), (87)
12 The results we use about viscosity sub/super/solutions may be found, for instance, in [7].
13 For the sake of simplicity, we assumed w¯ to be smooth enough, in order to use (46) in estimate (88) here below. We
remark that, by applying the lower order arguments in Proposition 24 directly to w¯, less smoothness may be required.
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w−(x, t) := lim inf
(y,s)→(x,t),h→0wh(y, s).
We show that w− is a viscosity supersolution of (86). For this, fix (x0, t0) ∈ TN × (0,1) and let φ
be a smooth function, so that w− − φ has a strict minimum at (x0, t0). Let (xh, th) ∈ TN × [0,1]
be minimizers for the function wh − φ. As shown in (80), we may and do assume, up to a
subsequence, that (xh, th) → (x0, t0).
Since wh −wh(xh, th) φ − φ(xh, th), by exploiting Proposition 6, we gather that
Gˆρ
[
wh(·, t)
]
(x)−wh(xh, th) Gˆρ
[
φ(·, t)](x)− φ(xh, th)
for any x ∈ TN , any t ∈ [0,1] and any ρ > 0. Thence, if ih ∈ {0, . . . , (1/h) − 1} is so that th ∈
(ihh, (ih + 1)h] and we set ρh := th − ihh,
0 = Gˆρh
[
wh(·, th − ρh)
]
(xh)−wh(xh, th) Gˆρh
[
φ(·, th − ρh)
]
(xh)− φ(xh, th).
Then, by means of (46), we have that
lim
h→0
Gˆρh
[
φ(·, th − ρh)
]
(xh)− φ(xh, th)
ρh
= −K(Dxφ(x0, t0))+ a	xφ(x0, t0)− ∂tφ(x0, t0).
Therefore,
a	xφ(x0, t0)− ∂tφ(x0, t0)K
(
Dxφ(x0, t0)
)
if w− − φ has a minimum at (x0, t0). That is, w− is a viscosity supersolution of (86).
Analogously, if we define
w+(x, t) := lim sup
(y,s)→(x,t),h→0
wh(y, s),
we have that w+ is a viscosity subsolution of (86). Also, if s ∈ (0, h),∣∣Gˆs[w¯] − w¯∣∣ Ch, (88)
thanks to (46), where C depends only on ‖w¯‖C3(TN), and so
∣∣wh(y, s)− w¯(x)∣∣= ∣∣Gˆs[w¯](y)− w¯(x)∣∣

∣∣Gˆs[w¯](y)− w¯(y)∣∣+ ∣∣w¯(y)− w¯(x)∣∣
 C
(
h+ |x − y|). (89)
This implies that w−(x,0) = w+(x,0) = w¯(x). Thus, by using the Comparison Principle and
arguing as in the proof of Theorem 28, we obtain that wh converges uniformly to w− = w+. 
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according to the following scheme, related to (44). We define
G˜[φ] := G[φ] + N
2
ln
π
h
= Gˆ[φ] − hU(x).
We then define wh(x,0) := w¯(x) and then, recursively,
wh(x, t) := G˜t−ih
[
wh(·, ih)
]
(x)
if t ∈ (ih, (i + 1)h], for i = 0, . . . , (1/h)− 1. Then, the following convergence result holds.
Theorem 30. Let a be as in (77). Then, as h → 0, wh converges uniformly to w, where w satisfies
∂tw(x, t)+H
(
Dxw(x, t), x
)= a	xw(x, t)
in the viscosity sense, with w(x,0) = w¯(x).
Proof. One sees by induction that
sup
x∈TN
t∈[0,jh]
∣∣wh(x, t)∣∣ ‖w¯‖L∞(TN ) + jh‖U‖L∞(TN),
for j = 0, . . . ,1/h. From this a uniform estimate as in (87) follows.
The proof of Theorem 29 may then repeated verbatim, but substituting K(·) with H(·, x), Gˆ
with G˜, and taking C in (88) and (89) to be also depending on ‖U‖L∞(TN ). 
10. Entropy penalized Mather measures
The fixed point structure dealt with in Section 8 will now show up in the construction of
minimal measures according to our entropy penalization. In particular, if φ is the fixed point
found in Section 8, that is G[φ] = φ + λ, we will prove in this section that the minimal entropy
penalized action agrees with λ and the corresponding minimal entropy penalized measure may
be written in terms of φ and λ.
Let us now formalize what we mean by such entropy penalized optimal measures. In Mather’s
theory (see, e.g., [17] and references therein), one looks for probability measures μ on TN ×RN
that minimize the action ∫
TN×RN
L(x, v) dμ(x, v) (90)
and satisfy the “holonomy” (or “flow invariancy”) constraint
∫
N N
[
ϕ(x + hv)− ϕ(x)]dμ(x, v) = 0, (91)T ×R
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and we present a solution in terms of fixed points of the operator G. The entropy penalized Mather
problem consists in minimizing ∫
TN×RN
L(x, v) dμ(x, v)+ 
h
S[μ], (92)
in which
S[μ] =
∫
TN×RN
μ(x, v) ln
μ(x, v)∫
RN
μ(x,w)dw
dx dv
is the “entropy term.” The minimization in (92) is performed over the space of probability densi-
ties on TN ×RN {
μ ∈ L1(TN ×RN), μ 0 a.e.,
∫
TN×RN
dμ = 1
}
(93)
that satisfy14 the constraint in (91). In this setting, we study the minimizers of the functional
in (92) in the space given by (93) under the constraint in (91), that is the “entropy penalized
Mather problem.” This problem is the stationary version of the problem studied in [1], which
avoids the use of measures on path spaces. We will show that these penalized minimal measures
always exist (see Theorem 32) and that they are unique (see Theorem 36). An explicit formula
for this measure will be provided by using the fixed point structure of G (see formula (108)). In
proving these results, an important rôle is played by the TN -projection of penalized measures
and on their analytic bounds (see Propositions 34 and 35).
For this, we need the following preliminary result.
Lemma 31. Let φ ∈ W 1,∞(TN) satisfy
G[φ] = φ + λ. (94)
Then, there exists θ ∈ L1(TN) satisfying
θ  0, (95)∫
RN
θ(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dv = θ(x) (96)
and ∫
TN
θ(x) dx = 1. (97)
14 As customary, with a slight abuse of notation, given a function μ ∈ L1(T×R), we denote dμ(x, v) = μ(x, v) dx dv.
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and ξ ∈ RN , then ∫
TN
η =
∫
TN
η(x + ξ) dx.
Further, we note that ∫
RN
e−
hL(x,v)+φ(x+hv)−φ(x)−λ
 dv = 1, (98)
for any x ∈ TN , due to (94). Now, define for ϑ ∈ L1(TN),
F[ϑ](x) :=
∫
RN
ϑ(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dv. (99)
Let us observe that (98) and (99) imply that
∫
TN
F[ϑ] =
∫
TN
ϑ. (100)
Let now θ0 := 1 and, recursively,
θn+1 :=F[θn], (101)
for any n ∈ N. Note that θn is ZN -periodic for any n ∈ N, because so are θ0, U and φ. Analo-
gously, θn  0, because so is θ0. Thence, by (100), we have that dθn(x) = θn(x) dx is a sequence
of probability measures on TN , that is
∫
TN
dθn = 1, (102)
for any n ∈ N. We may thus suppose that, up to subsequence, dθn weakly converges to a Radon
measure dθ on TN (see, e.g., [10, p. 55]). Also, dθ is a probability measure, since TN is com-
pact (see, e.g., [10, Theorem 1-(ii), p. 54]). Our objective now is to show that dθ is absolutely
continuous with respect to the Lebesgue measure. For this, let η ∈ C(TN) be so that 0 η  1.
Then, exploiting (101), we get that
∫
TN
η(x) dθn+1(x) dx =
∫
TN
η(x)θn+1(x) dx =
∫
TN
η(x)F[θn](x) dx
=
∫
N
∫
N
η(x)θn(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dv dx. (103)
T R
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and h (but not on η). Then, by the fact that K is superlinear and (102), we deduce that
hN
∫
RN
θn(x − hv)e− hK(v) dv =
∫
RN
θn(w)e
− hK((x−w)/h)
 dw
=
∑
k∈ZN
∫
TN
θn(w)e
− hK((x−w−k)/h)
 dw
 κ1
∑
k∈ZN
∫
TN
θn(w)e
−κ2|k| dw
 κ3
∫
TN
θn(w)dw
= κ3.
This estimate, together with (103), gives that∫
TN
η(x) dθn+1(x) κ4
∫
TN
η(x) dx.
Taking now the limit as n → +∞, using the weak convergence of θn, we gather that∫
TN
η(x) dθ(x) κ4
∫
TN
η(x) dx, (104)
for any η ∈ C(TN).
Take now any measurable set A ⊂ TN , with small Lebesgue measure, say |A| , for  > 0.
We also denote the θ -measure of A by θ(A). By standard results on the Radon measure approx-
imation with open and compact sets (see, e.g., [10, Theorem 4, p. 8]), we have that there exist a
compact set K and an open set U so that
K ⊆ A ⊆ U,
θ(A) θ(K)+  and |U | |A| +   2.
Exploiting the classical Urysohn’s lemma (see, e.g., [9, Theorem 2 p. 15]), we see that there
exists a function η ∈ C(TN) so that 0  η  1, η(x) = 0 for any x ∈ TN \ U and η(x) = 1 for
any x ∈ K .
Accordingly,
θ(A) θ(K)+  
∫
TN
η(x) dθ(x)+   κ4
∫
TN
η(x) dx +   κ4|U | +   (2κ4 + 1),
by means of (104).
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dθ(x) = θ(x) dx,
with θ(x) ∈ L1(TN). Since dθ is, by construction, a probability measure on TN , we have that θ
satisfies (95) and (97).
Moreover, given any η ∈ C(TN), we deduce from (103) and the weak convergence of dθn that
∫
TN
η(x)θ(x) dx =
∫
TN
η(x) dθ(x) = lim
n→+∞
∫
TN
η(x) dθn+1(x)
= lim
n→+∞
∫
TN
∫
RN
η(x)θn(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dv dx
= lim
n→+∞
∫
RN
∫
TN
η(y + hv)θn(y)e− hL(y,v)+φ(y+hv)−φ(y)−λ dy dv
= lim
n→+∞
∫
RN
∫
TN
η(y + hv)e− hL(y,v)+φ(y+hv)−φ(y)−λ dθn(y) dv
=
∫
RN
∫
TN
η(y + hv)e− hL(y,v)+φ(y+hv)−φ(y)−λ dθ(y) dv
=
∫
RN
∫
TN
η(y + hv)θ(y)e− hL(y,v)+φ(y+hv)−φ(y)−λ dy dv
=
∫
RN
∫
TN
η(x)θ(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dx dv.
Since η here above is arbitrary, we get that θ satisfies (96), as desired. 
Such θ plays a decisive rôle in the construction of penalized Mather measures, as we are now
going to show. We also remark that the regularity and uniqueness of the function θ will be dealt
with in Propositions 34 and 35.
Let us now deal with the entropy penalized Mather measures.
Theorem 32. Let φ ∈ W 1,∞(TN) satisfy
G[φ] = φ + λ. (105)
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∫
RN
θ(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dv = θ(x) (106)
and ∫
TN
θ(x) dx = 1. (107)
Let
μ(x, v) := θ(x)e− hL(x,v)+φ(x+hv)−φ(x)−λ . (108)
Then, μ minimizes the functional in (92) over the space in (93) under the constraint in (91).
Remark. The result in Theorem 32 here above thus says that
dμ(x, v) = θ(x)e− hL(x,v)+φ(x+hv)−φ(x)−λ dx dv
is an “entropy penalized Mather measure.” The uniqueness of the measure μ will be proved in
Theorem 36.
Proof. Exploiting (106) and (98), we deduce that
∫
TN×RN
ϕ(x + hv)dμ(x, v) =
∫
TN×RN
ϕ(x + hv)θ(x)e− hL(x,v)+φ(x+hv)−φ(x)−λ dx dv
=
∫
TN×RN
ϕ(x)θ(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dx dv
=
∫
TN
ϕ(x)θ(x) dx
=
∫
TN×RN
ϕ(x)θ(x)e−
hL(x,v)+φ(x+hv)−φ(x)−λ
 dx dv
=
∫
TN×RN
ϕ(x) dμ(x, v),
15 The existence of a θ satisfying (106) and (107) is assured by Lemma 31 here above. The existence (and essential
uniqueness) of φ and λ satisfying (105) is assured by Theorem 26.
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addition, from (108) and (98), we get that
∫
RN
μ(x, v) dv = θ(x), (109)
for any x ∈ TN . Therefore, by (107),
∫
TN×RN
dμ(x, v) =
∫
TN
θ(x) dx = 1,
and so μ belongs to the space given by (93).
To prove the minimizing property of μ it suffices to show that for any other density μ˜ in (93)
that satisfies (91) and any 0 τ  1, one has that the function
I [τ ] =
∫
TN×RN
Ldμτ + 
h
S[μτ ], (110)
with μτ := (1 − τ)μ+ τ μ˜, is convex and that I ′[0] = 0. Denote by μ˙τ := μ˜−μ Then,
I ′[τ ] =
∫
TN×RN
[
Ldμ˙τ + 
h
·
(
ln
μτ∫
μτ dw
)
· μ˙τ − 
h
· μτ∫
μτ dw
( ∫
μ˙τ dw
)]
, (111)
where we have used the fact that∫
TN×RN
μ˙t =
∫
TN×RN
(μ˜−μ) = 1 − 1 = 0.
Further, notice that, since both μ and μ˜ are probability measures,
∫
TN×RN
μ∫
RN
μdw
( ∫
RN
(μ˜−μ)dw
)
dx dv
=
∫
TN
∫
RN
μdv∫
RN
μdw
( ∫
RN
(μ˜−μ)dw
)
dx =
∫
TN
( ∫
RN
(μ˜−μ)dw
)
dx
=
∫
TN×RN
(μ˜−μ) = 1 − 1 = 0. (112)
Moreover, making use of (109) and (108), we deduce that
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∫
TN×RN
hLd(μ˜−μ)+ 
∫
TN×RN
ln
μ∫
RN
μdw
(μ˜−μ)dx dv
=
∫
TN×RN
(
hL(x, v)+  ln μ(x, v)∫
RN
μ(x,w)dw
)(
μ˜(x, v)−μ(x, v))dx dv
=
∫
TN×RN
(
hL(x, v)+  ln μ(x, v)
θ(x)
)(
μ˜(x, v)−μ(x, v))dx dv
=
∫
TN×RN
(−φ(x + hv)+ φ(x)+ λ)(μ˜(x, v)−μ(x, v))dx dv
=
∫ (
φ(x)− φ(x + hv))dμ˜+ ∫ (φ(x + hv)− φ(x))dμ
+ λ
( ∫
dμ˜−
∫
dμ
)
= 0 + 0 + λ(1 − 1) = 0, (113)
where we have also used again that both μ and μ˜ are probability measures satisfying (91).
Collecting (111)–(113), it follows that
I ′[0] = 0.
Thus, to prove that μ is minimal, it is sufficient to show that
I ′′[τ ] 0.
To check this, we take a further derivative in (111), thus obtaining
h

I ′′[τ ] =
∫
TN×RN
μ˙2τ
μτ
− 2 μ˙τ
∫
μ˙τ dw∫
μτ dw
+ μτ (
∫
μ˙τ dw)
2
(
∫
μτ dw)2
=
∫
TN×RN
μτ
(
μ˙τ
μτ
−
∫
μ˙τ dw∫
μτ dw
)2
 0, (114)
as we wished. 
As a consequence of Theorem 32, we provide the following variational characterization for
the fixed point problem of Theorem 26.
Corollary 33. Let φ ∈ W 1,∞(TN) and λ ∈ R satisfy G[φ] = φ + λ. Then, the infimum of∫
N N
hL(x, v) dμ(x, v)+ S[μ]
T ×R
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turn, is equal to G[φ] − φ).
Proof. Theorem 32 says that the above infimum is attained at the measure μ given by (108), for
which, by a direct computation (and recalling (91)), we have:
∫
TN×RN
hL(x, v) dμ(x, v)+ S[μ] =
∫
TN×RN
(
φ(x)− φ(x + hv)+ λ)dμ(x, v)
=
∫
TN×RN
(
φ(x)− φ(x + hv))dμ(x, v)+ λ = λ,
as we claimed. 
We now further investigate some properties of the function θ , which was introduced in
Lemma 31 and played an important rôle in the construction of the penalized Mather measure μ
in Theorem 32. First of all, we have the following regularity result.
Proposition 34. Consider the setting of Lemma 31. Then, θ ∈ L∞(TN) and there exist con-
stants κ∗1 and κ∗2 such that
0 < κ∗1  θ(x) κ∗2 (115)
for any x ∈ TN .
Moreover, if
∫
RN
e−
hK(v)

∣∣DK(v)∣∣dv < +∞, (116)
then, θ ∈ W 1,∞(TN) and there exists a constant κ∗3 such that
‖θ‖W 1,∞(TN )  κ∗3 . (117)
The constants κ∗i , for 1 i  3, depend only on N , φ, L, λ,  and h.
Proof. In the course of this proof we denote by κ a convenient positive quantity, possibly de-
pending only on N , φ, L, λ,  and h, and which may be different at different steps of the
computation.
By changing variable in (96), we have that
θ(x) = 1
hN
∫
RN
θ(w)e−
hL(w,(x−w)/h)+φ(x)−φ(w)−λ
 dw. (118)
Therefore, recalling (95) and (97),
D.A. Gomes, E. Valdinoci / Advances in Mathematics 215 (2007) 94–152 137θ(x) 1
hN
∫
TN
θ(w)e−
hL(w,(x−w)/h)+φ(x)−φ(w)−λ
 dw  κ
∫
TN
θ(w)dw = κ.
On the other hand, since L is superlinear in v, one also deduces from (118) and (97) that
θ(x) κ
∑
k∈ZN
∫
TN
θ(w)e−κ|k| dw  κ
∫
TN
θ(w)dw = κ.
This and (119) yield (115).
Furthermore, by differentiating (118), we get that
∣∣Dθ(x)∣∣ κ ∫
RN
θ(w)e−
hL(w,(x−w)/h)+φ(x)−φ(w)−λ

[∣∣∣∣DK
(
x −w
h
)∣∣∣∣+∣∣Dφ(x)∣∣
]
dw
 κ
∫
RN
e−
hK(v)

[∣∣DK(v)∣∣+ 1]dv
 κ,
thanks to (115) and (116). This and (115) yield (117). 
We now apply the Hopf–Cole transform method to θ , that is, we define
ς(x) := − ln θ(x). (119)
Note that, in the setting of (13), we have that θ = E[ς]. Also, (119) is a bona fide definition,
since θ > 0 by (115). Moreover, ς is ZN -periodic, since so is θ .
We now show that ς is the solution of an entropy penalized scheme analogous to (8). Namely,
let
L(x, v) := L(x + hv,−v)+ φ(x)− φ(x + hv)− λ
h
and, for any function ϕ, consider
G[ϕ](x) := − ln
[ ∫
RN
e−
hL(x,v)+ϕ(x+hv)
 dv
]
. (120)
The reader may compare (8) and (120) and note that the function ς + φ is a solution to a time-
reversed G scheme with Lagrangian L(x + hv, v), that is ς is the difference between a forward
and backward fixed point.
In this framework, the following result holds.
Proposition 35. Consider the setting of Lemma 31 and let ς be as in (119). Then, ς ∈ L∞(TN)
and its L∞-norm is bounded by a quantity depending only on N , φ, L, λ,  and h.
Also, G[ς] = ς .
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pending only on N , φ, L, λ,  and h.
In this case, the function θ in Lemma 31 is unique.
Proof. The L∞-bound (respectively, the W 1,∞-bound) plainly follows from (119) and (115)
(respectively, and (117)). The fact that ς is a fixed point of G is a consequence of (96).
Let us now show the uniqueness of θ . Assume that θˆ also fulfills the thesis of Lemma 31 and
let ςˆ be so that θˆ = E[ςˆ]. By what we have just proved, we have that both ς and ςˆ are uniformly
Lipschitz and that they are both fixed points of G. Then, using Theorem 9 (applied to16 G instead
of G), we have that
‖ς − ςˆ‖ =
∥∥G[ς] − G[ςˆ ]∥∥


(
1 −C‖ς − ςˆ‖
)‖ς − ςˆ‖,
for some C > 0. This shows that ς = ςˆ + c, for some c ∈ R.
But then, recalling (97),
∫
TN
e−
ς
 =
∫
TN
θ = 1 =
∫
TN
θˆ =
∫
TN
e−
ςˆ
 = e c
∫
TN
e−
ς
 ,
thence c = 0 and, therefore, ς = ςˆ . Consequently, θ = θˆ . 
We are now in position to prove the uniqueness of the penalized Mather measure constructed
in Theorem 32.
Theorem 36. Assume (116). Then, the measure μ constructed in Theorem 32 is the unique mini-
mizer of the functional in (92) over the space given by (93) under the constraint in (91).
Proof. Assume that μ˜ is also a minimizer. Let μτ := (1 − τ)μ + τ μ˜, for τ ∈ [0,1]. Let
also μ˙τ := μ˜−μ and
θ˜ (x) :=
∫
RN
μ˜(x, v) dv. (121)
These definitions and (109) give that
μ˙τ
∫
RN
μdw −μ
∫
RN
μ˙τ dw = θμ˜− θ˜μ. (122)
Let now I be as in (110). Since both μ and μ˜ are minimizers for the functional in (92), we
have that both τ = 0 and τ = 1 minimize I . On the other hand, we know from the proof of Theo-
16 Note that L is superlinear, since so is L. Also, L ∈ W1,∞(TN ×RN), because φ ∈ W1,∞(TN). No further regularity
of L was used in the proof of Theorem 9.
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By (114), this says that
0 =
∫
TN×RN
(μ˙τ
∫
RN
μdw −μ ∫
RN
μ˙τ dw)
2
μ · (∫
RN
μdw)2
.
This and (122) yield that
θμ˜ = θ˜μ (123)
almost everywhere in TN ×RN . Thence, in the light of (108), we conclude that
θ˜ (x) = μ˜(x, v)e hL(x,v)+φ(x+hv)−φ(x)−λ ,
and therefore
θ˜ (x − hv) = μ˜(x − hv, v)e hL(x−hv,v)+φ(x)−φ(x−hv)−λ . (124)
Thus, given any ϕ ∈ C(TN), we gather from (91), (121) and (124) that
∫
TN
∫
RN
ϕ(x)θ˜(x − hv)e− hL(x−hv,v)+φ(x)−φ(x−hv)−λ dv dx
=
∫
TN
∫
RN
ϕ(x)μ˜(x − hv, v) dv dx
=
∫
RN
∫
TN
ϕ(y + hv)μ˜(y, v) dy dv
=
∫
TN×RN
ϕ(y + hv)dμ˜(y, v)
=
∫
TN×RN
ϕ(y) dμ˜(y, v)
=
∫
TN
∫
RN
ϕ(y)μ˜(y, v) dv dy
=
∫
TN
ϕ(y)θ˜(y) dy.
Since ϕ here above is arbitrary, this means that θ˜ satisfies (96). Also, θ˜ satisfies (95) and (97),
due to (121) and the fact that μ˜ is a probability measure. Then, by the uniqueness result in
Proposition 35, we deduce that θ˜ = θ . Then, (123) yields that μ˜ = μ. 
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In this section, the fixed point structure given in Section 8 will turn out to be useful in describ-
ing the vanishing entropy limit of our scheme. In particular, the fixed point appears both in the
description of the optimal action and in the limiting effective Hamiltonian.
The purpose of this section is then to use duality methods to study the entropy penalized
Mather problem and its convergence as /h → 0 (that is, when the entropy vanishes). We will
prove a variational identity which relates the action functional with the fixed points of the non-
linear scheme (see Theorem 37). This identity turns out to be useful in showing that the minimal
action value, the fixed point of the scheme and the entropy penalized Mather measure converge
to the analogous features in Mather theory as the entropy vanishes (see Theorems 38–40).
Theorem 37. We have the following identity:
inf
μ
∫
hLdμ+ S[μ] − inf
ψ∈C(TN )
sup
x∈TN
 ln
∫
RN
e−
hL(x,v)+ψ(x+hv)−ψ(x)
 dv, (125)
where the first infimum is taken over all measures μ in the space given by (93) under the con-
straint in (91).
Furthermore, if φ ∈ W 1,∞(TN) and λ ∈ R satisfy17 G[φ] = φ + λ, then φ is an optimal
function for the right-hand side of (125) and λ is equal to the quantity given in (125).
Proof. Clearly,18
inf
ψ∈C(TN )
sup
x∈TN
 ln
∫
RN
e−
hL(x,v)+ψ(x+hv)−ψ(x)
 dv  sup
x∈TN
 ln
∫
RN
e−
hL(x,v)+φ(x+hv)−φ(x)
 dv
= −λ. (126)
On the other hand, from (8),
inf
ψ∈C(TN )
sup
x∈TN
 ln
∫
RN
e−
hL(x,v)+ψ(x+hv)−ψ(x)
 dv = inf
ψ∈C(TN)
sup
x∈TN
ψ − G[ψ]. (127)
Thus, take any function ψ ∈ C(TN) and choose a point x0 in which ψ − φ have a maximum.
Let φˆ := φ − φ(x0)+ψ(x0), so that φˆ ψ . Therefore, in the light of Propositions 6 and 7,
G[φ] − φ(x0)+ψ(x0) = G[φˆ] G[ψ].
Consequently,
sup
x∈TN
ψ − G[ψ]ψ(x0)− G[ψ](x0) φ(x0)− G[φ](x0) = −λ.
17 Again, we recall that the existence of φ and λ as desired follows from Theorem 26.
18 Note that, in general, a proof of statements as the ones in Theorem 37 may require the use of the Legendre–Fenchel
duality theorem or some advanced technology. However, in our case, as we know the optimal measure by Theorem 32,
we manage to give an elementary proof.
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(127) and (126) that
− inf
ψ∈C(TN)
sup
x∈TN
 ln
∫
RN
e−
hL(x,v)+ψ(x+hv)−ψ(x)
 dv = λ.
Then, the claim in (125) follows from Corollary 33. 
At this point, it is convenient to recall that the Mather problem, which consists in minimiz-
ing (90) under the constraint in (91), also has a dual problem. Namely, if H 0 is the infimum
of ∫
TN×RN
Ldμ,
over all the probability measures on TN ×RN satisfying the constraint in (91), one has that
inf
ψ∈C(TN )
sup
(x,v)∈TN×RN
−[hL(x, v)+ψ(x + hv)−ψ(x)]= −hH 0. (128)
We refer to [14] for further details about this fact. We just mention here that H 0 (possibly up to
a sign convention) is what is called the “effective Hamiltonian” in the literature. Furthermore,
there exists an optimal φ0 such that
inf
v∈RN
[
hL(x, v)+ φ0(x + hv)− φ0(x)− hH 0
]= 0, (129)
for all x ∈ TN (see, e.g., [14]). For convenience, we define λ,h := λ and φ,h := φ, where φ and
λ are as in Theorem 37, and we set
H/h := inf
μ
∫
Ldμ+ 
h
S[μ],
where the infimum is taken over all measures μ belonging to the space given by (93) and that
satisfy the constraint in (91). We will see in Theorem 38 that H/h may be seen as an approximate
effective Hamiltonian, which will tend to H 0 when /h → 0.
It follows from Theorem 37 that
H/h = λ,h
h
. (130)
Theorem 38. We have
H/h → H 0,
as /h → 0.
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lim
→0+
( ∫
RN
e−
f (v)
 dv
)
= e− infRN f . (131)
Also, since
lim
/h→0+
H/h = lim
→0+
H = lim
→0+
H/1,
we may and do fix h := 1 in this proof.
Let φ0 be as in (129). By (130) and Theorem 37, we have that
−H  sup
x∈TN
 ln
∫
RN
e−
L(x,v)+φ0(x+v)−φ0(x)
 dv.
Therefore, using (131) and (129),
− lim
→0+
H −H 0. (132)
To prove the reverse inequality, we observe that φ,1 is a uniformly Lipschitz function, thanks
to Theorem 26, and, therefore, we may take the infimum on the right-hand side of (125) over the
space of Lipschitz functions with Lipschitz constant bounded by some suitably large number Λ.
In particular, by Theorem 37, fixed any δ > 0, there exists a ψ in such a Lipschitz space, so that
−H + δ = −λ,1 + δ  sup
x∈TN
 ln
∫
RN
e−
L(x,v)+ψ(x+v)−ψ(x)
 dv. (133)
Given such a ψ , we define (xψ, vψ) to be such that
19 For completeness, we give a sketch of the proof of (131). Let f (v) c|v| if |v|R0, for c > 0. Take R R0, then∫
RN
e−
f
 
∫
|v|R
e−
inff
 +
∫
|v|R
e−
c|v|
  const
(
RNe−
inff
 + N e− cR2 ).
In particular, if R := 1/ and  is small enough,
∫
RN
e−
f
  const −Ne−
inff
 ,
which gives one inequality in (131). For the other one, fix δ > 0. Then, there exists a ball B so that f (v) inff + δ for
any v ∈ B . Then,
∫
RN
e−
f
 
∫
B
e−
f
  e−
inff+δ
 |B|,
then take the -power to both sides, then send  → 0 and then δ → 0.
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(x,v)∈TN×RN
−[L(x, v)+ψ(x + v)−ψ(x)].
We denote by σψ the above supremum.
Let us now localize vψ : since ψ is Lipschitz, the definition of (xψ, vψ) implies that
K(vψ)K(0)+Λ
√
N
and so, since K is superlinear, we have that |vψ | Λˆ, for a suitably large universal number Λˆ.
Let now
Λ˜ := sup
|v|Λˆ+2
∣∣DK(v)∣∣
and consider the universal quantity
Λ∗ := Λ+ Λ˜.
Then, if |v − vψ |  < 1, we have that |v| Λˆ+ 1 and so
∣∣σψ +L(xψ, v)+ψ(xψ + v)−ψ(xψ)∣∣ ∣∣K(vψ)−K(v)∣∣+ ∣∣ψ(xψ + v)−ψ(xψ + vψ)∣∣
Λ∗, (134)
for any v ∈ B(vψ).
By collecting the estimates in (133) and (134), we obtain
−H + δ  sup
x∈TN
 ln
∫
B(vψ )
e−
L(x,v)+ψ(x+v)−ψ(x)
 dv   ln
(∣∣B(vψ)∣∣e σψ −Λ∗)
= σψ + const  ln(const ).
Since, by (128) and the definition of σψ , we have that
−H 0  σψ,
it follows from the above computation that
δ − lim
→0+
H −H 0.
Thence, since δ is arbitrary,
− lim
→0+
H −H 0.
This and (132) complete the proof of the desired result. 
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the convergence of the “normalized” function
φ(x) := φ,h(x)− φ,h(0), (135)
as  → 0, for a fixed h > 0.
Theorem 39. φ → φ0 uniformly as  → 0+, in which φ0 ∈ W 1,∞(TN) is a solution to (129).
Also, φ0 is semiconcave. The Lipschitz constant and the semiconcavity modulus of φ0 are
bounded by a constant depending only on N , CU and CK .
Proof. Along this proof, we will make explicit the dependence on  of G by denoting it by G
and we define G0 to be the operator
G0[ψ](x) := inf
v
hL(x, v)+ψ(x + hv).
Notice that, from (130) and Theorem 38,
lim
→0+
λ,h = hH 0. (136)
Moreover, due to Theorem 26, we know that φ is uniformly Lipschitz continuous and semi-
concave and so, by (135), φ converges uniformly to a suitable φ0 ∈ W 1,∞(TN), and both the
Lipschitz constant and the semiconcavity modulus of φ0 are universally bounded. What is more,
by Proposition 8,
lim
→0+
∥∥G[φ] − G[φ0]∥∥L∞(TN)  lim
→0+
‖φ − φ0‖L∞(TN) = 0. (137)
Notice also that, by (131) and the continuity of φ0, we have that
lim
→0+
G[φ0](x) = G0[φ0](x), (138)
for any x ∈ TN .
Therefore, we use (136)–(138) to deduce that
hH 0 = lim
→0+
λ,h = lim
→0+
G[φ] − φ
= lim
→0+
G[φ0] +
(G[φ] − G[φ0])− φ0 + (φ0 − φ)
= G0[φ0] + 0 − φ0 + 0
= G0[φ0] − φ0,
and so φ0 is a solution of (129). 
We now consider the penalized Mather measures μ := μ,h constructed in Theorem 32 and
we prove its convergence as  → 0+, for a fixed h > 0.
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bility measure on TN ×RN that minimizes ∫
TN×RN
Ldμ,
under the constraint in (91).
Moreover, the support of μ0 is compact.
Proof. We will drop the h-dependence in some of the indices of this proof, since no confusion
can arise. We recall that, by (108),
μ = θ(x)e− hL(x,v)+φ (x+hv)−φ (x)−λ
with ∫
RN
μ(x, v) dv = θ(x).
Furthermore, φ → φ0 uniformly, where φ0 satisfies (129), and λ → hH 0, according to Theo-
rems 38 and 39.
In particular, ‖φ‖L∞ and |λ | are bounded uniformly in . Therefore, from the fact that K is
superlinear,
μ
(
T
N × (RN \BR))= ∫
TN×(RN\BR)
θ(x)e
− hK(v)−hU(x)+φ (x+hv)−φ (x)−λ

 e
c1−c2hR

∫
TN×(RN\BR)
θ(x)e
− c2h|v|
 dx dv
 c3Ne−
c1

∫
TN
θ(x) dx
= c3Ne−
c1
 , (139)
provided that R  4c1/(c2h), where the ci ’s are suitable positive quantities independent of .
Also, since μ is a probability measure, we have that μ ⇀μ0, for some measure μ0 on TN ×
R
N (see, e.g., [10, p. 55]). We now show that μ0 is a probability measure, and that it has compact
support. It is standard (see, e.g., [10, Theorem 1-(ii), p. 54]) that
μ0
(
T
N ×RN ) lim inf
→0 μ
(
T
N ×RN )= 1.
On the other hand (see again [10, Theorem 1-(ii), p. 54]),
μ0
(
T
N ×BR
)
 lim supμ
(
T
N ×BR
)
 lim sup
(
1 − c3Ne−
c1

)= 1,→0 →0
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compact support.
Also, μ0 satisfies the constraint in (91), since μ does.
We now prove that
if (x, v) is a point in the support of μ0, then v is a minimizer
of the function v → hL(x, v)+ φ0(x + hv)− φ0(x). (140)
To prove this, take a point (x1, v1) ∈ TN × RN which is not a minimizer of the above function.
Choose a small neighborhood V1 of x1 in Tn and a small ball B1 ⊂ Rn centered in v1. Then,
by (129), if these neighborhood are small enough, there exists a suitably small δ > 0 such that
hL(x, v)+ φ0(x + hv)− φ0(x) hH 0 + δ (141)
for any (x, v) ∈ V1 ×B1. Now choose a point v0 so to minimizing the function
v → hL(x1, v)+ φ0(x1 + hv)− φ0(x1).
Thanks to (129), we may now take a small ball B0 ⊂ Rn centered in v0 and a small neighbor-
hood V0 of x1, in such a way that
hL(x, v)+ φ0(x + hv)− φ0(x) hH 0 + δ4 (142)
for any (x, v) ∈ V0 ×B0. We now consider the neighborhood of x1 given by
V := V0 ∩ V1.
By the uniform convergence of φ , (141) and (142), we have that, if  is small enough,
hL(x, v)+ φ(x + hv)− φ(x) hH 0 + 34δ,
for any (x, v) ∈ V ×B1 and
hL(x, v)+ φ(x + hv)− φ(x) hH 0 + δ2
for any (x, v) ∈ V ×B0. Thence,
μ(V ×B1) =
∫
V×B1
θ(x)e
− hL(x,v)+φ (x+v)−φ (0)−λ
  θ(V )e−
h(H0−H)+ 3δ4

and
μ(V ×B0) =
∫
θ(x)e
− hL(x,v)+φ (x+v)−φ (0)−λ
  θ(V )e−
h(H0−H)+ δ2
 .V×B0
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μ(V ×B1)
μ(V ×B0)  e
− δ4 → 0,
as  → 0. In particular, μ(V ×B1) → 0 as  → 0. This implies that μ0(V ×B1) = 0 (see, e.g.,
[10, Theorem 1-(ii), p. 54]). Therefore, the proof of (140) is complete.
It follows from (140) and (129) that
L(x, v)+ φ0(x + hv)− φ0(x) = H 0,
for any (x, v) in the support of μ0. Thus, integrating and using the constraint in (91), we obtain
that ∫
Ldμ0 =
∫ [
L+ φ0(x + hv)− φ0(x)
]
dμ0 = H 0.
This completes the proof of the desired result, by the definiton of H 0 given on p. 141. 
Appendix A. A Banach–Caccioppoli-type theorem
We state and prove a variation of the standard Banach–Caccioppoli theorem about the exis-
tence and uniqueness of fixed points of strict contractions. The result we present is given in a
form which is convenient for the proof of Theorem 26.
Theorem A.1. Let S be a closed subset of a Banach space, endowed with a norm ‖ · ‖. Assume
that g : S → S is so that ∥∥g(x)− g(y)∥∥ (1 − α‖x − y‖β)‖x − y‖, (A.1)
for any x, y ∈ S and some given constants α,β > 0. Then, there exists a unique x
 ∈ S so
that g(x
) = x
. Furthermore, given any x0 ∈ S, we have that
x
 = lim
n→+∞g
n(x0). (A.2)
Proof. Let x0 ∈ S. For any n ∈ N, we define xn := gn(x0) and dn := ‖xn+1 − xn‖. Note that
xn ∈ S for any n ∈ N, because g(S) ⊆ S. Also, by (A.1),∥∥g(x)− g(y)∥∥ ‖x − y‖, (A.3)
for any x, y ∈ S and therefore
dn =
∥∥g(xn)− g(xn−1)∥∥ ‖xn − xn−1‖ = dn−1,
for any n 1, that is dn is a non-increasing sequence. Thus, there exists d  0 so that
d = lim dn.
n→+∞
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d > 0. (A.4)
Then, using (A.1), one has that
d = lim
n→+∞‖xn+1 − xn‖ = limn→+∞
∥∥g(xn)− g(xn−1)∥∥
 lim
n→+∞
(
1 − α‖xn − xn−1‖β
)‖xn − xn−1‖ = lim
n→+∞
(
1 − αdβn−1
)
dn−1
= (1 − αdβ)d,
that is, by (A.4),
1 1 − αdβ,
which gives d  0, contradicting (A.4). This shows that d = 0 or, equivalently that
lim
n→+∞
∥∥g(xn)− xn∥∥= 0. (A.5)
We show that xn is a Cauchy sequence in S. Indeed, fix  > 0 and let
η := α
β+1
2
. (A.6)
Thanks to (A.5), we may assume that ∥∥g(xn)− xn∥∥ η
provided n n0, for a suitable n0 = n0(). Combining this with (A.1), we gather that
‖xn − xm‖
∥∥xn − g(xn)∥∥+ ∥∥g(xn)− g(xm)∥∥+ ∥∥g(xm)− xm∥∥
 2η + (1 − α‖xn − xm‖β)‖xn − xm‖
= 2η − α‖xn − xm‖β+1 + ‖xn − xm‖
provided that n, m n0. That is,
0 2η − α‖xn − xm‖β+1
and so
‖xn − xm‖ 
due to (A.6). This shows that xn is a Cauchy sequence. Since S is complete, we have that there
exists x
 ∈ S so that
lim xn = x
, (A.7)
n→+∞
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lim
n→+∞g(xn) = g(x

).
This, together with (A.7) and (A.5), gives that∥∥g(x
)− x
∥∥= lim
n→+∞
∥∥g(xn)− xn∥∥= 0,
hence x
 is the desired fixed point.
We now show that such fixed point is unique. If, by contradiction, there exists y
 ∈ S
with ‖x
 − y
‖ = 0 and g(y
) = y
, we would derive from (A.1) that
‖x
 − y
‖ = ∥∥g(x
)− g(y
)∥∥ (1 − α‖x
 − y
‖β)‖x
 − y
‖,
and thus that
1 1 − α‖x
 − y
‖β.
This would give that x
 = y
, contradicting our assumptions. This shows the uniqueness of the
fixed point x
. 
Appendix B. Some elementary properties of the semiconcave functions
The purpose of this section is to recall some standard properties of the semiconcave functions,
and to express such properties in a framework convenient for our proofs. First of all, we remark
that φ is semiconcave if and only if
λφ(x)+ (1 − λ)φ(y)− φ(λx + (1 − λ)y) Σφλ(1 − λ)
2
|x − y|2, (B.1)
for any λ ∈ [0,1]. Indeed, (B.1) is due to (36) and the continuity of φ; see, e.g., [4, Proposi-
tion 1.1.3].20 We also recall the following standard result, the proof of which may be found, for
instance in [4, Theorem 2.1.7 and Remark 2.1.8].
Lemma B.1. A bounded semiconcave function φ is Lipschitz continuous. Moreover, its Lipschitz
constant depends only on N , Σφ and ‖φ‖L∞(RN).
Also, by modifying the proof of Theorem 2.1.7 in [4], we have the following result.
Lemma B.2. Let φ be semiconcave and ZN -periodic. Then, φ ∈ L∞(RN) and
sup
x∈RN
∣∣φ(x)− φ(0)∣∣
is bounded by a constant which depends only on N and Σφ .
20 As a notation remark, we note that what we call here “semiconcave functions” are called “semiconcave functions
with linear modulus” in [4].
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u(x) = φ(x)− φ(0),
so that u is ZN -periodic and semiconcave, with Σu = Σφ by (36), and u(0) = 0. Let now x1
and x2 be two consecutive vertices of the cube [0,1]N . Then,
u(x1) = u(x2) = u(0) = 0
by the periodicity of u and
|x1 − x2|
√
N
by construction. Thus, in the light of (B.1), we have that
u
(
λx1 + (1 − λ)x2
)
−Σφλ(1 − λ)
2
|x1 − x2|2 −ΣφN8 ,
for any λ ∈ [0,1]. That is, if x belongs to any of the one-dimensional faces of the cube [0,1]N ,
we have that
u(x)−b1,
with
b1 := ΣφN8 .
This procedure can be iterated. Namely, assume that for any x belonging to any of the (n − 1)-
dimensional faces of [0,1]N , we have that
u(x)−bn−1, (B.2)
for a suitable bn−1  0. Then, take any n-dimensional face of [0,1]N , and any x on this face. Let
x1 and x2 belong to (n− 1)-dimensional face of [0,1]N so that
x = λx1 + (1 − λ)x2,
with λ ∈ [0,1]. Then, by using (B.1) and (B.2), we conclude that
u(x) = u(λx1 + (1 − λ)x2)
 λu(x1)+ (1 − λ)u(x2)− Σφλ(1 − λ)2 |x1 − x2|
2
−λbn−1 − (1 − λ)bn−1 − ΣφN8 ,
that is
u(x)−bn,
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bn := bn−1 + ΣφN8 .
Note that the iteration shows that
bn = ΣφNn8
and so, taking n = N , we deduce that
u(x)−b, (B.3)
with
b := ΣφN
2
8
,
for any x ∈ [0,1]N and thus, by periodicity, for any x ∈ RN . This will be a bound on φ from
below. We now perform a bound from above.
For this, we take x ∈ [0,1]N , with x = 0 (recall that u(0) = 0), and we apply again (B.1), as
follows:
|x|
1 + |x|u
(
− x|x|
)
+ 1
1 + |x|u(x)
|x|Σφ
2
and therefore, by means of (B.3),
u(x) 2N(Σφ + b), (B.4)
for any x ∈ [0,1]N . By periodicity, (B.4) holds for any x ∈ RN , which is the desired upper bound.
Collecting the estimates in (B.3) and (B.4), we obtain that
∣∣φ(x)− φ(0)∣∣ 4N3Σφ,
as desired. 
Putting together the results in Lemmas B.1 and B.2 we thus obtain:
Theorem B.3. If φ is semiconcave and ZN -periodic, then it is Lipschitz continuous. Moreover,
its Lipschitz constant depends only on N and Σφ .
Proof. Possibly replacing φ with φ − φ(0), we may and do assume that φ(0) = 0. Then, by
Lemma B.2, ‖φ‖L∞(RN) is uniformly bounded. Therefore, thanks to Lemma B.2, the Lipschitz
constant of φ is also uniformly bounded. 
152 D.A. Gomes, E. Valdinoci / Advances in Mathematics 215 (2007) 94–152References
[1] Nalini Anantharaman, On the zero-temperature or vanishing viscosity limit for certain Markov processes arising
from Lagrangian dynamics, J. Eur. Math. Soc. (JEMS) 6 (2) (2004) 207–276.
[2] G. Barles, P.E. Souganidis, Convergence of approximation schemes for fully nonlinear second order equations,
Asymptot. Anal. 4 (3) (1991) 271–283.
[3] Fabio Camilli, Italo Capuzzo Dolcetta, Diogo A. Gomes, Error estimates for the approximation of the effective
Hamiltonian, preprint, http://150.146.2.4/file_uploaded/FES30074.pdf, 2006.
[4] Piermarco Cannarsa, Carlo Sinestrari, Semiconcave Functions, Hamilton–Jacobi Equations, and Optimal Control,
Progr. Nonlinear Differential Equations Appl., vol. 58, Birkhäuser Boston, Boston, MA, 2004.
[5] Italo Capuzzo Dolcetta, The Hopf solution of Hamilton–Jacobi equations, in: Elliptic and Parabolic Problems,
Rolduc/Gaeta, 2001, World Sci. Publ., River Edge, NJ, 2002, pp. 343–351.
[6] Italo Capuzzo Dolcetta, Representations of solutions of Hamilton–Jacobi equations, in: Nonlinear Equations:
Methods, Models and Applications, Bergamo, 2001, in: Progr. Nonlinear Differential Equations Appl., vol. 54,
Birkhäuser, Basel, 2003, pp. 79–90.
[7] Michael G. Crandall, Hitoshi Ishii, Pierre-Louis Lions, User’s guide to viscosity solutions of second order partial
differential equations, Bull. Amer. Math. Soc. (N.S.) 27 (1) (1992) 1–67.
[8] Federica Dragoni, Metric Hopf–Lax formula with semicontinuous data, Discrete Contin. Dyn. Syst. 17 (4) (2007)
713–729.
[9] Nelson Dunford, Jacob T. Schwartz, Linear Operators. I. General Theory, with the assistance of W.G. Bade and
R.G. Bartle, Pure Appl. Math., vol. 7, Interscience, New York, 1958.
[10] Lawrence C. Evans, Ronald F. Gariepy, Measure Theory and Fine Properties of Functions, Stud. Adv. Math., CRC
Press, Boca Raton, FL, 1992.
[11] Lawrence C. Evans, Partial Differential Equations, Grad. Stud. Math., vol. 19, Amer. Math. Soc., Providence, RI,
1998.
[12] Lawrence C. Evans, A survey of entropy methods for partial differential equations, Bull. Amer. Math. Soc.
(N.S.) 41 (4) (2004) 409–438 (electronic).
[13] W.H. Fleming, P.E. Souganidis, A PDE approach to some large deviations problems, in: Nonlinear Systems of
Partial Differential Equations in Applied Mathematics, Part 1, Santa Fe, NM, 1984, in: Lectures in Appl. Math.,
vol. 23, Amer. Math. Soc., Providence, RI, 1986, pp. 441–447.
[14] Diogo A. Gomes, Viscosity solution methods and the discrete Aubry–Mather problem, Discrete Contin. Dyn.
Syst. 13 (1) (2005) 103–116.
[15] Richard Jordan, David Kinderlehrer, Felix Otto, The variational formulation of the Fokker–Planck equation, SIAM
J. Math. Anal. 29 (1) (1998) 1–17 (electronic).
[16] John N. Mather, Action minimizing invariant measures for positive definite Lagrangian systems, Math. Z. 207 (2)
(1991) 169–207.
[17] John N. Mather, Giovanni Forni, Action minimizing orbits in Hamiltonian systems, in: Transition to Chaos in
Classical and Quantum Mechanics, Montecatini Terme, 1991, in: Lecture Notes in Math., vol. 1589, Springer,
Berlin, 1994, pp. 92–186.
[18] Panagiotis E. Souganidis, Approximation schemes for viscosity solutions of Hamilton–Jacobi equations, J. Differ-
ential Equations 59 (1985) 1–43.
[19] Angus E. Taylor, Introduction to Functional Analysis, Wiley, New York, 1958.
[20] Cédric Villani, Topics in Optimal Transportation, Grad. Stud. Math., vol. 58, Amer. Math. Soc., Providence, RI,
2003.
