Introduction
A cover version 1 is an alternative rendition of a previously recorded song. Given that a cover may differ from the original song in timbre, tempo, structure, key, arrangement, or language of the vocals, automatically identifying cover songs in a given music collection is a rather difficult task. The music information retrieval (MIR) community has paid much attention to this task in recent years and many approaches have been proposed. This chapter comprehensively summarizes the work done in cover song identification while encompassing the background related to this area of research. The most promising strategies are reviewed and qualitatively compared under a common framework, and their evaluation methodologies are critically assessed. A discussion on the remaining open issues and future lines of research closes the chapter.
Motivation
Cover song identification has been a very active area of study within the last few years in the MIR community, and its relevance can be seen from multiple points of view. From the perspective of audio content processing, cover song identification yields important information on how musical similarity can be measured and modeled. Music similarity is an ambiguous term and, apart from musical facets
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themselves, may also depend on different cultural (or contextual) and personal (or subjective) aspects [24] . The purpose of many studies is to define and evaluate the concept of music similarity, but there are many factors involved in this problem, and some of them (maybe the most relevant ones) are difficult to measure [6] . Still, the relationship between cover songs is context-independent and can be qualitatively defined and objectively measured, as a "canonical" version exists and any other rendition of it can be compared to that.
The problem of identifying covers is also challenging from the point of view of music cognition, but apparently it has not attracted much attention by itself. When humans are detecting a cover, they have to derive some invariant representation of the whole song or maybe of some of its critical sections. We do not know precisely what is the essential information that has to be encoded in order for the problem to be solved by human listeners. Nevertheless, it seems relevant the knowledge gained about the sensitivity or insensitivity to certain melodic transformations, for example [17, 87] . In addition, when the cover is highly similar in terms of timbre, it seems that this cue can do the job to help us to identify the song even using very short snippets of it [71] . An additional issue that is called for by cover identification is that of the memory representation of the songs in humans. It could be either the case that the canonical song acts as a prototype for any possible version, and that the similarity of the covers is computed in their encoding step, or either that all the songs are stored in memory (as exemplary-based models would hypothesize) and their similarity is computed at the retrieval phase. For example, Levitin [46] presents evidence in favor of absolute and detailed coding of song specific information (at least for the original songs). On the other hand, Deliege [14] has discussed the possibility of encoding processes that abstract and group by similarity certain musical cues.
From a commercial perspective, it is clear that detecting cover songs has a direct implication to musical rights' management and licenses. Furthermore, quantifying music similarity is key to searching, retrieving, and organizing music collections. Nowadays, online digital music collections are in the order of ten [59] to a few hundred million tracks 2 and they are continuously increasing. Therefore, one can hypothesize that the ability to manage this huge amount of digital information in an efficient and reliable way will make the difference in tomorrow's music-related industry [10, 85] . Personal music collections, which by now can easily exceed the practical limits on the time to listen to them, might benefit as well from efficient and reliable search and retrieval engines.
From a user's perspective, finding all versions of a particular song can be valuable and fun. One can state an increasing interest for cover songs just by looking at the emergence of related websites, databases, and podcasts in the internet such as
Second Hand Songs 3 , Coverinfo 4 , Coverville 5 , Midomi 6 , Fancovers 7 , or YouTube 8 . Frequently, these sites also allow users to share/present their own (sometimes homemade) cover songs, exchange opinions, discover new music, make friends, learn about music by comparing versions, etc. Thus, cover songs are becoming part of a worldwide social phenomena.
Types of covers
Cover songs were originally part of a strategy to make profit from 'hits' that had achieved significant commercial success by releasing them in other commercial or geographical areas without remunerating the original artist or label. Little promotion and highly localized record distribution in the middle of the 20 th century favored that. Nowadays, the term has nearly lost these purely economical connotations. Musicians can play covers as a homage or a tribute to the original performer, composer or band. Sometimes, new versions are rendered for translating songs to other languages, for adapting them to a particular country/region tastes, for contemporizing old songs, for introducing new artists, or just for the simple pleasure of playing a familiar song. In addition, cover songs represent the opportunity (for beginners and consolidated artists) to perform a radically different interpretation of a musical piece. Therefore, today, and perhaps not being the proper way to name it, a cover song can mean any new version, performance, rendition, or recording of a previously recorded track [42] .
Many distinctions between covers can be made (see [27, 79, 89] for some MIRbased attempts). These usually aim at identifying different situations where a song was performed in the context of mainstream popular music. Considering the huge amount of tags and labels related to covers (some of them being just buzzwords for commercial purposes), and according to our current understanding of the term cover version, we advocate for a distinction based on musical features instead of using commercial, subjective, or situational tags. But, just in order to provide an overview, some exemplary labels associated with versions are listed below [42] .
• Remaster: creating a new master for an album or song generally implies some sort of sound enhancement (compression, equalization, different endings, fadeouts, etc.) to a previous, existing product.
• Instrumental: sometimes, versions without any sung lyrics are released. These might include karaoke versions to sing or play with, cover songs for different record-buying public segments (e.g. classical versions of pop songs, children to a live recording of the original artist who previously released the song in a studio album, or to other performers.
• Acoustic: the piece is recorded with a different set of acoustical instruments in a more intimate situation.
• Demo: it is a way for musicians to approximate their ideas on tape or disc, and to provide an example of those ideas to record labels, producers, or other artists. Musicians often use demos as quick sketches to share with band mates or arrangers. In other cases, a songwriter might make a demo in order to be send to artists in hopes of having the song professionally recorded, or a music publisher may need a simplified recording for publishing or copyright purposes.
• Duet: a successful piece can be often re-recorded or performed by extending the number of lead performers outside the original members of the band.
• Medley: mostly in live recordings, and in the hope of catching listeners' attention, a band covers a set of songs without stopping between them and linking several themes.
• Remix: this word may be very ambiguous. From a 'traditionalist' perspective, a remix implies an alternate master of a song, adding or subtracting elements, or simply changing the equalization, dynamics, pitch, tempo, playing time, or almost any other aspect of the various musical components. But some remixes involve substantial changes to the arrangement of a recorded work and barely resemble the original one. Finally, a remix may also refer to a re-interpretation of a given work such as a hybridizing process simultaneously combining fragments of two or more works.
• Quotation: the incorporation of a relatively brief segment of existing music in another work, in a manner akin to quotation in speech or literature. Quotation usually means melodic quotation, although the whole musical texture may be incorporated. The borrowed material is presented exactly or nearly so, but is not part of the main substance of the work.
Involved musical facets
With nowadays' concept of cover song, one might consider the musical dimensions in which such a piece may vary from the original one. In classical music, different performances of the same piece may show subtle variations and differences, including different dynamics, tempo, timbre, articulation, etc. On the other hand, in popular music, the main purpose of recording a different version can be to explore a radically different interpretation of the original one. Therefore, important changes and different musical facets might be involved. It is in this scenario where cover song identification becomes a very challenging task. Some of the main characteristics that might change in a cover song are listed below:
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• Timbre: many variations changing the general color or texture of sounds might be included into this category. Two predominant groups are:
-Production techniques: different sound recording and processing techniques (e.g. equalization, microphones, dynamic compression, etc.) introduce texture variations in the final audio rendition. -Instrumentation: the fact that the new performers can be using different instruments, configurations, or recording procedures, can confer different timbres to the cover version.
• Tempo: even in a live performance of a given song from its original artist, tempo might change, as it is not so common to control tempo in a concert. In fact, this might become detrimental for expressiveness and contextual feedback. Even in classical music, small tempo fluctuations are introduced for different renditions of the same piece. In general, tempo changes abound (sometimes on purpose) with different performers.
• Timing: in addition to tempo, the rhythmical structure of the piece might change depending on the performer's intention or feeling. Not only by means of changes in the drum section, but also including more subtle expressive deviations by means of swing, syncopation, pauses, etc.
• Structure: it is quite common to change the structure of the song. This modification can be as simple as skipping a short 'intro', repeating the chorus, introducing an instrumental section, or shortening one. But it can also imply a radical change in the musical section ordering.
• Key: The piece can be transposed to a different key or tonality. This is usually done to adapt the pitch range to a different singer or instrument, for 'aesthetic' reasons, or to induce some mood changes on the listener.
• Harmonization: while maintaining the key, the chord progression might change (adding or deleting chords, substituting them by relatives, modifying the chord types, adding tensions, etc.). This is very common in introduction and bridge passages. Also, in instrument solo parts, the lead instrument voice is practically always different from the original one.
• Lyrics and language: one purpose of performing a cover song is for translating it to other languages. This is commonly done by high-selling artists to be better known in large speaker communities.
• Noise: in this category we consider other audio manifestations that might be present in a song recording. Examples include audience manifestations such as claps, shouts, or whistles, audio compression and encoding artifacts, speech, etc.
Notice that, in some cases, the characteristics of the song might change, except, perhaps, a lick or a phrase that is on the background, and that it is the only thing that reminds of the original song (e.g. remixes or quotations). In these cases, it becomes a challenge to recognize the original song, even if the song is familiar to the listener. Music characteristics that may change within different types of covers are shown in 
Scientific background
In the literature, one can find plenty of approaches addressing song similarity and retrieval, both in the symbolic and the audio domains 9 . Within these, research done in areas such as query-by-humming systems, content-based music retrieval, genre classification, or audio fingerprinting, is relevant for addressing cover song similarity. Many ideas for cover song identification systems come from the symbolic domain [45, 56, 67, 81] , and query-by-humming systems [12] are paradigmatic examples. In query-by-humming systems, the user sings or hums a melody and the system searches for matches in a musical database. This query-by-example situation is parallel to retrieving cover songs from a database. In fact, many of the note encoding or alignment techniques employed in query-by-humming systems could be useful in future approaches for cover song identification. However, the kind of musical information that query-by-humming systems manage is symbolic (usually MIDI files), and the query, as well as the music material, must be transcribed into the symbolic domain. Unfortunately, transcription systems of this kind do not yet achieve a significantly high accuracy on real-world audio music signals. Current state-of-the-art algorithms yield overall accuracies around 75% 10 , even for melody estimation 11 , indicating that there is still much room for improvement in these areas. Consequently, we argue that research in the symbolic domain cannot be directly applied to audio domain cover song similarity systems without incurring several estimation errors in the first processing stages of these. These errors, in turn, may have dramatic consequences in final system's accuracy. 9 As symbolic domain we refer to the approach to music content processing that uses, as starting raw data, symbolic representations of musical content (e.g. MIDI or **kern files, data extracted from printed scores). Contrastingly, the audio domain processes the raw audio signal (e.g. WAV or MP3 files, real-time recorded data). This is a preliminary draft. The original publication is available at www.springerlink.com: plase go to http://www.springerlink.com/content/a02r21125nw63551/
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Content-based music retrieval is organized around use cases which define a type of query, the sense of match, and the form of the output [10, 18] . The sense of match implies different degrees of specificity: it can be exact, retrieving music with specific content, or approximate, retrieving near neighbors in a musical space where proximity encodes different senses of musical similarity [10] . One prototypical use case is genre classification [70] . In this case, one generally tries to group songs according to a commercially or culturally established label, the genre, where certain characteristics might be more or less the same but many others might radically change (category-based song grouping). Therefore, genre classification is considered to have a low match specificity [10] . On the other hand, audio fingerprinting [7] is an example of a task with a highly specific match. This essentially consists in identifying a particular performance of a concrete song (exact duplicate detection). In contrast to many prototypical use cases, cover song identification is representative of an intermediate specificity region [10] . It goes beyond audio fingerprinting in the sense that it tries to approximate duplicate detection while allowing many musical facets to change. In addition, it is more specific than genre classification in the sense that it goes beyond timbral similarity to include the important idea that musical works retain their identity notwithstanding variations in many musical dimensions [19] .
It must be noted that many studies approach the aforementioned intermediate match specificity. This is the case, for instance, of many audio fingerprinting algorithms using tonality-based descriptors instead of the more routinely employed timbral ones (e.g. [8, 51, 66, 84] ). These approaches can also be named with terms such as audio identification, audio matching, or simply, polyphonic audio retrieval. The adoption of tonal features adds some degrees of invariance (timbre, noise) to audio fingerprinting algorithms which are, by nature, invariant with respect to song structure changes. In spite of that, many of them might still have a low recall for cover versions. This could be due to an excessively coarse feature quantization [66] , and to the lack of other desirable degrees of invariance to known musical changes like tempo variations or key transpositions [76] .
Like recent audio identification algorithms, many other systems derived from the genre classification task or from traditional music similarity approaches may also fall into the aforementioned intermediate specificity region. These, in general, differ from traditional systems of their kind in the sense that they also incorporate tonal information (e.g. [48, 61, 82, 90] ). However, these systems might also fail in achieving invariance to key or tempo modifications. In general, they do not consider full sequences of musical events, but just statistical summarizations of them, which might blur/distort valuable information for assessing the similarity between cover songs.
Because of the large volume of existing work it is impossible to cover every top in this area. We focus on algorithms designed for cover song identification, that, This is a preliminary draft. The original publication is available at www.springerlink.com: plase go to http://www.springerlink.com/content/a02r21125nw63551/ in addition, include several modules explicitly designed to achieve invariance to characteristic musical changes among versions 12 .
Approaches
The standard approach to measuring similarity between cover songs is essentially to exploit music facets shared between them. Since several important characteristics are subject to variation (timbre, key, harmonization, tempo, timing, structure, and so forth, Section 1.3), cover song identification systems must be robust against these variations.
Extracted descriptors are often in charge of overcoming the majority of musical changes among covers, but special emphasis is put on achieving tempo, key, or structure invariance, as these are very frequent changes that are not usually managed by extracted descriptors themselves. Therefore, one can group the elements of existing cover song identification systems into four basic functional blocks: feature extraction, key invariance, tempo invariance, and structure invariance. An extra block can be considered at the end of the chain for the final similarity measure used (figure 1 illustrates these blocks). A summary table for several state-of-the-art approaches, and the different strategies they follow in each functional block, is provided at the end of the present section (table 2).
Feature extraction
In general, we can assume that different versions of the same piece mostly preserve the main melodic line and/or the harmonic progression, regardless of its main key. For this reason, tonal or harmonic content is a mid-level characteristic that should be considered to robustly identify covers.
The term tonality is commonly used to denote a system of relationships between a series of pitches, which can form melodies and harmonies, having a tonic (or central pitch class) as its most important (or stable) element [42] . In its broadest possible sense, this term refers to the arrangements of pitch phenomena. Tonality is ubiquitous in Western music, and most listeners, either musically trained or not, can identify the most stable pitch while listening to tonal music [11] . Furthermore, this process is continuous and remains active throughout the sequential listening experience [72] .
A tonal sequence can be understood, in a broad sense, as a sequentially-played series of different note combinations. These notes can be unique for each time slot (a melody) or can be played jointly with others (chord or harmonic progressions). From a MIR point of view, clear evidence about the importance of tonal sequences for music similarity and retrieval exists [9, 22, 34] . In fact, almost all cover song identification algorithms exploit tonal sequence representations extracted from the raw audio signals: they either estimate the main melody, the chord sequence, or the harmonic progression. Only early systems, which, e.g., work with the audio signal's energy or with spectral-based timbral features, are an exception [25, 89] .
Melody is a salient musical descriptor of a piece of music [73] and, therefore, several cover song identification systems use melody representations as a main descriptor [49, 50, 68, 78, 79] . As a first processing step, these systems need to extract the This is a preliminary draft. The original publication is available at www.springerlink.com: plase go to http://www.springerlink.com/content/a02r21125nw63551/ predominant melody from the raw audio signal [62] . Melody extraction is strongly related to pitch tracking, which itself has a long and continuing history [13] . However, in the context of complex mixtures, the pitch tracking problem becomes further complicated because, although multiple pitches may be present at the same time, at most just one of them will be the melody. This and many other facets [62] make melody extraction from real-world audio signals a difficult task (see Section 1.4). To refine the obtained representation, cover detection systems usually need to combine a melody extractor with a voice/non-voice detector and other post-processing modules in order to achieve a more reliable representation [68, 78, 79] . Another possibility is to generate a so-called "mid-level" representation for these melodies [49, 50] , where the emphasis is not only put on melody extraction, but also on the feasibility to describe audio in a way that facilitates retrieval.
Alternatively, cover song similarity can be assessed by harmonic, rather than melodic, sequences using so-called chroma features or pitch class profiles (PCP) [26, 27, 63, 82] . These mid-level features might provide a more complete, reliable, and straightforward representation than, e.g., melody estimation, as they do not need to tackle the pitch selection and tracking issues outlined above. PCP features are derived from the energy found within a given frequency range (usually from 50 to 5000 Hz) in short-time spectral representations (typically 100 msec) of audio signals extracted on a frame-by-frame basis. This energy is usually collapsed into a 12-bin octave-independent histogram representing the relative intensity of each of the 12 semitones of an equal-tempered chromatic scale. Reliable PCP features should, ideally, (a) represent the pitch class distribution of both monophonic and polyphonic signals, (b) consider the presence of harmonic frequencies, (c) be robust to noise and non-tonal sounds, (d) be independent of timbre and played instrument, (e) be independent of loudness and dynamics, and (f) be independent of tuning, so that the reference frequency can be different from the standard A 440 Hz [27] . This degree of invariance with respect to several musical characteristics make PCP features very attractive for cover song identification systems. Hence, the majority of systems use a PCP-based feature as primary source of information [20, 21, 23, 28, 29, 36, 37, 38, 39, 40, 41, 55, 53, 76, 74] .
An interesting variation of using PCP features for characterizing cover song similarity is proposed in [9] . In this work, PCP sequences are collapsed into string sequences using vector quantization, i.e. summarizing several features vectors by a close representative, done via the K-means algorithm [88] (8, 16, 32 , or 64 symbols). In [55] , vector quantization is performed by computing binary PCP feature vector components in such a way that, with 12 dimensional feature vectors, a codebook of 2 12 = 4096 symbols is generated (so-called polyphonic binary feature vectors). Sometimes, the lack of interpretability of the produced sequences and symbols makes the addition of some musical knowledge to these systems rather difficult. This issue is further studied in [41] where, instead of quantizing in a totally unsupervised way, a codebook of PCP features based on musical knowledge (with a size of 793 symbols) is generated. In general, vector quantization, indexing, and hashing techniques, result in highly efficient algorithms for music retrieval [8, 41, 55, 66] , even though their accuracy has never been formally assessed for the specific cover song identification task. It would be very interesting to see how these systems perform on a benchmark cover song training set (e.g. MIREX [18] ) in comparison to specifically designed approaches. More concretely, it is still an issue if PCP quantization strongly degrades cover song retrieval. Some preliminary results suggest that this is the case [66] .
Instead of quantizing PCP features, one can use chord or key template sequences for computing cover song similarity [2, 4, 35, 43] . Estimating chord sequences from audio data has been a very active research area in recent years [5, 44, 60, 77] . The common process for chord estimation consists of two steps: pre-processing the audio into a feature vector representation (usually a PCP feature), and approximating the most likely chord sequence from these vectors (usually done via templatematching or expectation-maximization trained Hidden Markov Models [64] ). Usually, 24 chords are used (12 major and 12 minor), although some studies incorporate more complex chord types, such as 7 th , 9 th , augmented, and diminished chords [26, 32] . This way, the obtained strings have a straightforward musical interpretation. However, chord-based tonal sequence representations might be too coarse for the task at hand if one considers previously mentioned PCP codebook sizes, and might be also error-prone.
Key invariance
As mentioned in section 1.3, cover songs may be transposed to different keys. Transposed versions are equivalent to most listeners, as pitches are perceived relative to each other rather than in absolute categories [16] . In spite of being a common change between versions, some systems do not explicitly consider transpositions. This is the case for systems that do not specifically focus on cover songs, or that do not use a tonal representation [25, 35, 53, 89] .
Transposition is reflected as a ring-shift with respect to the "pitch axis" of the feature representation. Several strategies can be followed to tackle transposition, and their suitability may depend on the chosen feature representation. In general, transposition invariance can be achieved by relative feature encoding, by key estimation, by shift-invariant transformations, or by applying different transpositions.
The most straightforward way to achieve key invariance is to test all possible feature transpositions [21, 23, 36, 38, 39, 41, 50, 55] . In the case of an octaveindependent representation, this implies the computation of a similarity measure for all possible circular (or ring) shifts in the pitch axis for each song. This strategy usually guarantees a maximal retrieval accuracy [75] but, on the other hand, either the time or the size (or both) of the database to search in increases.
Recently, some speeding-up approaches for this process have been presented [75, 76] . Given a tonal representation for two songs, these algorithms basically compute the most probable relative transpositions given an overall representation of the tonal content of each song (the so-called optimal transposition index) [20, 74, 76] . This process is very fast since this overall representation can be, e.g., a simple averaging of the PCP features over the whole sequence, and can be calculated off-line. Finally, only the K most probable shifts are chosen. Further evaluation suggests that, for 12 bin PCP-based representations, a near-optimal accuracy can be reached with just two shifts [75] , thus reducing six times the computational load. Some systems do not follow these strategy and predefine a certain number of transpositions to compute. These can be chosen arbitrarily [78, 79] , or based on some musical and empirical knowledge [4] . Decisions of this kind are very specific for each system. An alternative approach is to off-line estimate the main key of the song and then apply transposition accordingly [28, 29, 49] . In this case, errors propagate faster and can dramatically worsen retrieval accuracy [75, 76] (e.g. if the key for the original song is not correctly estimated, no covers will be retrieved as they might have been estimated in the correct one). However, it must be noted that a similar procedure to choosing the K most probable transpositions could be employed.
If a symbolic representation such as chords is used, one can further modify it in order to just describe relative chord changes. This way, a key-independent feature sequence is obtained [2, 43, 68] . This idea, which is grounded in existing research on symbolic music processing [12, 45, 56, 67, 81] , has been recently extended to PCP sequences [40, 38] by using the concept of optimal (or minimizing) transposition indices [52, 76] .
A very interesting approach to achieve transposition invariance is to use a 2D power spectrum [50] or a 2D autocorrelation function [37] . Autocorrelation is a well-known operator for converting signals into a delay or shift-invariant representation [58] . Therefore, the power spectrum (or power spectral density), which is formally defined as the Fourier transform of the autocorrelation, is also shift-invariant. Other 2D transforms (e.g. from image processing) could be also used, specially shift-invariant operators derived from higher-order spectra [33] .
Tempo invariance
Different renditions of the same piece may vary in the speed they have been played, and any descriptor sequence extracted in a frame-by-frame basis from these performances will reflect this variation. For instance, in case of doubling the tempo, frames i, i + 1, i + 2, i + 3 might correspond to frames j, j, j + 1, j + 1, respectively. Consequently, extracted sequences cannot be directly compared. Some cover song identification systems fail to include a specific module to tackle tempo fluctuations [2, 38, 39, 90, 91] . The majority of these systems generally focus on retrieval efficiency and treat descriptor sequences as statistical random variables. Thus, they throw away much of the sequential information that a given representation can provide (e.g. a representation consisting of a 4 symbol pattern like ABABCD, would yield the same values as AABBCD, ABCABD, etc., which is indeed a misleading oversimplification of the original data).
In case of having a symbolic descriptor sequence (e.g. the melody), one can encode it by considering the ratio of durations between two consecutive notes [68] .
This strategy is employed in query-by-humming systems [12] and, combined with relative pitch encoding (section 2.3), leads to a representation that is key and tempo independent. However, for the reasons outlined in section 2.1, extracting a symbolic descriptor sequence is not straightforward and may lead to important estimation errors. Therefore, one needs to look at alternative tempo-invariance strategies.
One way of achieving tempo invariance is to estimate the tempo and then aggregate the information contained within comparable units of time. In this manner, the usual strategy is to estimate the beat [30] and then aggregate the descriptor information corresponding to the same beat. This can be done independently of the descriptor used. Some cover song identification systems based on a PCP [23, 55] or a melodic [49, 50] representation use this strategy, and extensions with chords or other types of information could be easily devised. If the beat does not provide enough temporal resolution, a finer representation (e.g. half-beat, quarter-beat, etc.) might be employed [21] . However, some studies suggest that systems using beataveraging strategies can be outperformed by others, specially the ones employing dynamic programming [4, 76] .
An alternative to beat induction is doing temporal compression/expansion [41, 53] . This straightforward strategy consists in re-sampling the signal into several musically plausible compressed/expanded versions and then comparing all of them in order to empirically discover the correct re-sampling.
Another interesting way to achieve tempo independence is again the 2D power spectrum or the 2D autocorrelation function [36, 37, 50] . These functions are usually designed for achieving both tempo as well as key independence, but 1D versions can also be designed (section 2.2).
If one wants to perform direct frame to frame comparison, a sequence alignment/similarity algorithm must be used to determine frame to frame correspondence between two song's representations. Several alignment algorithms for MIR have been proposed (e.g. [1, 15, 52] ) which, sometimes, derive from general string and sequence alignment/similarity algorithms [31, 65, 69] . In cover song identification, dynamic programming [31] is a routinely employed technique for aligning two representations and automatically discovering their local correspondences [4, 20, 25, 28, 29, 35, 43, 49, 55, 74, 76, 78, 79, 89] . Overall, one iteratively constructs a cumulative distance matrix by considering the optimal alignment paths that can be derived by following some neighboring constraints (or patterns) [54, 65] . These neighboring constraints determine the allowed local temporal deviations and they have been evidenced to be an important parameter in the final system's accuracy [54, 76] . One might hypothesize that this importance relies on the ability to track local timing variations between small parts of the performance (section 1.3). For cover song identification, dynamic programming algorithms have been found to outperform beat induction strategies [4, 76] . The most typical algorithms for dynamic programming alignment/similarity are dynamic time warping algorithms [65, 69] and edit distance variants [31] . Their main drawback is that they are computationally expensive (i.e., quadratic in the length of the song representations), but several fast implementations may be derived [31, 56, 83] . This is a preliminary draft. The original publication is available at www.springerlink.com: plase go to http://www.springerlink.com/content/a02r21125nw63551/
Structure invariance
The difficulties that a different song structure may pose in the computation of a cover song similarity measure are very often neglected. However, this has been demonstrated to be a key factor [76] and actually, recent cover song identification systems thoughtfully consider this aspect, especially many of the best-performing ones 13 .
A classic approach to structure invariance consists in summarizing a song into its most repeated or representative parts [29, 49] . In this case, song structure analysis [57] is performed in order to segment sections from the song's representation used. Usually, the most repetitive patterns are chosen and the remaining patterns are disregarded. This strategy might be prone to errors since structure segmentation algorithms still have much room for improvement [57] . Furthermore, sometimes the most identifiable or salient segment for a song is not the most repeated one, but the introduction, the bridge, and so forth.
Some dynamic programming algorithms deal with song structure changes. These are basically the so-called local alignment algorithms [31] , and have been successfully applied to the task of cover song identification [20, 74, 76, 89] . These systems solely consider the best subsequence alignment found between two song's representation for similarity assessment, what has been evidenced to yield very satisfactory results [76] .
However, the most common strategy for achieving structure invariance consists in windowing the descriptors representation (sequence windowing) [41, 50, 53, 55] . This windowing can be performed with a small hop size in order to faithfully represent any possible offset in the representations. This hop size has not been found to be a critical parameter for accuracy, as near-optimal values are found for a considerable hop size range [50] . Sequence windowing is also used by many audio fingerprinting algorithms using tonality-based descriptors [8, 51, 66] , and it is usually computationally less expensive than dynamic programming techniques for achieving structural invariance.
Similarity computation
The final objective of a cover song identification system is, given a query, to retrieve a list of cover songs from a music collection. This list is usually ranked according to some similarity measure so that first songs are the most similar to the query. Therefore, cover song identification systems output a similarity (or dissimilarity 14 ) measure between pairs of songs. This similarity measure operates on the obtained Table 2 Cover song identification methods and their ways to overcome departures from the "canonical" song. A blank space denotes no specific treatment for them. Abbreviations for extracted features are PBFV for polyphonic binary feature vector, and PCP for pitch class profile. Abbreviation for key invariance is OTI for optimal transposition index. Abbreviations for tempo invariance are DP for dynamic programming, and HMM for Hidden Markov Models. Abbreviations for similarity computation are DTW for dynamic time warping, MLSS for most likely sequence of states, and NCD for normalized compression distance. Reference 
Match length
This is a preliminary draft. The original publication is available at www.springerlink.com: plase go to http://www.springerlink.com/content/a02r21125nw63551/ representation after feature extraction, key invariance, tempo invariance, and structure invariance modules. Common dynamic programming techniques used for achieving tempo invariance (section 2.3) already provide a similarity measure as an output [31, 65, 69] . Accordingly, the majority of the cover song identification systems following a dynamic programming approach use the similarity measure these approaches provide. This is the case for systems using edit distances [4, 68] or dynamic time warping algorithms [25, 28, 29, 35, 43, 78, 79] . These similarity measures usually contain an implicit normalization depending on the representation's lengths, which can generate some conflicts with versions of very different durations. In the case of local alignment dynamic programming techniques (section 2.4), the similarity measure usually corresponds to the length of the found subsequence match [20, 55, 74, 76, 89] .
Conventional similarity measures like cross-correlation [21, 23, 49] , the Frobenius norm [36] , the Euclidean distance [37, 50] , or the dot product [38, 39, 41, 53] are also used. They are sometimes normalized depending on compared representation's lengths. In the case of adopting a sequence windowing strategy for dealing with structure changes (section 2.4), these similarity measures are usually combined with multiple post-processing steps such as threshold definition [41, 53, 50] , TF-IDF 15 weights [50] , or mismatch ratios [41] . Less conventional similarity measures include the normalized compression distance [2] , and the Hidden Markov Modelbased most likely sequence of states [40] . In table 2 we show a summary of all the outlined approaches and their strategies for overcoming musical changes among cover versions and for similarity computation.
Evaluation
The evaluation of cover song identification and similarity systems is a complex task, and it is difficult to find in the literature a common methodology for that. The only existing attempt to compare version identification systems is found in the Music Information Retrieval Evaluation eXchange (MIREX 16 ) initiative [18, 19] . Nevertheless, the MIREX framework only provides an overall accuracy of each system. A valuable improvement would be to implement independent evaluations for the different processes involved (feature extraction, similarity computation, etc.), in order to analyze their contributions to the global system behavior.
The evaluation of cover song identification systems is usually set up as a typical information retrieval "query and answer" task [3] , where one submits a query song and the system returns a ranked set (or list) of answers retrieved from a given collection [19] . Then, the main purpose of the evaluation process is to assess how precise the retrieved set is. We discuss two important issues regarding the evalua-tion of cover song retrieval systems: the evaluation measures and the music material used.
Evaluation measures
A referential evaluation measure might be the mean of average precision (MAP). This measure is routinely employed in various information retrieval disciplines [3, 47, 86] and some works on cover song identification have recently started reporting results based on it [2, 20, 74] . In addition, it has been also used to evaluate the cover song identification task in the MIREX [19] .
Although MIREX defines some evaluation measures, in the literature there is no agreement on which one to use. Therefore, in addition to MAP, several other measures have been proposed. These include the R-Precision (R-Prec, [4, 35] ), variants of Precision or Recall at different rank levels (P@X, R@X, [21, 23, 25, 36, 37, 38, 39, 41, 78, 79, 89] ), the average of Precision and Recall (Avg PR, [55] ), and the F-measure (Fmeas, [28, 29, 76] ).
Music material: genre, variability, and size issues
One relevant issue when dealing with evaluation is the considered music material. Both the complexity of the problem and the selected approach largely depend on the studied music collection and the types of versions we want to identify, which might range from remastered tracks, to radically different songs (section 1.2). In this sense, it is very difficult to compare two systems evaluated in different conditions and designed to solve different problems. Some works solely analyze classical music [35, 38, 39, 41, 53] , and it is the case that all of them obtain very high accuracies. However, classical music versions might not present strong timbral, structural, or tempo variations. Therefore, one might hypothesize that, when only classical music is considered, the complexity of the cover song identification task decreases. Other works use a more variated style distribution in their music collections [2, 4, 21, 23, 36, 37, 49, 50] but many times it is still unclear which types of versions are used. These are usually mixed and may include remastered tracks (which might be easier to detect), medleys (where invariance towards song structure changes may be a central aspect), demos (with substantial variations with respect to the finally released song), remixes, or quotations (which might constitute the most challenging scenario due to their potentially low duration and distorted harmonicity). The MIREX music collection is meant to include a wide variety of genres (e.g. classical, jazz, gospel, rock, folk-rock, etc.), and a sufficient variety of styles and orchestrations [19] . However, the types of covers that are present in the MIREX collection are unknown 17 . In our view, a big variety in genres and types of covers is the only way to ensure the general applicability of the method being developed.
Apart from the qualitative aspects of the considered music material, one should also care with the quantitative aspects of it. The total amount of songs and the distribution of these can strongly influence final accuracy values. To study this influence, one can decompose a music collection into cover sets (i.e. each original song is assigned to a separate cover set). Then, their cardinality (number of covers per set, i.e., the number of covers for each original song) becomes an important parameter. A simple test was performed with the system described in [74] in order to assess the influence of these two parameters (number of cover sets, and their cardinality) on the final system's accuracy. Based on a collection of 2135 cover songs, 30 random selections of songs were carried out according to the aforementioned parameters. Then, average MAP for all runs was computed and plotted (figure 2). We can see that considering less than 50 cover sets or even just a cardinality of 2 yields unrealistically high results, while higher values for these two parameters at the same time all fall in a stable accuracy region 18 . This effect can also be seen if we plot the standard deviations of the evaluation measure across all runs (figure 3). Finally, it can be observed that using less than 50 cover sets introduces a high variability in the evaluated accuracy, which might then depend on the chosen subset. This variability becomes lower as the number of cover sets and their cardinality increase.
With the small experiment above, we can see that an insufficient size of the music collection could potentially lead to abnormally high accuracies, as well as to parameter over fitting (in the case of requiring a training procedure for some of them). Unfortunately, many reported studies use less than 50 cover sets [25, 28, 29, 35, 55, 78, 79] . Therefore, one cannot be confident about the reported accuracies. This could even happen with the so-called covers80 cover song dataset 19 (a freely available dataset that many researchers use to test system's accuracy and to tune their parameters [2, 21, 23, 36, 37] ), which is composed of 80 cover sets with a cardinality of 2.
In case when the evaluation dataset is not large enough, one may try to compensate the artifacts this might produce by adding so-called 'noise' or 'control' songs [4, 20, 49, 50] . The inclusion of these songs in the retrieval collection might provide an extra dose of difficulty to the task, as the probability of getting relevant items within the first ranked elements becomes then very low [19] . This approach is also followed within the MIREX framework. Therefore, test data is composed of thirty cover sets, each one consisting of eleven different versions. Accordingly, the total cover song collection contains 330 songs. In order to make the detection task more difficult, 670 individual songs, i.e., cover sets of cardinality 1, are added [19] .
As a corollary, we could hypothesize that the bigger and more varied the music collection is, the more similar the out-of-sample results (and therefore better Table 3 Cover song identification methods and their evaluation strategies. Accuracies scalability) we shall obtain. In addition, one should stress that the usage of an homogeneous and small music collection, apart from leading to abnormal accuracies, could also lead to incorrect parameter estimates. In table 3 we show a summary of the evaluation strategies and accuracies reported by the cover song identification systems outlined in section 2.
Concluding remarks
We have summarized here the work done for addressing the problem of automatic cover song identification. Even though different approaches have been tried, it seems quite clear that a well-crafted system has to be able to exploit tonal, temporal, and structural invariant representations of music. We have also learnt that there are methodological issues to be considered when building music collections used as ground-truth for developing and evaluating cover identification systems.
Once we have concluded this exhaustive overview, some conceptual open issues can be remarked. Even though the main invariances to be computed correspond to tonal and rhythm information, we still ignore the role (if any) of timbre, vocal features, or melodic similarity. Timbre similarity, including vocal similarity for sung music, could have some impact for identifying those covers intended to be close Number of cover sets Number of covers per set std(MAP) Fig. 3 Standard deviation of a cover song identification system's accuracy depending on the number of cover sets, and the number of covers per set. matches to a given query. In other situations this type of similarity would be misleading, though. Finding an automated way for deciding on that is still an open research issue.
In order to determine a similarity measure between cover songs, the usual approach pays attention solely to the musical facets that are shared among them (section 2). This makes sense if we suppose that these changes do not affect the similarity between covers. For instance, if two songs are covers and have the same timbre characteristics, and a third song is also a cover but does not exhibit the same timbre, they will score the same similarity. This commonality-based sense of similarity contrasts with the feature contrast similarity model [80] , wherein similarity is determined by both common and distinctive features of the objects being compared. Future works approaching cover song similarity in a stricter sense might benefit from considering also differences between them, so that, in the previous example, the third cover is less similar than the two first ones.
Determining cover song similarity in a stricter sense would have some practical consequences and would be a useful feature for music retrieval systems. Therefore, depending on the goals of the listeners, different degrees of similarity could be required. Here we have a new scenario where the ill-defined but typical music similarity problem needs to be addressed. Research reported in this chapter could provide reasonable similarity metrics for this, but preservation of timbral and struc-tural features would be required in addition, in order to score high in similarity with respect to the query song.
Another avenue for research is that of detecting musical quotations. In classical music, there is a long tradition of composers citing phrases or motives from other composers (e.g. Alban Berg quoting Bach's chorale Es ist genug in his Violin Concerto, or Richard Strauss quoting Beethoven's Eroica symphony in his 'Metamorphosen for 23 solo strings'). In popular music there are also plenty of quotations (e.g. The Beatles' ending section of All you need is love quotes the French anthem La Marseillaise and Glen Miller's In the mood, or Madonna's Hung up quoting Abba's Gimme, Gimme, Gimme), and even modern electronic genres massively borrow loops and excerpts from any existing recording. As the quoted sections are usually of short duration, special adaptations of the reviewed algorithms would be required to detect them. In addition to facilitating law enforcement procedures, linking this way diverse musical works opens new interesting ways for navigating across huge music collections.
Beyond many conceptual open issues, there are still some technical aspects that deserve effort to improve the efficiency of a system. First, perfecting a music processing system requires careful examination and analysis of errors. When errors are patterned they can reveal specific deficiencies or shortcomings in the algorithm. We are still lacking of that kind of in-depth analysis. Second, rigorously evaluating a cover song similarity metric would require the ground truth songs to be categorized according to the musical facets involved (section 1.3) and, maybe, according to the cover song category they belong to (section 1.2). Third, achieving a robust, scalable, and efficient method is still an issue. It is outstanding that systems achieving the highest accuracies are quite computationally expensive, and that fast retrieval systems fail in recognizing many of the cover songs a music collection might contain (section 2.1). We hypothesize that there exists a trade-off between system's accuracy and efficiency. However, we believe that these and many other technical as well as conceptual issues might be overcome in next years.
