Introduction
Let p be a prime, and let q = p s for some s ∈ Z >0 . Let A = F q [T ] be the ring of polynomials over the finite field F q of q elements, where T denotes an indeterminate. There are many strong analogues between Z and A (see Goss [3] , Rosen [4] , Thakur [5] , and Weil [7] ). In this paper, we will further investigate more analogous phenomena between Z and A.
The factorials n! are a basic object in Z. In the function field setting, Carlitz [1] discovered an analogue of the usual factorials which we call the Carlitz factorials throughout this paper. The Carlitz factorials are the images of the integers under the mapping ! C : Z ≥0 → A (whose definition will be reviewed in Subsection 2.1). For each n ∈ Z ≥0 , there is a corresponding Carlitz factorial n! C which is an element in A. The Carlitz factorial n! C is defined using the q-adic expansion of n, and the elements
Using the function field analogue of the usual factorials, Carlitz proved several beautiful analogues between Z and A, among which is a function field analogue of the Staudt-Clausen theorem (see Carlitz [1] ).
For each m, n ∈ Z ≥0 , the binomial coefficient n m is defined as n! m!(n − m)! if n ≥ m, and 0 if otherwise. For a large integer n, it is not easy to understand the divisibility properties of the binomial coefficients n m , where 0 ≤ m ≤ n; for example, can one determine whether the binomial coefficients n m are divisible by a given prime p, or fall into certain residue classes modulo p? Motivated by this question, Garfield and Wilf [2] studied the distribution of the binomial coefficients modulo a prime p. For an integer n ≥ 0, and a prime p in Z, the main theorem in Garfield and Wilf [2] can tell us the number of integers m with 0 ≤ m ≤ n for which the binomial coefficients n m fall into each of the residue classes 1, 2, . . . , p − 1 (mod p). The main aim of our paper is to prove a function field analogue of the Garfield-Wilf theorem.
Following the notion of binomial coefficients in Z, one can define the Carlitz binomial coefficients in the same way as in Z by replacing the usual factorials by the Carlitz ones. More explicitly, the Carlitz
if n ≥ m, and 0 if otherwise. Our main result in this paper describes the distribution of the Carlitz binomial coefficients n m C modulo a prime ℘ in A (recall that an element in A is called a prime if it is an irreducible polynomial.) For an integer n ≥ 0, and a prime ℘ ∈ A, our main theorem (see Theorem 2.12) provides a method for computing the number of integers m with 0 ≤ m ≤ n for which the Carlitz binomial coefficients n m C fall into each of the residue classes of (A/℘A) × . The content of the paper is organized as follows. In Subsection 2.1, we recall a function field analogue of the Lucas theorem that is due to Thakur [6] . We will need this function field analogue in the proof of one of our main lemmas. In Subsection 2.2, we describe the semigroups that will play a key role in the proof of our main result. In Subsection 2.3, we state and prove the main result in this paper.
The distribution of the Carlitz binomial coefficients modulo ℘
The aim of this section is to prove our main result about the distribution of the Carlitz binomial coefficients modulo a prime in A. We begin with Subsection 2.1 whose main purpose is to recall a function field analogue of the Lucas theorem that is discovered by Thakur [6] .
2.1.
A function field analogue of Lucas' theorem. We begin this subsection by recalling the notion of the Carlitz binomial coefficients that was introduced by Carlitz [1] (see also Goss [3] , and Thakur [5] ).
For each n ∈ Z ≥0 , let
be the q-adic expansion of n, where r ∈ Z ≥0 , and the n i are integers such that 0 ≤ n i < q. The n-th Carlitz factorial, denoted by n! C , is defined by
where For α, β ∈ Z ≥0 , the Carlitz binomial coefficient is defined by
We will need the following function field analogue of Lucas' theorem that is due to Thakur [6] .
Let ℘ be a prime of degree h in A. Let α, β ∈ Z ≥0 . Let α = α i q hi and β = β i q hi be the q h -adic expansions of α and β, respectively, where
2.2.
The semigroup of all finite words. Throughout this subsection, fix an integer h ∈ Z >0 . Let S h be the set defined by
and let S ω h be the set given by
where for each i ≥ 1,
An elementᾱ belongs to S for some α 0 , . . . , α i−1 ∈ S h . The unique integer i ≥ 1 for whichᾱ ∈ S i h is called the degree ofᾱ. Equivalently, the degree ofᾱ is the number of components ofᾱ. In notation, we denote by deg(ᾱ) the degree ofᾱ.
We define a binary operation ⋆ : S 
The set S ω h equipped with the binary operation "⋆" is a semigroup. Remark 2.2. One can view S h is an alphabet, and S ω h is the set of all finite words over the alphabet S h . The binary operation "⋆" can be seen as concatenation on S ω h . To each elementᾱ = (α 0 , . . . , α r ) ∈ S ω h , one associates an integer zᾱ(h) ∈ Z ≥0 by setting
Note that zᾱ(h) is the q h -adic expansion of the components ofᾱ. From (3), it is not difficult to see that
Now let u ∈ Z ≥0 , and let u = ∞ i=0 u i q hi be the q h -adic expansion of u, where the integers u i satisfy 0 ≤ u i < q h , and all but finitely many u i are zero. For each integer s ∈ Z ≥0 , we define an integer u (s) ∈ Z ≥0 associated to u by
For each pair (r, s) ∈ Z ≥0 × Z ≥0 , we define an integer u (r,s) ∈ Z ≥0 associated to u by
Note that u (s) and u (r,s) are uniquely determined by u, and equations (5) and (6) are the q h -adic expansions of u (s) and u (r,s) , respectively. The next result is straightforward from (5) and (6).
for any integer r ≥ 0.
Lemma 2.4. Let ℘ be a prime of degree h ≥ 1 in A. Letᾱ,β ∈ S ω h , and let u ∈ Z ≥0 . We maintain the notation as above. Then
where
are defined by (5) and (6), respectively.
Proof. One can writeᾱ = (α 0 , . . . , α r ),β = (α r+1 , . . . , α r+s ), where
and the α i are in S h . From (3), one can write zᾱ ⋆β (h) in the form
where we let α i = 0 for all i > r + s. Note that (7) is the q h -adic expansion of zᾱ ⋆β (h).
hi be the q h -adic expansion of u, where the integers γ i satisfy 0 ≤ γ i < q h , and all but finitely many γ i are zero. From (7) and Theorem 2.1, we deduce that
By (6) and (3), one sees that
and
Hence it follows from Theorem 2.1 that
Using (5), one sees that
hj .
Sinceβ = (α r+1 , . . . , α r+s ), and α j = 0 for all j > r + s, one can write zβ(h) in the form
Hence Theorem 2.1 implies that
It follows from (8), (9), (10) that
which proves our contention.
The next result is a special case of Lemma 2.4.
Corollary 2.5. Let ℘ be a prime of degree h ≥ 1 in A. Letᾱ,β ∈ S ω h , and let u, v be integers such that 0 ≤ u ≤ zᾱ(h) and 0 ≤ v ≤ zβ(h). Then
Proof. Set
, we deduce from (6) that
Suppose now that u > 0, and let u = u 0 + u 1 q h + . . . + u s q hs be the q h -adic expansion of u, where u s = 0, and 0 ≤ u i ≤ q h − 1 for all 0 ≤ i ≤ s. Letᾱ = (α 0 , . . . , α r ), where r = deg(ᾱ) − 1, and the α i are in S h . Since u ≤ zᾱ(h), there exists some 0 ≤ i ≤ r such that α i = 0. Let e be the largest integer such that α e > 0, and α i = 0 for all e < i ≤ r. Then zᾱ(h) can be written in the form
We contend that s ≤ e; otherwise, s > e, and hence s ≥ e + 1. Since 0 ≤ α j ≤ q h − 1, we obtain that
which is a contradiction to the assumption that zᾱ(h) ≥ u. Thus s ≤ e. In particular this implies that
which in turn implies that
Since u > 0, we deduce from the above inequality that
Since q hdeg(ᾱ) v ≡ 0 (mod q hdeg(ᾱ) ), we deduce from the above congruence and (6) that
By (11) and (12), we deduce that
hj , where 0 ≤ v j < q h for j ≥ 0. Then
is the q h -adic expansion of w. Hence we deduce from (5) that
Applying Lemma 2.4 with w in the role of u, we deduce from (13) and (14) that
We ᾱ) . Therefore
which is a contradiction to (16). Hence u = u 1 and v = v 1 , which proves our contention.
Let ℘ be a prime of degree h ≥ 1 in A, and let q be a primitive root modulo ℘. For eachᾱ ∈ S ω h and each j ∈ Z, let S j (ᾱ) be the subset of Z defined by
The next lemma will play a key role in the proof of our main theorem.
Lemma 2.7. Let ℘ be a prime of degree h ≥ 1 in A, and let q be a primitive root modulo ℘. Let m be an integer, and letᾱ,β ∈ S ω h . Then the set ∪ q h −2 j=0 S j (ᾱ) × S m−j (β) is in bijection with S m (ᾱ ⋆β).
Proof. We define a mapping Ψ :
By Corollary 2.5, we see that
Since 0 ≤ u ≤ zᾱ(h) and 0 ≤ v ≤ zβ(h), we deduce from (4) that
We see from (18) and (19) that Ψ(u, v) ∈ S m (ᾱ ⋆β), and thus Ψ is a well-defined mapping from ∪ q h −2 j=0 S j (ᾱ) × S m−j (β) to S m (ᾱ ⋆β). We contend that Ψ is a bijection. We first prove that Ψ is surjective. Indeed, let w be any integer in S m (ᾱ ⋆β). Set
Using Lemma 2.4, we see that
which in particular implies that
belong to the multiplicative group (A/℘A) × . Since q is a primitive root modulo ℘, we see that 
By (23) and (24), we deduce that u ∈ S j (ᾱ) and v ∈ S m−j (β). It follows from Lemma 2.3, (20), and (21) that
which proves that Ψ is surjective. We now prove that Ψ is injective. Assume that (u, v),
Remark 2.6 immediately implies that (u, v) = (u 1 , v 1 ), which proves that Ψ is injective.
From what we have proved above, Ψ is a bijection.
Corollary 2.8. Let ℘ be a prime of degree h ≥ 1 in A, and let q be a primitive root modulo ℘. Let α,β ∈ S ω h . Then
for any m ∈ Z, where card(·) denotes the cardinality of a set.
Proof. Take any integer m. By Lemma 2.7, we know that the set ∪
is in bijection with S m (ᾱ ⋆β), and thus
On the other hand, we see that
card(S j (ᾱ))card(S m−j (β)), which proves our contention.
2.3.
The distribution of the Carlitz binomial coefficients modulo ℘. In this subsection, we prove the main result in this paper. We begin by introducing some notation that will be used in the statement of our main theorem in this paper. Throughout this subsection, we fix a prime ℘ of degree h ≥ 1 in A, and let q be a primitive root modulo ℘.
We define a sequence of polynomials {G n (x)} n≥0 ⊂ Z[x] as follows. Take an arbitrary integer n ∈ Z ≥0 . For each integer j, we define ǫ j (n) to be the number of integers m such that 0 ≤ m ≤ n and the Carlitz binomial coefficient
In other words,
be the polynomial defined by
Remark 2.9. From the definition of ǫ j (n), we see that
It follows that
Remark 2.10. Fix an integer n ∈ Z ≥0 , and let ǫ j (n) be as above for each integer j. Since the multiplicative group (A/℘A) × is of cardinality q h − 1, it follows from (25) that ǫ j (n) is periodic in j with the period q h − 1, i.e.,
For each n ∈ Z ≥0 , we define a set of non-negative integers {c j (n)} q h −1 j=0 associated to n as follows. If n = 0, set c 0 (0) = 1, and
hi be the q h -adic expansion of n, where 0 ≤ n i ≤ q h − 1 for all 0 ≤ i ≤ r, and n r > 0. For each integer 0 ≤ j ≤ q h − 1, let c j (n) be the number of times the integer j appears in the set {n 0 , n 1 , . . . , n r }, where the latter is the set of digits occurring in the q h -expansion of n.
Remark 2.11. If we make a convention that 0 appears only one time in the q h -adic expansion of the integer n = 0, then c j (0) can be interpreted as the number of times the integer j appears in the set {0} for each 0 ≤ j ≤ q h − 1.
We are now ready to state our main result in this paper which can be viewed as a function field analogue of the Garfield-Wilf theorem.
Theorem 2.12. Let ℘ be a prime of degree h ≥ 1 in A, and let n ∈ Z ≥0 . Then
Proof. Throughout the proof, we will use the same notation as in Subsection 2.2. Let S for eachᾱ ∈ S ω h , where zᾱ(h) is defined by (3). We contend that Γ is a semigroup homomorphism, i.e., Γ(ᾱ ⋆β) = Γ(ᾱ)Γ(β) for anyᾱ,β ∈ S ω h . Indeed we see that
where S m (ᾱ ⋆β) is defined by (17) for each 0 ≤ m ≤ q h − 2, and card(·) denotes the cardinality of a set. By Corollary 2.8, we deduce that
By Remark 2.10, we know that
We contend that
In order to prove (32), it suffices to prove that Λ(j) ≡ Λ(j +1) (mod (x q h −1 −1)) for all 0 ≤ j ≤ q h −3. Indeed, take an arbitrary integer 0 ≤ j ≤ q h − 3. We see that
By Remark 2.10, and since
By (33) and (34), we deduce that
and thus (32) follows immediately.
On the other hand, by Remark 2.10, and since
By (30), (32), (35), we deduce that
which proves that Γ is a semigroup homomorphism. Now we interpret the polynomial G n (x) in terms of the semigroup homomorphism Γ. If n = 0, then Theorem 2.12 follows immediately from Remarks 2.9 and 2.11.
If n > 0, let n = r i=0 n i q hi be the q h -adic expansion of n, where 0 ≤ n i ≤ q h − 1 for each 0 ≤ i ≤ r, and n r > 0. Setᾱ
On the other hand, (3) implies that n = zᾱ(h), and n i = zβ i (h) for each 0 ≤ i ≤ r. Thus
Since Γ is a semigroup homomorphism, we deduce from (36) that
and it thus follows from (37) and (38) that
Note that {n 0 , . . . , n r } is the set of all digits appearing in the q h -adic expansion of n. Hence it follows from (39) and the definition of c j (n) that
which proves our contention. fall into the residue classes q j (mod ℘), is exactly the coefficient ǫ j (n) of the polynomial G n (x) in Theorem 2.12. We will show how to compute the polynomial G n (x) ∈ Z[x].
Let P(x) ∈ Z[x] be the polynomial defined by
where the integers c j (n) are defined as in Theorem 2.12. By the Euclidean algorithm, there exists a unique couple (
and either R(x) = 0 or deg(R(x)) ≤ q h − 2. We know that deg(G n (x)) ≤ q h − 2, and it thus follows from Theorem 2.12 and (41) that G n (x) = R(x).
Hence in order to compute G n (x) for any integer n ≥ 0, it suffices to compute P(x), which in turn is equivalent to computing only the polynomials G j (x) with c j (n) = 0, and then find the remainder of the division P(x)/(x q h −1 − 1). For illustration, we now give one explicit example. We maintain the same notation as in Theorem 2.12. Let n = 1811. Then
is the 3 2 -adic expansion of n. Hence c 2 (n) = 2, c 3 (n) = 1, c 4 (n) = 1, and c j (n) = 0 for all j ∈ {0, 1, 5, 6, 7, 8}. It suffices to compute G 2 (x), G 3 (x), G 4 (x).
We see that 1! C = 2! C = 1,
Thus (26) implies that By (40), we deduce that
c4(n) = 3 2 (2 + 2x 6 )(4 + x 6 ).
We can write P(x) in the form 
