Abstract. Drugs and other chemical compounds are often modeled as polygonal shapes, where each vertex represents an atom of the molecule, and covalent bonds between atoms are represented by edges between the corresponding vertices. This polygonal shape derived from a chemical compound is often called its molecular graph, and can be a path, a tree, or in general a graph. An indicator defined over this molecular graph, the Wiener index, has been shown to be strongly correlated to various chemical properties of the compound. The Wiener index conjecture for trees states that for any integer n (except for a finite set), one can find a tree with Wiener index n. This conjecture has been open for quite some time, and many authors have presented incremental progress on this problem. In this paper we present further progress towards proving this conjecture-through the design of efficient algorithms, we show that enumerating all possible trees to verify this conjecture (as done by all the previous approaches) is not necessary, but instead searching in a small special family of trees suffices, thus achieving the first polynomial (in n) time algorithm to verify the conjecture up to integer n. More precisely, we (i) present an infinite family of trees and prove various properties of these trees, (ii) show that a large number of integers, up to at least 10 8 (compared with the previous best 10 4 ) are representable as Wiener indices of trees in this succinct family, (iii) provide several efficient algorithms for computing trees with given Wiener indices, and (iv) implement our algorithms and experimentally show that their performance is asymptotically much better than their theoretical worst-case upper bound.
Introduction.
Drugs and other chemical compounds are often modeled as various polygonal shapes-paths, trees, graphs, etc. Each vertex in the polygonal path or tree represents an atom of the molecule, and covalent bonds between atoms are represented by edges between the corresponding vertices. This polygonal shape derived from a chemical compound is often called its molecular graph. As the geometry of proteins plays an important role in determining the function of the protein, so can the topological properties of the molecular graphs of chemical compounds be correlated to their chemical properties. For some time now, the biochemical community has been using topological indices in an attempt to correlate a compounds molecular graph with experimentally gathered data regarding the compounds characteristics.
Usage of topological indices in biology and chemistry began in 1947 when chemist Harold Wiener developed the most widely known topological descriptor [22] , [29] , the Wiener index, and used it to determine physical properties of types of alkanes known as paraffins [47] . In general, topological indices are one of the oldest and most widely used descriptors in quantitative structure activity relationships: Quantitative structure activity relationships (QSAR) is a popular computational biology paradigm in modern drug design [12] , [34] . It attempts to encode biological activity such as inhibition or activation into numerical measures by correlation of mass amounts of data from an initial screening of hundreds or thousands of candidate drug compounds. The data is mapped into a structural "activity space" consisting of various descriptors with the hope that these spaces capture or estimate properties of chemical compounds. Constructions of new drugs then proceed by noting the desired activity spaces and creating new compounds which occupy those regions of space.
QSAR has experienced rigorous recent investigation [22] , [17] , [20] , [32] , and has been used to help develop a wide variety of drugs in medicine with a diversity ranging from cancer [49] , to infectious diseases such as AIDS [37] , [42] and malaria [3] , [4] , to antipsychotics [45] and anti-inflammatory agents [8] . Recent techniques in QSAR include molecular field analysis [41] , quantum similarity [5] , [4] , particle swarms [1] , k-nearest neighbor principles [48] , [26] , neural networks [2] , [46] , [40] , and topological indices [22] , [17] , [20] , [32] . The power of QSAR in quickly identifying lead drug candidates gives great motivation to both developing new techniques and further improving current techniques.
Amongst the topological indices used as descriptors in QSAR, the Wiener index is by far the most popular index, as it has been shown that the Wiener index has a strong correlation with the chemical properties of the compound [17] , [31] , [39] . Therefore, to construct a compound with a certain property correlated to some Wiener index, the objective becomes to build substructures in the target chemical compound giving the compound that Wiener index. This in turn leads to the following important problem: given a Wiener index, find a compound with that Wiener index.
An overwhelming majority of the chemical applications of the Wiener index deal with chemical compounds that have acyclic organic molecules [24] , [43] (for work involving cyclic compounds see [14] and [44] ). The molecular graphs of these compounds are trees [23] . See Figure 1 for the molecular graph of such a chemical compound. Therefore most of the prior work on Wiener indices deals with trees, relating the structure of various trees to their Wiener indices (asymptotic bounds on the Wiener indices of certain families of trees, expected Wiener indices of random trees, etc.). For these reasons, we concentrate on the Wiener indices of trees as well (see [15] for a recent survey). 
In this paper we present results on Wiener index problems where the graph G is a tree. While the case of graphs has been solved, a major conjecture in this area is whether every positive integer is the Wiener index of some tree. CONJECTURE 1.1 (Wiener Index Conjecture [11] , [21] , [33] ). Except for some finite set, every positive integer is the Wiener index of some tree.
Towards this goal we present a family of trees and design fast efficient algorithms for the Inverse Wiener problem, defined as follows [25] : PROBLEM 1.1 (Inverse Wiener Problem, P = ). Given an integer n, construct a tree whose Wiener index is n.
An algorithm for solving the problem P = can be used to verify the above conjecturethe algorithm for problem P = can be applied n times to verify the conjecture up to any integer n. However, there can be a faster algorithm, and so we introduce the following problem: PROBLEM 1.2 (Inverse Wiener Covering Problem, P ≤ ). Given an integer n, for every i ≤ n construct a tree with Wiener index i.
Previous Work.
Intensive work has been done on the theory of Wiener indices, in both the chemistry and biology community as well as in the mathematics community. There are broadly two types of problems that all of the previous work has addressedWiener index problem for graphs and the Inverse Wiener index problem. The Wiener index problem deals with properties of the Wiener index of various substructures, i.e., the efficient computation of the index, the upper and lower bound on the index values, etc., and the relation of the Wiener index to other qualities of the graph. The Inverse Wiener problem seeks to answer, given an integer n, the question about the existence of a tree T such that W (T ) = n, and when this is the case, how to compute it efficiently.
Computing the Wiener index. The straightforward way for computing the Wiener index for any graph G is to compute distances between all pairs of vertices. This approach has at least (n 2 ) running time since it has to check all n 2 pairs. Furthermore, for a pair (u, v), it could take O(n) time to compute the distance d (u, v) , therefore with running time O(n 3 ). One could use Johnson's algorithm [30] for all pairs shortest paths on sparse graphs to find d(u, v) for all u, v ∈ V in time O(|V | 2 log|V | + |E||V |) (using Fibonacci heaps), yielding the same time bound algorithm for computing the Wiener index for general graphs. For trees, although the number of edges is O(n), the number of pairs of vertices is still O(n 2 ). However, the Wiener index of a tree can be computed in O(n) time, through a plethora of computational methods [10] , [13] , [36] .
Relation to other qualities. The Wiener index of a tree has surprising relations to other quantities defined over the tree. The line graph, denoted by L(G), of a graph G has a vertex for each edge of G and two vertices in the line graph are connected by an edge if and only if the two corresponding edges in G are adjacent to a common vertex. The Wiener index of the line graph of a tree has the following relation to the Wiener index of the tree [9] :
. Given a tree T , a Laplacian matrix can be defined over T , whose eigenvalues are called Laplacian eigenvalues. See [35] for details. Let λ 1 , . . . , λ n be the Laplacian eigenvalues of T . It was shown in [35] that
Similar relation exists between the Wiener index of a tree and its radius.
Upper and lower bounds. Given special graphs with n vertices, closed form expressions often exist for their Wiener index. See Figure 2 for some examples. It is easy to see that a path P n of length n has Wiener index (n 3 ), and a complete graph K n has Wiener index (n 2 ). Also, note that the Wiener index of every other graph or tree G must be between these two values,
In combinatorial chemistry, researchers have looked at specific polymers and alkanes, and formulated the bounds on their Wiener indices. For example, Bonchev et al. [7] present formulations of the Wiener index for linear polymers, star-like polymers, B-Combs, etc. Similarly Rücker and Rücker [44] exhaustively enumerate cycloalkanes, computing their Wiener indices, and tabulating their variation and actual numerical bounds on the Wiener index.
There has also been some work on looking at asymptotic values of the Wiener index for random trees. Entringer et al. [16] show that for several classes of random trees (e.g., binary trees) with n vertices, W (T ) = (n 5/2 ) as n goes towards ∞.
Inverse problem. The inverse Wiener problem is easily solvable for graphs: given an integer n, there always exists a graph G such that W (G) = n, and it is computable in constant time. This was shown by Goldman et al. [21] : as mentioned before, a complete graph K n has W (K n ) = n(n − 1)/2 while a star graph S n has W (S n ) = (n − 1) 2 . Observe that adding an edge to S n decreases the Wiener index by 1, and this can be iteratively repeated till a complete graph is reached. This gives a continuous interval of Wiener indices from n(n − 1)/2 to (n − 1) 2 . The next interval defined by S n+1 and K n+1 overlaps this interval and so forth, thus showing that any n has a graph with Wiener index n.
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However, once the graph is restricted to trees, Goldman et al. note that the problem becomes complicated and the complexity is unknown. In fact, the complexity of this question is left unsolved in [11] and in [25] where it is conjectured, and conjectured that apart from a finite set, all integers do have corresponding trees with the required Wiener indices. Later Lepović and Gutman [33] • We present a family of trees, F, and give reasons why it is a good candidate to analyze, rather than searching over the (exponential) space of all possible trees. This contrasts with the previous work of Goldman et al. [21] where they addressed problem P = by exhaustively checking trees using an exponential time algorithm.
• We present O(k) time algorithms for computing the Wiener index of a tree in F,
where k ≤ n is a tree parameter. In our algorithms, k is a small constant.
• We conjecture that the Wiener indices of our proposed family of trees cover all the integers except a small finite set. We further present a succinct four parameter family of trees that we also conjecture can express all integers.
• We present several efficient algorithms for the problem P = , using variants of the Frederickson and Johnsons matrix searching algorithm, and a novel use of decomposition by sorted sequences in time O(nk), where k is a decomposition parameter, and by exploiting the special structure of the Wiener polynomial (in terms of the tree parameters) for our family of trees. We present empirical results on the efficiency of this algorithm, indicating that this algorithm is orders of magnitude faster than that using the Frederickson and Johnson technique.
• We present several efficient algorithms for the problem P ≤ , and give empirical results showing that it is faster by a factor of O( √ n) than the naive implementation.
Finally, we believe that the approaches given in this paper can be used as general techniques for tree construction problems in combinatorial biology and chemistry when it is necessary to deal with tree classes.
Family of Trees.
First, we state that given a tree T = (V, E), one can assign integer weights to the edges of the tree such that the sum of the edge weights is exactly the Wiener index of the tree.
LEMMA 2.1 [15]. Given T = (V, E), one can assign weights w(e) for each e ∈ E such that W (T ) = e∈E w(e).
PROOF. Look at the set of all paths from every vertex in V to every other vertex in V . The Wiener index is simply the sum of the lengths of these paths. For an edge e ∈ E, the number of all possible paths passing through the edge e is simply the product of the sizes of the two subtrees formed by deleting the edge e. Let this number be the weight w(e) of the edge e. Then it follows that
Previous work has tended to focus on enumerating all possible trees and computing the Wiener index of each such tree [21] . This approach results in exponential time algorithms, and hence the previous limited computational results [21] , [25] , [33] . We follow a different path by defining a family of trees which allow efficient algorithms for the inverse Wiener problem. The required family of trees must satisfy the following desirable conditions:
• Simple generation. The required trees must be easy to generate using a set of integer parameters.
• Low-order polynomials. The Wiener index of a tree must be a low degree polynomial function of the input parameters. Low degree polynomials are easy to compute, and mathematically one can cover a larger set of integers using lower degree polynomials due to their higher density.
We present an infinite family of trees, satisfying the above criteria, whose structure allows for the realization of a vast number of Wiener indices. Define T k (r 1 , . . . , r k ) to be the tree with Figure 3 illustrates the structure of the family of trees. An interesting question arises whether the Wiener index of T k (r 1 , . . . , r k ) can be computed in sublinear time in the number of vertices m of T k . We answer it in the affirmative below. We will again compute the Wiener index of the tree family by computing the weight of each edge and summing it up, as in Lemma 2.1. FACT 2.2.
PROOF. Summing up the weights, w (u, v) , of all the edges (u, v) ∈ E as defined in Lemma 2.1, we get
It can be verified that
Similarly,
We have implemented the above algorithm for the computation of Wiener indices of T k . We now experiment to find out the set of Wiener indices not covered by our family of trees T k . We omit details, but we verified that integers up to 10 8 , except for a few numbers, can be represented as W (T k ), for some k, leading us to state the following. 
+ r 2 · (r 2 + 3r 3 + 4r 4 + 5r 5 + 11)
+ r 3 · (r 3 + 3r 4 + 4r 5 + 10)
Note the symmetry between the parameters r 1 and r 5 and similarly between parameters r 2 and r 4 . We exploit this symmetric property strongly in our algorithms.
We recall Lagrange's theorem in number theory, that every integer can be represented as a sum of four squares [28] . For example, the polynomial for the Wiener index (in terms of r i ) for T 5 (r 1 , . . . , r 5 ) consists only of quadratic and linear terms. That gives the intuition that a properly chosen four parameter family of trees might be sufficient to represent any Wiener index. One way to remove one parameter would be to impose a constraint on the function W (T 5 ). After some experimentation, we discovered that the constraint r 1 = r 5 still allows for the representation of all integers as Wiener indices, except for a certain finite set. Consider the family of trees T 5 (r 1 , . 
+ r 2 · (r 2 + 3r 3 + 4r 4 + 11) + r 3 · (r 3 + 3r 4 + 10) + r 4 · (r 4 + 11) + 20.
We were unable to prove that W (F(r 1 , r 2 , r 3 , r 4 ) ) covers all integers using tools from (additive) number theory [38] . We believe that it is solvable for n > 1177 and leave it as an open question. 3. Algorithm for Problem P = . In this section we give a suite of algorithms for finding trees whose Wiener index is n, given the integer n as input to the algorithm. First, observe that the value of each r i is bounded in terms of n. CLAIM 3.1. Given an integer n, any tree T of family F(r 1 , r 2 , r 3 , r 4 ) with W (T ) = n must have 0 ≤ r i ≤ √ n.
Recall that each tree in F(V, E) is defined by four parameters r 1 , r 2 , r 3 , and r 4 . Given n, the objective is to find a tree T ∈ F(V, E) such that W (T ) = n. We call the set of all 4- tuples (r 1 , r 2 , r 3 , r 4 ) the configuration space of W (F(·) ). To find a given integer n, we want to search this configuration space. The straightforward way of computing F(V, E) is to traverse this configuration space exhaustively, i.e., iterate over all possible r i 's, and compute W (T ) for each 4-tuple. By Claim 3.1, the running time is O(n 2 ). However, on examining (3), one finds that the equation is monotone in all parameters r i . Therefore, a fast algorithm is as follows. Iterate over all values of r 1 , r 2 , and r 3 . So suppose that r 1 , r 2 , and r 3 are some fixed constants, say c 1 , c 2 , and c 3 , respectively. Perform the binary search over the sequence W (F(c 1 , c 2 , c 3 , r 4 ) ), 0 ≤ r 4 ≤ √ n, to find if W (T ) = n for some value of r 4 . The running time therefore reduces to O(n 3/2 log n).
REMARK. The above approach can be modified to solve the following problem in O(n 3/2 log n)) time: given an integer n and m ≤ 5( √ n + 1), construct a tree of size m whose Wiener index is n. The algorithm can actually enumerate all trees in F(r 1 , r 2 , r 3 , r 4 ) using the same time.
We show how to improve the above algorithm. Suppose that r 1 = c 1 and r 2 = c 2 are fixed. Consider the matrix M of values W (T ) for all 0 ≤ r 3 , r 4 ≤ √ n, i.e., the matrix M i j = W (F(c 1 , c 2 , i, j) ). Again from (3), it follows that M is a sorted matrix, i.e., each row and column of M is nondecreasing. We therefore apply the searching technique of Frederickson and Johnson [18] for searching for a number in a sorted matrix. One can think of the previous algorithm of performing binary search over r 4 as performing binary search over each row of the matrix M, i.e., each row i corresponds to a fixed parameter value r 3 = i, with the value of r 4 varying across the row, and r 1 = c 1 and r 2 = c 2 . Frederickson and Johnson's technique performs polynomial search over M, saving an extra logarithmic factor by amortizing the search using the fact that not only are the rows nondecreasing, but the columns are nondecreasing as well, and one can interleave the binary search between rows and columns to get finally the searching time as O( √ k), where k is the number of elements of M less than n (k = O(n) since M contains O(n) elements). We still need to iterate over all possible values for r 1 and r 2 , giving the total searching time of our Wiener searching algorithm O(n 3/2 ). Furthermore, note that if we allow the use of computing square roots in constant time, then (3), given r 1 = c 1 , r 2 = c 2 , r 3 = c 3 , reduces to a quadratic equation W (F(c 1 , c 2 , c 3 , r 4 )) = n which can be solved in constant time. If one of the roots is a non-negative integer, that root is the required value of r 4 .
Decomposition Using Sorted Sequences.
We now analyze the structure of (3) more closely and use it to present an even more efficient algorithm for our problem. The first thing to note is the symmetry of the equation between r 2 and r 4 , i.e., r 1 "contributes" equally to (the coefficients of) r 2 and r 4 , and similarly r 3 "contributes" equally to (the coefficients of) r 2 and r 4 . Therefore, instead of fixing r 1 and r 2 as before and trying to find r 3 and r 4 values more efficiently, we fix r 1 = c 1 , r 3 = c 3 . As explained above, this is crucial since r 1 and r 3 contribute symmetrically to r 2 and r 4 . Then W (F(c 1 , r 2 , c 3 , r 4 )) = r 2 · (8c 1 + r 2 + 3c 3 + 11)
+ r 4 · (8c 1 + r 4 + 3c 3 + 11) + 4r 2 r 4 + K (c 1 , c 3 )
where 1 , s 2 , c 3 , s 4 ) ). We will show that the increment in the Wiener index for the configuration (c 1 , r 2 , c 3 , r 4 ) is larger than the increment for the configuration (c 1 , We now use Lemma 3.1 to identify large subsets of the configuration space that can be searched to find a specific element much more efficiently.
Set
. Then the sequence of |P| = n pairs represents the Wiener indices of all possible pairs of parameters r 2 and r 4 . Let P = p i 1 , . . . , p i k be the longest subsequence of P such that the sequence
can be found in time O(n log log n) [19] , [27] , [6] . Note that two conditions hold for any two elements p i j , p i j ∈ P such that i j ≤ i j :
LEMMA 3.2. Given the subsequence P described above, and an integer n such that n = W (F(r 1 , a, r 3 , b) ), where the values of r 1 and r 3 are known, one can find the values of a and b in O(log n) time.
PROOF. Note that in the previous algorithm, we used the binary search over one variable or used Frederickson and Johnson's technique to avoid the binary search, but we had to perform ( √ n) computations to find r 2 = a and r 4 = b. Now we will show that if the subset of configuration space satisfies certain criteria, like P , then we can search in O(log n) steps.
We need to find a and b such that W (F(r 1 , a, r 3 , b) ) = n where (a, b) ∈ P . Note that P is increasing in both W (F(0, a i , 0, b i ) ) and in C(P ). Take any two pairs
The last inequality in formula (4) says that the Wiener index of the 4-tuple (r 1 , a i j , r 3 , b i j ) will always be less than the Wiener index of (r 1 , a i j , r 3 , b i j ) if j ≤ j , regardless of the value of r 1 and r 3 . Therefore we can do binary search since we already have P sorted by W (F(0, a i , 0, b i ) ). We only know that the order of the pairs is preserved, although the values of w(·) have changed (since the values of r 1 and r 3 have changed). At each step of the binary search we have to recompute w(·) for each pair, and proceed accordingly.
Now the algorithm can be completed. Set r 1 = r 3 = 0, and compute the set P in time O(n log n) by sorting all tuples (0, r 2 , 0, r 4 ) by their Wiener indices. Now find the largest increasing subsequence of P in the ordered sequence C(P). This subsequence satisfies the two properties, i.e., increasing with respect to W (P) and C(P). From Lemma 3.1, the order of this subsequence would remain unchanged with varying values of r 1 and r 3 . We store this subsequence as an ordered sequence of pairs P 1 . Now iteratively extract the largest increasing subsequence P i in round i till the last round k. Store these ordered sets P = {P 1 , . . . , P k }. Now, we vary the values of r 1 and r 3 from 1 to √ n. Since we do not know which sequence could contain n, we have to search in all k sequences. In each sequence we do binary search as in Lemma 3.2, achieving the worst case total time O(nk log n). Note that k ≤ √ n -we can always define P = {P 1 , . . . , P √ n }, where
Then, from the monotonicity of the function F(·), each P i is an increasing sequence in the Wiener index.
Two natural questions arise: how practical are these schemes, and is further speedup possible? In the next subsection, we empirically show that this sequence decomposition results in a practically near-linear time algorithm for our problem. Also, the O(log n) overhead of search in P can be removed, and we now improve the running time of the algorithm SequenceDecomposition to O(nk). Recall that the sets P = {P 1 , . . . , P k } were defined with r 1 = r 3 = 0. We define Q(c 1 , c 3 ) = {Q 1 (c 1 , c 3 ), . . . , Q k (c 1 , c 3 ) }, where Q i (c 1 , c 3 ) is an ordered sequence of integers, W (F(c 1 , a i j , c 3 ,
. Essentially, the previous algorithm performed a binary search over each set Q i ( j, l), for all 1 ≤ i ≤ k, 1 ≤ j, l ≤ √ n, thus getting total time O(nk log n). Now, instead we will do searches simultaneously over subsets of Q(c 1 , c 3 ) .
Then the total running time becomes 
, similar to the description in the previous subsection. Thus, the total running time becomes O( 
Experimental Value of k.
It is worthwhile to step back and survey what we have accomplished by the above techniques. The above algorithm can be thought of as an "output-sensitive" algorithm-it has a worst case running time of O(nk). According to the discussion above, the first largest increasing sequence that we extract has size at least √ n. However, empirically we find that the largest increasing sequence has size much larger than O( √ n). This is verified empirically below, by comparing this algorithm, denoted as Algorithm SequenceDecomposition, with the binary search algorithm, denoted as Algorithm BinarySearch.
We first run the above two algorithms for the inverse Wiener problem for Wiener indices n = 1000, 2000, . . . , 140,000. For each n, we measure the the running time by counting the number of calls to W (F(·)) of both Algorithm BinarySearch and Algorithm SequenceDecomposition. The results are shown in Figure 4 (a). As expected, the running time for various integers n varies quite a lot (since some searches are lucky to find the number easily) but on the whole it can be easily seen that BinarySearch makes many more calls to W (F( · )) than SequenceDecomposition. We "smooth" out the spikes in the figure to get a better understanding of the running times of the algorithms by summing the running times over discrete intervals. We run the algorithms over all the numbers in the interval [1000 · i, 1000 · i + 400], where i = 1, 2, . . . , 200. 4. Algorithm for Problem P ≥ . Problem P ≤ for our class of trees F(·) is as follows: given an integer n, for every integer 0 ≤ m ≤ n, compute the configuration (a 1 , a 2 , a 3 , a 4 ) such that W (F(a 1 , a 2 , a 3 , a 4 ) 3 . For large n, this is approximately n 2 /(2 √ 2) and we denote it as T naive (n). Our goal is to design an algorithm that solves P ≤ using a substantially smaller number of computations of W (F(·) ). The first idea is to make a bound for a that further restricts the search space. We call our new algorithm the push algorithm. The algorithm will sequentially try to cover integers in increasing order. Let
and let m be the smallest number whose expression W (F(·)) = m is not computed yet. The value of s can be bounded from below.
PROOF. The lemma follows from the fact that
) 2 . We prove the inequality We implemented the push algorithm and tested it for n = 10 6 . Let T push (n) be the number of computations of W (F(·) ). The number of computations T push is essentially quadratic, see Figure 5 . However, notice that the push algorithm demonstrates a speedup factor of 42 versus T naive .
The second algorithm we implemented, the sweep algorithm, sweeps tuples a according to the increasing sum a 1 + a 2 + a 3 + a 4 . The sweep algorithm runs faster than the push algorithm. The ratio T naive (n)/T sweep (n) is approximately 66, as illustrated in Figure 5 (b).
We implemented another algorithm that we call the jump algorithm. The idea is to sweep tuples a lexicographically and skip tuples that do not produce new numbers. We maintain the smallest number m 0 whose representation is not yet found. Suppose that a 1 = c 1 , a 2 = c 2 , and a 3 = c 3 are fixed constants and the algorithm starts to search for a 4 . Let f denote the function f (a 4 ) = W (F(c 1 , c 2 , c 3 , a 4 ) ). f is monotone and the equation f (a 4 ) = m 0 is quadratic. By solving this quadratic equation, we can find the √ n. The experiments show that 1. for n < 10 5 , the sweep algorithm is faster than others, 2. for n ≥ 10 5 , the jump algorithm is faster than others, and 3. the speedup of the jump algorithm with respect to the naive algorithm grows with n.
We did a nonlinear fit of the data using the Levenberg-Marquardt algorithm and the running time of the jump algorithm fits the polynomial equation 1.5841n 1.51474 . The asymptotic standard errors of the fit are 0.000655467 for the exponent and 0.0141145 for the coefficient, indicating an accurate fit.
The jump algorithm allows us to verify Conjecture 2.3 up to 10 8 . The running time is 4.6 days on 360 MHz SGI MIPS R12K. We estimate that the sweep and naive algorithms would need 82.1 days and 14.1 years, respectively.
Conclusion.
We studied the problems related to Wiener indices that have applications in computational chemistry and biology. We proposed a family of trees F such that their Wiener indices are well distributed, and we conjectured that they cover all the positive integers excpet for a finite set of numbers. The conjecture is stronger than the conjecture by Goldman et al. [21] made for general trees. We verified our conjecture for large numbers up to 10 8 . We designed several efficient algorithms for the problem of finding a tree whose Wiener index is a given number. The algorithm that guarantees to find a tree in F, if any, has running time O(n 1.5 ) and is based on a sorted matrix searching technique. The algorithm exploits the properties of the Wiener function W (F(a) ) and one can show that for the general function f (a) = (W (F(a) )) a lower bound for solving f (a) = n is actually (n 2 ). The second algorithm is based on the longest increasing subsequences. Furthermore, we modified the algorithm using sorted matrices and improved the runtime by a factor of O(log n). The last algorithm runs 100 times faster than the first one for n = 2 · 10 5 . We developed three algorithms for the problem of finding all Wiener indices less than a given number. The first two algorithms have essentially quadratic running time. The third algorithm runs faster and there is strong evidence that the actual running time is subquadratic. This algorithm allows us to verify the main conjecture that we put forward in this paper for large integers, thereby strengthening our belief in an affirmative answer.
An interesting topic for future research is to consider trees with regard to other chemical and physical parameters such as the number of carbon atoms, boiling points, densities, and melting points.
