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Abstract
A family of algorithms for approximate solution of the bound-constrained minimization problem
was introduced in [K.A. Ariyawansa, W.L. Tabor, A class of collinear scaling algorithms for bound-
constrained optimization: Derivation and computational results, Technical Report 2003-1, Department of
Mathematics, Washington State University, Pullman, WA, 2003, submitted for publication. Available at
http://www.math.wsu.edu/math/TRS/2003-1.pdf]. These algorithms employ the standard barrier method,
with the inner iteration based on trust region methods. Local models are conic functions rather than the usual
quadratic functions, and are required to match first and second derivatives of the barrier function at the cur-
rent iterate. The various members of the family are distinguished by the choice of a vector-valued parameter,
which is the zero vector in the degenerate case that quadratic local models are used. This paper presents
a convergence analysis of the family of algorithms presented in [K.A. Ariyawansa, W.L. Tabor, A class
of collinear scaling algorithms for bound-constrained optimization: Derivation and computational results,
Technical Report 2003-1, Department of Mathematics, Washington State University, Pullman, WA, 2003,
submitted for publication. Available at http://www.math.wsu.edu/math/TRS/2003-1.pdf]. Specifically, con-
vergence properties similar to those of barrier methods using quadratic local models are established.
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In this paper we examine the convergence properties of the family of optimization algorithms
introduced in [2]. This family of algorithms is designed to approximately solve the bound-
constrained problem [9,2]
minimize f (x)
subject to li  [x]i  ui, i = 1,2, . . . , n, (1)
where li ∈ [−∞,∞), ui ∈ (−∞,∞], and li < ui for i = 1,2, . . . n, and f :U → R is assumed
to have continuous second derivatives on the open set U ⊇ C := {x ∈ Rn: li  [x]i  ui, i =
1,2, . . . n}. The basis of this family of algorithms is the standard barrier method [4,6], except that
minimization is performed on conic [5,11,1,3] local models rather than on the standard quadratic
local models. The local models are created analogously to Newton’s method, in that the model
function is required to match the function being modeled in function value and first and second
derivatives at the current iterate.
In the remainder of this section we summarize the notation used in what follows and provide
definitions of conic functions and barrier methods.
The symbol R denotes the set of real numbers. We use R+ for the set of nonnegative real
numbers and R++ for the set of positive real numbers. The set of extended real numbers, i.e.
R ∪ {−∞} ∪ {∞}, is denoted by R¯. The set of real n × n matrices is Rn×n and the set of real
symmetric n × n matrices is Rn∧n.
We denote the ith component of a vector x by [x]i . Similarly, the component of a matrix H
in row i and column j is [H ]i,j . A subscript, as in xk , without brackets denotes a specific point
as, for example, the kth iterate in an iterative algorithm. We let ei represent the ith unit vector,
i.e. the vector with [ei]i = 1 and [ei]j = 0 for j 	= i. The notation ‖x‖ indicates the L2-norm of
a vector x. The L1-norm of x is represented by ‖x‖1. Similarly the L2-norm and L1-norm of a
matrix H are denoted by ‖H‖ and ‖H‖1, respectively.
For a function f :X → R and a point x¯ ∈ X we define the level set of f at x¯ by L(f, x¯) :=
{x ∈ X: f (x) f (x¯)}.
If X and Y are subsets of Rn, we define dist(X,Y ) := inf{‖x − y‖: x ∈ X, y ∈ Y }. In case
X = {x¯}, we write dist(x¯, Y ).
The closed ball of radius  centered at x¯ is
B(x¯,) := {x ∈Rn: ‖x − x¯‖}.
We use the notation ∇f (x¯) for the gradient, or first derivative, of the function f evaluated
at the point x¯ and ∇2f (x¯) for the Hessian, or second derivative of f evaluated at x¯. If f is a
function of two variables, x and μ, then ∇xf (x¯, μ¯) and ∇2xxf (x¯, μ¯) denote the gradient and
Hessian respectively taken with respect to the x variable and evaluated at x := x¯ and μ := μ¯.
If H ∈Rn×n, we denote the smallest and largest eigenvalues of H by λmin(H) and λmax(H),
respectively. We denote the smallest and largest singular values of H by σmin(H) and σmax(H).
If C ⊆Rn, then C0 denotes the interior of C and ∂C denotes the boundary of C.
A conic function [5,11,1,3] is a real-valued function of the form
m(x) := m(p) + g
T
p(x − p)
1 − aT(x − p) +
1
2
(x − p)TBp(x − p)
(1 − aT(x − p))2 , (2)p p
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the reference point of the conic function. We will always require 1 − aTp(x − p) > 0, so we are
only concerned with the conic function defined on the half-space {Rn: 1 − aTp(x − p) > 0}.
The barrier method for approximately solving (1) is based on constructing an auxiliary func-
tion φ :C0 × R++ → R and choosing a decreasing sequence of positive real numbers {μk}∞k=0,
such that
φ(x,μk) := f (x) + b(x,μk), k = 1,2, . . . ,∞,
and the function b :C0 ×R++ →R satisfies the following properties:
1. the function b(·,·) :C0 ×R++ →R has continuous second derivatives on C0 ×R++;
2. for fixed μ ∈R++ the function b(·,μ) :C0 →R is strictly convex;
3. for fixed μ ∈ R++ and x¯ ∈ ∂C, if {xj }∞j=0 is a sequence in C0 which converges to x¯, then
limj→∞ b(xj ,μ) = ∞;
4. for fixed x ∈ C0, limμ→0 b(x,μ) = 0.
We call b the barrier term and φ the barrier function.
The solution process in a barrier algorithm consists of successively approximately solving a
sequence of problems of the form
minimize φ(x,μk) (3)
where the minimization is over x ∈ C0 with μk fixed. The solutions form a sequence {xk} which,
under appropriate conditions, may be expected to converge to a solution x∗ of (1). Since φ
increases without bound as we approach ∂C, any standard unconstrained minimization algorithm
may be used to find the xk , provided that the appropriate steps are taken to ensure that all iterates
remain within C0. A discussion of the motivation for our characterization of barrier terms may
be found in [2, Section 1].
In order to indicate specific barrier terms, we denote the set of indices i for which li > −∞
by Bl , and the set of indices i for which ui < ∞ by Bu. The best-known example is the log
barrier term, which is defined by setting b(x,μk) := blog(x,μk), where
blog(x,μk) := −μk
(∑
i∈Bl
log
([x]i − li)+ ∑
i∈Bu
log
(
ui − [x]i
))
. (4)
Another commonly used barrier term is the reciprocal barrier which results from setting
b(x,μk) := bR(α)(x,μk) where
bR(α)(x,μk) := μk
(∑
i∈Bl
1
α([x]i − li )α +
∑
i∈Bu
1
α(ui − [x]i )α
)
, (5)
where α  1 is a real parameter. The most common choice is α := 1. Other possible barrier
methods are discussed in the notes to Section 13.1 of Conn et al. [4].
2. Algorithmic schema
The algorithms which we are dealing with each consists of an outer iteration algorithm and
an inner iteration algorithm. In this section we present a general schema for each component.
The specification of a particular algorithm requires specifying the details left open in these two
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options for the latter: exact minimization and Steihaug–Toint conjugate gradient minimization.
By working with general schemata, we are able to obtain convergence results applicable to many
specific algorithms including those discussed in [2].
Algorithm 1 (Outer iteration).
Step 1: Initialization
An initial point x0 with x0 ∈ C0 and an initial barrier parameter μ0 > 0 are given. The real
numbers C > 0 and ζ ∈ (0,1) are also given. Set k := 0 and x0,0 := x0.
Step 2: Inner minimization
Using Algorithm 2 with starting point xk,0, approximately minimize the barrier function
φ(x,μk) := f (x) + b(x,μk),
over C0, where b(x,μk) is the chosen barrier term, to obtain the next iterate xk+1.
Step 3: Test for convergence
Evaluate χ(xk+1) as defined in [2]. If χ(xk+1)  C , terminate the algorithm with xk+1 as
the approximation to x∗.
Step 4: Update the barrier parameter
Set μk+1 := ζμk .
Set k := k + 1.
Choose xk,0 ∈ C0 and return to Step 2.
The inner iteration is outlined in Algorithm 2. It should be noted that the Cholesky decompo-
sition in Step 5, as well as all of Step 6, may be omitted when the objective function is known in
advance to be convex, as in this case Hk,j+1 is always positive definite.
Algorithm 2 (Inner iteration).
Step 1: Initialization
An initial point xk,0 ∈ C0, an initial trust region radius k,0, a barrier parameter μk , and
a forcing function2 H are given. The constants η1, η2, ξ1, ξ2, l , u, δ, and G are also
given and satisfy 0 < δ < 1, 0 < η1  2 − δ, η1 < η2 < 1, 0 < ξ1 < 1 < ξ2, 0 < l < u, and
0 < G < 1. Set ak,0 := 0 ∈Rn.
Set j := 0.
Compute gk,0 := ∇xφ(xk,0,μk).
Compute Hk,0 := ∇2xxφ(xk,0,μk).
Step 2: Model definition
Set Bk,j := Hk,j − ak,j gTk,j − gk,j aTk,j .
Choose a nonsingular (not necessarily symmetric) scaling matrix Jk,j ∈Rn×n such that
l  σmin(Jk,j ) σmax(Jk,j ) u.
If k,j‖J Tk,j ak,j‖ 1 − δ, set ak,j := (1 − δ)ak,j /‖J Tk,j ak,j‖.
Set gˆk,j := J Tk,j gk,j .
2 A function ψ :R+ → R+ which is continuous and satisfies ψ(0) = 0 and ψ(t) > 0 if t > 0 is called a forcing
function.
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Define the model
mˆk,j (w) := φ(xk,j ,μk) + gˆTk,jw +
1
2
wTBˆk,jw.
Step 3: Step calculation
Find wk,j which approximately minimizes mˆk,j over {w ∈ Rn: ‖w‖  k,j }. Set sk,j :=
Jk,jwk,j /(1 + aTk,j Jk,jwk,j ).
Step 4: Acceptance of the trial point
If xk,j + sk,j /∈ C0 set k,j := ξ1k,j and go to Step 3.
Otherwise compute φ(xk,j + sk,j ,μk) and compute
ρk,j := φ(xk,j ,μk) − φ(xk,j + sk,j ,μk)
mˆk,j (0) − mˆk,j (wk,j ) .
If ρk,j < η1, set k,j := ξ1k,j and go to Step 3.
Otherwise, set xk,j+1 := xk,j + sk,j and compute gk,j+1 := ∇xφ(xk,j+1,μk) and Hk,j+1 :=
∇2xxφ(xk,j+1,μk).
Step 5: Test for convergence
If ‖gk,j+1‖ > G‖gk,0‖ go to Step 7.
Otherwise, attempt to perform a Cholesky decomposition of Hk,j+1 + H (μk)I . If the
Cholesky decomposition is successful, set xk+1 := xk,j+1 and terminate the iteration.
Step 6: Search along a direction of negative curvature
Perform a complete eigenvector decomposition of Hk,j+1.
If λmin(Hk,j+1)−H (μk), set xk+1 := xk,j+1 and terminate.
Set u equal to a unit vector in the direction of the eigenvector corresponding to the smallest
eigenvalue of Hk,j+1.
If uTgk,j+1  0, set d := u; otherwise set d := −u.
Perform a linesearch to find α > 0 such that xk,j+1 + αd ∈ C0 and
φ(xk,j+1 + αd,μk) < φ(xk,j ,μk).
Set xk,j+1 := xk,j+1 + αd.
Compute gk,j+1 := ∇xφ(xk,j+1,μk) and Hk,j+1 := ∇2xxφ(xk,j+1,μk).
Compute ak,j+1 by the chosen method.
Set j := j + 1 and go to Step 2.
Step 7: Trust region update and choice of horizon vector
Set
k,j+1 := ξ2k,j if ρk,j  η2,
k,j+1 := k,j if η1  ρk,j < η2.
Compute ak,j+1 by an appropriate method.
Set j := j + 1 and go to Step 2.
We will show that under reasonable conditions a sequence {xk} constructed according to Al-
gorithm 1 will converge to a solution of (1). We will examine the convergence properties of
Algorithm 2 first. Once convergence of the inner iteration is established, the proof of the conver-
gence of the outer iteration is very similar to that presented by Conn, Gould, and Toint [4] for
trust region [4,7,8,10] barrier methods employing arbitrary models.
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In this section, we will look at the convergence properties of algorithms generated in accor-
dance with the algorithmic schemata of Section 2. We will look first at convergence of the inner
iteration, and then at convergence of the outer iteration.
3.1. Inner iteration
We now examine the convergence properties of Algorithm 2. We begin with two general
lemmas. The first allows us to quantify a lower bound on the decrease in objective function value
which can be expected when minimizing over a ball-shaped trust region. The second indicates
the local accuracy we can expect from a model function which matches function, gradient, and
Hessian values at a given reference point.
Lemma 1. Let C ⊆ U for some open U ⊆ Rn×n. Let f ∈ C2(U), and let  > 0 and x˜ ∈ C0
be such that B(x˜,) := {x ∈ Rn: ‖x − x˜‖  } ⊆ C. Assume that ‖∇2f (x)‖  κf for some
κf > 0 and for all x ∈ B(x˜,). Let d ∈ Rn be such that ‖d‖ = 1 and ∇f (x˜)Td < 0. Let α˜ :=
argminα>0{f (x˜ + αd): x˜ + αd ∈ B(x˜,)}, and let xd := x˜ + α˜d . Then
f (x˜) − f (xd)−12d
T∇f (x˜)min
{
−d
T∇f (x˜)
κf
,
}
. (6)
Proof. Let αˆ := min{−dT∇f (x˜)/κf ,}. Then for some θ ∈ (0,1),
f (xd) f (x˜ + αˆd)
 f (x˜) + αˆdT∇f (x˜) + 1
2
αˆ2dT∇2f (x˜ + θαˆ)d
 f (x˜) + αˆdT∇f (x˜) + 1
2
αˆ2κf
 f (x˜) + αˆdT∇f (x˜) − 1
2
αˆdT∇f (x˜)
 f (x˜) + 1
2
αˆdT∇f (x˜). (7)
Inequality (6) follows. 
Lemma 2. Let U ⊆ Rn be a convex open set, and let f1, f2 ∈ C2(U) and x˜ ∈ U be such that
f1(x˜) = f2(x˜), ∇f1(x˜) = ∇f2(x˜), and ∇2f1(x˜) = ∇2f2(x˜). Assume that ‖∇2f1(x)‖ κf and
‖∇2f2(x)‖ κf for some κf > 0 and for all x ∈ U . Then for any x ∈ U ,∣∣f1(x) − f2(x)∣∣ κf ‖x − x˜‖2.
Proof. By Taylor’s theorem
f1(x) = f1(x˜) + ∇f1(x˜)T(x − x˜) + 12 (x − x˜)
T∇2f1
(
x˜ + θ1(x − x˜)
)
(x − x˜)
for some θ1 ∈ (0,1). Similarly,
f2(x) = f2(x˜) + ∇f2(x˜)T(x − x˜) + 1 (x − x˜)T∇2f2
(
x˜ + θ2(x − x˜)
)
(x − x˜)2
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∥∥∥∥12 (x − x˜)T∇2f1
(
x˜ + θ1(x − x˜)
)
(x − x˜)
∥∥∥∥
+
∥∥∥∥12 (x − x˜)T∇2f2
(
x˜ + θ2(x − x˜)
)
(x − x˜)
∥∥∥∥
 κf ‖x − x˜‖2
as claimed. 
Lemma 3. Assume that 0 < δ < 1, a ∈ Rn, and that J ∈ Rn×n is nonsingular. Let D =
{w ∈ Rn: 1 + aTJw > 0}. Choose w¯ ∈ D, and choose  > 0 such that B(0,) ⊆ D. Define
h(w) := Jw/(1 + aTJw). If w¯ ∈ B(0,) and s¯ = h(w¯), then
1. δ  1 + aTJ w¯  2 − δ,
2. 1 − aTs¯ = 1/(1 + aTJ w¯), and
3. 1/(2 − δ) 1 − aTs¯  1/δ.
Proof. It is given that 1 + aTJ w¯  δ. Since −w¯ ∈ B(0,), it follows that 1 − aTJ w¯  δ, and
equivalently that aTJ w¯  1−δ. Thus 1+aTJ w¯  2−δ. This proves the first assertion. To prove
the second, note that
(
1 − aTs¯)(1 + aTJ w¯)= (1 − aTJ w¯
1 + aTJ w¯
)(
1 + aTJ w¯)
= 1 − aTJ w¯ + aTJ w¯
= 1. (8)
The third assertion is now obtained from the first by computing reciprocals. 
The following lemma allows us to relate the norm of vectors in x-space with the norm of the
corresponding vectors in w-space under a collinear scaling.
Lemma 4. Assume that J ∈Rn×n is nonsingular and satisfies
l  σmin(J ) σmax(J ) u
for some positive real numbers l and u. Let  ∈ R++, δ ∈ R++, and a ∈ Rn satisfy
‖J Ta‖‖w‖ 1 − δ for all w ∈ B(0,). Let w = J−1s/(1 − aTs). Then
δ‖s‖
u
 ‖w‖ (2 − δ)‖s‖
l
(9)
and
l‖w‖
(2 − δ)  ‖s‖
u‖w‖
δ
. (10)
Proof. Since the singular values of J−1 are the reciprocals of the singular values of J , we have
‖s‖/u  ‖J−1s‖  ‖s‖/l. Combining this with the third part of Lemma 3 gives (9). Since
s = Jw/(1+aTJw), combining the inequality l‖w‖ ‖Jw‖ u‖w‖. with the first inequality
in Lemma 3 gives (10). 
K.A. Ariyawansa, W.L. Tabor / J. Math. Anal. Appl. 334 (2007) 716–737 723We will need the idea of a Cauchy point in what follows. Assume that U ⊆ Rn is open, that
f ∈ C2(U). Let S ⊆ U be closed and convex with nonempty interior and let w¯ ∈ S0. Consider
the trust region subproblem
minimize f (w)
subject to w¯ ∈ S.
Let
A := {α ∈R+: w¯ − α∇f (w¯) ∈ S}.
The Cauchy point wc for the function f over the trust region S is defined by wc := α¯∇f (w¯)
where
α¯ := argminα∈A
{
f
(
w¯ − α∇f (w¯))}.
Thus wc minimizes f in the direction −∇f (w¯) subject to the condition that w¯ ∈ S.
Several assumptions will be common to several later propositions, so we collect them here.
Assumption Set 1. The following hold:
• C ⊆ U for some open U ⊆Rn;
• b :C0 ×R++ →R is a barrier term;
• f ∈ C2(U) such that φ(x,μk)M for some M ∈R and for all x ∈ C0;
• Algorithm 1 has been applied to problem (1) and, for some k, an xk has been chosen and
a rule for generating a sequence {xk,j }∞j=0 has been established following Algorithm 2,
including a method of choosing k,j > 0, ak,j ∈Rn, and nonsingular Jk,j ∈Rn×n such that
l  σmin(Jk,j ) σmax(Jk,j ) u and such that 1 + aTk,j Jk,jw  δ for w ∈ B(0,k,j ).
The third assumption is somewhat restrictive. It obviously applies when all li and ui are
finite. However, if φ is the log-barrier function, the assumption fails to hold even when f is a
constant function if one or more bounds are not finite. In such cases the barrier method is neither
theoretically justified nor useful in practice.
Now, assume that Assumption Set 1 is satisfied and for each j = 1,2, . . . let sk,j denote the
step from xk,j to the candidate point for xk,j+1. We define
Sk,j :=
{
w ∈Rn×n: ‖w‖k,j
}
and
Tk,j :=
{
x ∈Rn: ‖J
−1
k,j (x − xk,j )‖
1 − aTk,j (x − xk,j )
k,j
}
.
Thus Sk,j is the trust region in w-space and Tk,j is the trust region in x-space.
In what follows we use the notation gk,j := ∇xφ(xk,j ,μk) and Hk,j := ∇2xxφ(xk,j ,μk). We
remark that if a conic function is defined by
m(x) := m(p) + g
T(x − p)
1 − aT(x − p) +
1
2
(x − p)TB(x − p)
(1 − aT(x − p))2 ,
then ∇2m(p) = B + gaT + agT. A derivation of the gradient and Hessian of a conic function is
given by Begashaw [3]. This fact gives us the following lemma.
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and ‖ak,j‖ κa, then ‖∇2mˆk,j (w)‖ κb + 2κgκa for all w ∈ B(0,k,j ).
Proof. By the construction in Lemma 2,
∇2mˆk,j (0) := ∇2xxφ(xk,j ,μk) − aTk,j gk,j − gTk,j aTk,j .
Thus ∥∥∇2 ˆmk,j (0)∥∥ ∥∥∇2xxφ(xk,j ,μk)∥∥+ 2‖ak,j‖‖gk,j‖.
Since mˆk,j is quadratic, the result follows. 
Lemma 6. Suppose that Assumption Set 1 is satisfied, and that ‖∇2xxφ(x,μk)‖  κb for some
κb > 0 and for all x ∈ L(φ(·,μk), x0). Then there is κg > 0 such that ‖∇xφ(x,μk)‖ κg for all
x ∈ L(φ(·,μk), x0).
Proof. In order to derive a contradiction, assume that x¯ ∈ L(φ(·,μk) and ‖∇xφ(x¯,μk)‖ > κg :=
κb +(φ(x0,μk)−M). Set d := −∇xφ(x¯,μk)/‖∇xφ(x¯,μk)‖. Let φˆ be a function of one variable
defined by φˆ(s) := φ(x¯ + sd,μk). Then |φˆ′′(s)| κb for x¯ + sd ∈ L(φ(·,μk), x0). Thus
φˆ(s) φˆ(0) − ∥∥∇xφ(x¯,μk)∥∥s + 12κbs2
 φˆ(0) − (κb + (φ(x0,μk) −M)s)+ 12κbs2
and hence φˆ(0)− φˆ(1) (1/2)κb +φ(x0,μk)−M > φ(x0,μk)−M, which is impossible. Thus
the lemma is proved with κg := κb + φ(x0,μk) − M . 
Lemma 7. Suppose that Assumption Set 1 is satisfied. Let wc be the Cauchy point for the problem
minimize mˆk,j (w)
subject to ‖w‖k,j .
Define hk,j : {w ∈Rn: 1 + aTk,j Jk,jw > 0} →R by
hk,j (w) := Jk,jw1 + aTk,j Jk,jw
(11)
and let xc := xk,j + hk,j (wc). Let κb , κg , and κa be positive and satisfy ‖∇2xxφ(x,μk)‖  κb
and ‖∇φ(x,μk)‖  κg for all x ∈ L(φ(·,μk), xk), and ‖ak,j‖  κa. Let κt := κb + 2κgκa.
Let Θk,j represent the angle between −J Tk,j gk,j and wk,j . Thus cosΘk,j = −gTk,j Jk,jwk,j /
(‖J Tk,j gk,j‖‖wk,j‖). Let r satisfy 0 < r < 1. Assume that
mˆk,j (0) − mˆk,j (wk,j ) r
(
mˆk,j (0) − mˆk,j (wc)
) (12)
and
k,j min
(
r‖J Tk,j gk,j‖
κt (1 + r) ,
‖gk,j‖
κt
)
. (13)
Then
cosΘk,j  r/2. (14)
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(1 + r)κtk,j
2‖J Tk,j gk,j‖
 r
2
. (15)
Next, observe that
mˆk,j (0) − mˆk,j (wk,j )k,j
∥∥J Tk,j gk,j∥∥ cosΘk,j + 12κt2k,j
and
mˆk,j (0) − mˆk,j (wc)k,j
∥∥J Tk,j gk,j∥∥− 12κt2k,j .
Thus (12) implies
k,j
∥∥J Tk,j gk,j∥∥ cosΘk,j + 12κt2k,j  r
(
k,j
∥∥J Tk,j gk,j∥∥− 12κt2k,j
)
.
Now, dividing by k,j and rearranging gives
cosΘk,j  r − (1 + r)κtk,j2‖J Tk,j gk,j‖
.
Then substituting from (15) gives (14). 
Lemma 8. Suppose that Assumption Set 1 is satisfied. Let hk,j and Θk,j be as in Lemma 7, and
let Ψk,j denote the angle between −gk,j and sk,j , so that cosΨk,j = −gTk,j sk,j /‖gk,j‖‖sk,j‖.
Then
l
u
cosΘk,j  cosΨk,j 
u
l
cosΘk,j .
Proof. We prove the right-hand inequality,
−gTk,j sk,j
‖gk,j‖‖sk,j‖ =
−(J Tk,j gk,j )TJ−1k,j sk,j
‖gk,j‖‖sk,j‖
= (J
T
k,j gk,j )
Twk,j (1 − aTk,j sk,j )
‖gk,j‖‖sk,j‖

‖J Tk,j gk,j‖‖wk,j‖
(2 − δ)‖gk,j‖‖sk,j‖ cosΘk,j
 u
l
cosΘk,j ,
where the last step comes from application of Lemmas 3 and 4. The proof of the left-hand in-
equality proceeds similarly. 
Lemma 9. Suppose that Assumption Set 1 is satisfied. Let wc, κt , r , and Θk,j be as in Lemma 7
and Ψk,j as in Lemma 8. Assume that η1 is chosen so that η1 < 1/(2 − δ), that
mˆk,j (0) − mˆk,j (wk,j ) r
(
mˆk,j (0) − mˆk,j (wc)
)
,
k,j min
(
r‖J Tk,j gk,j‖
,
‖gk,j‖)
,
κt (1 + r) κt
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‖sk,j‖ rl‖gk,j‖(1 − η1(2 − δ))
uκt (1 + η1δ2) . (16)
(Note that the constraint on η1 guarantees that the right-hand side of (16) is positive.) Then
φ(xk,j ,μk) − φ(xk,j + sk,j ,μk)
mk,j (xk,j ) −mk,j (xk,j + sk,j )  η1. (17)
Proof. Combining Lemmas 7 and 8 gives cosΨk,j  rl/2u. By substituting we see that (16)
implies
‖sk,j‖ ‖gk,j‖ cosΨk,j (1 − η1(2 − δ))
(1/2)κt (1 + η1δ2) . (18)
Solving (18) for η1 gives
‖gk,j‖ cosΨk,j − (1/2)κt‖sk,j‖
(2 − δ)‖gk,j‖ cosΨk,j + (1/2)κt δ2‖sk,j‖  η1.
Multiplying numerator and denominator on the left-hand side by ‖sk,j‖ we obtain
‖gk,j‖‖sk,j‖ cosΨk,j − (1/2)κt‖sk,j‖2
(2 − δ)‖gk,j‖‖sk,j‖ cosΨk,j + (1/2)κt δ2‖sk,j‖2  η1. (19)
Now notice that
φ(xk,j ,μk) − φ(xk,j + sk,j ,μk)−gTk,j sk,j −
1
2
κt‖sk,j‖2
 ‖gk,j‖‖sk,j‖ cosΨk,j − 12κt‖sk,j‖
2 (20)
and
mk,j (xk,j ) −mk,j (xk,j + sk,j )
= −g
T
k,j sk,j
1 − aTk,j sk,j
− 1
2
sTk,j Bˆk,j sk,j
(1 − aTk,j sk,j )2
 ‖gk,j‖‖sk,j‖ cosΨk,j
1/(2 − δ) −
sTk,j Bˆk,j sk,j
2/δ2
 (2 − δ)‖gk,j‖‖sk,j‖ cosΨk,j + 12κt δ
2‖sk,j‖2 (21)
where we have used Lemma 3. Combining (20) and (21) with (19) gives (17). 
To this point, we have only needed boundedness of ∇2xxφ(x,μk) and ∇2mk,j (x) within an
individual trust region Tk,j , which is guaranteed because each trust region is compact. We will
now show that if ‖∇2xxφ(x,μk)‖ is uniformly bounded for x ∈ Tk,j for all j and if ‖ak,j‖ κa
for some κa > 0, then under reasonable assumptions,
lim
j→∞
∥∥∇xφ(xk,j ,μk)∥∥= 0.
The first step is to show that the desired result holds provided that the trust region radius, k,j ,
is bounded away from 0.
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and for all x ∈ C, and that ‖∇2xxφ(x,μk)‖  κb and ‖ak,j‖  κt for some κb > 0 and some
κa > 0 and for all x ∈ Tk,j for j = 0,1, . . . . Suppose, in addition, that for some κ0 > 0 we have
k,j  κ0 for j = 0,1,2, . . . . Then limj→∞ ‖∇xφ(xk,j ,μk)‖ = 0.
Proof. Suppose, to the contrary, that there is some κ1 > 0 and an infinite subsequence
{xk,ji }∞i=1 ⊆ {xk,j }∞j=0 such that ∇xφ(xk,ji ,μk)  κ1 for i = 1,2, . . . . By Lemma 6 there is a
κg > 0 such that ‖∇xφ(x,μk)‖  κg for all x ∈ L(φ(x,μk), xk). Let κt := κb + 2κaκg. By
Lemma 6, ‖∇mˆk,j (x)‖ κt for j = 1,2, . . . . Then, since ∇mˆ(w) = J Tk,j gk,j , Lemma 1 gives
mˆ(0) − mˆ(wc) 12lκ1 min
(
lκ1
κt
, κ0
)
.
Then
φ(xk,j ,μk) − φ(xk,j+1,μk) η1
(
mˆ(0) − mˆ(wk,j )
)
 η1r
(
mˆ(0) − mˆ(wc)
)
 η1rlκ1
2
min
(
lκ1
κt
, κ0
)
. (22)
But since φ(xk,j ,μk) − φ(xk,j+1,μk) > 0 for j = 0,1, . . . , and φ(·,μk) is bounded below, this
is impossible. We conclude that limj→∞ ‖∇xφ(xk,j ,μk)‖ = 0. 
Theorem 1. Suppose that Assumption Set 1 is satisfied. Let r satisfy 0 < r < 1. Define
h : {w ∈Rn: 1 + aTk,j Jk,jw > 0} →R by
hk,j (w) := Jk,jw1 + aTk,j Jk,jw
.
Assume that sk,j is chosen so that ‖h−1k,j (sk,j )‖k,j and
φ(xk,j ,μk) − φ(xk,j + sk,j ,μk) r
(
φ(xk,j ,μk) − φ(xc,μk)
)
.
Let wc be the Cauchy point for the problem
minimize mˆk,j (w)
subject to ‖w‖k,j
and let xc := xk,j + h(wc). Assume also that ‖∇xxφ(x,μk)‖  κt and ‖∇2mˆk,j (x)‖  κt for
some κt > 0 and for all x ∈ Tk,j for j = 0,1,2, . . . . Then limj→∞ ∇xφ(xk,j ,μk) = 0.
Proof. Assume that limj→∞ ∇xφ(xk,j ,μk) 	= 0. Then we can find an infinite subset S1 ⊆
{0,1,2, . . .} and  > 0 such that ‖∇xφ(xk,j ,μk)‖ > 2 for j ∈ S1. By Lemma 10 we can also
find an infinite subset S2 ⊆ {0,1, . . .} such that ‖∇xφ(xk,j ,μk)‖ <  for j ∈ S2. Then we can
construct two infinite subsequences of {xk,j } as follows:
• Choose xk,p0 from {xk,j : j ∈ S1}, and choose xk,q0 ∈ S2 by q0 := min{j ∈ S2: q0 > p0}.• For i > 0, choose xk,pi ∈ S1 with pi > qi−1 and choose xk,qi ∈ S2 by qi := min{j ∈ S2:
j > pi}.
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j ∈ S3,i , the proof of Lemma 10 implies
φ(xk,j ,μk) − φ(xk,j+1,μk) η1rl2 min
(
l
κt
,k,j
)
. (23)
Since φ(·,μk) is bounded below and φ(xk,j ,μk) is decreasing, we can conclude that
limi→∞ k,j = 0 for j ∈ S3,i . Thus, for i sufficiently large and j ∈ S3,i ,
φ(xk,j ,μk) − φ(xk,j+1,μk) 12η1rlk,j . (24)
Rearranging (24) we get
k,j 
2(φ(xk,j ,μk) − φ(xk,j+1,μk))
η1rl
. (25)
Since ‖∇φ(xk,pi ,μk)‖ − ‖∇φ(xk,qi ,μk)‖ , it follows that
‖xk,qi − xk,pi‖

κt
. (26)
On the other hand, the triangle inequality gives
‖xk,qi − xk,pi‖
qi−1∑
j=pi
‖xk,j+1 − xk,j‖

qi−1∑
j=pi
∥∥hk,j (wk,j+1) − hk,j (wk,j )∥∥

qi−1∑
j=pi
∥∥hk,j (wk,j+1)∥∥+ ∥∥hk,j (wk,j )∥∥
 2u
δ
qi−1∑
j=pi
k,j . (27)
Combining (26), (27) and (24) we obtain

κt
 2u
δ
qi−1∑
j=pi
k,j
 2u
δ
qi−1∑
j=pi
2(φ(xk,j ,μk) − φ(xk,j+1,μk))
η1rl
 4u(φ(xk,pi ,μk) − φ(xk,qi ,μk))
δη1rl
(28)
for i sufficiently large. Rearranging, we get
φ(xk,pi ,μk) − φ(xk,qi ,μk)
η1rl2
4uκt
for i sufficiently large. But this is impossible, since φ(·,μk) is bounded below. We conclude that
the infinite set S1 cannot exist, and hence that limj→∞ ∇φ(xk,j ,μk) = 0. 
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as defined as in Section 1. Then there is  > 0 such that dist(L(φ(·,μk), x0), ∂C)  . Fur-
thermore, there exists κt > 0 such that ‖∇2xxφ(x,μk)‖  κt and ‖∇2mk,j (x)‖  κt for all
x ∈ L(φ(·,μk), x0).
Proof. Since C is compact, there exists M ∈ R such that f (y) M for y ∈ C. In order to de-
rive a contradiction, assume that dist(L(φ(·,μk), x0), ∂C) = 0. Then we can find a sequence
{yi}∞i=1 such that yi ∈ L(φ(·,μk), x0) for i = 1,2, . . . and limi→∞(dist(yi, ∂C0)) = 0. Since C is
compact, {yi} has a convergent subsequence {ypi }∞i=1, and clearly y¯ := limi→∞ ypi ∈ ∂C0. But
φ(ypi ,μk) φ(x0,μk) for p = 1,2, . . . , and since f (y)M for y ∈ C it follows that
b(ypi ,μk) = φ(ypi ,μk) − f (ypi ) φ(x0,μk) −M
for i = 1,2, . . . . But this contradicts the definition of a barrier function. We conclude that there
is  > 0 such that dist(L(φ(·,μk), x0), ∂C) .
The second part of the lemma follows immediately, since L(φ(·,μk), x0) is compact and
φ(·,μk) ∈ C2(L(φ(·,μk), x0)). 
When the constraint region is bounded, and the rule for choosing ak,j guarantees that there is
κa ∈ R++ such that ‖ak,j‖  κa for j = 1,2, . . . , Theorem 1 ensures convergence of the inner
iteration, as shown by the following theorem.
Theorem 2. Suppose that Assumption Set 1 is satisfied, that −∞ < li < ui < ∞, and that
‖ak,j‖ κa for some κa > 0 and for all j  0. Then
lim
j→∞
∥∥∇xφ(xk,j ,μk)∥∥= 0.
Proof. Since L(φ(·,μk), xk) is compact, by Lemma 11 there are  > 0 and κb > 0 such that
‖∇2xxφ(x,μk)‖  κb for x ∈ L(φ(·,μk), x0) ⊆ {x ∈ C0: dist(x, ∂C)  }. Similarly, there is κg
such that ‖∇xφ(x,μk)‖ κg for x ∈ L(φ(·,μk), x0). Then ‖∇2mˆk,j (x)‖ κb + 2κaκg for x ∈
L(φ(·,μk), x0). Thus, by Theorem 1,
lim
j→∞
∥∥∇xφ(xk,j ,μk)∥∥= 0
as was to be proven. 
When the barrier function is a reciprocal barrier, then we can remove the requirement that C
be bounded.
Lemma 12. Let C, U , and f be as specified in (1) and assume that f satisfies f (x) M for
some M ∈ R and for all x ∈ C. Assume also that ‖∇2f (x)‖  κf for some κf > 0 and for all
x ∈ C0. Recall that Bl := {i: li > −∞} and Bu := {i: ui < ∞}. Let b := bR(α) :C0 ×R++ →R
be defined by (5) for some α  1, and let φ(x,μ) := f (x) + b(x,μ). If xk,j ∈ C0, then there
is d > 0 such that dist(L(φ(·,μk), xk,j ), ∂C)  d . Furthermore, there exists κb > 0 such that
∇2xxφ(x,μk) κb for all x ∈ L(φ(·,μk), xk,j ).
Proof. Let x¯ ∈ C0 be such that
dist(x¯, ∂C) μ
1/α
k
(α(φ(x ,μ ) −M))1/α .k,j k
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some ı¯. Then
φ(x¯,μk) f (x¯) +μk
(
α(φ(xk,j ,μk) − M)
αμk
)
 φ(xk,j ,μk),
so x¯ /∈ L(φ(·,μk), xk,j ). Hence the first part of the lemma holds with
d := μ1/αk
/(
α
(
φ(xk,j ,μk) − M
))1/α
.
Furthermore, for x ∈ L(φ(·,μk), xk,j ),
∥∥∇2xxφ(x,μk)∥∥= ∥∥∇2xxf (x)∥∥+μk ∑
i∈Bl
α + 1
([x]i − li )α+2 +μk
∑
i∈Bu
α + 1
(ui − [x]i )α+2
 κf + 2nd.
Thus the second part of the lemma holds with κb := κf + 2nd. 
Notice that the conclusion of this lemma fails when our barrier function is the log barrier
rather than the reciprocal barrier and C is unbounded, since the level sets of blog(·,μk) are not
bounded away from ∂C.
Theorem 3. Let b :C0 × R++ → R be defined by (5). Assume that f satisfies f (x) M and
‖∇2f (x)‖ κf for some M ∈R and some κf > 0 and for all x ∈ U . Suppose that Algorithm 2
is being applied to the function φ(·,μk) for a fixed μk , with a rule for choosing ak,j ensuring
‖ak,j‖ κa for some κa > 0. Then
lim
j→∞
∥∥∇xφ(xk,j ,μk)∥∥= 0.
Proof. By Lemma 12 there are  > 0 and κb > 0 such that ∇2xxφ(x,μk)  κb for x ∈
L(φ(·,μk), x0) ⊆ {x ∈ C0: dist(x, ∂C)  }. Since b(x,μ) > 0 for all x ∈ C0, it follows
that φ(x,μk)  M for all x ∈ C0. By Lemma 6 there is κg such that ‖∇φ(x,μk)‖  κg
for all x ∈ L(φ(·,μk), xk). By Lemma 5, if κt := κf + 2κgκa , then ‖∇2mˆk,j (x)‖  κt for
x ∈ L(φ(·,μk), xk). Thus, by Theorem 1,
lim
j→∞
∥∥∇xφ(xk,j ,μk)∥∥= 0
as was to be proven. 
When b is the log barrier function, it is not clear whether the same conclusions hold for
unbounded C. We will, however, show that, in the special case that f is convex, we can prove
that ‖∇φ(xk,j ,μk)‖ → 0. Note that when f is convex, φ(·,μk) is strictly convex.
In order to simplify notation, we will assume that li := 0 and ui := ∞ for i = 1,2, . . . .
Other cases are handled similarly. We will show that, for a given coordinate ı¯, we have
dist(Pı¯ , L(φ(·,μk), x0)) > 0, where
Pı¯ :=
{
x ∈Rn: [x]ı¯ = 0
}
,
after which the desired result follows easily.
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φx,μ :R
++ →R by
φx,μ(α) := φ(x + αeı¯,μ).
Since φ(·,μ) is strictly convex, either φx,μ is decreasing on its domain or it has a minimizer
θc(x). If φx,μ has no minimizer, then we define θc(x) := ∞. Further, we define
θl(x) := min
{
α > 0: φx,μ(α) φ(x0,μ)
}
.
If φx,μ has a minimizer, then limα→∞(φx,μ(α)) = ∞ and we define
θu(x) := max
{
α > 0: φx,μ(α) φ(x0,μ)
}
.
If φx,μ has no minimizer, then θu(x) := ∞.
For x ∈ C, we define
Pı¯(x) := x − [x]ı¯ eı¯ .
Finally, we define
Mı¯ :=
{
Pı¯(x) + θc
(
Pı¯(x)eı¯
)
: x ∈ C}.
Lemma 13. Let u ∈R. If u > 0, then
F(u) := u − logu
u/2
> 1.
Proof. The derivative
F ′(u) = −2 + 2 logu
u2
is negative for u < exp(1) and positive for u > exp(1). Thus F attains its global minimum at
u = exp(1) > 0. Since F(exp(1)) ≈ 1.26, the desired result follows. 
Lemma 14. Let C := {x ∈ Rn: [x]i  0, i = 1,2, . . . , n}. Let U ⊆ Rn be open with C ⊆ U .
Assume that f ∈ C2(U) is convex. Let μ > 0 and let φ :C0 ×R++ →R be defined by
φ(x,μ) := f (x) −μ
n∑
i=1
log
([x]i).
Let x ∈ Pı¯ . If θc(x) < ∞, then
θu(x)
2(φ(x0,μ) − φ(x + θc(x)eı¯ ,μ) +μ)θc(x)
μ
. (29)
Proof. For α¯ > θc(x),
φ(x + αeı¯,μ) = φ
(
x + θc(x)eı¯ ,μ
)+
α¯∫
θc(x)
φ′x,μ(α)dα
 φ
(
x + θc(x)eı¯ ,μ
)+
α¯∫
(φ′x,μ
(
θc(x)
)+
α∫
φ′′x,μ(β)dβ)dα
θc(x) θc(x)
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(
x + θc(x)eı¯ ,μ
)+
α¯∫
θc(x)
α∫
θc(x)
μ
β2
dβ dα
 φ
(
x + θc(x)eı¯ ,μ
)−μ
α¯∫
θc(x)
1
α
− 1
θc(x)
dα
 φ
(
x + θc(x)eı¯ ,μ
)−μ log α¯
θc(x)
+ μ
(
α¯
θc(x)
− 1
)
,
 φ
(
x + θc(x)eı¯ ,μ
)+ 1
2
μα¯
θc(x)
− μ,
where the last step is obtained by applying Lemma 13. Thus if
μ
α¯
θc(x)
> 2
(
φ(x0,μ)− φ
(
x + θc(x)eı¯ ,μ
)+μ),
then
φ(x + αeı¯,μ) > φ(x0,μ).
Hence
θu(x)
2(φ(x0,μ) − φ(x + θc(x)eı¯ ,μ) +μ)θc(x)
μ
as claimed. 
The significance of the previous lemma is that θu(x) is bounded by a constant multiple
of θc(x), and hence that if a sequence {xn} satisfies limn→∞(θc(x)) = 0, it must also satisfy
limn→∞(θu(x)) = 0. Note that in the following theorem x0 is an arbitrary point in C0 rather than
the initial point of an iteration.
Theorem 4. Let C := {x ∈ Rn: [x]i > 0, i = 1,2, . . . , n}. Let U ⊆ Rn be open with C ⊆ U .
Assume that the function f :U → R is convex. Let x0 ∈ C0 satisfy θc(x0) < ∞. Let μ > 0. Let
d ∈ Rn be such that ‖d‖ = 1 and [d]ı¯ = 0. Assume that θc(x0 + γ d)eı¯ ∈ L(φ(·,μ), x0) for all
γ > 0. Then there is an  > 0 such that θc(x¯0 + γ d) >  for all γ > 0.
Proof. For x ∈ C0, we define x¯ := Pı¯(x).
For the sake of reaching a contradiction, assume that the conclusion is false for some unit
vector d . Then
lim
γ→∞ θc(x¯0 + γ d) = 0.
From Lemma (14), it follows that
lim
γ→∞ θu(x¯0 + γ d) = 0.
Then we can choose γ1 such that θu(x¯0 + γ1d)  θc(x¯0)/2. Let x1 := x¯0 + θc(x¯0). Let x2 :=
x¯0 + 2γ1d + θc(x¯0 + 2γ1d)eı¯ and let x3 := (1/2)(x1 + x2). Then clearly x1 ∈ L(φ(·,μ), x0) and
x2 ∈ L(φ(·,μ), x0), but
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1
2
θc(x¯0 + 2γ1d) (30)
 1
2
θc(x¯0) (31)
 θu(x2). (32)
Thus x3 /∈ L(φ(·,μ), x0), which is a contradiction, since φ(·,μ) is strictly convex. This proves
the theorem. 
Theorem 5. Let C := {x ∈ Rn: [x]i  0, i = 1,2, . . . , n}. Let U ⊆ Rn be open with C ⊆ U .
Assume that f ∈ C2(U), that f is convex and that f (x)M for some M ∈R and for all x ∈ C.
Let μ > 0. Then there is  > 0 such that θl(x¯)  for all x ∈ C.
Proof. Let θ(x) = min{θc(x),1}. Then φ′x,μ(θ(x))  0 and φx,μ(θ(x))  f (x + θ(x)eı¯) M .
For 0 < α¯ < θ(x),
φx,μ(α¯) = φx,μ
(
θ(x)
)+
α¯∫
θ(x)
φ′x,μ(α)dα
= φx,μ
(
θ(x)
)+
α¯∫
θ(x)
(
φ′x,μ
(
θ(x)
)+
α∫
θ(x)
φ′′x,μ(β)dβ
)
dα
 φx,μ
(
θ(x)
)+
α¯∫
θ(x)
α∫
θ(x)
μ
β2
dβ dα
 φx,μ
(
θ(x)
)+μ
α¯∫
θ(x)
1
θ(x)
− 1
α
dα
 φx,μ
(
θ(x)
)+μ α¯
θ(x)
−μ+ μ log θ(x)
α¯
M +μ α¯
θ(x)
−μ+ μ log θ(x)
α¯
M −μ+ μ log θ(x)
α¯
.
Thus, if α¯ is chosen so that
μ log
θ(x)
α¯
 φ(x0,μ) −M +μ (33)
then φ(x0 + α¯eı¯ ,μ) φ(x0,μ), and hence θl(x) α¯. Since (33) is satisfied if
α¯   := θ(x) exp
(
−φ(x0,μ) −M +μ)
μ
)
,
the theorem is proven. 
Theorem 6. Let C := {x ∈ Rn: [x]i  0, i = 1,2, . . . , n}. Let U ⊆ Rn be open with C ⊆ U .
Assume that f ∈ C2(U), that f is convex and that f (x)  M for some M ∈ R and for all
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φ(x,μ) := f (x) + blog(x,μ). Assume that Algorithm 1 has been applied to the problem (1)
and that, for some k, an xk has been chosen and a rule for generating a sequence {xk,j }∞j=0 has
been established following Algorithm 2, including a method of choosing nonsingular Jk,j ∈Rn×n
such that l  σmin(Jk,j ) σmax(Jk,j ) u and ak,j ∈Rn. Then limj→∞ ∇xφ(xk,j ,μk) = 0.
Proof. There is  > 0 such that dist(L(φ(·,μk), xk,0), ∂C) >  according to Theorem 5, so it is
easily seen that ‖∇2xxblog(xk,j ,μk)‖ μk/2, and hence that ‖∇2xxφ(xk,j ,μk)‖ κf + μk/2.
From Theorem 1, we conclude that limj→∞ ∇xφ(xk,j ,μk) = 0. 
3.2. Outer iteration
It is convenient to group the assumptions common to the theorems in this subsection as fol-
lows.
Assumption Set 2. The following hold:
• C := {x ∈ Rn: li  [x]i  ui} where li , ui ∈ R¯ for i = 1,2, . . . , n. U ⊆ Rn is open, C ⊆ U ,
and f ∈ C2(U).
• There are constants M ∈ R and κf > 0 such that f (x) M and ‖∇2f (x)‖  κf for all
x ∈ C.
• The sequence {μk}∞k=1 is positive and decreasing. The function b :C0 ×R++ → R is a bar-
rier function as defined in Section 1, and the sequence {xk}∞k=0 is constructed by applying
Algorithm 1.
• Each application of Algorithm 2 finds xk+1 := xk,j+1 satisfying ‖∇xφ(xk,j+1,μk)‖ 
G‖∇xφ(xk,0,μk)‖ and λmin(∇2xxφ(xk,j+1,μk))  −H (μk) for some G ∈ (0,1) and
some forcing function H .
When C is compact, the sequence {xk} has at least one limit point. Otherwise, the sequence
{xk} may or may not have one or more limit points. Any limit points of {xk} are characterized by
the following theorem.
Theorem 7. Assume that Assumption Set 2 is satisfied, and that {xk} has a limit point x∗.
Let {xkp }∞p=1 be a convergent subsequence of {xk} with limit x∗. Then for i = 1,2, . . . , n,
[∇f (x∗)]i = − limp→∞ ∇xb(xkp ,μkp ). In particular, if x∗ ∈ C0, then [∇f (x∗)]i = 0 for
i = 1,2, . . . , n.
Proof. For i = 1,2, . . . , n we have [∇xφ(xkp ,μkp )]i = [∇f (xkp )]i + [∇xb(xkp ,μkp )]i . Note
that ‖∇xφ(xk,j+1,μk)‖  G‖∇xφ(xk,0,μk)‖ guarantees that limp→∞ ‖∇xφ(xk,j ,μkp )‖ = 0.
Thus, since f ∈ C2(U),
[∇f (x∗)]
i
= lim
p→∞
[∇f (xkp )]i = − limp→∞[∇xb(xkp ,μkp)]i .
If li < [x∗]i < ui , then since b(x∗,0) = 0 and b ∈ C2(C0 × R++), it follows that
[∇f (x∗)]i = 0. 
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second order necessary conditions for a minimizer of f . We first assume that all of the quantities
li and ui are finite. The extension to the case that some bounds are infinite is straightforward. For
convenience of notation, we define a constraint function c : C→R2n by[
c(x)
]
i
:= [x]i − li
for 1 i  n and[
c(x)
]
i
:= ui−n − [x]i−n
for n + 1 i  2n. For x ∈ C, let A−(x) := {i: [x]i = li} and let A+(x) := {i: [x]i = ui}. Let
A(x) =A+(x)∪A−(x), the set of indices of the constraints active at x. The first order necessary
conditions for a solution x∗ to (1) are that there exists a vector λ∗ ∈R2n such that:
1. [c(x∗)]i  0 for i = 1,2, . . . ,2n,
2. [λ∗]i  0 for i = 1,2, . . . ,2n,
3. [λ∗]i[c(x∗)]i = 0 for i = 1,2, . . . ,2n,
and
4. ∇f (x∗) = λ∗T∇c(x∗).
For x∗ a limit point of {xk} we set[
λ∗
]
i
:=
{ [∇f (x∗)]i if i ∈A−(x∗),
0 otherwise
for 1 i  n and[
λ∗
]
i
:=
{−[∇f (x∗)]i if i − n ∈A+(x∗),
0 otherwise
for n+ 1 i  2n. Then the following theorem is an immediate consequence of Theorem 7.
Theorem 8. Suppose that Assumption Set 2 is satisfied and that −∞ < li < ui < ∞ for i =
1,2, . . . , n. If x∗ is a limit point of {xk}, then x∗ satisfies the first order necessary conditions for
a minimizer of f .
Proof. Clearly [c(x∗)]i  0, [λ∗]i  0, and [λ∗]i[c(x∗)]i = 0 for i = 1,2, . . . ,2n. If [x∗]i = li ,
then, since b is convex, it follows that, for x ∈ C0 sufficiently near x∗, ∇b(x) < 0. Similarly, if
[x∗]i = ui , then, for x ∈ C0 sufficiently near x∗, ∇b(x) < 0. Hence, by Theorem 7, [λ∗]i  0.
From the definition of λ∗ and the fact that [∇c(x∗)]i = 1 for 1 i  n and [∇c(x∗)]i = −1 for
n+ 1 i  2n it follows that [∇f (x∗)]i = λi[∇c(x∗)]i . 
The second order necessary conditions for a minimizer require that, in addition to the first
order necessary conditions being satisfied, for any w ∈Rn such that wTei = 0 for all i ∈A(x∗),
wT∇2f (x∗)w  0. The following theorem demonstrates that a limit point of {xk} satisfies the
second order necessary conditions provided that the barrier function has a diagonal Hessian. This
requirement is easily seen to be satisfied by the log barrier and reciprocal barrier terms.
Theorem 9. Suppose that Assumption Set 2 is satisfied and that −∞ < li < ui < ∞ for i =
1,2, . . . , n. If x∗ is a limit point of {xk}, and [∇2b(x,μ)]i,j = 0 whenever i 	= j for all x ∈ C0
and for all μ > 0, then x∗ satisfies the second order necessary conditions for a solution to (1).
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∇2f (x∗)= lim
p→∞∇
2f (xkp )
= lim
p→∞∇
2
xxφ(xkp ,μk) −
n∑
i=1
lim
p→∞
([∇2xxb(xk,μk)]i)eieTi .
Let w ∈Rn satisfy wTei = 0 for i ∈A(x∗). Then
lim
p→∞w
T∇2xxφ(xkp ,μkp )w  limp→∞−
H (μkp )‖w‖2  0
since H is a forcing function. Thus
wT∇2f (x∗)w = wT lim
p→∞∇
2
xxφ(xkp ,μk)w −
∑
i∈A(x∗)
lim
p→∞
[∇2b(x,μ)]
i,i
wTeie
T
i w
= wT lim
p→∞∇
2
xxφ(xkp ,μk)w
 0,
as claimed. 
In case some of the li and ui are infinite, the constraint vector c and the vector of Lagrange
multipliers λ have dimension equal to the number of finite constraints and have components
defined only for those constraints. The proofs that a limit point x∗ satisfies the first and second
order necessary conditions then proceed exactly as in the proofs of Theorems 8 and 9. Thus we
have:
Theorem 10. Suppose that Assumption Set 2 is satisfied. If x∗ is a limit point of {xk}, then x∗
satisfies the first order necessary conditions for a minimizer of f . If x∗ is a limit point of {xk},
and [∇2b(x,μ)]i,j = 0 whenever i 	= j for all x ∈ C0 and for all μ > 0, then x∗ satisfies the
second order necessary conditions for a solution to (1).
4. Conclusion
Algorithms designed according to the schema presented in Section 2 involve the approximate
minimization of a bound-constrained function through the use of a barrier function. For a given
value of the barrier parameter, the corresponding subproblem is solved using the trust region
method. Approximate minimization over each trust region is performed on a conic model (2),
rather than over the usual quadratic model. Conic models generalize the usual quadratic models.
In this respect these algorithms differ from those described in [4, Chapter 13]. The motivation for
this choice of model function is the possibility that the larger class of approximating functions
available might allow for better approximation of some objective functions.
We have shown algorithms of this class to have good theoretical convergence properties under
fairly general conditions. The main difference between trust region algorithms using conic ap-
proximations, as compared to similar algorithms involving quadratic approximations, is that care
must be taken in the method for selecting a conic approximation to guarantee that the vector ap
in (2) is bounded for each subproblem. Once that is done, convergence properties very similar to
those for analogous algorithms using quadratic approximations can be established.
K.A. Ariyawansa, W.L. Tabor / J. Math. Anal. Appl. 334 (2007) 716–737 737Some computational results are given in [2]. More testing is needed to determine whether
the methods developed in this paper are actually useful in practical applications, and, if so, for
what types of problems. An important part of this investigation would be practical determination
of good choices for conic approximations from those that satisfy the conditions assumed in the
convergence analysis in Section 3.
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