We consider the parameter inference for a two-parameter life distribution with bathtub-shaped or increasing failure rate function. We present the point and interval estimations for the parameter of interest based on type-II censored samples. Through intensive Monte-Carlo simulations, we assess the performance of the proposed estimation methods by a comparison of precision. Example applications are demonstrated for the efficiency of the methods.
Introduction
In reliability analysis, the failure rate function plays an essential role to characterize life phenomena. The failure pattern of many products/systems (as electronic and mechanical products, etc.) can be represented by a bathtub curve. It comprises three stages: initial stage (or burn-in) with a decreasing failure rate, middle stage with an approximately constant failure rate, and final stage with an increasing failure rate. Many probability distributions have been proposed to fit real life data with bathtub-shaped failure rates (e.g., [1] [2] [3] [4] [5] ). Chen [6] proposed a two-parameter lifetime distribution (written as CZM( , ) throughout this paper) with bathtub failure rate whose distribution function is
where > 0 is the shape parameter and > 0 the scale parameter. Obviously, the transformed random variable = ( − 1)/ follows the standard exponential distribution Exp (1) . Also note that ( ) = 1 − exp((1 − )/ ) = 1 − exp[1 − (1 + + ( ))/ ] ≈ 1 − exp(− / ) for small , and so the distribution CZM( , ), to some degree, can be treated as an extension of Weibull distribution.
In reliability engineering, two common censoring mechanisms are widely applied in reliability testing for product life. For type-I censoring, the test is continued until a prespecified time is reached; whereas for type-II censoring, the test is carried out until a preset number of units failed. A significant amount of literature has emerged on various testing models with both data censoring schemes. Cha [7] considered a problem of determining optimal burn-in time in a bathtubshaped failure model under both cases of type-I and type-II. Xiong [8] made a statistical inference on a step-stress model with type-II censored exponential data. Balakrishnan et al. [9] presented the order restricted MLE for multiple step-stress models with exponential lifetime under type-I and type-II censored sampling situations. A comparison of accelerated life testing for Weibull and lognormal distributions with type-II censoring was made by meeker [10] , just to name a few.
Particularly, for the CZM( , ) distribution, there were some works done for parameter inference. Chen [6] presented the exact confidence intervals for the parameters based on type-II censored samples and gave an outline of the maximum likelihood estimation (MLE) procedure. Wu et al. [11] discussed the optimal pivotal quantities to provide a shortest exact confidence interval of the parameters and presented an alternate approximated one. Tang et al. [12] extended CZM( , ) to a three-parameter distribution, for 2 Advances in Statistics which they studied the properties of the order statistics, and introduced the MLE estimation and likelihood ratio test. However, in general, this distribution has not been much explored for its characteristics and parameter inference.
In this paper, we will explore some features of CZM( , ) and primarily focus on the parameter inference. In Section 2, we first study the numerical and graphic characteristics of this distribution and correct some mistakes which appeared in Chen [6] and Tang et al. [12] . We present several methods of point and interval estimation for the parameters in Section 3. In Section 4 we assess the performance of the methods by comparing the estimation precision on simulation studies, followed by data examples in Section 5. Lastly we conclude the paper with a brief discussion in Section 6.
Characteristics of Distribution CZM( , )
The density function for the distribution in (1) is
which has some interesting characteristics illustrated in Lemma 1.
Lemma 1. The density function ( ) has the following characteristics.
(1) When = 1, ( ) is decreasing for 0 < ≤ 1, and unimodal for > 1. We provide a detail proof in the Appendix. Note that Lemma 1 corrects the wrong conclusion of Tang et al. [12] , who claimed that the density ( ) was decreasing with = 1, > 1. Figure 1 shows the density curves under various settings of parameter values. It is also worth noting that when = 1, the distribution becomes an extreme value distribution, and when = 1, it reduces to an exponential power life distribution introduced by Dhillon [13] , which can have increasing, decreasing, and bathtub-shaped failure rates. Hence, it seems that the distribution is flexible enough to model various situations of product life.
The failure rate function is ( ) = ( / )
, and
], > 0, thus ( ) has a bathtub-shaped with achieving a minimum value at = ((1 − )/ ) 1/ when 0 < < 1, and is increasing when ≥ 1. Figure 2 illustrates ( ) with various values of and . Since the bottom of bathtub is the steady stage of failure rate function, it corresponds to the regular working stage of products and is very important for the practical application. To describe the length of time for working stage, we first give the definition of bathtub bottom width in the following.
Definition 2.
Suppose that a random variable follows a bathtub-shaped failure rate function ( ) with achieving the minimum at 0 . For a given (bathtub height) > 0 and two roots 1 , 2 of the equation ( ) − ( 0 ) = with 1 < 0 < For CZM( , ) distribution, we have the following property of the bottom width for the failure rate function.
Theorem 3. For
( , ) with 0 < < 1 and the bathtubshaped failure rate function ( ), then given > 0, the bathtub bottom width ( ) is increasing for .
Proof. Since ( ) has a bathtub-shaped for 0 < < 1, given > 0, there are two roots 1 < 2 of the equation ( ) − ( 0 ) = with 0 = ((1 − )/ ) 1/ . Taking derivative of the equation ( ) − ( 0 ) = with respect to , we have / = / −2
The theorem follows.
Given
= 0.1, 0.01, 0.001, 0.0001, and under various values of distribution parameters, the results of the bottom width are listed in Table 1 , in which one can see that the width ( ) is increasing for , on the contrary, ( ) is decreasing for . For the purpose of estimation, we explore other characteristics of the distribution including finite moments. Finite moments guarantee the rationality for the moment-based estimation methods such as method of moments. We display our findings for the properties of CZM( , ) shown in Theorem 4 whose proof is provided in the Appendix. is decreasing for ≥ 1, and unimodal for 0 < < 1.
Not surprisingly, there is a similar characteristic for the failure rate ( ) and average failure rate ( ). Figures 3 and  4 illustrate the shapes of ( ) and ( ) with various values of .
Estimation Methods
In this section, we discuss the estimation of parameters under type-II censored observational data. Suppose that products whose lifetime follow CZM( , ) are placed on test and the test continues until predetermined products fail with the ordered failure times (1) ≤ (2) ≤ ⋅ ⋅ ⋅ ≤ ( ) . We present the methods of point estimation for , and the interval estimation only for the shape parameter .
Maximum Likelihood Estimation.
Under the above type-II censoring, the likelihood function is 
The partial derivatives of log-likelihood equations ( log ( , ))/ = 0, ( log ( , ))/ = 0 give us
The maximum likelihood estimate (MLE) for iŝ1 =
, where no analytic form of MLÊ1 can be obtained, and a numeric method has to be applied. The uniqueness of MLE can be shown by using the following Lemma 5 presented in Chen [6] (in which a wrong proof was given). We provide a correct proof of the lemma as well as the uniqueness of MLE in the appendix. 
(2) For > > 0, ( ) is strictly increasing in > 0.
Method of Moment Estimation. It is known that
. . , are the first ordered statistics of random samples from Exp (1), and the mean and variance of ( ) are , = ∑ =1 (1/( − + 1)) and
2 ), respectively [14] . We set up the following equations by the first two "ordered" moments to obtain method of moment (MOM) estimates as follows: 
The uniqueness of̂2 is shown in the appendix. In addition
is a pivotal quantity (called MOM quantity) whose distribution is unknown. Under the different values of sample size and number of failures , we carry out 10000 Monte-Carlo simulations to compute some quantiles of the pivotal quantity ( , ) and the mean ( , ), listed in Table 2 . Then, we suggest a modified method of moment (MMOM) estimatê3, the
Furthermore, using this pivotal quantity, the 100 × (1 − )% confidence interval for is constructed from the roots of the equation ( , ) = with the lower and upper ( /2)th quantiles under various settings of ( , ) in Table 2 .
Inverse Method of Moment Estimation. It is well known that
By using the fact that 2 ∼
, we set up the equations by their first moments 2 ∑ −1 =1 log( / ) = 2 −2 to get the root̂4 and 2 = 2 to get
, termed as inverse method of moment (IMOM) estimates. In the case of small sample size , we set up the equations by the distribution modes 2 = 2( − 1), 2 ∑
The pivotal quantity 2 ∑ −1 =1 log( / ) (called MIM quantity) may result in a (1 − ) × 100% confidence interval for with the lower and upper limits from the equations
In what follows, we prove that the estimatorŝ4 and̂5 obtained above are unique. Note that
By Lemma 5,
is strictly increasing of for > and decreasing for < . Then, / is strictly increasing, so is ∑
, and thus
we have lim → +∞ ( / ) = +∞, and thus
=1 log( / ) = +∞. Hence, for any > 0 (specifically for our case here, = − 1 > 0 or = − 2 > 0), the equation ∑ −1 =1 log( / ) = has a unique root in > 0. An exact confidence interval was provided in Wu et al. [11] , who employed the fact that the pivotal quantities (called Wu's exact quantity) (2( − )/2( − ))/(2 /2 ) = ( /( − ))(( − )/ ) ∼ 2( − ),2 , = 1, 2, . . . , − 1 to form the th 100 × (1 − )% confidence interval for with the low and upper limits being the solutions from the following equation
where = /2,2( − ),2 , 1− /2,2( − ),2 . The optimal interval is the one with the shortest width among the − 1 intervals. Notice that the interval with = 1 reduces to the one constructed in Chen [6] . Wu et al. [11] also provided an approximated interval estimation by using the idea of Mann et al. [17] through the following pivotal quantities (called Wu's approx. quantity):
2 ). Again, the optimal is the interval with the shortest width among the − 1 intervals.
To determine what value of , in general, results in the optimal for Wu's methods, we conduct a simulation study under various settings of ( , ). We only show the results for Wu's exact interval since similar findings were obtained for Advances in Statistics 7 Wu's approximated method. We consider 3 ≤ ≤ − 3 to ensure the variance existence of 2( − ),2 and its symmetry 2 ,2( − ) . We choose the true values of parameters = 1, = 1 and significance level = 0.05 and calculate the interval estimations of parameter based on 1000 Monte-Carlo simulations. The average upper and lower limits, average interval widths, and coverage probabilities are shown in Table  3 , in which the least average interval width occurs at = [ /3], where [⋅] is the greatest integer function. Thus it seems that the shortest interval is achieved when the sampling distribution is close to symmetric as much as possible.
Simulation Study
We investigate the precisions of presented point and interval estimation methods by Monte-Carlo simulations. We choose the true values of parameters = 1, = 1, under which the density curve is shown in Figure 1(a) , whose time scale is approximately 0 to 2. We generate 1000 random samples for each case of ( , ) in Table 4 . The range of sample values is somehow related to the settings of ( , ). For example, the range of = 8 observed values is 0.051 to 0.981 under = 10, = 8, while they are 0.0284 to 1.362 for = 20, = 18, and 0.018 and 1.483 for = 30, = 30. The point estimates of parameters , for the 1000 generated samples under each case of ( , ) are calculated. Table 4 lists the mean and mean square error (MSE) of these estimates, among which MIM consistently produces the smallest MSE for the estimates and interestingly performs better than MLE under moderate sample size. To make more comparison, we also computed MOM estimates based on Wu's exact quantity by setting up the equations through the first moments of 2 ∼ ) between MSEs of MMOM and IMOM, so is larger than MIM's. The 95% confidence intervals for are also computed based on these simulated samples. The average upper and lower limits, average interval width and coverage probability are shown in Table 5 , where Wu's exact method in (12) selects the optimal interval estimation with = [ /3]. It can be seen that MIM quantity in (9) produces the shortest average width of interval as well as least MSE for point estimation. We also did simulation studies under various settings of parameter values, including the case of bathtub-shape failure rate with 0 < < 1. Similar results are obtained, showing that MIM approach consistently outperforms the other methods for both point and interval estimations (summary tables are not shown). The reason is that the log-scale expressed MIM quantity possesses less variability or its distribution is closer to symmetry than the distributions of other pivotal quantities. To illustrate this point, the density curves with = 20, = 16 of the four applied pivotal quantities: MOM, MIM, and 8 Wu's exact and approx. were shown in Figure 5 , where the skewnesses of these distributions are 1.0878, 0.5164, 3.5058, and 3.5156, respectively, indicating the distribution of MIM pivot (whose skewness is 0.5164) is closest to symmetry.
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Illustrative Examples
In this section, we apply the presented approaches on two examples to compare the efficiency of estimation methods. [18] showed that the data had bathtub failure rate function, so we fit this dataset by CZM( , ) to obtain the estimation results summarized in Table 6 . In this case of relatively small sample size = 18, MIM should yield reliable estimates based on the simulation study. From the results of the 95% confidence interval for , one may see that the shortest Wu's exact interval occurs at = 7, a little narrower than that of Wu's exact with = [18/3] = 6. This indicates that maybe the data slightly deviate from CZM( , ). Although Wu's approx. gives a shorter width than that from Wu's exact, it is a large-sample based approach whose coverage probability might not be the same as the nominal under the small sample size. Overall, MIM pivot produces the shortest interval among all the methods in accordance with the findings in the simulation study. = 0.5 < 1, the data was from the distribution with a bathtub-shaped failure rate. The estimation results by the proposed methods are shown in Table 7 , where we notice that some methods perform better than MIM (particularly for the estimation of ), but not significantly. Despite only 11 complete failures out of 15 samples used in the estimation, MIM still yields a comparable point estimates. For the 95% confidence interval of , Wu's exact and approx. with = [11/3] = 3 produce the least lengths among all intervals for = 1, 2, . . . , 10. Also MIM pivot gives the shortest length of interval as expected. In summary, although it is an example of bathtub-shaped failure rate, the results are in accordance with the findings in the simulation study, where the comparisons are based on the data generated from a nonbathtub shaped failure rate function with = 1.
Conclusions
In this paper, we consider the parameter inference for a twoparameter life distribution. We present five point estimations and three interval estimations for the parameter of interest. Through the Monte-Carlo simulation technique, we determined a mechanism to obtain the optimal interval estimation originally proposed by Wu et al. [11] . The performance of the methods were assessed by a comparison of estimation precisions, and it showed that the MIM pivotal quantity with a log-scale expression leads to a relative effectiveness of the estimation under moderate sample size. This indicated that the quantity has less variability or its distribution is closer to symmetry. We applied the methods to two datasets and demonstrated the efficiency of MIM estimation method.
Appendix
Proof of Lemma 1. resulting in 1 ( ) > 0, ( ) > 0 in 0 < < 1 , and (ii) when 0 < < 1, let 0 = ((1 − )/ )
1/ , and then we have ( ) < 0 in 0 < < 0 and ( ) > 0 in > 0 . Also ( 0 ) = 1 −
(1− )/ < 0, therefore, there exists a root 1 of ( ) = 0 with 1 > 0 > 0. Then we have ( ) < 0, ( ) < 0, so ( ) is decreasing in 0 < < 1 , and
lim → +∞ ( ) = 0, so ( ) < 0, and thus ( ) < 0.
(ii) When = 1, we have 
Thus, there is a unique root 1 of ( ) = 0 with 0 < 1 < 0 , so that ( ) > 0, ( ) > 0 in 0 < < 1 and ( ) < 0, ( ) < 0 in > 1 . That is, ( ) is unimodal.
Proof of Lemma 5. The proof of (1) is clear, therefore we only show the proof for (2). Chen [6] gave a proof, but it was wrong since in general two increasing functions, say ( ), ( ) can not guarantee the product ( ) ( ) being increasing unless both ( ) and ( ) are positive functions. Here we give the correct proof as follows.
To show ( ) > 0, it is desired to prove that the function ( ) = ( log )/( − 1) is strictly increasing in > 0. To make the notation simple, let = , and
(i) for ≥ 1, obviously log ≥ 0, and so ( ) > 0.
(ii) for 0 < < 1, first + 1 + log ≥ 2 + log for ≥ 1. Additionally, we know 1 ( ) = 2 + log is a concaveup function in 0 < < 1 with achieving minimum value 1 ( −1 ) = 2 − −1 > 0, so 1 ( ) > 0, and then ( ) > 0 in 0 < < 1.
In conclusion, we obtain ( ) > 0 in > 0, and so ( ) > 0, that is, ( ) is strictly increasing in > 0. The lemma follows.
Proof of Uniqueness of MLE.
We denote the left side of the second equation in (4) as ( ). It is obvious that lim → 0 ( ) = −∞. Now we consider lim → +∞ ( ) for various cases by using Lemma 5.
(1) When ( ) ≤ 1, then ( ) < 1, = 1, 2, . . . , − 1. Note that 2 has a unique root in > 0.
