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Introduction
While computer vision has made much progress over the last decade, there is still a long way to go
before it rivals the performance of a human child (Pankanti et al., 2011). Challenges in vision systems
are therefore manifold. The choice of a grand challenge for vision systems dedicated to improving
the quality of life and care of aging adults is due to its high relevance for current and future society
facing enormous demographic changes. According to the Strategic Research Agenda of the Joint
Programming Initiative “More Years and Better Lives,” 65-year-olds are likely to be healthier and
more active than their parents were at the same age, and the proportion of people aged over 80 is
rising rapidly. This may help offset the effects of aging in some counties or regions, but it brings its
own challenges. Precisely, one of these challenges is to enhance the quality of life and care of older
people (Bowling and Brazier, 1995).
Quality of life is defined as the perceived quality of the daily life of an individual and the
appreciation of being a human being. It integrates emotional, social, and physical aspects of a person’s
life. Moreover, the quality of life and care also assesses how illness or disability affects welfare,
therefore adequate individual monitoring is essential.
It is widely recognized that aging people generally prefer living in their own homes to other
options (e.g., Pynoos et al., 2010; Carswell, 2012; Vasunilashorn et al., 2012). However, it is difficult
to provide the necessary security and home care without monitoring, especially when the old
person encounters difficulties. Vision systems, supplemented by other sensing systems, can provide
a solution to several problems that the elderly face at home. Vision Systems Theory, Tools, and
Applications was born with the aim to collect valuable scientific and technological proposals in this
ever-growing field of robust people monitoring.
Vision Systems to Monitor the Emotional State of Aging People
Automated monitoring of emotional states is among the most important tools in the areas of health
sciences and rehabilitation, clinical psychology, psychiatry, and gerontology. Current research in
wireless area networks (WSNs) (Chen et al., 2011) and body area networks (Jovanov andMilenkovic,
2011) has enabled the inclusion of advanced monitoring devices in this context. It is important to
considermultisensory approaches as well, which combinemultiple sources of information presented
by various sensors to generate a more accurate and robust interpretation of a given situation
(Pavón et al., 2008). Ultimately, a semantic interpretation from multi-sensed and video-controlled
environments (Gascueña and Fernández-Caballero, 2011) is required for the recognition of specific
situations and activities (Fernández-Caballero et al., 2013).More concretely, our challenge is to apply
smart techniques to detect the mood and activity of those living alone in their homes (Bartholmai
et al., 2013).
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The ability to monitor changes in the emotional state of
a person in his/her own context should enable the imple-
mentation of regulatory strategies in order to reduce neg-
ative affective states. Emotion interpretation in humans has
traditionally been an area of interest in disciplines such as
psychology and sociology and, until now, only very few real-world
applications relate emotions to human behavior. Discovering
emotional states in a machine-vision-based manner covers
all aspects of vision systems from the low-level processes of
early vision to the high-level processes of recognition and
interpretation.
Currently, the least intrusive process of automatic emotion
recognition is based on the study of facial expression. The Facial
Action Coding System (Ekman et al., 2002) encodes all possible
facial expressions as unitary actions (AUs), which may occur
individually or in combination. In fact, a set of AUs generally
describes facial expressions associated with emotions (Soleymani
et al., 2012).
For emotion interpretation and further affect regulation, Ambi-
ent Intelligence (AmI) is a key element (Acampora and Vitiello,
2013). Indeed, AmI proposes to create intelligent environments
to suit the needs, personal taste, and interests of people that live
in them. Moreover, AmE, the so-called emotion-aware version
of AmI, exploits concepts from psychology and social sciences
to adequately analyze the state of an individual and enrich the
results with the help of contextual information. AmE achieves this
objective by extending the AmI devices through a collection of
improved sensors able to recognize human emotion from facial
expression (Susskind et al., 2007), hand gestures, and other body
movements indicative of human behavior (Silva et al., 2006; Vogt
et al., 2008).
Affective robotics is another fundamental area to consider
when we aim at improving the quality of life and care of aging
adults (Broekens et al., 2009). Affective robotics is a research
field that addresses the interaction between robots and people
by using emotions or emotional-related concepts (Esposito et al.,
2014). There is no doubt that pet-like robots equipped with vision
systems offer an opportunity to detect emotional states of the
elderly (Klein et al., 2013).
Conclusion
Improving the quality of life and care of aging adults is a
flagship challenge of vision systems research due to its societal
relevance and due to the fact that integrates all the current
areas of development in terms of tools and applications of
vision systems: AmI, smart environments, affective robotics, and
human–machine interaction.
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