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ON POLYCYCLIC CODES OVER A FINITE CHAIN RING
A. FOTUE TABUE1, E. MARTI´NEZ-MORO2, T. BLACKFORD3
Abstract. Galois images of polycyclic codes over a finite chain ring S and their annihi-
lator dual are investigated. The case when a polycyclic codes is Galois-disjoint over the
ring S, is characterized and, the trace codes and restrictions of free polycyclic codes over
S are also determined givind an analogue of Delsarte theorem among trace map, any S
-linear code and its annihilator dual.
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1. Introduction
In [9] the authors extend the notion of cyclicity in various directions and generalized
in several ways raising the concepts of polycyclic codes and sequential codes. Polycyclic
codes (formerly known as pseudo-cyclic codes) are the generalization of cyclic and consta-
cyclic codes and were studied in [16, p.241] for the first time. In [6] X.-dong Hou et al.
introduced sequential codes over finite fields showing that they are punctured cyclic codes
and established a strong connection between recurrence sequences and sequential codes.
Lo´pez-Permouth, et al.[9] studied the dual of a polycyclic code and showed [9, Theorem
3.5] that a constacyclic code is a polycyclic code whose dual is again polycyclic. Still poly-
cyclic codes never enjoyed the same popularity that constacyclic codes have because the
dual of some polycyclic code is not polycyclic. In [1], an alternate duality is introduced in
order to adress this issue.
In this paper we extend some results in [2] to polycyclic codes over finite chain rings
using generator polynomials. Galois variance of constacyclic codes over finite fields was
studied, the concept of Galois-disjoint of linear codes was introduced and a new class of
codes so-called polynomial codes were presented. Notice that those polynomial codes are
indeed polycyclic codes over finite fields.
Key words and phrases. Galois extension of finite chain rings; Polycyclic code; Trace code; Restriction code.
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2 A. FOTUE TABUE ET AL.
Throughout this work, S is a commutative ring with identity, and Aut(S) is the group
of ring automorphisms of S. The action of Aut(S) on Sn leads to the concept of Galois-
invariance for any S-linear code of length n (see [12]). In [8] the Hamming weight of some
polycyclic codes over Galois rings was established. Also in [4] some class of constacyclic
codes over finite chain rings were characterized via cyclotomic cosets as contraction of some
cyclic codes. In [11], the authors studied the algebraic structure of a class of linear codes
over finite chain rings containing the polycyclic codes.
The structure of the paper is as follows. After some preliminaries in Section 2 we use
the concept of strong Gro¨bner bases for polycyclic codes in order to deal with the algebraic
structure of polycyclic codes and their annihilator duals in Section 3. In Section 4 we
characterize those polycyclic codes over finite chain rings that are completely Galois-disjoint
and we deduce an analogue Delsarte theorem relating the trace map of any polycyclic code
and its annihilator dual.
2. Preliminaries
We use the following notation p be a prime, a, e,m be nonnegative integers, and Zpa
be the residue ring of integers modulo pa. A ring S is a finite chain ring if S is local and
principal. We will denote the maximal ideal of S as J(S) = 〈θ〉 and Fpm the residue field
S/J(S). Thus the ideals of S form a chain under inclusion {0S} = J(S)s ( J(S)s−1 ( · · · (
J(S) ( S and J(S)t = θtS for 0 ≤ t < s. Note that any generator of J(S) is a root of
an Eisenstein polynomial over Zpa of degree e where pa is the characteristic of S (see for
example [13, Theorem 5.1.]). The ring epimorphism pi : S → Fpm naturally extends a ring
ON POLYCYCLIC CODES OVER A FINITE CHAIN RING 3
epimorphism from S[x] to Fpm [X] and on the other hand it naturally induces an S-module
epimorphism from Sn to (Fpm)n, we will abuse the notation and thus we also denote it by
the same pi.
A polynomial f is basic irreducible over the ring S if pi(f) is irreducible over Fpm . The
Galois ring of characteristic pa and cardinality pam, denoted GR(pa,m), is the quotient ring
Zpa [X]/〈 f 〉, where 〈 f 〉 is the ideal generated by a monic basic irreducible polynomial f
of degree m over Zpa . Note that for all positive integers r and r′, the Galois ring GR(pa, r′)
is a subring of the Galois ring GR(pa, r) if and only if r′ divides r. Examples of finite chain
rings include Galois rings GR(pa,m) (here θ = p, and a = s) and, in particular, finite fields
( GR(p,m) = Fpm).
For a given finite chain ring S there are integers p, a,m, e, s such that Zpa ⊆ Zpa [θ] ⊆ S
and S/J(S) ∼= Fpm , where θ (the generator of J(S)) is a root of an Eisenstein polynomial
over Zpa of degree e satisfying θs−1 6= θs = 0S . From now on we will denote by Sr the Galois
extension of Zpa [θ] of degree r given by Sr = GR(pa, r)[θ]. Note that a finite chain ring S is
the Galois extension of Sr of degree d if and only ifm = rd. The subset Γ(Sr)\{0} is the only
cyclic subgroup of (Sr)
× isomorphic to (Fpr)\{0}, where Γ(Sr) =
{
a ∈ Sr : apr = a
}
is the
Teichmu¨ller set of Sr. Moreover the map pi : Sr → Fqr restricted to Γ(Sr)\{0} is a group
isomorphism from Γ(Sr)\{0} onto (Fpr)\{0}. From [13, Proposition 3.3.] each element a
in Sr can be uniquely rewritten as a = a0 +a1θ+ · · ·+as−1θs−1, where (a0, a1, · · · , as−1) ∈
Γ(Sr)
s. Thus, the finite chain ring Sr has p
sr elements and the units group (Sr)
× of Sr is{
s−1∑
t=0
atθ
t : (a0, a1, · · · , as−1) ∈ Γ(Sr)\{0} × (Γ(Sr))s−1
}
.
For any divisor r of m the mapping σr : S → S defined by σr
(∑s−1
t=0 atθ
t
)
=
∑s−1
t=0 a
pr
t θ
t
where (a0, a1, · · · , as−1) ∈ Γ(S)s is a generator of the group AutSr(S) of the Sr-algebra
automorphisms of the ring S, i.e. AutSr(S) =
{
σir : 0 ≤ i < d} . The mapping σ is
called a Frobenius automorphism of S. It induces the automorphism Frp of Fpm as fol-
lows Frp(pi(a)) = pi(σ(a)) for all a ∈ S.
An S-linear code C of length n is a submodule of the S-module Sn. An S-linear code
over S is free if it is free as an S-module. A matrix G is called a generator matrix for an
S-linear code C if the rows of G span C and none of them can be written as an S-linear
combination of the other rows of G. A matrix G is in standard form if there exists an
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s-tuple (k0, k1, · · · , ks−1) in Ns (where s is the nilpotency index of S) such that
G =

Ik0 G0,1 G0,2 · · · G0,s−1 G0,s
0 θIk1 θG1,2 · · · θG1,s−1 θG1,s
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · θs−1Iks−1 θs−1Gs−1,s
U,(1)
where Ikt is an identity matrix of order kt(for 0 ≤ t < s) and U is a suitable permutation
matrix. The s-tuple (k0, k1, · · · , ks−1) is called type of G.
From [14, Proposition 3.2, Theorem 3.5], each S-linear code C admits a generator matrix
in standard form, Moreover all the generator matrices for a given code C in standard form
have the same type, thus the type and the rank are numerical invariants for S-linear codes.
Henceforth the type of any S-linear code is the type of one of its generator matrices in
standard form. The rank of an S-linear code C, denoted rankS(C), is the number of rows
of a generator matrix in standard form. . Notice that if C is an S-linear code of type
(k0, k1, · · · , ks−1) then rankS(C) = k0 + k1 + · · · + ks−1, also an S-linear code C of type
(k0, k1, · · · , ks−1) is free if and only if rankS(C) = k0 and k1 = k2 = · · · = ks−1 = 0.
Consider the n× n-matrices
Da =

0
... In−1
0
a0 a1 · · · an−1
 and Eb =

b0 · · · bn−2 bn−1
0
In−1
...
0
(2)
with associate vectors a = (a0, a1, · · · , an−1) and b = (b0, b1, · · · , bn−1) in Sn. An S-linear
code of length n is right polycyclic [1, 9] with associate vector a (or simply, right a-cyclic)
if it is invariant by right multiplication by the matrix Da. Also in [1, 9] they define a code
as left b-cyclic if it is invariant by right multiplication by the matrix Eb. It is straight
forward (adapting the proof in [1, Theorem 4.] to finite chain rings) to see that any right
a-cyclic code where the determinant det (Da) = a0 ∈ S× is also left b-cyclic code with
bj = −aj+1a−10 for j < n − 1 and bn−1 = a−10 . Therefore from now on we will assume all
right a-cyclic codes with a ∈ S××Sn−1 and we will simply write a-cyclic codes. Note that
the a0-constacyclic codes are just a-cyclic codes with a := (a0, 0, · · · , 0).
Throughout this paper the S-module monomorphism
Ψ : Sn ↪→ S[X]
(c0, c1, · · · , cn−1) 7→ c0 + c1X + · · ·+ cn−1Xn−1.
(3)
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will identify the vectors in Sn with the polynomials of S[X] with degree at most n. Note that
C is an a-cyclic code if and only if Ψ(C) is an ideal of the quotien ring S[X]/〈Xn−Ψ( a ) 〉.
We define the a-period of an a-cyclic code over S as the positive integer `a such that
`a := min
{
i ∈ N\{0} : Xn − pi(Ψ( a )) divides Xi − 1} .(4)
Note that the quotient ring S[X]/〈Xn − Ψ( a ) 〉 is a principal ideal ring if either S is
a field or Xn − pi(Ψ( a )) is square free [8, Theorem 5.2.]. From now on we will consider
a-cyclic code over S whose period is relatively prime to p and hence Xn − pi(Ψ( a )) is
square free. From [14, Theorem 2.7], if g ∈ S[X] is monic and pi(g) is square-free, then
g factors uniquely into monic, coprime basic irreducibles. For any f ∈ Fpm [X] dividing
X`a − 1 such that p - `a, [10, Theorem XIII.4] implies the existence of a unique polynomial
g ∈ S[X] such that pi(g) = f and g divides X`a − 1 since X`a − 1 is square-free in Fpm [X].
The polynomial g will be called the Hensel lift of f.
3. Polycyclic codes and their dual codes
In the field case the dual of polycyclic codes were studied in [6] via their parity-check
matrix. In this section we generalize structural theorems of polycyclic codes over a finite
field to a finite chain ring S.
3.1. Free polycyclic codes. Let ω ∈ {1, 2, · · · , n} and g = g0 +g1X+ · · ·+gkXk ∈ S[X]
be a polynomial of degree deg(g) := k over S with k < n, we consider the ω × n-matrix
Mω(g) :=

g0 g1 · · · gk 0 · · · 0 0 · · · 0
0 g0 g1 · · · gk 0 · · · 0 · · · 0
...
. . .
. . .
. . .
. . .
...
...
0 · · · 0 g0 g1 · · · gk 0 · · · 0
 ,(5)
in which the entries of the first row correspond to the coefficients of g, and its ith row is
the cyclic shift of the (i−1)th row, for all i ∈ {2, 3, · · · , ω}. It is easy to see that if g0 ∈ S×,
then the rank of Mω(g) is ω.
Definition 3.1. A free S-linear code C of length n and rank n − k is free polycyclic if
there is a monic polynomial g such that Mn−k(g) is a generator matrix for C.
Note that for any free polycyclic code C over S there is a unique monic polynomial g
over S such that Mn−k(g) is a generator matrix for C. This polynomial g is called the
generator polynomial of C and the free polycyclic code over S with generator polynomial
f of length n is denoted P(S;n; g). We will assume P(S;n; g) = {0 }, if deg(g) ≥ n.
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Remark 1. Note that pi(P(S;n; g)) = P(Fpm ;n;pi(g)), thus it follows as a generalization
of [9, Theorems 2.3 and 2.4] to finite chain rings the following characterization: any free
polycyclic code over S with generator matrix g satisfies g0 ∈ S×.
From now on, g = g(X) will denote a monic polynomial in S[X] with g0 ∈ S× and a in
(S×)× (S)n−1 where Ψ(a) is the remainder of the Euclidian division of Xn by g.
Proposition 1. The following assertions hold.
(1) P(S;n; g) =
{
c ∈ Sn : g divides Ψ( c )
}
.
(2) P(S;n; g) is a-cyclic.
Proof. Let c = (c0, c1, · · · , cn−1) ∈ P(S;n; g) = C.
(1) From the definition of P(S;n; g), it follows that Mn−k(g) is a generator matrix for C
if and only if there is (m0,m1, · · · ,mn−k−1) ∈ Sn−k such that c = (m0,m1, · · · ,mn−k−1)Mn−k(g).
Note that Ψ(c) = Ψ(m0,m1, · · · ,mn−k−1, 0, · · · , 0)g. Therefore c ∈ C, if and only
if g divides Ψ(c).
(2) We have that cDa = (0, c0, c1, · · · , cn−2) + cn−1(a0, a1, · · · , an−1). It follows that
Ψ(cDa) = XΨ(c)−gh, since Xn−Ψ(a) = gh for some h ∈ S[X]. Hence Ψ(cDa) ∈ C
because g divides Ψ(c) and therefore P(S;n; g) is a-cyclic.

Let us follow the notation below.
• µ(g1, g2, · · · , gu) the Hensel lift of lcm(pi(g1), pi(g2), · · · , pi(gu)), to S[X].
• δ(g1, g2, · · · , gu) the Hensel lift of gcd(pi(g1), pi(g2), · · · , pi(gu)), to S[X].
Lemma 1. Let Pi = P(S;n; gi) where gi is a monic polynomial over S such that the period
of pi(gi) is coprime to p and deg(gi) < n, for 1 ≤ i ≤ u. The following assertions hold.
(1) gi divides gj if and only if Pi ⊇ Pj , for all 1 ≤ i, j ≤ u;
(2)
u⋂
i=1
Pi = P(S;n;µ(g1, · · · , gu));
(3)
u∑
i=1
Pi ⊆ P(S;n; δ(g1, · · · , gu));
(4) If deg(µ(g1, · · · , gu)) ≤ n, and
u∑
i=1
Pi is free, then
u∑
i=1
Pi = P(S;n; δ(g1, · · · , gu)).
Proof. From Proposition 1 (1) is straight forward. In order to prove (2) we note that gi
divides µ(g1, · · · , gu) for each i, thus from (1) it follows that Pi ⊇ P(S;n;µ(g1, · · · , gu))
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for each i and hence we have the inclusion
u⋂
i=1
Pi ⊇ P(S;n;µ(g1, · · · , gu)). Conversely, if
c ∈
u⋂
i=1
Pi then by Proposition 1 Ψ(c) is a common multiple of g1, · · · , gu.
From [10, Theorem XIII.6], there are a polynomial over S and c∗ ∈ Sn such that
Ψ(c) = α(X)Ψ(c∗) Ψ(c∗) is monic, and pi(α(X)) = 1. Therefore Ψ(c∗) is also a common
multiple of g1, · · · , gu and µ(g1, · · · , gu) divides Ψ(c∗). Since Ψ(c) = α(X)Ψ(c∗) it follows
that
u⋂
i=1
Pi ⊆ P(S;n;µ(g1, · · · , gu)) proving (3).
Since δ(g1, · · · , gu) divides gi for each i by Proposition 1 Pi ⊆ P(S;n; δ(g1, · · · , gu)) for
each , and since P(S;n; δ(g1, · · · , gu)) is a submodule of Sn we have
u∑
i=1
Pi ⊆ P(S;n; δ(g1, · · · , gu)).
Thus to prove (4) it is enough to show that rankS
(
u∑
i=1
Pi
)
= rankS(P(S;n; δ(g1, · · · , gu))),
if deg(µ(g1, · · · , gu) ≤ n and
u∑
i=1
Pi is free. Since deg(gcd(pi(g1), · · · , pi(gu))) = deg(µ(g1, · · · , gu) ≤
n by [2, Lemma 5] it follows that
u∑
i=1
pi(Pi) = P(Fpm ;n; gcd(pi(g1), · · · , pi(gu))),
and
rankS
(
u∑
i=1
Pi
)
= dimFpm
(
pi
(
u∑
i=1
Pi
))
.
Hence rankS (P(S;n; δ(g1, · · · , gu))) = dimFpm (P(Fpm ;n; gcd(pi(g1), · · · , pi(gu))) and this
completes the proof. 
3.2. Non-free polycyclic codes. Let C be a non-free non-zero a-cyclic code of length n
over S, and let g0 be the polynomial X
n −Ψ( a).
Definition 3.2. A subset
{
θλ1g1 ; θ
λ2g2, · · · , θλugu
}
of S[X] (for some 1 ≤ u < s) is a
strong Gro¨bner basis for C if Ψ(C) =
〈
θλ1g1 ; θ
λ2g2, · · · , θλugu
〉
and
(1) 0 ≤ λ1 < λ2 < · · · < λu < s;
(2) for 1 ≤ i ≤ u, gi is monic;
(3) n > deg(g1) > deg(g2) > · · · > deg(gu) > 0;
(4) for 0 ≤ i ≤ u, θλi+1gi ∈
〈
θλi+1gi+1, θ
λi+2gi+2, · · · , θλugu
〉
in S[X].
Lemma 2. ([15, Theorem 4.2].) Every non-free, non-zero polycyclic code over S admits a
strong Gro¨bner basis.
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Remark 2. Condition (4) in the definition implies that pi(gu)|pi(gu−1)| · · · |pi(g1)|pi(g0).
Note that for polycyclic codes that condition cannot be improved in general: there are poly-
cyclic codes for which no strong Gro¨bner basis
{
θλ1g1 , θ
λ2g2, · · · , θλugu
}
has the property
gu|gu−1| · · · |g1|g0 (see [15, Example 3.3]).
A strong Gro¨bner basis
{
θλ1g1 , θ
λ2g2, · · · , θλugu
}
for the code C as described above
is not necessarily unique. However, if ki is the degree of gi, then u, (k1, k2, · · · , ku) and
(λ1, λ2, · · · , λu) are uniquely determined by the algebraic structure of the code C. Therefore
the type of C is (k0, k1, · · · , ks−1) where kt = ki−1−ki if λi = t for some i, kt = 0 otherwise,
and |C| =
u∏
i=1
pm(s−λi)(ki−1−ki).
Remark 3. Let C be a non-free, non-zero a-cyclic code over S such that
{
θλ1g1 , θ
λ2g2, · · · , θλugu
}
is one of its strong Gro¨bner bases. Let us denote by ki = deg(gi) for i ∈ {0, 1, · · · , u}. Then
a generator matrix for C is 
θλ0Mk0−k1(g1)
θλ1Mk1−k2(g2)
...
θλuMku−ku−1(gu)
 .(6)
Example 3.1. Consider the ring S = Z4[α] where α2 = 3α + 3 and its residue field
F4 = F2(β) where β2 = β + 1. The factorization of X5 − β is the product of irreducible
polynomials in F4[X] given by
X5 − β = (X − β2)(X2 +X + β)(X2 + βX + β).
Let us take g2 = X
2+X+α, g1 = X
4+α2X3+αX2+X+α2 and g0 = (X−α2)g1+2(X+
3)g2 = X
5+2X3+2α2X+α in S[X]. Since 2g1 = 2g2(X
2+αX+α) if follows that the code
C with Gro¨bner basis {g1 , 2g2} is an a-cyclic code of length 5 whose a := (α, 2α2, 0, 2) and α2 1 α α2 12α 2 2 0 0
0 2α 2 2 0

is one of its generator matrices.
3.3. Annihilator dual of a linear code. The Euclidian product on Sn is 〈x ; y〉 = x·ytr,
where x,y ∈ Sn. and ytr, the transpose of y ∈ Sn. The Euclidean orthogonal code C⊥ of
an S-linear code C of length n, is defined as C⊥ := {y ∈ Sn : 〈y ; c〉 = 0S for all c ∈ C} .
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C⊥ is an S-linear code of length n and from [14, Theorem 3.10(iii)],
(
C⊥
)⊥
= C and
|C⊥| × |C| = |S|n.
Definition 3.3. An S-linear code C is a-sequential if C · Dtra = C where C · Dtra ={
cDtra : c ∈ C
}
and Dtra is the transpose of Da.
Proposition 2. Any S-linear code C of length n is a-cyclic if and only if C⊥ is a-
sequential.
Proof. Assume that C · Dtra = C. If y ∈ C⊥ then
〈
y ; (cDa)
tr
〉
= (yDtra ) · ctr = 0S for
all c ∈ C and therefore yDtra ∈ C⊥ and C⊥ · Dtra ⊆ C⊥. Since Da is invertible, we have
C⊥ · Dtra = C⊥. Conversely, we have
(
C⊥ ·Dtra
)⊥
= C, since
(
C⊥
)⊥
= C. Thus it follows(
C⊥ ·Dtra
)⊥
=
(
C⊥
)⊥ ·Da and C ·Da = C. 
Remark 4. According to [9, Theorem 3.5.], an a-sequential code of length n is identified
to an ideal in S[X]/〈Xn −Ψ(a) 〉 if and only if it is constacyclic.
For a polynomial ρ ∈ S[X] we will denote by {ρ}a the remainder of the Euclidian division
of ρ by Xn −Ψ(a). We introduce the inner-product on Sn defined by:
〈u ; v〉a = ({Ψ(u)Ψ(v)}a) (0S).(7)
Lemma 3. The inner-product (7) is a nondegenerate symmetric bilinear form.
Proof. It is clear that it is a symmetry bilinear form. Since a ∈ (S×) × (Sn−1) it follows
that 1 is the remainder of the Euclidian division of Xf by Xn −Ψ(a) for some f ∈ S[X].
Thus
({
Ψ(c)Xi
}
a
)
(0S) = 0S for all integer i if and only if c = 0. 
The result in [1, Proposition 1] allows to write the annihilator dual C◦ of a S-linear code
C as follows:
C◦ := {y ∈ Sn : 〈y ; c〉a = 0S for all c ∈ C } .
Lemma 4. Let A = (〈ei ; ej〉a) be a matrix with respect to a basis {ei : 1 ≤ i ≤ n} of the
S-module Sn and C an S-linear code. Then C◦ = (C ·A)⊥ where C ·A := {cA : c ∈ C}.
Proof. Note that 〈u ; v〉a = uAvt = 〈u ; vA〉a where vt is the transpose of v. Thus
C◦ = {y ∈ Sn : 〈y ; cA〉a = 0S for all c ∈ C } = {y ∈ Sn : 〈y ; c〉 = 0S for all c ∈ C ·A } = (C·A)⊥.

Corollary 1. Let C be an S-linear code. The following assertions hold.
(1) C⊥ and C◦ have the same type;
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(2) (C◦)◦ = C.
Proof. Let {ei : 1 ≤ i ≤ n} be a basis of the free S-module Sn and A = (〈ei ; ej〉a).
(1) The matrix A is invertible, since 〈u ; v〉a is nondegenerate. Hence the S-modules
(CA)⊥ and C⊥ are isomorphic and whence C⊥ and C◦ have the same type.
(2) Using the equality C◦ = (C ·A)⊥ and the fact that A is invertible it follows that
(C◦)◦ = (C◦ ·A)⊥
= (C◦)⊥(A−1)
= ((C ·A)⊥)⊥ · (A−1) = (CA)A−1 = C.

Proposition 3. If C be an a-cyclic code over S then C◦ is an a-cyclic code.
Proof. XΨ(y)−Ψ(yDa) ∈ 〈Xn −Ψ(a) 〉 for all y ∈ Sn therefore it follows that C◦ ·Da =
(C ·Da)◦. By hypothesis C ·Da = C and hence we have that C◦ ·Da = C◦. 
Proposition 4. Let C := P(S;n; g) be a nonzero a-cyclic code and h a monic polynomial
such that gh = Xn −Ψ(a). Then (P(S;n; g))◦ = P(S;n;h).
Proof. Let y ∈ Sn, there exist t ∈ N, α(X) ∈ (S[X])× and y∗ ∈ Sn such that Ψ(y) =
θtα(X)Ψ(y∗) and Ψ(y∗) is monic (see [10, Theorem XIII.6]). If y ∈ (P(S;n; g))◦, then
Ψ(y∗)g ∈ 〈 gh 〉 since gh = Xn − Ψ(a). h divides Ψ(y∗) thus (P(S;n; g))◦ ⊆ P(S;n;h).
Conversely P(S;n;h) ⊆ (P(S;n; g))◦ since gh = Xn −Ψ(a). 
4. Galois variance of polycyclic codes
In this section the integers r and d are two divisors of m such that m = dr.
4.1. Galois images of polycyclic codes. Let σ be a generator of Aut(S). This generator
σ naturally induces on the one hand an automorphism of S[X] as follows:
σ(f) =
∑
i
σ(fi)X
i,
for any f =
∑
i
fiX
i ∈ S[X] and the other hand an automorphism of Sn of the following
way:
σ( c ) = (σ(c0), σ(c1), · · · , σ(cn−1)) ,
for any c := (c0, c1, · · · , cn−1) ∈ Sn respectively. Given a positive integer i, the S-linear
code σi(C) :=
{
σi( c ) : c ∈ C} is called image of C under σi.
Definition 4.1. Let C be an S-linear code of length n.
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(1) The code C is 〈σr〉-disjoint if σir(C) ∩ C = {0}, for all 1 ≤ i < d.
(2) The code C is complete 〈σr〉-disjoint if Sn = C ⊕ σr(C)⊕ · · · ⊕ σr(d−1)(C).
Note that any complete 〈σr〉-disjoint code over S is 〈σr〉-disjoint, on the other hand if an
S-linear code C is 〈σr〉-disjoint then all subcodes and 〈σi〉-images of C are also 〈σi〉-disjoint
and from Remark 3 we have the following result.
Proposition 5. Let C be a non-free, non-zero a-cyclic code over S whose
{
θλ1g1 , θ
λ2g2, · · · , θλugu
}
is one of its strong Gro¨bner bases. Then σi(C) is σi(a)-cyclic, and
{
θλiσi(gi) : 1 ≤ i ≤ u
}
is a Gro¨bner basis for σi(C), for all 0 ≤ i < m.
Proposition 6. The code C := P(S;n; g) is 〈σr〉-disjoint if and only if deg(µ(g, σir(g))) ≥
n, for 1 ≤ i ≤ d− 1.
Proof. Note that C is 〈σr〉-disjoint if and only if σir(C)∩C = {0} for all 1 ≤ i < d. By part
2. of Lemma 1 this is possible if and only if P(S;n;µ(g, σir(g))) = {0}, which happens if
and only if deg(µ(g, σir(g))) ≥ n. 
Note that if Sn = C⊕σr(C)⊕· · ·⊕σr(d−1)(C), and since Sn is a free S-module, therefore
C is a free S-module. We have the following result.
Lemma 5. Let C be an S-linear code over S of length n. If C is complete 〈σr〉-disjoint
then C is free.
The following example gives a 〈σr〉-disjoint code which is non-free.
Example 4.1. Let σ be a generator of Aut(Z4[α]) defined by σ(α) = α2. Consider the a-
cyclic code C over Z4[α] with Gro¨bner basis {g1 ; 2g2} , given in Example 3.1. A generator
matrix of σ(C) is  3α 3 3α2 α2 + 3 12α2 2 2 0 0
0 α2 2 2 0
 ,
and σ(C) is an σ(a)-cyclic code of length 5 with a = (3α2, 2α2, 2α2, 2α2, 2α2). A generating
set of C ∩ σ(C) is C ∩ (Z4)5 (see [5]), but C ∩ (Z4)5 = {0}. Hence C is Galois disjoint.
Theorem 1. The code C = P(S;n; g) is complete 〈σr〉-disjoint if and only if deg(g) =
(d− 1)nd and deg(µ(g, σir(g))) ≥ n, for 1 ≤ i ≤ d− 1.
Proof. We note that C is complete 〈σr〉-disjoint if and only if C is 〈σr〉-disjoint and
rankS(C) =
n
d . Now rankS(C) = n − deg(g) and by Proposition 6 it follows that C is
complete 〈σr〉-disjoint if and only if deg(g) = (d − 1)nd and deg(µ(g, σir(g))) ≥ n for
1 ≤ i ≤ d− 1. 
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4.2. Trace and restriction of polycyclic codes. Let C be an S-linear code of length
n. The restriction code Resr(C) of C to Sr is defined to be Resr(C) := C ∩ (Sr)n, and the
trace code Trd(C) of C to Sr is defined as
Trd(C) :=
{
(Trd(c0), Trd(c1), · · · , Trd(cn−1)) : (c0, c1, · · · , cn−1) ∈ C
}
,
where Trd =
d−1∑
i=0
σir. The following result describes the restriction code and trace code of
any free polycyclic code.
Theorem 2. Let C = P(S;n; g). Set µd(g) := µ(g, σr(g), · · · , σr(d−1)(g)) and δd(g) =
δ(g, σr(g), · · · , σr(d−1)(g)).
(1) Resr(C) = P(Sr;n;µd(g)).
(2) Trd(C) ⊆ P(Sr;n; δd(g)), with equality if
d−d∑
i=0
σir(C) is free and deg(µd(g)) ≤ n.
Proof.
(1) By the first part of Lemma 1 we note that P(Sr;n;µd(g)) ⊆ C and is in (Sr)n,
thus P(Sr;n;µd(g)) ⊆ Resr(C). Conversely, if a ∈ Resr(C), then a = σir(a) for all
0 ≤ i ≤ d − 1, therefore a ∈
d−1⋂
i=0
σir(C) and from the second part of Lemma 1 it
follows that a ∈ P(Sr;n;µd(g)). Hence Resr(C) = P(Sr;n;µd(g)).
(2) From the third part of Lemma 1 it follows that
d−d∑
i=0
σir(C) ⊆ P(S;n; δd(g)). Now
Trd
(
d−d∑
i=0
σir(C)
)
= Trd(C) and Trd (P(S;n; δd(g))) = P(Sr;n; δd(g)) since σr(δd(g)) =
δd(g). Thus Trd(C) ⊆ P(Sr;n; δd(g)), moreover, if
d−d∑
i=0
σir(C) is free and deg(µd(g)) ≤
n, then by part 4 of Lemma 1
d−d∑
i=0
σir(C) = P(S;n; δd(g)). Whence it follows the
equality Trd(C) = P(Sr;n; δd(g)).

Finally the following result gives an analogue Delsarte’s theorem relating the trace map
of a S-linear code and, in this case, its annihilator dual.
Proposition 7. For any S-linear code C the following holds
Trd(C
◦) = (Resr(C))◦.
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Proof. Let x ∈ Trd(C◦), there is y ∈ C◦ such that x = Trd(y). For all c ∈ Resr(C),
〈x, c 〉a = 〈 Trd(y),y 〉a ,
= Trd (〈y, z 〉a) ,
= Trd(0S),
= 0S .
Thus Trd(C
◦) ⊆ (Resr(C))◦. On the other hand if x ∈ (Trd(C◦))◦ then 〈x, Trd(z)〉a = 0S
for all z in C◦. Now Trd(〈x, λz 〉) = 〈x, Trd(λz)〉a = 0S and 〈x, λz〉a = λ(〈x, z〉a) for all
λ in S. Since (x, y) 7→ Trd(x, y) is a symmetry nondegenerate bilinear form it follows that
〈x, z〉a = 0S . Hence (Trd(C◦))◦ ⊆ Resr(C), and so (Resr(C))◦ ⊆ (Trd(C◦)◦)◦ = Trd(C◦),
by Corollary 1. Therefore the equality Trd(C
◦) = (Resr(C))◦. 
5. Conclusion
A structural theorem for polycyclic codes over S has been established using the concept
of strong Gro¨bner bases. We have explored the action of the Galois group Aut(S) with
generator σ on polycyclic codes over S of length n whose period is relatively prime to p. For
any divisor r of m, the complete 〈σr 〉-disjoint polycyclic codes have been characterized.
Finally an analogue Delsarte’s for the annihilator dual has been established. Although the
trace codes of free polycyclic codes have been determined, the construction of a strong
Gro¨bner basis for trace codes of non-free polycyclic codes will be the object of further
study.
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