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ABSTRACT : The peformance of automatic 
speech recognition systems deteriorates in the 
presence of noise. One known solution is to 
incorporate video information with an existing 
acoustic speech recognition system. We investigate 
the performance of the individual acoustic and 
visual sub-systems and then examine diferent ways 
in which the integration of the two systems may be 
performed. The system is to be implemented in real 
time on a Texas Instruments’ TMS32OC80 DSP. 
1 Introduction 
Several approaches have been suggested to combat 
the adverse environment problem faced by 
automatic speech recognisers. Recently, some 
research has been done in the use of lip information 
to improve speech recognition in adverse 
environments [l-3,5]. This idea is based on the 
observation that when humans listen to speech in 
adversle acoustic environments, they rely heavily on 
visual input to disambiguate acoustically confusable 
speech. Visual information is also immune to the 
adverse effects of background acoustic noise. The 
integration of both visual and acoustic information 
can result in a very powerful recognition system, 
especially when the integration is performed using 
heuristics that take into account the environmental 
conditiions. 
In this paper, we will investigate the performance of 
acoustic and visual recognition systems in adverse 
environments, and examine methods of integrating 
the two sub-systems together. The visual system 
will be implemented using Abstract Shape Models 
(ASMs) to perform the lip tracking and 
parameterisation and Hidden Markov Model 
(HMMs) to perform the recognition. The acoustic 
system is a standard HMM word-based recogniser, 
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using RASTA coefficients to improve the 
recognition accuracy in noisy conditions. 
2 Visual Sub-system 
2.1 Active Shape Models 
To extract informa.tion about the shape and 
movement of lips, we used ASMs. ASMs were 
initially developed :for the location of physical 
structures in medical images, and have recently 
been shown to be effective for the modelling of lips 
for lip tracking. [4] 
The models we used contained two main classes of 
information: shape information and grey-level 
Figure 1 . Example image showing shape and intensity 
profile vectors 
information. The shape information is used to 
represent the speech being parameterised, while the 
grey-level information is used to aid in tracking the 
lips in consequent frames. The ASM tracks the lips 
by using a model of the typical grey-level profile 
around the lip-contour. The Downhill Simplex 
method [12] is used to deform a lip ASM to the 
contour of the lips based on grey-level information 
contained in the test image. The feature vectors are 
formed from the principal modes of deformation of 
shape and grey-levels within each image. 
For our implementation, we chose to use 27 points 
of shape variation, with grey-level profile vectors of 
length 9 going through each point. (Figure 1 ).Our 
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images were obtained from the TULIPS 
Database. [ 111 
2.2 Dynamic Lip Model 
For each frame, shape and intensity parameters 
1 
are 
extracted via the ASM. These feature vectors 
contain valuable temporal as well as static lip 
information. The HMM has been used extensively 
in speech as a way of modelling the temporal 
characteristics of the speech signal. Recent work 
has shown that the HMM can also be used to 
represent the temporal characteristics of feature sets 
derived from image sequences. [5] 
Models were trained using 20 shape and 10 
intensity parameters. The shape and intensity 
parameters are used to train word-based HMM 
models, using 5 states and 3 mixtures per word. 
Due to the limited size of the test database, we were 
forced to use this small number of mixtures, 
although we hope to increase the number of 
‘mixtures at a later stage. 
3 Acoustic Sub-system 
The acoustic sub-system was implemented using a 
standard HMM-based recogniser. The acoustic data 
was parameterised to give 15 mei-cepstral 
coefficients per frame of speech. The HMMs were 
trained using 5 states and 8 mixtures per word. 
In the integrated system, the acoustic sub-system 
used RASTA parameters in the presence of noise to 
improve performance. The noise I no noise decision 
was made by evaluating the noise spectrum 
envelope [lo] of each signal. If the envelope 
indicated noise, the RASTA parameters were used, 
else normal mel-cepstral parameters were used. 
This is preferable to using only RASTA or mel- 
cepstral coefficients, as RASTA coefficients 
perform better in noise, while mel-cepstral 
coefficients perform better with clean speech. 
The noise spectrum is calculated as the weighted 
sum, of past spectral magnitude values in each 
subband. The weighting is done by a simple first 
order recursive system 
f i i  ( k ) =  (1 - Q)* Xi (k)+ a * Ai (k - 1) 
where Xi@) denotes the spectral magnitude at 
time k in subband i and si ( k )  is an estimation of 
the noise magnitude. We used a value of 0.75 for 
a ,  although we found that for our purposes the 
value of a wasn’t too important. From the 
spectrum, it is easy to determine if there is noise 
present, and thus make the noiseho noise decision. 
4 System Integration and 
For integration of the visual and acoustic sub- 
systems there are two primary methods of 
integration: direct and asynchronous integration [6].  
Implementation 
4.1 Direct Integration 
In this model of integration, the video and acoustic 
data are merged at system input. The feature vectors 
obtained from the two sub-systems are 
concatenated and used as input to the recogniser. 
I I 
I (RecoyiserJ I 
Recognised f word 
Figure 2 - Direct Integration 
One of the problems with this method is that the 
acoustic features and visual features must be 
extracted at the same rate - which means that either 
two sub-systems must use the same window size or 
one of the sub-systems must interpolate the 
necessary data to match the other system. Since our 
video data was obtained at 30 frameslsec, we set 
our acoustic sub-system to the same rate - 33ms 
frame windows, with no overlap. 
4.2 Asynchronous Integration 
Asynchronous integration differs from direct 
integration in that data is merged at system output. 
This means that the two sub-systems perform 
recognition and then the results of the two systems 
are merged together, and the overall best model is 
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detemlined as the winner. Typically, for each model 
the two sub-systems produce probabilities, and then 
the coimbined probability is determined 
P, = PA +(1 - A)P" 
where P, is the combined probability, PA and Pv 
are the probabilities output from the acoustic and 
visual sub-systems respectively, and A is a 
weighting parameter that depends on the SNR. 
subsystem subsystem 
scores scores 
Recognised word 
Figure 3 - Asynchronous Integration 
This system is easier to implement in that the frame 
rates can be independent of one another. The 
weighting parameter 2 is determined by 
performing a noise spectral estimation [ 101 on the 
acoustic signal, and using the spectrum to calculate 
iz empirically. 
5 Results 
5.1 Individual Sub-system performance 
The acoustic sub-system was tested using mel- 
cepstrid models in varying degrees of acoustic 
noise. The visual sub-system obviously performs at 
the same error rate regardless of the SNR. The 
results, are found in Figure 4 . The acoustic sub- 
system performance degrades rapidly as the SNR 
decreaises. The combined Mel-RASTA system 
obviously gave better results than using either of 
the individual sub-systems. 
At the time of writing, we only had access to 
TULIPS 1, and due to the small size of this 
databarse, it is difficult to gauge the reliability of the 
results;. A larger database, like M2VTS, will be 
tested against the method to more accurately 
detemline the performance of the system. 
Performance r4ccuracv bv Svstem vs SW 
20 30 SNR lo -10 I 
Figure 4 - Sub-system Performance 
5.2 Comparison of Integration methods 
The two methods of integration were compared 
using the mel-RASTA acoustic sub-system. The 
results are found in Figure 5. 
As can be seen, asynchronous integration appears to 
have superior performance to direct integration. 
This could be explained by the observation that the 
visual and audio feature vectors are affected 
independently by noise, and as a result, the 
concatenated feature vectors obtained in noise will 
be substantially diffferent to the feature vectors 
obtained during training with clean speech. The 
performance of the direct integration method could 
have been improved by using a better frame rate, 
but this could not be done for this experiment, as 
there was insufficient video data. 
The asynchronous integration method proved to 
show very good results. However, the relationship 
Performance! Accuracy by System vs SW 
B 
- 
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Figure 5 - Integrated performance 
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between il , the weighting factor, and the noise 
spectrum envelope had to be determined 
empirically, and this does not lend itself to robust 
system development. Further research needs to be 
conducted to determine an optimum way to 
calculate A .  
6 Discussion 
It can be clearly seen that the use of lip information 
can improve speech recognition performance in the 
presence of noise. The added advantage of extra 
information, however, must be weighed against the 
computational burden involved in performing the 
video parameterisation. The use of ASMs gave very 
good results but unfortunately the method does not 
lend itself to a real-time implementation. However, 
alternate methods of feature extraction could be 
used. One method currently under investigation 
involves the use of coloured images and by using 
red-to-green ratios, determining the shape of the 
lips and extracting parameters automatically. This 
method appears to be much faster and will lend 
itself better to a real-time implementation. 
However, preliminary results indicate that models 
trained using these parameters don‘t perform as well 
as ASMs. 
In this experiment the video sub-system performed 
constantly. However, in real life, the problems of 
inconsistent lighting and facial poses can severely 
degrade performance of the video sub-system. 
These issues need to be further addressed. 
The system will eventually be implemented on a 
Texas Instruments TMS320C80 DSP, and is 
anticipated to run in real-time. 
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