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Abstract: In this paper we study finite velocity planar random motions with an infinite number of possible direc-
tions, where the number of changes of direction is randomized by means of an inhomogeneous fractional Poisson
distribution. We first discuss the properties of the distributions of the generalized fractional inhomogeneous Pois-
son process. Then we show that the explicit probability law of the planar random motions where the number of
changes of direction is governed by this fractional distribution can be obtained in terms of Mittag-Leffler functions.
We also consider planar random motions with random velocities obtained from the projection of random flights
with Dirichlet displacements onto the plane, randomizing the number of changes of direction with a suitable adap-
tation of the fractional Poisson distribution.
Key–Words: Fractional Poisson processes, Finite velocity random motions, Mittag-Leffler functions
1 Introduction
Planar random motions at finite velocity have been
studied by many authors, with different approaches.
Due to the difficulty of considering a continuous spec-
trum of infinite possible directions of random motions
on the plane, many studies have been devoted to the
analysis of cyclical planar random motions with a fi-
nite number of possible directions (see for example
[5] and [12]). Planar random motion at finite velocity
with an infinite number of uniformly distributed ori-
entations of displacements has been studied by sev-
eral researchers over the years. In particular Orsigher
and Kolesnik in [9] studied a planar random motion
with an infinite number of directions whose probabil-
ity law is governed by the damped wave equation. In
this work the number of changes of directions is given
by an homogeneous Poisson process.
In the framework of fractional point processes, a
number of papers have been devoted to the analysis
of different fractional Poisson-type processes (see for
example [2, 10, 11]). An interesting application of the
fractional Poisson distribution (introduced in [2])
P{Nα(t) = k} = 1
Eα,1(λt)
(λt)k
Γ(αk + 1)
, (1)
was discussed in recent papers about random flights
with Dirichlet distributed displacements (see [3, 4, 6]).
In these papers the fractional Poisson distributions
play a key-role in order to find in an explicit form the
unconditional probability law of random flights in di-
mension d > 2 and the corresponding governing par-
tial differential equations.
In this paper we introduce a generalized fractional
Poisson distribution with time-dependent rate and we
discuss some of its main properties. Then, we study
planar random motions with an infinite number of
possible directions, where the number of changes of
directions is given by the inhomogeneous fractional
Poisson process. We will show that explicit proba-
bility law can be expressed in terms of Mittag-Leffler
functions. Finally we consider planar random motions
with finite velocity obtained by the projection of ran-
dom flights with Dirichlet displacements studied in [4]
onto the plane.
1.1 Non-homogeneous fractional Poisson
distributions
Here we introduce the following generalization of the
fractional Poisson distribution, given by
P{Nα(t) = n} = 1
Eα,1(Λ(t))
(Λ(t))n
Γ(αn+ 1)
, n ≥ 0
(2)
where α ∈ (0, 1],
Eα,1(t) =
∞∑
k=0
tk
Γ(αk + 1)
, (3)
is the classical one-parameter Mittag-Leffler function
and
Λ(t) =
∫ t
0
λ(s)ds. (4)
It is immediate to check that, for α = 1, the distri-
bution (2) coincides with the distribution of a non-
homogeneous Poisson process with time-dependent
rate λ(t). Moreover, for λ(t) = λ = const. and
α ∈ (0, 1), this distribution coincides with one of the
alternative fractional Poisson processes discussed by
Beghin and Orsingher in [2].
We now discuss the meaning of this generaliza-
tion of the Poisson process in the theory of counting
processes.
First of all, we should remark the relation of dis-
tribution (2) with weighted Poisson processes. We re-
call that the probability mass function of a weighted
Poisson process is of the form (see for example [1]
and references therein)
P{Nw(t) = n} = w(n)p(n)
E[w(N)]
, n ≥ 0, (5)
where N is a radom variable with a Poisson distribu-
tion p(n), w(·) is a non-negative weight function with
non-zero, finite expectation, i.e.
0 < E[w(N)] =
∞∑
n=0
w(n)p(n) <∞. (6)
Then, we recognize that the distribution (2) is a
weighted Poisson process with time-dependent rate
λ(t) and weights w(n) = n!/Γ(αn + 1).
We observe that the probability generating func-
tion of the r.v. with distribution (2), reads
G(u; t) =
∞∑
n=0
unP{Nα(t) = n} = Eα,1(uΛ(t))
Eα,1(Λ(t))
(7)
and satisfies the following fractional differential equa-
tion
dα
duα
G(uα; t) = Λ(t)G(uα; t), (8)
where
dαf
duα
=
1
Γ(1− α)
∫ u
0
(u− s)−α d
ds
f(s) ds, u > 0,
(9)
is the Caputo fractional derivative of order α ∈ (0, 1)
(see e.g. [14]).
We finally recall that in [7], the authors studied
a state-dependent fractional Poisson process, namely
N̂(t), t ≥ 0. In view of the previous analysis, the
non-homogeneous counterpart of this process has uni-
variate probabilities given by
Pr{N̂ (t) = j} =
(Λ(t))j
Γ(αjj+1)
1
Eαj,1(Λ(t))∑+∞
j=0
(Λ(t))j
Γ(αjj+1)
1
Eαj,1(Λ(t))
, (10)
where 0 < αj ≤ 1, for all j ≥ 0. This distribu-
tion leads to an interesting form of counting process,
where the fractional weights depend on the state. The
statistical applications of this approach should be ob-
ject of further research.
2 Planar random motions with fi-
nite velocity and infinite directions:
main results
In this section we recall some results obtained by
Kolesnik and Orsingher in [9] about planar random
motion with finite velocity with an infinite number of
directions. In their model, the motion is described by
a particle taking directions θj , j = 1, 2, . . ., uniformly
distributed in (0, 2pi] at Poisson paced times. The ori-
entations θj and the governing Poisson process N (t),
t ≥ 0, are assumed to be independent. The particle
starts its motion from the origin of the plane at time
t = 0 and moves with constant velocity c. It changes
direction at random instants according to a Poisson
process. At these instants, the particle instantaneously
takes a new direction θ with uniform distribution in
[0, 2pi) independently of its previous deviation. There-
fore, afterN(t) = n changes of direction, the position
(X(t), Y (t)) of the particle in the plane is given by
X(t) = c
n+1∑
j=1
(sj − sj−1) cos θj, (11)
Y (t) = c
n+1∑
j=1
(sj − sj−1) sin θj, (12)
where θj , j = 1, . . . , n + 1, are independent ran-
dom variables uniformly distributed in [0, 2pi), sj are
the instants at which Poisson event occurs, s0 = 0
and sn+1 = t. By means of (11) and (12), the con-
ditional characteristic function of the random vector
(X(t), Y (t)) can be written as follows
E{eiαX(t)+iβY (t)|N(t) = n}
=
2n/2Γ(n
2
+1)(
ct
√
α2+β2
)n/2Jn2 (ct√α2 + β2) , (13)
n ≥ 1, (α, β) ∈ R2,
Then by inverting (13), the following conditional dis-
tribution can be found (see formula (11) of [9])
P{X(t) ∈ dx, Y (t) ∈ dy|N(t) = n} (14)
=
n(c2t2−x2−y2)
n
2
−1
2pi(ct)n dx dy,
for x2 + y2 < c2t2, n ≥ 1. In the model of Kolesnik
and Orsingher, the changes of direction are driven by
an homogeneous Poisson process, such that the ab-
solutely continuous component of the unconditional
distribution of (X(t), Y (t)) reads
P{X(t) ∈ dx, Y (t) ∈ dy}
= λ2pic
e−λt+
λ
c
√
c2t2−x2−y2√
c2t2−x2−y2 dx dy,
for x2 + y2 < c2t2.
The singular component of (X(t), Y (t)) pertains
to the probability of no Poisson events. It is uniformly
distributed on the circumference of radius ct and has
weight e−λt. It has been proven that the density in
(15) is a solution to the planar telegraph equation (also
equation of damped waves)
∂2p
∂t2
+ 2λ
∂p
∂t
= c2
{
∂2
∂x2
+
∂2
∂y2
}
p. (15)
3 Planar motions where the number
of changes of direction is given by
fractional Poisson distributions
We now apply the family of fractional-type Poisson
distributions (2) in order to obtain explicit probability
laws of planar random motions with infinite changes
of direction. In this case we randomize the number
of changes of direction by means of the general fam-
ily of distributions (2), depending on the real param-
eter α ∈ (0, 1) and the particular choice of the time-
dependent rate λ(t). This means that we are able to
construct a general family of planar random motions
that includes as a special case the one studied in [9].
Moreover as we will see, their explicit probability law
can be expressed in terms of Mittag-Leffler function,
suggesting the possible relation with fractional hyper-
bolic partial differential equation.
Theorem 1 The probability law
p(x, y, t) =
P{X(t) ∈ dx, Y (t) ∈ dy}
dx dy
(16)
of the random vector (X(t), Y (t)) in (11)-(12), when
the number of changes of direction is given by the dis-
tribution (2) has the following form
p(x, y, t) = pac(x, y, t)ICct + ps(x, y, t)I∂Cct
= 1
Eα,1(Λ(t))
Λ(t)Eα,α
(
Λ(t)
ct
√
c2t2−(x2+y2)
)
2piαct
√
c2t2−(x2+y2) ICct
+ 1
Eα,1(Λ(t))
I∂Cct , α ∈ (0, 1] (17)
where
Cct = {(x, y) ∈ R2 : x2 + y2 < c2t2}, (18)
ICct and I∂Cct are the indicator functions of the circle
Cct and its boundary.
Proof: The result stems from the fact that
pac(x, y, t) =
∞∑
n=0
P{X(t) ∈ dx, Y (t) ∈ dy|Nα(t) = n}
×P{Nα(t) = n}, (19)
using the conditional distribution (14) and the non-
homogeneous fractional Poisson distribution (2) with
an arbitrary time-dependent rate λ(t).
The singular component coincides with the probabil-
ity of no changes of directions according to the distri-
bution (2) and is concentrated on the boundary ∂Cct.
On the other hand it is simple to check that∫ ∫
Cct
pac(x, y, t)dxdy = 1− 1
Eα,1(Λ(t))
. (20)
⊓⊔
An interesting example is given by the special
case in which Λ(t) = λt. In this case the absolutely
continuous component of the distribution has the fol-
lowing simple form
pac(x, y, t) =
1
Eα,1(λt)
λEα,1
(
λ
c
√
c2t2 − (x2 + y2)
)
2pic
√
c2t2 − (x2 + y2) ,
(21)
that, for α = 1 coincides with the distribution of pla-
nar random motions discussed in [9].
The projection of the planar random motion with
distribution (17) in the line can be calculated as fol-
lows
p(x, t) =
∫√c2t2−x2
−√c2t2−x2 p(x, y, t)dy (22)
= 1√
piEα,1(Λ(t))
∑∞
k=0
(
Λ(t)
ct
)k Γ(k
2
+1)
Γ(k+1
2
)
(
√
c2t2−x2)k−1
Γ(αk+1) .
We remark that the zeroth-term of the series in (22)
pertains to the projection of the singular component
of the distribution (17).
The function appearing in (22) can be expressed
in terms of the generalized Wright function (see [8]
and references therein)
pψq
[
t
∣∣∣∣ (a1, A1), . . . , (ap, Ap)(b1, B1), . . . , (bq, Bq)
]
=
∞∑
k=0
∏p
j=1 Γ(aj +Ajk)∏q
j=1 Γ(bj +Bjk)
tk
k!
,
where aj , bj ∈ R and Aj , Bj > 0, for all j ∈ N .
Hence, we can write the distribution (22) in the more
compact form
p(x, t) =
2ψ2
[
Λ(t)
ct
√
c2t2 − x2
∣∣∣∣ (1, 1), (1, 12)(12 , 12), (1, α)
]
√
piEα,1(Λ(t))
√
c2t2 − x2
(23)
For α = 1, from (22), we have that
p(x, t) = e−Λ(t)
∞∑
k=0
(
Λ(t)
2ct
)k (√c2t2 − x2)k−1
[Γ(k+12 )]
2
=
∞∑
k=0
(Λ(t))k
k!
e−Λ(t)
k!
[Γ(k+12 )]
2
(
√
c2t2 − x2)k−1
(2ct)k
=
∞∑
k=0
P{N1(t) = k}P{X(t) ∈ dx|N1(t) = k},
where N1(t) is the non-homogeneous Poisson distri-
bution (2) with α = 1. In such a way, we can infer the
conditional distribution of the motion performed by
the projection on the line of the random planar motion
previously considered.
Moreover, for α = 1 and Λ(t) = λt, we have that
p(x, t) = e−λt
∞∑
k=0
(
λ
2c
)k (√c2t2 − x2)k−1
[Γ(k+12 )]
2
, (24)
that coincides with formula (1.3) of [13] where the
projection of planar random motions with and infi-
nite number of directions and homogeneous Poisson
driven changes of direction was studied. The function
appearing in (24) is known as Sonine function. The
probability law (22) describes a finite velocity motion
on the line with random velocity. Indeed, in this case
the distribution is completly concentrated in |x| < ct
because of the projection of the singular component
of the planar distribution.
We finally consider the relation between frac-
tional differential equations and the asbsolutely con-
tinuos component of the fractional telegraph process
(21). We observe that the function
f(x, y, t) = pac(x, y, t)Eα,1(λt) (25)
=
λEα,1
(
λ
c
√
c2t2−(x2+y2)
)
2pic
√
c2t2−(x2+y2) ,
can be written in terms of the variable w =√
c2t2 − (x2 + y2). Then, we have that f(w) satis-
fies the following fractional differential equation
dα
dwα
(wαf(wα)) =
λ
c
(wαf(wα)) , (26)
where the fractional derivative of order α ∈ (0, 1] is
in the Caputo sense. Indeed, we have that
wαf(wα) = Eα,1
(
λ
c
wα
)
, (27)
that is a well–known eigenfunction of the Caputo frac-
tional derivative.
4 Planar motions with random veloc-
ities where the number of changes
of direction is given by fractional
Poisson distributions
In this section we consider a planar random motion
with random velocities. Our construction is based
on the marginal distributions of the projection of ran-
dom flights with Dirichlet displacements in Rd onto
R2 considered by De Gregorio and Orsingher in [4].
In this paper the authors considered random motions
at finite velocity in Rd, with infinite possible direc-
tions uniformly distributed on the hypersphere of uni-
tary radius and changing directions at Poisson paced
times. Two different Dirichlet distributions of the
displacements were considered and the explicit form
of marginal distributions of the random flights were
found.
Here we consider planar motions with random ve-
locities, obtained from the projection of the random
flights Xd(t) and Yd(t), t > 0, studied in [4] onto
the plane. We recall from [4] (Theorem 4, pag.695)
that the marginal distributions of the projections of the
processes onto R2 are given by
fdX2(x2, t;n) =
Γ(n+12 (d−1)+ 12)
Γ
(
(n+1)
2
(d−1)− 1
2
) (c2t2−‖x2‖2)n+12 (d−1)− 32
pi(ct)(n+1)(d−1)−1
,
fdY2(y2, t;n) =
Γ((n+1)(d2−1)+1)
Γ((n+1)(d2−1))
(c2t2−‖y2‖2)(n+1)(
d
2
−1)−1
pi(ct)2(n+1)(
d
2−1)
,
with ‖x2‖ < ct and ‖y2‖ < ct. Here we con-
struct exact probability distributions of planar motions
with random velocities, randomizing the number of
changes of direction with the distribution (2), with a
suitable choice of the parameter α depending on the
dimension d of the original space.
Let us consider in detail, for the sake of clarity,
the planar motion obtained by the projection of the
random flight Yd(t) of [4]. We randomize the number
of changes of directions by means of the following
adaptation of the distribution (2)
P{Nd(t) = n} = 1
E d
2
−1, d
2
(Λ(t))
(Λ(t))n
Γ((n+ 1)(d2 − 1) + 1)
,
(28)
where n ≥ 0 and d is the dimension of the original
space of the random flight that we are projecting onto
the plane. Then, we have that the unconditional prob-
ability law of the planar motion can be obtained as
follows
p(y2, t) =
∞∑
n=0
P{Y1(t) ∈ dy1, Y2(t) ∈ dy2|Nd(t) = n}
×P{Nd(t) = n}
= (c
2t2−‖y2‖2)
d
2
−2
pi(ct)d−2
E d
2−1,
d
2−1
(
Λ(t)
(ct)d−2
(c2t2−‖y2‖2)
d
2−1
)
E d
2
−1, d
2
(Λ(t)) .
An interesting case is for d = 4, where we have that
p(y2, t) =
Λ(t)
pi(ct)2
exp
{
Λ(t)
c2t2
(c2t2 − ‖y2‖2)
}
eΛ(t) − 1 . (29)
In equation (29) we used the fact that
E1,2(t) =
et−1
t
E1,1(t) = e
t.
A similar derivation of the explicit probability law
can be given for the other case considered in [4].
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