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Resumo Neste artigo estudam-se os processos estoca´sticos k-Factor GARMA(p,u,λ, q) contaminados ou na˜o por
outliers. Sendo que essas interfereˆncias podem ser de dois tipos, outliers aditivos e outliers inovadores. Propo˜e-se
treˆs estimadores parame´tricos inspirados nos modelos apresentados por Fox e Taqqu, sendo o primeiro para se´ries na˜o
contaminadas e os dois u´ltimos cada um para um dos referidos tipos de contaminac¸a˜o. No entanto, como avaliar se
uma se´rie esta´ contaminada e ainda por cima por qual tipo de outlier? Para trac¸ar um crite´rio objetivo para essa
questa˜o, adaptou-se o algoritmo SODA para os processos k-Factor GARMA(p,u,λ, q). No entanto, o SODA e´ u´til na˜o
so´ para identificar outliers, como tambe´m para retira´-los da se´rie. Tem-se assim va´rias formas de enfrentar o problema de
contaminac¸a˜o, como tratam-se de adaptac¸o˜es para um tipo de processo estoca´stico ainda na˜o testado, conve´m proceder
com simulac¸o˜es antes de aplicar em se´ries reais. Finalmente, depois de conferir a eficieˆncia de cada um dos procedimentos
propostos por simulac¸a˜o, aplica-se a referida metodologia em uma se´rie real, qual seja, a SOI, Southern Oscillation Index,
uma varia´vel chave no entendimento do efeito ENSO, El Nin˜o Southern Oscillation, ou mais simplesmente, El Nin˜o.
Palavras-Chave Longa dependeˆncia, processos estoca´sticos k-Factor GARMA, outliers, Southern Oscillation Index
Abstract In this paper were discuss stocastic process as k-Factor GARMA(p,u,λ, q), which can be contaminated
or not for outliers. The interference caused by outliers might be from two kind, the additive outliers or the innovative
outliers. Here are propose three parametric estimation methods, all them inspired on the Fox and Taqqu work, so the
first method is design to estimate the parameters of some stocastic process without contamination and the others each
one to one class of outlier. However, in a practical sense, how a research can know if there is or not outliers in a serie?
To have some objective criteria to categorize each observation as an outlier or not, the SODA algorithm was adapted to
the stocastic process k-Factor GARMA(p,u,λ, q). However, SODA is even more useful that just classify outliers, it is
an algorthm to clean the time series. So there is many ways to solve the outliers problem, but all them are old methods
to a new stocastic process, so it is earnest procedure checking by simulation first, i. e., after test the related methods by
simulation, there is more trustful on apply the discussed tecnics on some real time series as the SOI, Southern Oscillation
Index, a key variable to forecast the ENSO phenomenon, El Nin˜o Southern Oscillation, which affects great part of the
Pacific Ocean and coast cuntries.
Keywords long memory, stochastic processes k-Factor GARMA, outliers, Southern Oscillation Index
1 Introduc¸a˜o
Em se´ries temporais, talvez na˜o exista um modelo ta˜o simples e difundido como o modelo Autoregres-
sivo ou AR(p), que juntamente com os modelos MA(q) e ARMA(p, q) sa˜o modelos simples e u´teis para
se´ries estaciona´rias e com curta dependeˆncia. Para se´ries sem estacionariedade foram propostos os proces-
sos ARIMA(p, d, q). No entanto, em caso de me´dia ou longa dependeˆncia, ver Palma (2007) e Gue´gan (2005), e´
mais apropriado eleger modelos como o ARFIMA(p, d, q) em que d na˜o precisa ser igual a 1, mas sim qualquer
valor fraciona´rio. Acrescentando-se sazonalidade a`s se´ries, tem-se os respectivos modelos SARMA(p, q)x(P,Q)s,
SARIMA(p, d, q)x(P,D,Q)s e SARFIMA(p, d, q)x(P,D,Q)s, que sa˜o ana´logos aos modelos ARMA(p, q), ARIMA
(p, d, q) e ARFIMA(p, d, q).
Tambe´m e´ poss´ıvel trac¸ar estrate´gias de modelagem de processos estoca´sticos a partir de um olhar no
domı´nio da frequeˆncia ao inve´s de sempre observar as se´ries no domı´nio do tempo. Entende-se que se a func¸a˜o
densidade espectral de uma se´rie e´ ilimitada na frequeˆncia zero, um bom candidato para modela-la e´ o processo
1Agradecimentos ao CNPq pelo financiamento durante a pesquisa e ao CPC-NOAA por disponibilizar a se´rie SOI gratuitamente
a` comunidade cient´ıfica internacional
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ARFIMA(p, d, q). No entanto, se a func¸a˜o densidade espectral for ilimitada em alguma frequeˆncia G diferente
de zero no intervalo [0, pi] e´ mais apropriado utilizar um modelo Gegenbauer(u, λ) ou GARMA(p, u, λ, q), este
u´ltimo uma sugesta˜o de Gray et al. (1989), que propo˜e a junc¸a˜o do modelo ARMA(p, q) e Gegenbauer(u, λ).
Finalmente, Giraitis e Leipus (1995) e, depois, Woodward et al. (1998) estendem os modelos Gegenbauer(u, λ)
e GARMA(p, u, λ, q), respectivamente, aos modelos k-Factor Gegenbauer(u,λ) e k-Factor GARMA(p,u,λ, q)
para os quais a func¸a˜o densidade espectral e´ ilimitada para um nu´mero finito k de frequeˆncias, chamadas de
frequeˆncias de Gegenbauer ou frequeˆncias G, no intervalo [0, pi].
Apresentado o processo k-Factor GARMA(p,u,λ, q), este sera´ mais formalmente definido na sec¸a˜o seguinte,
sec¸a˜o 2, assim como suas principais propriedades. Tambe´m sera´ discutido algumas formas de contaminac¸o˜es
do processo k-Factor GARMA(p,u,λ, q), visto que identificac¸a˜o e tratamento de outliers e´, atualmente, uma
das questo˜es mais quentes em se´ries temporais. Aqui sera˜o discutidos os dois principais tipos de outliers, ja´
apresentados por Fox (1972), quais sejam outliers aditivos, AO, e outliers inovadores, IO. Os primeiros consistem
em observac¸o˜es anoˆmalas que aparecem pontualmente em um processo estoca´stico, enquanto os segundos sa˜o
alterac¸o˜es estruturais na se´rie que influenciam uma dita sub-se´rie.
Visto que o processo esta´ definido, o pro´ximo passo e´ ter uma forma de estimar os paraˆmetros do modelo
proposto. Na sec¸a˜o 3 apresentam-se treˆs estimadores parame´tricos para os modelos k-Factor GARMA(p,u,λ, q).
Sa˜o eles o estimador FT, FTAO e FTIO, todos eles sa˜o inspirados nas te´cnicas apresentadas por Fox e Taqqu
(1986) de minimizar uma raza˜o entre a func¸a˜o densidade espectral teo´rica e sua estimac¸a˜o pelo periodograma
para processos ARFIMA(p, d, q) e, por isso, ganharam ao nome o prefixo FT. O primeiro deles, FT, foi desenhado
para estimar os paraˆmetros de um processo teoricamente livre de outliers. O segundo, FTAO, e´ para quando
se espera a presenc¸a de outliers do tipo I, ou outliers aditivos. Analogamente, o u´ltimo, FTIO, e´ mais indicado
para se´ries com contaminac¸a˜o do tipo II, ou seja, outliers inovadores.
Na sec¸a˜o 4, apresenta-se o algoritmo SODA, Spectrum-based outlier detection algorithm, um me´todo de
identificac¸a˜o e correc¸a˜o de outliers em se´ries temporais. Tem-se a oportunidade assim de retomar a questa˜o de
como enfrentar contaminac¸o˜es nas se´ries, ale´m da escolha de um me´todo de estimac¸a˜o entre os treˆs que foram
propostos. Choy (2001) apresenta a te´cnica SODA para modelos ARMA(p, q), no entanto o SODA e´ estendido
aqui para os processos k-Factor GARMA(p,u,λ, q) alterando-se a func¸a˜o densidade espectral de um modelo
pelo outro. Sendo, no entanto, necessa´rio testar por simulac¸a˜o se os resultados propostos por Choy podem ser
estendidos. Tal empreendimento faz parte da sec¸a˜o 5, a qual e´ dedicada a mostrar os resultados por simulac¸a˜o
para os me´todos de estimac¸a˜o de paraˆmetros assim como para avaliar a eficieˆncia do algoritmo SODA para os
dois tipos de outliers.
A sexta sec¸a˜o e´ dedicada a mostrar uma aplicac¸a˜o de parte das te´cnicas discutidas neste artigo em uma
se´rie temporal real. El Nin˜o ou ENSO, El Nin˜o Southern Oscillation, e´ um evento clima´tico popularmente
conhecido por ser de dif´ıcil previsibilidade e, portanto, o evento escolhido como desafio ao modelo k-Factor
GARMA(p,u,λ, q). Diversos Institutos se dedicam a estudar esse fenoˆmeno e propor previso˜es que envolvem
interpolac¸o˜es de muitas varia´veis tais como temperatura, circulac¸a˜o dos ventos, correntes mar´ıtimas, pressa˜o
atmosfe´rica, entre outras. Uma varia´vel considerada chave nesse estudo e´ a SOI, Southern Oscillation Index,
que e´, basicamente, a diferenc¸a de pressa˜o atmosfe´rica na superf´ıcie do mar de Darwin (Austra´lia) e Tahiti
(Poline´sia Francesa).
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2 Processo k-Factor GARMA
Nesta sec¸a˜o definem-se os processos k-Factor GARMA(p,u,λ, q). Estes processos sa˜o tratados como uma
generalizac¸a˜o dos processos ARFIMA(p, d, q) e SARFIMA(p, d, q)x(P,D,Q)s e foram inicialmente apresentados
por Giraitis e Leipus (1995) e por Woodward et al. (1998).
Definic¸a˜o 2.1. Seja {Xt}t∈Z um processo estoca´stico que satisfaz a equac¸a˜o
φ(B)
k∏
j=1
(1− 2ujB + B2)λj (Xt − µ) = θ(B)εt, (1)
onde k e´ um inteiro finito, |uj | 6 1 e λj e´ um nu´mero fraciona´rio, para j = 1, · · · , k, µ e´ a me´dia do processo,
{εt}t∈Z e´ um processo ru´ıdo branco, φ(·) e θ(·) sa˜o os polinoˆmios de grau p e q, respectivamente definidos
por φ(z) =
p∑
n=0
(−φn)zn e θ(z) =
q∑
m=0
(−θm)zm enta˜o, {Xt}t∈Z e´ um processo auto-regressivo de me´dia mo´vel
k-Factor Gegenbauer de ordem (p,u,λ, q), onde u = (u1, · · · , uk)′ e λ = (λ1, · · · , λk)′, denotado por k-Factor
GARMA(p,u,λ, q).
A proposic¸a˜o a seguir apresenta alguns resultados sobre o processo k-Factor GARMA(p,u,λ, q), cuja de-
monstrac¸a˜o pode ser encontrada em Giraitis e Leipus (1995) e Woodward et al. (1998).
Proposic¸a˜o 2.1. Seja {Xt}t∈Z um processo k-Factor GARMA(p,u,λ, q) conforme a Definic¸a˜o 2.1. Enta˜o, as
seguintes afirmac¸o˜es sa˜o verdadeiras:
I) O processo {Xt}t∈Z e´ estaciona´rio se uj sa˜o distintos e λj < 0.5, ou quando |uj | < 1 e 0 < λj < 0.25, ou
quando |uj | = 1, para j = 1, · · · , k, e ale´m disso, todas as ra´ızes do polinoˆmio φ(z) esta˜o fora do c´ırculo
unita´rio;
II) O processo estaciona´rio {Xt}t∈Z possui longa dependeˆncia se satisfaz as condic¸o˜es do item i) desta pro-
posic¸a˜o e, ale´m disso, λj > 0, para j = 1, · · · , k;
III) O processo estaciona´rio {Xt}t∈Z e´ causal se e somente se φ(z) 6= 0, para |z| 6 1;
IV) O processo estaciona´rio {Xt}t∈Z e´ invers´ıvel se e somente se θ(z) 6= 0, para |z| 6 1;
V) A func¸a˜o densidade espectral do processo k-Factor GARMA(p,u,λ, q), ver equac¸a˜o (1), e´ dada por
f
X
(w) =
σ2ε
2pi
|θ(e−iw)|2
|φ(e−iw)|2
k∏
j=1
|2(cos(w)− uj)|−2λj , (2)
onde 0 6 w 6 pi e Gj = cos−1(uj) sa˜o as chamadas frequeˆncias de Gegenbauer.
A definic¸a˜o de densidade espectral apresentada acima desconsidera a presenc¸a de interfereˆncias na se´rie, tais
como outliers. No entanto, estes sa˜o frequentemente encontrados em se´ries reais. Bisognin (2007) esclarece que
estudar outliers requer refletir sobre duas questo˜es. A primeira sobre a classificac¸a˜o dos mesmos, que pode ser a
tipologia proposta por Fox (1972), entre outliers aditivos ou inovadores. Enquanto a segunda questa˜o se refere
ao tipo de modelo gerador de outliers. Denby e Martin (1979) e Bustos e Yohai (1986), entre outros, consideram
o modelo de contaminac¸a˜o por mistura, isto e´, os outliers AO e IO sa˜o gerados por uma dada distribuic¸a˜o de
probabilidade. Hotta e Neves (1992) e Palma (1998) descrevem me´todos parame´tricos de contaminac¸a˜o, que
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consistem em alocar os outliers de tipo I ou II em posic¸o˜es pre´-determinadas de uma se´rie temporal. Logo
abaixo, apresenta-se a definic¸a˜o de um processo k-Factor GARMA(p,u,λ, q) contaminado por um me´todo
parame´trico.
Definic¸a˜o 2.2. Seja {Xt}t∈Z um processo k-Factor GARMA(p,u,λ, q). O processo {Zt}t∈Z segue o modelo
parame´trico de contaminac¸a˜o se
Zt = Xt + ωf(B)It(T ), (3)
onde ω ∈ R representa a magnitude do outlier, f(B) e´ uma func¸a˜o de intervenc¸a˜o e It(T ) e´ uma varia´vel
indicadora do tempo T em que o outlier ocorre na se´rie.
Pelo modelo gerador de outliers visto acima e´ poss´ıvel obter outliers do tipo I, assim como do tipo II.
Definic¸a˜o 2.3. Se a func¸a˜o de intervenc¸a˜o dada pela equac¸a˜o (3) for f(B) = 1, enta˜o pode-se afirmar que
{Zt}t∈Z e´ um processo k-Factor GARMA(p,u,λ, q) com contaminac¸a˜o parame´trica do tipo I, pois a conta-
minac¸a˜o dependera´ apenas da varia´vel dummy It(T ).
Agora, para se ter um caso de contaminac¸a˜o inovadora, a func¸a˜o intervenc¸a˜o precisa ser um pouco mais
complexa como exposto abaixo.
Definic¸a˜o 2.4. Se a func¸a˜o de intervenc¸a˜o, f(B), dada pela equac¸a˜o (3) for o seguinte filtro
f(B) = φ(B)
θ(B)
k∏
j=1
(1− 2ujB + B2)λj , (4)
enta˜o tem-se que {Zt}t∈Z e´ um processo k-Factor GARMA(p,u,λ, q) com contaminac¸a˜o parame´trica do tipo II.
Neste caso a varia´vel dummy It(T ) indica quando a interfereˆncia comec¸a e o filtro f(B) indica qual o decaimento
que essa interfereˆncia tera´ ate´ se tornar desprez´ıvel.
A seguir, e´ definido o me´todo de contaminac¸a˜o por mistura. Proposto, inicialmente, por Beran (1994) para
outlier aditivos.
Definic¸a˜o 2.5. Seja {Zt}t∈Z um processo estoca´stico satisfazendo a equac¸a˜o
Zt = Xt + ItVt, (5)
onde {Xt}t∈Z e´ um processo k-Factor GARMA(p,u,λ, q) definido na equac¸a˜o (1). {It}t∈Z e´ um processo,
no qual as varia´veis aleato´rias seguem uma distribuic¸a˜o Bernoulli com probabilidade de sucesso igual a c. O
processo {Vt}t∈Z e´ constitu´ıdo de varia´veis aleato´rias que seguem uma distribuic¸a˜o normal N (0, τ2V ). Portanto
Zt e´ um processo k-Factor GARMA(p,u,λ, q) com contaminac¸a˜o por mistura do tipo AO.
Diferentemente do caso AO, a contaminac¸a˜o por mistura de tipo II exige que a manipulac¸a˜o ocorra nos erros
do processo estoca´stico.
Definic¸a˜o 2.6. Seja Fξ uma distribuic¸a˜o normal contaminada, tal que
Fξ = (1− c)Fε + cGε, (6)
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onde 0 6 c 6 1 e´ a probabilidade de mistura, Fε e´ uma distribuic¸a˜o normal na˜o contaminada N (0, σ2ε) e
Gε uma distribuic¸a˜o arbitra´ria com uma dispersa˜o superior a σ
2
ε , enta˜o {ξt}t∈Z sa˜o os erros de um processo
k-Factor GARMA(p,u,λ, q) com contaminac¸a˜o por mistura do tipo IO.
Assim esta˜o definidos os dois tipos de outliers e as duas formas de contaminac¸a˜o. Para os processos k-
Factor GARMA(p,u,λ, q) contaminados por mistura, a func¸a˜o densidade espectral tambe´m e´ afetada. A seguir
apresentam-se a func¸a˜o densidade espectral apropriada para estes processos quando sofrem contaminac¸a˜o AO,
assim como IO.
Primeiramente, veˆ-se o caso AO para o qual Bisognin(2007) demonstra que se os processos {Xt}t∈Z e {Vt}t∈Z
sa˜o independentes, vistos na equac¸a˜o (5), enta˜o a func¸a˜o densidade espectral de {Zt}t∈Z, pode ser formulada
como fZ(w) = fX(w) + fV (w), para todo w ∈ [0, pi].
Seja fX(w) a func¸a˜o densidade espectral do processo {Xt}t∈Z, dada pela equac¸a˜o (2), e fV (w) = cτ
2
V
2pi a
func¸a˜o densidade espectral do processo {Vt}t∈Z, enta˜o
fZ(ω) =
σ2ε
2pi
|θ(e−iω)|2
|φ(e−iω)|2
k∏
j=1
|2(cos(w)− uj)|−2λj +
cτ2
V
2pi
, (7)
onde fZ(ω) e´ a func¸a˜o densidade espectral do processo k-Factor GARMA(p,u,λ, q) contaminado por outliers
aditivos.
Prosseguindo com o processo k-Factor GARMA(p,u,λ, q) contaminado por outliers inovadores, tambe´m
neste caso a func¸a˜o densidade espectral requer algumas modificac¸o˜es. A prova pode ser conferida em Bisognin
(2007).
Seja fX(·) a func¸a˜o densidade espectral do processo {Xt}t∈Z e fξ(ω) = (1−c)σ
2
ε+cτ
2
V
2pi a func¸a˜o densidade
espectral do processo {ξt}t∈Z. Enta˜o
fZ(ω) =
[
(1− c)σ2ε + cτ2V
2pi
] |θ(e−iω)|2
|φ(e−iω)|2
k∏
j=1
|2(cos(w)− uj)|−2λj , (8)
onde fZ(ω) e´ a func¸a˜o densidade espectral do processo {Zt}t∈Z com ru´ıdo {ξt}t∈Z, ou seja, k-Factor GARMA
com outliers inovadores.
A seguir apresenta-se a definic¸a˜o de func¸a˜o periodograma, que e´ um estimador da func¸a˜o densidade espectral.
Definic¸a˜o 2.7. Seja {Xt}nt=1 e´ uma se´rie temporal qualquer. Enta˜o a func¸a˜o periodograma da se´rie {Xt}nt=1
e´ dada por
I(w) =
1
2pin
∣∣∣∣∣
n∑
t=1
Xte
−itw
∣∣∣∣∣
2
,∀w ∈ [0, pi] (9)
3 Me´todos de Estimac¸a˜o dos Paraˆmetros
Nesta sec¸a˜o apresentam-se os me´todos propostos para a estimac¸a˜o dos paraˆmetros de processos k-Factor
GARMA(p,u,λ, q). Sabe-se a priori que conforme uma se´rie e´ contaminada por outliers, que as estimativas dos
paraˆmetros sa˜o inevitavelmente afetadas, como enfatizam Tsay (1986), Martin e Yohai (1986) e Pen˜a (1990).
No entanto, esse efeito pode ser em alguns casos minimizado. Neste trabalho sa˜o propostos treˆs me´todos de
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estimac¸a˜o, um para quando a se´rie esta´ isenta de interfereˆncias e mais dois, um para cada tipo de contaminac¸a˜o
ja´ discutida.
3.1 Me´todo FT
Apresenta-se aqui a extensa˜o do estimador de ma´xima verossimilhanc¸a aproximado proposto por Fox e Taqqu
(1986) e Whittle (1951). Neste me´todo, todos os paraˆmetros do modelo sa˜o estimados conjuntamente. Fox e
Taqqu (1986) apresentam as condic¸o˜es para as quais esse estimador seja consistente e tenha uma distribuic¸a˜o
normal assinto´tica, que consiste fundamentalmente na estacionariedade da se´rie estudada.
Definic¸a˜o 3.1. Seja {Xt}t∈Z um processo k-Factor GARMA(p,u,λ, q) sem nenhum tipo de contaminac¸a˜o, ver
definic¸a˜o 2.1, com func¸a˜o densidade espectral dada pela expressa˜o (2). Fazendo-se uso de IZ(w), o periodograma
dado na equac¸a˜o (9), pode-se estimar η. Seja
Q(η) =
∫ pi
−pi
I(w)
fX(w;η)
dw, (10)
onde η e´ o vetor de paraˆmetros que se deseja estimar dado por η ≡ {φ1,· · ·, φp, u1,· · · , uk, λ1,· · · ,λk,
θ1,· · · ,θq,σ2ε}, enta˜o, o estimador de ma´xima verossimilhanc¸a aproximado, denotado por FT , e´ o valor de η
que minimiza a func¸a˜o Q(·).
3.2 Me´todo FTAO
Como visto anteriormente, se´ries contaminadas por outliers aditivos sa˜o melhor compreendidas por um
processo estoca´stico que considere-os, sendo necessa´rio para tanto utilizar a func¸a˜o densidade espectral pro´pria
desse processo. Dessa forma, o me´todo FTAO consiste na mesma minimizac¸a˜o da raza˜o apresentada na expressa˜o
(10), pore´m substituindo-se a func¸a˜o densidade espectral e o vetor de paraˆmetros η pelos paraˆmetros adequados.
Portanto, se {Zt}t∈Z e´ um processo estoca´stico k-Factor GARMA(p,u,λ, q) contaminado por outliers adi-
tivos, recomenda-se o me´todo FTAO, que minimiza Q(η), tal qual na equac¸a˜o (10), com func¸a˜o densidade
espectral dada por (7) e o vetor η, tal que η ≡ {φ1, · · ·, φp, u1, · · · , uk, λ1, · · · , λk, θ1, · · · , θq, σ2ε , cτ2V }.
3.3 Me´todo FTIO
Seja {Zt}t∈Z um processo estoca´stico k-Factor GARMA(p,u,λ, q) contaminado por outliers inovadores.
Para a estimac¸a˜o dos paraˆmetros deste processo utiliza-se a func¸a˜o Q(η), dada pela expressa˜o (10), onde
fZ(w) e´ a func¸a˜o densidade espectral dada pela equac¸a˜o (8). Portanto o estimador de ma´xima verossimilhanc¸a
aproximado, denotado por FTIO, de η ≡ {φ1, · · ·, φp, u1, · · · , uk, λ1, · · · , λk, θ1, · · · , θq, (1−c)σ2ε+cτ2V }minimiza
a func¸a˜o Q(η), onde a fZ(w) e´ dada pela equac¸a˜o (8).
4 Identificac¸a˜o e tratamento de outliers pelo algoritmo SODA
O algoritmo SODA, Spectrum-based outlier detection algorithm, foi idealizado como um me´todo de iden-
tificac¸a˜o e tratamento de outliers em se´ries temporais. Choy (2001) avalia o desempenho desse algoritmo
para modelos AR (p) e ARMA (p, q). Neste trabalho generalizou-se o algoritmo SODA aos processos k-Factor
GARMA(p,u,λ, q). Resumidamente, o algoritmo deve ser capaz de estimar um valor ω para cada observac¸a˜o
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de uma dada se´rie temporal, que indica o qua˜o distante essa observac¸a˜o esta´ do seu valor esperado, e um valor
γ que indica o qua˜o prova´vel e´ que aquela observac¸a˜o seja de fato um ponto anoˆmalo. γ e´ sempre positiva
e quanto maior mais prova´vel que a observac¸a˜o correspondente seja um outlier. Sendo que para obter ambas
as estat´ısticas, o algoritmo requer basicamente a func¸a˜o densidade espectral e o periodograma do processo
estoca´stico em questa˜o.
Definic¸a˜o 4.1. Seja {Zt}t∈Z um processo k-Factor GARMA(p,u,λ, q), IZ(w) a func¸a˜o periodograma e fZ(w)
a func¸a˜o densidade espectral, dadas pelas equac¸o˜es (9) e (2), respectivamente. Considere a estat´ıstica
D(IZ , fZ) =
∫ pi
−pi
(log fZ(w) +
IZ(w)
fZ(w)
)dw. (11)
Seja T a marcac¸a˜o temporal, tal que 1 ≤ T ≤ n. Enta˜o os estimadores de ω sa˜o dados por
ωˆ(n, T ) = {ω|min{D(IZ−ωδ, f)}} (12)
e para o caso AO e IO, respectivamente,
ωˆAO(n, T ) =
∫ pi
−pi
∑n
t=1 Zte
iw(t−T )/fZ(w)dw∫ pi
−pi 1/fZ(w)dw
(13)
e
ωˆIO(n, T ) =
∫ pi
−pi(
∑n
t=1 Zte
iw(t−T ))(
∑n−T
s=0 ψse
−iws)/fZ(w)dw∫ pi
−pi |
∑n−T
t=0 ψte
iws|2/fZ(w)dw
, (14)
onde {ψk}k≥0 sa˜o os coeficientes da representac¸a˜o me´dia mo´vel infinita do processo {Zt}t∈Z.
Deve ficar claro da definic¸a˜o acima, que a func¸a˜o densidade espectral utilizada, sempre e´ a definida na
equac¸a˜o (2), ou seja, a func¸a˜o que na˜o leva em conta contaminac¸o˜es de qualquer tipo. Pode-se, ainda, definir a
variaˆncia assinto´tica para cada um dos casos.
Teorema 4.1. Seja {Zt}t∈Z um processo k-Factor GARMA(p,u,λ, q) contaminado por outliers, enta˜o os es-
timadores baseados na aproximac¸a˜o de Whittle(1953) ωˆAO(n, T ) e ωˆIO(n, T ), definidos respectivamente pelas
equac¸o˜es (13) e (14) tem distribuic¸a˜o:
1. ωˆAO(n, T )→ N(ω, σ2AO), quando n→∞, onde
σ2AO =
(2pi)2∫ pi
−pi 1/f(w)dw
(15)
2. ωˆIO(n, T )→ N(ω, σ2IO), quando n→∞ e (n− T )→∞, onde
σ2IO(m) =
(2pi)2∫ pi
−pi |
∑m
t=0 ψte
iwt|2/f(w)dw (16)
Resta agora definir as respectivas estat´ısticas Γ para cada um dos tipos de contaminac¸a˜o:
ΓAO,T =
ωˆAO(n, T )
σAO
=
∫ pi
−pi
∑n
t=1 Zte
iw(t−T )/f(w)dw
2pi
√∫ pi
−pi 1/f(w)dw
(17)
12
eΓIO,T =
ωˆIO(n, T )
σIO(n− T ) =
∫ pi
−pi(
∑n
t=1 Zte
iwt)(
∑n−T
s=0 ψse
−iw(s+T ))/f(w)dw
2pi
√∫ pi
−pi |
∑n−T
t=0 ψte
iwt|2/f(w)dw
(18)
Como ambas ΓAO,T e ΓIO,T tem distribuic¸a˜o assinto´tica N(0, 1), pode-se considerar essas estat´ısticas como
crite´rio para detecc¸a˜o de outliers. Para isso, e´ necessa´rio estabelecer um ponto cr´ıtico C. Conforme sugerido
por Chang et al. (1988) pode-se considerar C = 4 para baixa sensibilidade, C = 3.5 para me´dia sensibilidade e
C = 3 para alta sensibilidade em processos ARMA (p, q). Esses valores, no entanto, precisam ser validados por
simulac¸a˜o para os processos k-Factor GARMA(p,u,λ, q), exatamente o que sera´ executado na pro´xima sec¸a˜o.
5 Simulac¸o˜es de Monte Carlo
Nesta sec¸a˜o apresentam-se os resultados de simulac¸a˜o de Monte Carlo para as estimativas dos paraˆmetros do
processo estoca´stico pelos diferentes estimadores propostos e o sucesso na identificac¸a˜o e tratamento de outliers
pelo me´todo SODA. Todas as simulac¸o˜es tomam como base o modelo k-Factor GARMA (p,u,λ,q), sendo
p = 1 = q, φ = 0.6, u={-0.7,0.5,0.8}, λ={0.1,0.2,0.3} e θ = −0.3. O tamanho das se´ries foi sempre o mesmo, qual
seja n=700, pois o tamanho da se´rie real analisada corresponde a 739 meses. As contaminac¸o˜es das se´ries seguem
o seguinte padra˜o, na subsec¸a˜o 5.1 quando se comparam os me´todos FT, FTAO e FTIO, as contaminac¸o˜es sa˜o
do tipo por mistura com as seguintes probabilidades de contaminac¸a˜o c ∈ {0, 0.01, 0.025, 0.05}. Ja´ na subsec¸a˜o
5.2 quando se analisa o desempenho do algoritmo SODA sa˜o efetuadas contaminac¸o˜es parame´tricas sempre na
posic¸a˜o T = 400. A grandeza dos outliers foi mantida constante em ω = 5. Finalmente, todos os casos foram
considerados para o caso AO e IO.
5.1 Comparac¸a˜o entre os me´todos FT, FTAO e FTIO
Nesta subsec¸a˜o observam-se os resultados de simulac¸a˜o para os estimadores parame´tricos FT, FTAO e
FTIO. Os gra´ficos destas simulac¸o˜es esta˜o no Apeˆndice A e as tabelas no Apeˆndice B. As tabelas apresentam o
valor me´dio das estimativas e o erro padra˜o, mas como esses dados prove´m de mil repetic¸o˜es cada, re = 1000,
dessa forma os erros padra˜o ficaram muito pequenos. Por esse motivo, nos gra´ficos na˜o constam os erros padra˜o
de cada estimativa, mas linhas pontilhadas 10% acima e 10% abaixo do valor da amplitude aceita´vel para o
paraˆmetro. Sendo que as amplitudes aceita´veis correspondem aos limites que os paraˆmetros podem assumir
mantendo a estacionariedade do processo, ou seja, 10% corresponde a 0.1 em u, φ1 e θ1 que podem variar entre
-1 e 1, no entanto corresponde a 0.025 em λ que deve estar restrito entre 0 e 0.5. Tem-se assim um aux´ılio para
avaliar o vie´s dos estimadores, dado que a escala dos gra´ficos na˜o e´ constante.
Na Figura 6 apresentam-se as estimativas de cada um dos oito paraˆmetros do processo k-Factor GARMA
(p,u,λ,q), p = 1 = q, pelo me´todo FT, assim como por FTAO, para quatro diferentes probabilidades de
contaminac¸a˜o do processo, quais sejam c ∈ 0, 0.01, 0.025, 0.05. Fica claro que a partir desse n´ıvel de rigor,
ambos os me´todos na˜o tem bons resultados para nenhuma das posic¸o˜es do vetor λ, com relac¸a˜o a u3 ambos
apresentam boas estimativas me´dias, para u2 novamente ambos tem bons resultados com excec¸a˜o de FTAO
para o caso de contaminac¸a˜o c = 0, ou seja, nos casos em que as se´ries temporais na˜o esta˜o contaminadas, o
que e´ compreens´ıvel uma vez que o FTAO na˜o foi desenhado para casos sem outliers. Finalmente, u1 apresenta
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problemas de estimac¸a˜o em ambos os me´todos. A diferenc¸a entre FT e FTAO mostra-se mais nitidamente,
quando se comparam os resultados de φ1 e θ1, no qual ambos sa˜o melhor estimados por FTAO, em que este
me´todo resiste a contaminac¸a˜o enquanto FT mostra-se com crescente v´ıcio. No entanto, observando-se o me´todo
FT para o processo para o qual ele foi idealmente proposto, ou seja, quando c = 0, ele e´ um bom estimador de
todos os paraˆmetros com excec¸a˜o de u1.
Sobre a variabilidade das estimac¸o˜es, conve´m analisar pontualmente cada erro padra˜o das Tabelas 4 e 5 no
Apeˆndice B. Na Tabela 4, referente ao estimador FT, tem-se que os maiores erros padra˜o se referem a u1, valores
entre 0.0182 e 0.0212, valores aparentemente pequenos, no entanto correspondem a um desvio padra˜o da ordem
de 0.5755 a 0.6704, valores altos dado que u1 deveria estar no intervalo entre -1 e 1. O pro´ximo paraˆmetro com
alta variabilidade e´ o φ1 que apresentou erro padra˜o entre 0.0115 e 0.0155. O paraˆmetro θ1 tambe´m apresenta
valores altos de erro padra˜o entre 0.0127 e 0.0148. As demais estimativas transcorreram de forma mais precisa,
apresentando erros padra˜o bem menores. Conve´m comparar esses resultados com os do me´todo FTAO, cujos
resultados esta˜o na Tabela 5. A estrutura de resultados do FTAO e´ semelhante, ou seja, a maior imprecisa˜o
esta´ nos mesmos paraˆmetros, no entanto u1 tem erros padra˜o entre 0.0171 a 0.0201, φ1 entre 0.0092 e 0.0128
e θ1 entre 0.0095 e 0.0118, ou seja, todos os paraˆmetros com variabilidade cr´ıtica tem melhores resultados em
FTAO do que em FT.
A comparac¸a˜o entre FT e FTIO tra´s algumas complicac¸o˜es adicionais. A primeira delas e´ que uma con-
taminac¸a˜o c = 0.01 na˜o equivale a 1% das observac¸o˜es da se´rie contaminada, mas muito mais, pois cada
contaminac¸a˜o IO instaura um novo regime em uma subse´rie, ou seja, na contaminac¸a˜o IO, as observac¸o˜es se-
guintes da observac¸a˜o T tambe´m sa˜o afetadas. Assim c ∈ {0.025, 0.05} mostraram-se impratica´veis na estimac¸a˜o
tanto de φ1 quanto de θ1. Portanto, e´ interessante comparar FT e FTIO somente quando c = 0.01, para a qual
tem-se que FT tem melhor resultado em λ1, enquanto FTIO em u1, sendo que nos outros quatro paraˆmetros
ambos se saem minimamente bem, como veˆ-se pela Figura 7. Novamente, lembra-se que o objetivo inicial de
FT era estimar se´ries na˜o contaminadas, o que ocorre com bastante sucesso, sendo a u´nica excec¸a˜o o u1.
No tocante a variabilidade das estimativas de FT e FTIO, percebe-se que os mesmos paraˆmetros apontados
no caso AO novamente apresentam as maiores variabilidades em erros padra˜o. Pela Tabela 6, tem-se os erros
padra˜o do FT para u1 entre 0.0182 e 0.0185, φ1 entre 0.0114 e 0.0119, θ1 entre 0.0122 e 0.0128. Esses mesmos
paraˆmetros tendem a ter menores erros padra˜o quando comparados com os resultados de FTIO presentes na
Tabela 6, quais sejam u1 entre 0.0092 e 0.0126, φ1 entre 0.0069 e 0.0149, θ1 entre 0.0096 e 0.0156. Portanto,
fica claro que o u1 do FTIO e´ mais preciso do que o FT, mas os resultados de φ1 e θ1 ja´ sa˜o mais complexos e
na˜o e´ poss´ıvel declarar que ha´ um melhor me´todo independentemente do n´ıvel de contaminac¸a˜o.
5.2 Desempenho do algoritmo SODA
O algoritmo SODA, tal como proposto por Choy (2001), e´ um processo iterativo de remoc¸a˜o de outliers.
Isto e´, dada uma se´rie temporal qualquer estimam-se valores de Γ para cada uma de suas observac¸o˜es, deve-se
enta˜o analisar se o maior valor de Γ e´ maior ou igual ao valor da constante C previamente definida, se for maior,
subtra´ı-se da referida observac¸a˜o o valor de ω, caso contra´rio se assume que a se´rie na˜o possui contaminac¸o˜es.
A nova se´rie, da qual foi retirado o efeito do maior outlier, tem todas as suas posic¸o˜es reavaliadas pelo SODA,
novamente, o maior valor de Γ sera´ comparado a constante C. Esse procedimento segue ate´ o maior Γ ser menor
do que C e, portanto, na˜o haver justificativa para seguir a iterac¸a˜o.
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Comec¸ando pelo caso de contaminac¸o˜es aditivas, neste caso o algoritmo SODA classificou a posic¸a˜o 400 como
a apresentando o maior valor ΓAO em 99.7% dos casos, ou seja, o algoritmo funciona muito bem para identificar
outliers aditivos. Na Figura 1 mostra-se o histograma do mo´dulo de ωAO e de ΓAO, ambas as estat´ısticas tem
comportamento que lembra uma distribuic¸a˜o normal mesmo que na˜o passem em um teste de Shapiro-Wilk com
um n´ıvel de significaˆncia α = 0.05, visto o expressivo tamanho da amostra, 1000. Sendo a me´dia do mo´dulo de
ωAO igual a 5.2572 e o desvio padra˜o 0.7033, ja´ ΓAO tem me´dia igual a 3.9185 e desvio padra˜o igual a 0.5127.
Lembrando que o verdadeiro valor de ωAO era 5, ou seja, o SODA fez uma estimac¸a˜o da grandeza dos outliers
aditivos. Quanto aos valores de ΓAO, pode-se justificar que esta˜o de acordo com os valores propostos por Choy
(2001), em que 4 e´ um bom valor de C para baixa sensibilidade e 3 para alta sensibilidade.
(a) (b)
Figura 1: Estat´ısticas do SODA para 1000 se´ries contaminadas por AO: (a) ω (b) Γ
Na Tabela 1 observam-se os valores estimados para cada um dos paraˆmetros do modelo pelo me´todo FT.
Tanto as se´ries originais, que possuem contaminac¸a˜o, quanto as se´ries tratadas, que conforme dito anteriormente
em 99.7% dos casos foram corretamente corrigidas, ambas foram estimadas pelo mesmo me´todo FT. No geral,
parece na˜o haver grande diferenc¸a entre uma estimac¸a˜o e outra, com excec¸a˜o dos paraˆmetros u1 e θ1, em que a
estimac¸a˜o das se´ries tratadas apresentaram um v´ıcio levemente maior. De qualquer forma, o objetivo principal
deste procedimento e´ avaliar a qualidade da identificac¸a˜o e estimac¸a˜o de outliers, a reestimac¸a˜o da se´rie fica em
segundo plano, pois um u´nico outlier na˜o influencia tanto uma se´rie que possui 700 observac¸o˜es. No entanto,
influeˆncia no tocante aos res´ıduos, pois 10.1% das se´ries originais apresentavam comportamento normal pelo
teste de Shapiro-Wilk com um n´ıvel de significaˆncia α = 0.05, esse valor cresce para 93.1% se as se´ries forem
tratadas no mesmo teste de Shapiro-Wilk. Na˜o ta˜o gritante e´ a diferenc¸a quanto a` autocorrelac¸a˜o, em que
95.5% das se´ries originais passavam com o mesmo α no teste de Box-Ljung, e novamente ha´ um incremento
para 97.2% das se´ries tratadas na˜o apresentam autocorrelac¸a˜o no mesmo teste.
No caso de contaminac¸o˜es por outliers inovadores, seguiu-se o mesmo modelo e a mesma posic¸a˜o de con-
taminac¸a˜o, qual seja, a posic¸a˜o 400. No entanto, o algoritmo foi bem sucedido na percepc¸a˜o da posic¸a˜o
contaminada em apenas 74.0% dos casos, ou seja, em 260 se´ries a posic¸a˜o com o maior ΓIO na˜o era foi a posic¸a˜o
400, deriva deste fato que todo o procedimento de correc¸a˜o da se´rie na˜o ocorre de forma eficaz e, ale´m disso,
cria uma nova interfereˆncia, pois um filtro aplicado no local errado se comporta como um novo outlier inovador.
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Tabela 1: Estimativa dos Paraˆmetros de 1000 se´ries contaminadas por AO, ω = 5, antes e depois da aplicac¸a˜o
do SODA
Se´ries Contaminadas por AO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.4860 0.4789 0.8155 0.0712 0.1605 0.2907 0.4940 -0.2570
EP 0.0175 0.0117 0.0012 0.0011 0.0021 0.0021 0.0115 0.0127
Se´ries Tratadas
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.4442 0.4845 0.8179 0.0750 0.1683 0.2888 0.4801 -0.2213
EP 0.0182 0.0121 0.0012 0.0011 0.0019 0.0021 0.0114 0.0126
As estimativa de ωIO na˜o foram ta˜o precisas quanto as de ωAO, mas ainda assim bastante razoa´veis, a
me´dia do mo´dulo de ωIO foi 3.633 e o desvio padra˜o a 0.287, conforme se observa na Figura 2. Ja´ no tocante a
ΓIO, tem-se uma me´dia igual a 1.685 e desvio padra˜o de 0.287, ou seja, valores bem abaixo de ΓAO para uma
contaminac¸a˜o que foi da mesma ordem de grandeza.
(a) (b)
Figura 2: Estat´ısticas do SODA para 1000 se´ries contaminadas por IO: (a) ω (b) Γ
O tratamento de um outlier inovador e´ bastante delicado, pois exige que as alterac¸o˜es ocorram nos res´ıduos.
Isto e´, os res´ıduos da se´rie contaminada sa˜o tratados e uma nova se´rie e´ constru´ıda a partir de um filtro que
usa como paraˆmetros as estimativas obtidas pelo me´todo FT para a se´rie com res´ıduos. Esta nova se´rie deveria
seguir os mesmos paraˆmetros e estar livre de outliers. No entanto, a menos que se saiba quais as posic¸o˜es
infectadas e quais os verdadeiros paraˆmetros da se´rie, o que acontece e´ uma sucessa˜o de incertezas. Lembrando,
que nestas simulac¸o˜es o algoritmo acertou apenas 74.0% das verdadeiras posic¸o˜es de contaminac¸a˜o, por isso
na˜o causa surpresa que na reestimac¸a˜o de paraˆmetros exibida na Tabela 2, as se´ries tratadas tenham tido um
desempenho pior que as originais contaminadas. Destacam-se os paraˆmetros u1, u2, φ1 e θ1 com n´ıtida piora
nas se´ries tratadas em relac¸a˜o a`s se´ries originais.
Na ana´lise de res´ıduos comparando as se´ries originais com as tratadas pelo algoritmo SODA, tem-se que
exatamente 74.0% das se´ries temporais originais apresenta normalidade a um α de 0.05 e tem-se exatamente
o mesmo percentual de se´ries normais apo´s o tratamento. Fica evidente que o problema consiste no erro
na suposic¸a˜o do lugar do outlier inovador. Ainda sobre os res´ıduos, ha´ apenas uma minoria das se´ries cujos
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res´ıduos na˜o sa˜o autocorrelacionados, sa˜o 5.3% e 5.2% entre as se´ries originais e tratadas, respectivamente. Essa
informac¸a˜o e´ suficiente para elucidar que estimar uma se´rie contaminada por um u´nico outlier inovador pelo
me´todo FT implica em problemas de autocorrelac¸a˜o, sendo o tratamento dif´ıcil.
Tabela 2: Estimativa dos Paraˆmetros de 1000 se´ries contaminadas por IO, ω = 5, antes e depois da aplicac¸a˜o
do SODA
Series Contaminadas por IO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.4530 0.5088 0.8155 0.0749 0.1736 0.2938 0.5000 -0.2530
EP 0.0179 0.0105 0.0012 0.0011 0.0020 0.0022 0.0115 0.0126
Series Tratadas
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.2786 0.5196 0.8179 0.0801 0.1747 0.2989 0.2103 -0.4513
EP 0.0174 0.0088 0.0016 0.0014 0.0021 0.0022 0.0151 0.0135
No geral, percebe-se que as estimativas de ΓIO ficaram abaixo das estimativas de ΓAO para os mesmos
valores de ω, mesmos comprimentos de se´rie e mesmo modelo k-Factor GARMA(p,u,λ, q). Embora ΓIO e ΓAO
devessem idealmente apresentar a mesma distribuic¸a˜o, o fato do caso IO subestimar os valores de ΓIO acarreta
em um fator de seguranc¸a, pois uma falsa correc¸a˜o de outliers inovadores tra´s consequeˆncias muito mais graves
do que uma falsa correc¸a˜o de outliers aditivos.
6 Aplicac¸a˜o
A se´rie SOI, Southern Oscillation Index, consiste na diferenc¸a de pressa˜o atmosfe´rica entre Darwin e Tahiti,
uma se´rie meteorolo´gica vital para o clima do planeta, pois esta´ fortemente conectada ao ENSO, El Nin˜o
Southern Oscillation, conforme sustentam Webster e Yang (1992). Valores negativos da SOI coincidem com
episo´dios de La Nin˜a e valores negativos com El Nin˜o. Esse fenoˆmeno clima´tico tem amplos efeitos influenciando
o regime de monc¸o˜es na I´ndia, conforme demonstraram Shukla e Paolino (1983), a abundaˆncia de chuvas na
Austra´lia conforme destacam Rimmington e Nicholls (1993), assim como o clima do oeste dos Estados Unidos
da Ame´rica, conforme Hansen et al (1997) e inclusive Anta´rtida conforme o artigo de Turner (2004). Ale´m
disso, boa parte da fauna marinha do Pac´ıfico sofre influeˆncia das oscilac¸o˜es te´rmicas do ENSO, podendo
encontrar mais ou menos fontes de alimento e tornando-se mais ou menos populosas em decorreˆncia disso,
conforme descrevem Trathan et al (2007). Das muitas se´ries poss´ıveis para avaliar o ENSO, a SOI e´ fortemente
recomendada por Salisbury e Wimbush (2002), devido ao menor nu´mero de interfereˆncias pro´prias que na˜o tem
qualquer relac¸a˜o com El Nin˜o ou La Nin˜a.
A SOI e´ observada e divulgada pelo CPC-NOAA, Climate Prediction Center - National Oceanic and At-
mospheric Administration2 desde 1951 ate´ Julho de 2015, ou seja, 775 meses. Aqui, utilizam-se os dados de
Janeiro de 1951 ate´ Julho de 2012 para todas as ana´lises e modelagens, 739 observac¸o˜es, sendo que as 36 ob-
servac¸o˜es posteriores referentes ao intervalo entre Agosto de 2012 ate´ Julho 2015 foram reservadas para comparar
a eficieˆncia das previso˜es. Conforme mencionado, esta se´rie consiste na diferenc¸a de pressa˜o atmosfe´rica entre
Darwin e Tahiti, sendo que ambas medic¸o˜es sa˜o previamente padronizadas pelas suas me´dias e desvios padro˜es
2Departamento do Governo Estadunidense de Monitoramento Climatolo´gico, ver http :
//www.cpc.ncep.noaa.gov/information/whoweare/index.shtml
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conforme o per´ıodo de 1951 ate´ 19803. Como ela esta´ definida por uma padronizac¸a˜o, seria de se esperar que ela
apresentasse dados com distribuic¸a˜o normal, o que na˜o chega a acontecer de forma substanciosa (p-valor igual
a 0.0011 pelo teste Shapiro-Wilk). No entanto, essa na˜o normalidade esta condicionada a algumas observac¸o˜es,
como veˆ-se no gra´fico 3(b), que formam uma cauda inferior um pouco mais pesada do que o esperado.
Antes de uma conclusa˜o mais robusta sobre a presenc¸a ou na˜o de contaminac¸a˜o na se´rie, analisa-se o sinal
das estimativas de ω na Tabela 3, que em todos os casos tanto para AO quanto para IO, sa˜o negativos. Isto e´,
se ha´ outliers na se´rie eles devem ser os responsa´veis por essa cauda inferior mais pesada.
O gra´fico 3(a) ainda sugere que a me´dia e´ constante, ou seja, que o processo e´ estaciona´rio, o que os testes
de Phillips-Perron (p-valor igual a 0.01) e Dickey-Fuller (p-valor igual a 0.01) confirmam. Seguindo num n´ıvel
descritivo, observamos que o gra´fico 3(c) mostra um n´ıvel de decaimento moderado, nem ra´pido, caracter´ıstico
de modelos com curta dependeˆncia, nem lento, pro´prio de processos com longa dependeˆncia. Finalmente o
gra´fico 3(d) mostra va´rios picos em diferentes frequeˆncias do periodograma entre zero e 0.5, ou seja, um modelo
ARFIMA(p, d, q) ou um GARMA(p, u, λ, q) dificilmente sera˜o suficientes para uma modelagem apropriada, pois
como enfatizam Collet et al. (2003) os picos do periodograma sa˜o uma informac¸a˜o chave na escolha do modelo
k − Factor Gegenbauer(u,λ).
(a) (b)
(c) (d)
Figura 3: SOI Diagno´stico: (a) SOI (b) Ga´fico QQ, (c) ACF e (d) Periodograma
3ver https://www.ncdc.noaa.gov/teleconnections/enso/indicators/soi/
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A literatura estabelece que a ocorreˆncia de El Nin˜o ou La Nin˜a flutua entre 2 a 7 anos4. Portanto, fica
bastante dif´ıcil propor um modelo SARIMA com sazonalidade fixa. Essa flutuac¸a˜o ta˜o esparsa se explica em
parte pelo fenoˆmeno ter de´cadas de maior atividade e outras de relativa inexisteˆncia. Esse tipo de padra˜o
poderia ser classificado como o comportamento esperado de outliers inovadores, ou seja, outliers que causam
alterac¸o˜es estruturais na se´rie.
Tabela 3: Resultados dos 4 maiores ΓAO e ΓIO pelo SODA para a se´rie SOI, sendo o modelo k=3, p=0=q
Posic¸a˜o Data ωAO ΓAO Posic¸a˜o Data ωIO ΓIO
650 Fev 2005 -3.051 1.388 650 Fev 2005 -3.108 1.239
326 Fev 1978 -2.512 1.143 326 Fev 1978 -2.512 0.999
123 Mar 1961 -2.416 1.100 123 Mar 1961 -2.173 0.864
637 Jan 2004 -1.910 0.869 493 Jan 1992 -1.990 0.792
Apesar das considerac¸o˜es sobre a poss´ıvel contaminac¸a˜o da se´rie SOI, os valores tanto de Γ observados na
Tabela 3 sa˜o demasiado baixos para efetuar um procedimento de reestimac¸a˜o de alguma observac¸a˜o da se´rie
pelo algoritmo SODA. Pode-se argumentar, que o maior ΓIO, 1.239, na˜o e´ ta˜o baixo, pois o algoritmo mostrou
uma tendeˆncia a subestimar ΓIO, no entanto, lembra-se mais uma vez que corrigir contaminac¸o˜es do tipo II e´
um procedimento de risco que deve ser evitado, a menos que as evideˆncias de contaminac¸a˜o sejam muito altas.
Por esse motivo, na˜o se procedera´ com nenhuma correc¸a˜o pelo SODA, mas nada impede a tentativa de estimar
os paraˆmetros da se´rie usando outro estimador que na˜o o FT. Inclusive, os de ΓAO foram ligeiramente superiores
aos de ΓIO, portanto na˜o ha´ porque na˜o testar o FTAO, ale´m do FTIO pela proposic¸a˜o teo´rica de haver um
padra˜o ja´ comentado na literatura da se´rie SOI. E´ curioso, que somente tenham aparecido valores negativos de
ω na Tabela 3, ou seja, devem ser todos momentos de El Nin˜o e nenhum de La Nin˜a, ale´m de serem todos em
meses pro´ximos a Fevereiro, apesar de em anos separados por de´cadas.
Dadas as caracter´ısticas da SOI acima discutidas, a estrate´gia sera´ testar um apanhado de modelos, quais
sejam, todas as combinac¸o˜es de k-Factor GARMA(p,u,λ, q) com k entre 1 e 4, assim como combinac¸o˜es de
p e q iguais a zero ou um. Tem-se assim 16 modelos candidatos que foram estimados por treˆs me´todos, quais
sejam FT, FTAO e FTIO. Definiu-se como crite´rio mı´nimo para um modelo competitivo, apresentar res´ıduos
na˜o correlacionados5 e normalidade dos res´ıduos6. Entre os modelos competitivos, a escolha do modelo final fica
a cargo de um equil´ıbrio entre medidas de erro, MAE, Mean Absolute Error, e ajuste, AIC, Akaike Information
Criterion. Ale´m desse modelo final, foi estimado um modelo pelo me´todo automa´tico presente no R, o popular
auto.arima, qual seja o ARMA(p, q), p = 2 = q, onde φ = {1.7640,−0.7985} e θ = {−1.3424, 0.4590}.
Pelos crite´rios eliminato´rios, sobram 8 modelos estimados por FT, 13 modelos por FTIO e nenhum por
FTAO. Pelo crite´rio de AIC, a comparac¸a˜o entre modelos ana´logos por FT e FTIO, obtiveram-se sempre
valores menores para FT, ou seja, a inclusa˜o de um paraˆmetro para os outliers na˜o se justificou perante um
crite´rio de parcimoˆnia. Desses 13 modelos com melhores AIC, alguns estimados por FT e outros por FTIO,
selecionou-se o com menor MAE, qual seja o k-Factor GARMA(p,u,λ, q), p = 1 = q, onde φ1 = 0.8498,u =
{−0.8257,−0.6437, 0.9774},λ = {0.0328, 0.0330, 0.1231}, θ1 = −0.5871, que apresentou MAE igual a 0.510
contra 0.572 do melhor modelo ARIMA.
Na Figura 4 fica claro que o processo k-Factor GARMA(p,u,λ, q) e´ superior ao ARMA(p, q) para esta´ pre-
visa˜o, pois o segundo rapidamente converge para a me´dia enquanto o primeiro, por ter longa dependeˆncia, pode
4ver: https://www.ncdc.noaa.gov/teleconnections/enso/
5p-value maior ou igual a 0.05 no teste Box-Ljung para lag igual 24
6p-value maior ou igual a 0.05 no teste Shapiro-Wilk
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estimar 36 passos a frente mantendo as flutuac¸o˜es da se´rie. Pois, como argumentam Ferrara e Gue´gan(2001),
se na˜o ha´ problemas de misspecification deve ser plenamente via´vel fazer previso˜es a longo prazo para proces-
sos que possuem longa dependeˆncia. Ale´m disso, os intervalos de confianc¸a se mante´m mais esta´veis com o
acre´scimo de tempo do que modelos ARMA(p, q), no gra´fico No gra´fico 4 e´ apresentado apenas o intervalo de
confianc¸a do processo k-Factor GARMA(p,u,λ, q), que a 95% de confianc¸a contempla 36 dos 36 verdadeiros
pontos observados na SOI, ja´ o intervalo com 95% de confianc¸a do processo ARMA(p, q) cresce ta˜o ra´pido que
na˜o agrega informac¸a˜o u´til.
Figura 4: Previsa˜o Mensal da SOI pelos Modelos k-Factor GARMA e ARMA, Agosto de 2013 a Julho de 2015
Pensando-se num sentido pra´tico e simples, estimar corretamente o sinal da SOI ja´ e´ um resultado u´til ao
pesquisador preocupado com o ENSO. Pois como discutido, valores negativos da SOI coincidem com as condic¸o˜es
propicias ao acontecimento do El Nin˜o, assim como os valores positivos com La Nin˜a. Por esse crite´rio, o k-
Factor GARMA(p,u,λ, q) estimou o sinal da se´rie corretamente 26 vezes, ou seja, apresenta 72.2% de acerto,
enquanto o modelo ARMA(p, q) acerta 17 vezes, isto e´, apenas 47.2% dos casos.
Finalmente, apresenta-se a Figura 5, na qual realiza-se uma previsa˜o para Agosto de 2015 ate´ Julho de
2017. Percebe-se que Agosto de 2015 registra o valor negativo de -0.565, o menor valor no intervalo de previsa˜o.
Lembrando que valores negativos sa˜o prop´ıcios ao El Nin˜o. Durante todo o ano de 2016 os valores da previsa˜o
ficam muito pro´ximos de zero, no entanto, em Maio de 2017 a previsa˜o da SOI e´ de 0.273 e em Julho de 2017
alcanc¸a 0.276, ou seja, valores positivos e boas chances de ocorrer o evento La Nin˜a, resfriamento do Oceano
Pac´ıfico.
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Figura 5: Previsa˜o Mensal da SOI pelo Modelo k-Factor GARMA, Agosto de 2015 a Julho de 2017
7 Conclusa˜o
Neste trabalho discutiu-se o processo estoca´stico k-Factor GARMA(p,u,λ, q), enfatizaram-se os casos de
se´ries longas com ao menos 700 observac¸o˜es e com k = 3, visto que essas sa˜o caracter´ısticas da se´rie SOI, e
foi uma preocupac¸a˜o manter o dia´logo entre a parte aplicada e teo´rica deste artigo. Este foi padra˜o para as
simulac¸o˜es, nas quais testaram-se contaminac¸o˜es parame´tricas e por mistura com outliers aditivos e inovadores.
Uma magnitude de ω igual a 5 foi considerada como um bom valor de teste, pois outliers menores pouco
alteram a amplitude da se´rie e, consequentemente, sua estimac¸a˜o, enquanto outliers maiores sa˜o mais raros e,
obviamente, mais fa´ceis de identificar.
No tocante aos estimadores derivados do proposto por Fox e Taqqu, tem-se que os treˆs estimadores FT,
FTAO e FTIO alcanc¸aram bons resultados quando aplicados a casos compat´ıveis. O estimador FT se saiu
suficientemente bem em se´ries na˜o contaminadas e, inclusive, mostrou-se suficientemente robusto para casos de
contaminac¸a˜o AO e IO, esta u´ltima quando de ordem moderada, ou seja, quando c = 0.01. No entanto, diante
de contaminac¸o˜es AO, ainda se recomenda o uso do estimador FTAO, visto que este tem menor variabilidade.
Sobre as contaminac¸o˜es IO, percebe-se que se diante de contaminac¸o˜es iguais ou maiores a c = 0.025 na˜o ha´
como estimar corretamente, no entanto para casos menos extremos, tanto o estimador FT quanto o FTIO
apresentam resultados satisfato´rios. Sendo que se ha´ contaminac¸a˜o do tipo IO, o FTIO ainda e´ um pouco mais
preciso e apresenta um pouco menos de variabilidade.
A adaptac¸a˜o do algoritmo SODA foi bem sucedida para as contaminac¸o˜es do tipo AO, para as quais o SODA
identificou a posic¸a˜o de contaminac¸a˜o de forma correta em quase todos os casos, ale´m disso o algoritmo foi capaz
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de corrigir o problema tratando as se´ries de forma adequada. Na˜o pode-se dizer que esse procedimento melhorou
a estimac¸a˜o dos paraˆmetros, visto que uma u´nica contaminac¸a˜o por um ω na˜o ta˜o grande em uma se´rie longa
na˜o afeta muito a se´rie temporal. No entanto, a retirada de um u´nico outlier dessas se´ries foi suficiente para
que os res´ıduos que em maioria eram na˜o normais se tornassem em absoluta maioria normais. Finalmente,
pode-se confirmar os resultados obtidos por Choy (2001) para o caso ARMA e propor os mesmos valores de C
para classificar a estat´ıstica ΓAO. Ja´ o caso de contaminac¸a˜o IO foi mais dificultoso para o SODA e na˜o houve
o mesmo sucesso. Embora o algoritmo tenha acertado a posic¸a˜o da maioria das contaminac¸o˜es, o percentual
de erro foi bastante grande. Disso decorre, que as correc¸o˜es das se´ries tornaram-se em grande parte adic¸a˜o de
novos erros e, consequentemente, a reestimac¸a˜o das se´ries apo´s o tratamento foi pior do que a estimac¸a˜o das
se´ries originais. Os valores de ΓIO foram menores do que ΓAO, mas na˜o se chegou a sugerir valores de C, apenas
alertou-se do perigo associado a aceitar falsos-positivos, visto que uma correc¸a˜o na posic¸a˜o equivocada pode
destruir as caracter´ısticas da se´rie temporal em questa˜o.
A aplicac¸a˜o em uma se´rie temporal real foi bastante satisfato´ria, pois alcanc¸ou-se um modelo com baixo
erro de previsa˜o e parcimoˆnia de paraˆmetros, ale´m de res´ıduos normais e na˜o correlacionados. O intervalo de
confianc¸a do modelo engloba todos os 36 verdadeiros pontos a frente sem inflar exponencialmente como um
modelo de curta dependeˆncia faria. Portanto, reu´nem-se aqui todos os motivos para a adoc¸a˜o de um modelo
k-Factor GARMA(p,u,λ, q) no lugar de um modelo mais simples na previsa˜o da se´rie SOI, mesmo que esse
u´ltimo tenha menores valores de AIC, somente essa vantagem na˜o se justifica uma vez boas previso˜es da SOI
repercutem em ganho de informac¸a˜o sobre o ENSO e o clima do Oceano Pac´ıfico e entornos.
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8 Apeˆndice A
(a) (b) (c)
(d) (e) (f)
(g) (h)
Figura 6: Estimativas por FT, vermelho, e FTAO, verde, dos parameˆtros de 1000 repetic¸o˜es de processos k-Factor
GARMA (1,u,λ,1) com u = -0.7, 0.5, 0.8, λ = 0.1, 0.2, 0.3, φ = 0.6 e θ = −0.3; n=700 e contaminac¸a˜o aditiva de
magnitude ω=5: (a) u1, (b) u2, (c) u3, (d) λ1, (e) λ2, (f) λ3, (g) φ, (h) θ, ale´m disso a linha azul representa o valor do
paraˆmetro e o pontilhado 10% de variac¸a˜o em relac¸a˜o ao paraˆmetro
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(a) (b) (c)
(d) (e) (f)
(g) (h)
Figura 7: Estimativas por FT, vermelho, e FTIO, verde, dos parameˆtros de 1000 repetic¸o˜es de processos k-Factor
GARMA (1,u,λ,1) com u = -0.7, 0.5, 0.8, λ = 0.1, 0.2, 0.3, φ = 0.6 e θ = −0.3; n=700 e contaminac¸a˜o inovadora de
magnitude ω=5: (a) u1, (b) u2, (c) u3, (d) λ1, (e) λ2, (f) λ3, (g) φ, (h) θ, ale´m disso a linha azul representa o valor do
paraˆmetro e o pontilhado 10% de variac¸a˜o em relac¸a˜o ao paraˆmetro
9 Apeˆndice B
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Tabela 4: Estimativa dos Paraˆmetros por FT de 1000 se´ries com contaminac¸a˜o gradativa por AO, ω = 5 e
c ∈ {0, 0.01, 0.025, 0.05}.
Se´ries com c = 0 de contaminac¸a˜o AO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.4342 0.5032 0.8168 0.0746 0.1707 0.2918 0.4918 -0.2398
EP 0.0182 0.0109 0.0012 0.0011 0.0020 0.0021 0.0115 0.0127
Se´ries com c = 0.01 de contaminac¸a˜o AO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.1763 0.5652 0.8491 0.0527 0.1116 0.2690 0.3625 -0.2114
EP 0.0212 0.0101 0.0022 0.0010 0.0020 0.0019 0.0146 0.0148
Se´ries com c = 0.025 de contaminac¸a˜o AO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 0.1198 0.6112 0.8403 0.0430 0.0744 0.2424 0.2434 -0.1608
EP 0.0193 0.0068 0.0022 0.0009 0.0012 0.0017 0.0150 0.0141
Se´ries com c = 0.05 de contaminac¸a˜o AO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.1136 0.4400 0.8062 0.0355 0.0688 0.2365 0.0159 0.0396
EP 0.0187 0.0090 0.0012 0.0011 0.0012 0.0017 0.0155 0.0133
Tabela 5: Estimativa dos Paraˆmetros por FTAO de 1000 se´ries com contaminac¸a˜o gradativa por AO, ω = 5 e
c ∈ {0, 0.01, 0.025, 0.05}.
Se´ries com c = 0 de contaminac¸a˜o AO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 127.4570 0.1573 0.7101 0.8384 0.0615 0.1544 0.2853 0.4974 -0.2918
EP 1.6928 0.0171 0.0054 0.0015 0.0016 0.0014 0.0020 0.0108 0.0109
Se´ries com c = 0.01 de contaminac¸a˜o AO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 143.7090 -0.0836 0.6048 0.8104 0.0374 0.1037 0.2536 0.4842 -0.3045
EP 1.1214 0.0200 0.0046 0.0010 0.0010 0.0012 0.0019 0.0092 0.0095
Se´ries com c = 0.025 de contaminac¸a˜o AO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 144.9905 -0.2407 0.5510 0.8087 0.0394 0.0892 0.2362 0.3991 -0.2728
EP 1.0230 0.0201 0.0056 0.0010 0.0009 0.0010 0.0019 0.0108 0.0099
Se´ries com c = 0.05 de contaminac¸a˜o AO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 134.6728 -0.0838 0.5403 0.8446 0.0417 0.0817 0.2085 0.2715 -0.2191
EP 1.1765 0.0200 0.0098 0.0023 0.0009 0.0010 0.0018 0.0128 0.0118
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Tabela 6: Estimativa dos Paraˆmetros por FT de 1000 se´ries com contaminac¸a˜o gradativa por IO, ω = 5 e
c ∈ {0, 0.01, 0.025, 0.05}.
Se´ries com c = 0 de contaminac¸a˜o IO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.4342 0.5032 0.8168 0.0746 0.1707 0.2918 0.4918 -0.2398
EP 0.0182 0.0109 0.0012 0.0011 0.0020 0.0021 0.0115 0.0127
Se´ries com c = 0.01 de contaminac¸a˜o IO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.4197 0.4912 0.8175 0.0735 0.1657 0.2890 0.4685 -0.2157
EP 0.0185 0.0120 0.0130 0.0011 0.0020 0.0021 0.0119 0.0128
Se´ries com c = 0.025 de contaminac¸a˜o IO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.2834 0.5340 0.8037 0.0828 0.1561 0.2739 -0.0735 0.0940
EP 0.0184 0.0036 0.0008 0.0013 0.0017 0.0019 0.0114 0.0122
Se´ries com c = 0.05 de contaminac¸a˜o IO
Paraˆmetro u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia -0.2892 0.5295 0.8028 0.0800 0.1558 0.2818 -0.0782 0.0866
EP 0.0182 0.0035 0.0007 0.0012 0.0018 0.0018 0.0115 0.0123
Tabela 7: Estimativa dos Paraˆmetros por FTIO de 1000 se´ries com contaminac¸a˜o gradativa por IO, ω = 5 e
c ∈ {0, 0.01, 0.025, 0.05}.
Se´ries com c = 0 de contaminac¸a˜o IO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 1.0216 -0.3104 0.4529 0.8092 0.0095 0.1490 0.3000 0.5736 -0.3400
EP 0.0018 0.0095 0.0065 0.0008 0.0006 0.0014 0.0015 0.0069 0.0096
Se´ries com c = 0.01 de contaminac¸a˜o IO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 1.3563 -0.7105 0.4816 0.8086 0.0142 0.135 0.2885 0.4758 -0.1947
EP 0.0045 0.0108 0.0048 0.0013 0.0006 0.0017 0.0018 0.0094 0.0115
Se´ries com c = 0.025 de contaminac¸a˜o IO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 1.8491 -0.5665 0.4235 0.7913 0.0450 0.1467 0.2918 -0.1695 0.1933
EP 0.0069 0.0092 0.0051 0.0014 0.0013 0.0018 0.0014 0.0149 0.0156
Se´ries com c = 0.05 de contaminac¸a˜o IO
Paraˆmetro cτ2 u1 u2 u3 λ1 λ2 λ3 φ θ
Me´dia 2.7233 -0.4657 0.2555 0.7956 0.0458 0.1263 0.2970 -0.0527 0.1076
EP 0.0092 0.0126 0.0125 0.0009 0.0015 0.0024 0.0016 0.0131 0.0146
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