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Capturing information on curves and surfaces
from their projected images
Masaru Hasegawa, Yutaro Kabata and Kentaro Saji
Abstract
Obtaining complete information about the shape of an object by
looking at it from a single direction is impossible in general. In this
paper, we theoretically study obtaining differential geometric infor-
mation of an object from orthogonal projections in a number of di-
rections. We discuss relations between (1) a space curve and the pro-
jected curves from several distinct directions, and (2) a surface and
the apparent contours of projections from several distinct directions,
in terms of differential geometry and singularity theory. In particular,
formulae for recovering certain information on the original curves or
surfaces from their projected images are given.
1 Introduction
As is well known via triangulation, when we look at a point from two known
viewpoints, we can then calculate where the point is. Let us turn our atten-
tion to the case of a surface. When we look at a surface, then we observe
an apparent contour (a contour), and there are numerous studies on how to
obtain information about surfaces from apparent contours (see [1, 2, 6], for
example).
One cannot obtain complete information from a finite number of appar-
ent contours, in general. However, to obtain the Gaussian curvature of a
surface, information about the second order derivatives of the surface is re-
quired, and in [10, 11], Koenderink showed that one can obtain the Gaussian
curvature of a surface as the product of the curvature of the contour and the
normal curvature along a single direction. While Koenderink’s result needs
more information than just the apparent contour, that is, it needs the nor-
mal curvature, this fact still suggests that we might be able to obtain some
information about a surface from curvatures of small numbers of contours
of the surface. It then is natural to ask how much information about the
contour is enough to get the desired information about a surface.
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In this paper, we consider an orthogonal projection of R3 to a plane:
πξ(x) = x− 〈x, ξ〉 ξ : R3 → ξ⊥
for a unit vector ξ ∈ R3. The map πξ is called the orthogonal projection
in the direction ξ. Our interest is in getting local information on surfaces
(or curves) from the curvatures of the contours (or the projected curves)
with respect to orthogonal projections. In particular, we show how much
information about contours (or image curves) is enough to recover the lower
degree terms of the Taylor expansions of surfaces (or curves) at observed
points. In addition, we construct some examples of sets of different surfaces
whose information with respect to contours for certain orthogonal projections
is exactly the same (Figure 3.3, 3.4, 3.5). See [1, 2, 3, 4, 5, 6, 12] for other
approaches to these kinds of considerations.
Throughout the paper, we use the following notation for the Taylor coef-
ficients of a given function. For a C∞ function ψ : I → R, we set
(coef0(ψ, t, k) =) coef(ψ, t, k) =
(
ψ(0), ψ′(0),
ψ′′(0)
2
, . . . ,
ψ(k)(0)
k!
)
( ′ = d/dt and ψ(i) = (ψ(i−1))′ for i = 1, 2, . . .), namely, if h = a0 +∑k
i=1(ai/i!)t
i, then coef(ψ, t, k) = (a0, a1, . . . , ak). The data coef(ψ, t, k) is
called the k-th order information of ψ (at 0). We remark that the k-th order
information of the given function ψ at 0 represents the k-jet of ψ at 0 in the
terminology of singularity theory (cf. [9]).
1.1 Projections of curves
Let I be an open interval containing 0, and let γ : I → R3 (γ(0) = (0, 0, 0))
be a given unknown regular C∞ curve whose curvature does not vanish at 0.
We remark that γ has the orientation induced from that of I. Rotating the
coordinate system of R3 if necessary, for any k ∈N , we may assume that γ
is locally written around 0 as
γ(t) =
(
t,
k∑
i=2
ai
i!
ti,
k∑
i=3
bi
i!
ti
)
+ (O(k + 1), O(k + 1), O(k + 1)), (1.1)
where ai, bi ∈ R (i = 2, . . . , k), and O(k + 1) stands for the terms whose
degrees are greater than k. Specifically, a2 and b3 are important values of the
space curve: the curvature and the torsion at 0. Set γξ = πξ ◦ γ for a unit
vector ξ ∈ R3. Our aim is to investigate how many conditions are enough to
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recover the above coefficients in terms of the curvatures of γξ using a number
of distinct directions ξ.
Since the setting is complicated for general choices of projection direc-
tions, we focus on the two singular cases where the kernel direction ξ of
an orthogonal projection is geometrically restricted. The following are our
settings, and also abstracts of the results which will be given in Section 2:
• We take two linearly independent vectors ξ1, ξ2, where each projected
curve γξi (i = 1, 2) has an inflection point at 0. This implies that ξ1, ξ2
lie in the osculating plane, with the exception of the tangent line of γ
(Figure 2.1). Then the coefficients ai, bi can be uniquely determined
from the certain order of the information of the curvature functions
of γξi (i = 1, 2) at 0. Namely, the coefficients ai, bi can be uniquely
determined by the information of the derivatives of the curvatures of
the two projected curves.
• We take ξ1 as a tangent vector of γ at 0. Then, γξ1 = πξ1 ◦ γ has
a singular point at 0 (Figure 2.2). We also take another vector ξ2.
Then the coefficients ai, bi (i ≤ 5) can be uniquely determined by the
information of the curvature functions of γξi (i = 1, 2) at 0. Namely, the
coefficients ai, bi (i ≤ 5) can be uniquely determined from the curvature
functions of two projected curves from the tangential direction and
another direction. The notion of the cuspidal curvature of a singular
plane curve (introduced in [17]), especially, plays an important role.
1.2 Projections of surfaces
Let U be an open subset of R2 containing 0 = (0, 0), and let f : U → R3
(f(0) = (0, 0, 0)) be a given unknown regular C∞ surface. Without loss of
generality, we may assume that f is given by
f(u, v) =
(
u, v, h(u, v)
)
, h(u, v) =
a20
2
u2+
a02
2
v2+
k∑
i+j=3
aij
i!j!
uivj+O(k+1),
(1.2)
where aij ∈ R (i, j = 0, 1, 2, . . . , k). We call a20, a02 (respectively, a30, a21,
a12, a03) the second order (respectively, the third order) information of f at
0. Taking vectors which are tangent to the image of f at 0, we consider
apparent contours of f projected from the directions of these vectors. For
tangent vector ξ of the image of f at 0, we set fξ = πξ ◦ f . We call the set
S of singular points the contour generator (with respect to ξ), and fξ(S) the
contour (of f with respect to ξ).
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The following are abstracts of the results on surfaces which will be given
in Section 3:
• We take three “general” (respectively, four “general”) distinct direc-
tions. Then the second order (respectively, the third order) information
of a surface is uniquely determined by the 0-th order (respectively, the
first order) information of the curvatures of the contours with respect to
the directions. We remark that knowing the second order information
is the same as knowing the pair of values of the mean and Gaussian cur-
vatures. Moreover, formulae on the relations between the information
of the surfaces and the curves are explicitly given.
• We give an example of a pair of different surfaces having the same
information from the curvatures of contours with respect to two distinct
directions. Namely, a surface f with two distinct directions (ξ1, ξ2) and
another surface f˜ with two distinct directions (ξ˜1, ξ˜2) are constructed,
such that the information on the two contours of f with respect to ξ1
and ξ2 is the same as the information on the two contours of f˜ with
respect to ξ˜1 and ξ˜2 (Figures 3.3, 3.4, 3.5).
• We show that if the Gaussian curvature is positive, then there exist
two directions such that the product of the contours of these directions
gives the Gaussian curvature.
Remark 1.1. From the above results, we see that in order to judge the sign
of the Gaussian at an observed point of a given surface, looking at it along
general three directions in the tangent plane is necessary and sufficient.
2 Projections of space curves
Let γ : I → R3 be a C∞ curve (γ(0) = (0, 0, 0)), and let γξ = πξ ◦ γ for ξ
with π given as in the introduction. We assume that the curvature of γ does
not vanish at 0. We consider the following two cases. The first case is that
the projection curve γξ has an inflection point, namely, the vector ξ lies in
the osculating plane. The second case is that one of the projection curve γξ
has a singular point, namely, the vector ξ is tangent to γ at 0.
2.1 Projections in the osculating plane
In this section, we consider the case that the curvature of γ does not vanish
and γξ has an inflection point at 0. Then it holds that ξ lies in the osculating
plane, except for the tangent line of γ at 0. We remark that γ has the
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orientation induced from that of I. Then rotating the coordinate system of
R
3 if necessary, we may assume that γ is written as in (1.1) and ξ(θj) =
(cos θj, sin θj , 0), where 0 < θj < π (j = 1, 2, . . .). We give the orientation
of ξ⊥ as follows: We take a basis {X, Y } of ξ⊥. We say that {X, Y } is a
positive basis if {X, Y, ξ} is a positive basis of R3. We set the orientation of
πξ(θj) ◦ γ to agree with that of γ (see Figure 2.1). We set πξ(θj) ◦ γ = γθj , and
also we set sj to be the arc-length of γθj , and set κθj to be the curvature of
γθj ⊂ ξ⊥ as a curve in the oriented plane ξ⊥.
Figure 2.1: Orientations of ξ⊥ and πξ ◦ γ.
Suppose that we are given the information of the curvatures of the con-
tours from two distinct directions 0 < θ1, θ2 < π. Set ϕ = θ1 − θ2 and
κ˜θj = (dκθj/dsj(0))
1/3. We can determine the local information of space
curves from local information of projected curves in two distinct directions:
Theorem 2.1. If (dκθ1/ds1(0), dκθ2/ds2(0)) 6= (0, 0), then the following
hold.
(1) θ1, θ2 and b3 are uniquely determined from the second order information
of κθ1 , κθ2 at 0 and ϕ = θ1 − θ2.
(2) The coefficients an−2 and bn are uniquely determined from the (n−1)-st
order information of κθ1 , κθ2 at 0 and ϕ for n ≥ 4.
The explicit formulae for θ1, θ2 = θ1 + ϕ and b3 are given as in (2.2) and
(2.5) in the proof.
Proof. Note that the curvature κθi for a general parameter t can be calculated
by
κθi(t) =
det
(
γ′(t), γ′′(t), ξθi(t)
)
|γ′θi(t)|3
(
′ =
d
dt
)
.
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Since 0 < θ1 < π, it holds that sin θ1 6= 0, and by a direct calculation we
have
coef(κθ1 , s1, 3) =
(
0,− b3
sin3 θ1
,−b4 sin θ1 + 6a2b3 cos θ1
2 sin5 θ1
, (2.1)
− 45a
2
2b3 cos
2 θ1 + b5 sin
2 θ1 + 10(a3b3 + a2b4) sin θ1 cos θ1
6 sin7 θ1
)
.
Then we see that the condition (dκθ1/ds1(0), dκθ2/ds2(0)) 6= (0, 0) implies
b3 6= 0, namely, the torsion of γ at 0 does not vanish. By this argument,
the fact dκθ1/ds1(0) 6= 0 and dκθ2/ds2(0) 6= 0 follows from the assumption
(dκθ1/ds1(0), dκθ2/ds2(0)) 6= (0, 0). Taking another direction θ2 = θ1 + ϕ
(0 < θ2 < π), we may consider κθ1 , κθ2, ϕ to be known. Since the equation
dκθ1/ds1(0)
dκθ2/ds2(0)
=
sin3(θ1 + ϕ)
sin3 θ1
can be solved as
θ1 = cot
−1


(
dκθ1/ds1(0)
dκθ2/ds2(0)
)1/3
− cosϕ
sinϕ

 ∈ (0, π), (2.2)
we obtain θ1 and θ2.
Furthermore, by (2.1), it holds that
sin θi = − b˜
κ˜θi
, (i = 1, 2) (2.3)
where b˜ = b
1/3
3 and κ˜θi = (dκθi/dsi(0))
1/3. Substituting (2.3) into the trigono-
metric identity
cos2 (θ1 − θ2) + sin2 θ1 + sin2 θ2 − 2 sin θ1 sin θ2 cos (θ1 − θ2)− 1 = 0,
we have
(κ˜2θ1 − 2 cosϕ κ˜θ1 κ˜θ2 + κ˜2θ2)b˜2 − sin2 ϕ κ˜2θ1κ˜2θ2 = 0. (2.4)
Note that κ˜2θ1 − 2 cosϕ κ˜θ1 κ˜θ2 + κ˜2θ2 ≥ 0 and κ˜2θ1 − 2 cosϕ κ˜θ1 κ˜θ2 + κ˜2θ2 = 0
if and only if ϕ = κ˜θ1 − κ˜θ2 = 0 or κ˜θ1 = κ˜θ2 = 0. Thus by the assumption,
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κ˜2θ1 − 2 cosϕ κ˜θ1 κ˜θ2 + κ˜2θ2 6= 0. Since κ˜θ1 , κ˜θ2 , ϕ are known, (2.4) implies that
we obtain b3. In fact,
b3 =
(
sin2 ϕ κ˜2θ1κ˜
2
θ2
κ˜2θ1 − 2 cosϕ κ˜θ1 κ˜θ2 + κ˜2θ2
)3/2
,
(
κ˜θi =
(
dκθi
dsi
(0)
)1/3
(i = 1, 2)
)
.
(2.5)
Thus the claim (1) holds.
Since the pair of equations
d2κθi
ds2i
(0) = −b4 sin θi + 6a2b3 cos θi
2 sin5 θi
(i = 1, 2)
is a linear system for a2, b4, by θ1 6= θ2 we obtain a2 and b4 from (2.1) if b3 6= 0.
Thus the claim (2) when n = 4 holds. Next, we show (2) when n ≥ 5. We
assume that ϕ, a1, . . . , an−3 and b1, . . . , bn−1 are known for n ≥ 5. Now we
take the (n − 2)-th derivative of κθi with respect to si. That value of the
derivative at 0 is written in terms of a1, . . . , an and b1, . . . , bn. In the formula
of dn−2dκθi/ds
n−2
i (0), as a polynomial of a1, . . . , an, b1, . . . , bn, we show that
an−1, an do not appear, and an−2, bn appear only to the first power linear
terms. We set κθi = κ and si = s for simplicity, for the moment. Let t(s) be
the inverse function of
s =
∫ t
0
|γ′θi(t)| dt,
where ′ = d/dt. By the formula for differentiation of a composition of func-
tions (see [15, (3n)] or [8, (3.56)] for example),
dn−2
dsn−2
κ(t(s)) =
n−2∑
k=0
dkκ
dtk
(t(s))
(−1)k
k!
k∑
j=0
(−1)j
(
k
j
)
t(s)k−j
dn−2
dsn−2
(t(s)j),
(2.6)
and we look at the terms
djt(s)
dsj
(0),
djκ
dtj
(0), (j = n− 4, n− 3, n− 2).
Since dt/ds = |γ′θi|−1, it holds that
djt
dsj
=
dj−1
dsj−1
(
1
|γ′θi(t(s))|
)
=
dj−1
dsj−1
(〈
γ′θi(t(s)), γ
′
θi
(t(s))
〉−1/2)
= − d
j−2
dsj−2
(〈
γ′θi(t(s)), γ
′
θi
(t(s))
〉−3/2 〈
γ′θi(t(s)), γ
′′
θi
(t(s))
〉 dt(s)
ds
)
= − d
j−2
dsj−2
(〈
γ′θi(t(s)), γ
′
θi
(t(s))
〉−2 〈
γ′θi(t(s)), γ
′′
θi
(t(s))
〉)
.
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Continuing to calculate the derivative of the function by s, we finally obtain
a polynomial consisting of terms with some powers of
〈
γ′θi(t(s)), γ
′
θi
(t(s))
〉
and 〈
γ
(ℓ1)
θi
(t(s)), γ
(ℓ2)
θi
(t(s))
〉
(1 ≤ ℓ1 ≤ ℓ2 ≤ j, 3 ≤ ℓ1 + ℓ2 ≤ j + 1).
This implies that an−1, an, bn do not appear in (d
jt(s)/dsj)(0) (j = n−4, n−
3, n− 2). Moreover, although an−2 may appear in (dn−2t(s)/dsn−2)(0) from
the term 〈γ′θi, γ
(n−2)
θi
〉, it does not actually appear, since γ′θi(0) = (1, 0, 0) and
the first component of γ
(n−2)
θi
(0) is 0. On the other hand, since γ is given by
(1.1),
det(γ′, γ(n−2), ξθi) =− bn−2 sin θi, det(γ′, γ(n−1), ξθi) = −bn−1 sin θi,
det(γ′, γ(n), ξθi) =− bn sin θi,
det(γ′′, γ(n−2), ξθi) =a2bn−2 cos θi, det(γ
′′, γ(n−1), ξθi) = a2bn−1 cos θi,
det(γ′′′, γ(n−2), ξθi) =(a3bn−2 − b3 an−2 ) cos θi,
(2.7)
and an−2, an−1, an, bn do not appear in det(γ
′, γ′′, ξθi)
(j)(0) (j = 1, . . . , n− 3).
This implies that they also do not appear in djκ/dtj (j = 1, . . . , n − 3).
Furthermore, since
dn−2κ
dtn−2
=
∑
j+k≤n
cjk
(
1
|γ′θi|3
)(n−2−j−k)
det(γ(j), γ(k), ξθi)
+
1
|γ′θi|3
(
det(γ′, γ(n), ξθi) + (n− 3) det(γ′′, γ(n−1), ξθi)
+m det(γ′′′, γ(n−2), ξθi)
)
(2.8)
(n ≥ 5) holds, where m = (n− 5)(n− 2)/2 and cjk are natural numbers, this
implies that an−1, an do not appear in (2.6). Moreover, since the coefficient
of dn−2κ/dtn−2 in (2.6) is (dt/ds)n−2, setting
Ai =
1
|γ′θi(0)|3
(
dt
ds
(0)
)n−2
,
the equations (2.6) at s = 0 for i = 1, 2 are
dn−2κθ1
dsn−21
(0) = −A1(bn sin θ1 +mb3an−2 cos θ1) +B1,
dn−2κθ2
dsn−22
(0) = −A2(bn sin θ2 +mb3an−2 cos θ2) +B2,
(2.9)
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where Bi (i = 1, 2) are terms consisting of a1, . . . , an−3 and b1, . . . , bn−1. The
equation (2.9) can be solved when A1A2b3 sin(θ1− θ2) 6= 0. Since dt/ds(0) =
|γ′θi(0)|−1, we have the assertion.
Since obtaining a2, a3, b3 is equivalent to obtaining the curvature, the
first derivative of the curvature and the torsion, results of this type for the
perspective projection can be found in [2, 14] and [6, Theorem 8]. Since we
can detect the coefficients of the Taylor expansion of γ, using our result, one
can easily construct the desired curve whose projections have the prescribed
curvatures.
2.2 Projections in the tangential direction and another
direction
In this section, we consider the case that ξ1 is tangent to γ at 0. In this case,
γξ1 = πξ1 ◦ γ has a singular point at 0. To consider differential geometric
invariants of the singular curve, we describe the cuspidal curvature of singular
plane curves introduced in [17] (see also [18]). Let c : I → R2 be a plane
curve, and c′(0) = 0. The curve c is said to be A-type at 0 if c′′(0) 6= 0. Let
c be an A-type curve at 0. Then
µ =
det(c′′(0), c′′′(0))
|c′′(0)|5/2 .
does not depend on the choice of parameter, and is called the cuspidal cur-
vature.
Let γ : I → R3 be a C∞ curve with non-zero curvature at 0. We assume
that γξ1 has a singular point at 0. Since the curvature of γ does not vanish, by
the Frenet formula, γξ1(0) is an A-type curve at 0. We also assume that there
exists an integer N such that det((γξ1)
′′, (γξ1)
(i))(0) = 0 (i = 3, 5, . . . , 2N−1)
and det((γξ1)
′′, (γξ1)
(2N+1))(0) 6= 0. We give the positively oriented xyz-
coordinate system for R3, and rotating this coordinate system, we give a
yz-coordinate system for ξ⊥1 as follows. We set the y-axis as the direction of
(γξ1)
′′(0), and set the x-axis as the direction of ξ1. We give an orientation of
γξ1 so that det((γξ1)
′′, (γξ1)
(2N+1))(0) > 0, and also so that of γ agrees with
that of γξ1 (see Figure 2.2). Then we may assume that γ is given by (1.1)
with a2 > 0, b3 ≥ 0. Then µ = b3/a3/22 . On the other hand, we consider
a unit vector ξ2 = (sin θ1 cos θ2, sin θ1 sin θ2, cos θ1) (cos θ1 6= 0) which is not
tangent to γ at 0. Since we take the above xyz-coordinate, θ1, θ2 are known.
Theorem 2.2. Suppose that cos θ1 6= 0, then the followings hold.
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Figure 2.2: Orientations of ξ⊥1 and πξ1 ◦ γ.
(1) The coefficients a2 and b3 are uniquely determined by the cuspidal cur-
vature µ and the 0-th order information of κξ2 at 0.
(2) In addition to (1), a3 is uniquely determined by the cuspidal curvature
µ and the first order information of κξ2 at 0.
Proof. We remark that cos θ1 6= 0, and then | sin θ1 cos θ2| < 1, equivalently
cos2 θ1 cos
2 θ2 + sin
2 θ2 6= 0. The curvature κξ2 of the plane curve γξ2 satisfies
coef(κξ2 , s, 1) =
(
a2 cos θ1
(cos2 θ1 cos2 θ2 + sin
2 θ2)3/2
,
Q(θ)
(cos2 θ1 cos2 θ2 + sin
2 θ2)3
)
,
(2.10)
where
Q(θ) = −b3 cos2 θ1 cos2 θ2 sin θ1 sin θ2 − b3 sin θ1 sin3 θ2
+ cos3 θ1 cos θ2(a3 cos θ2 − 3a22 sin θ2) + cos θ1 sin θ2(3a22 cos θ2 + a3 sin θ2).
Since we know µ = b3/a
3/2
2 and θ1, θ2, we obtain a2 and b3 from the first
component of (2.10) if cos θ1 6= 0. Furthermore, we also obtain a3 from the
second component of (2.10), under the assumption cos θ1(cos
2 θ1 cos
2 θ2 +
sin2 θ2) 6= 0.
See [13, Section 3] for relationships between invariants of space curves
and projected plane curves.
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3 Projections of surfaces
In this section, we consider the local information of surfaces and contours.
Let U ⊂ R2 be a neighborhood of the origin 0 = (0, 0). Let f : U → R3
(f(0) = (0, 0, 0)) be a C∞ surface with non-vanishing Gaussian curvature at
0. Without loss of generality, we may assume that f is written in the form
(1.2) with a20a02 6= 0, a20 > a02, a20 > 0. We set the unit normal vector ν of
f so that it satisfies ν(0, 0) = (0, 0, 1).
3.1 Obtaining information about surfaces from con-
tours
Let ξ be a unit vector which is tangent to f at 0. Then we may assume
ξ = ξ(θ1) = (cos θ1, sin θ1, 0), where 0 < θ1 < π. The set S of singular points
of the map πξ(θ1) ◦ f is
S = {(u, v) | cos θ1hu + sin θ1hv = 0}. (3.1)
We assume
p(θ1) = a20 cos
2 θ1 + a02 sin
2 θ1 6= 0,
which implies that the direction ξ(θ1) is not an asymptotic direction of f .
By this assumption,(
(cos θ1hu + sin θ1hv)u, (cos θ1hu + sin θ1hv)v
)
(0, 0)
= (a20 cos θ1, a02 sin θ1) 6= (0, 0),
and there exists a regular parametrization of S. For the sake of taking this
parametrization, we set an orientation of S as follows. First, we give an
orientation of the normal plane ξ(θ1)
⊥ of ξ(θ1) such that
X = (− sin θ1, cos θ1, 0), Y = (0, 0, 1)
is a positive basis. Next, we put an orientation on (πξ(θ1) ◦ f)(S) so that
it agrees with the direction of X , and also put that of S agreeing with
(πξ(θ1) ◦ f)(S) (see Figure 3.1). Let kθ be the curvature of the contour from
a direction θ.
Lemma 3.1. The first order information kθ with respect to the arc-length
parameter s (suitably oriented) are
coef(kθ1, 1, s) =
(
a20a02
p(θ1)
,
q(θ1)
p(θ1)3
)
, (3.2)
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Figure 3.1: Orientations of ξ⊥ and the contour.
where
q(θ1) = a03a
3
20 cos
3 θ1 − 3a02a12a220 cos2 θ1 sin θ1
+ 3a202a20a21 cos θ1 sin
2 θ1 − a302a30 sin3 θ1. (3.3)
Proof. Since a02 sin θ1 6= 0, we can take a parametrization C(t) = (t, c(t)) of
S. Then since πξ(θ1) ◦ f ◦ C lies on the plane ξ(θ1)⊥,
kθ1(0) =
det
(
Cˆ ′, Cˆ ′′, ξ(θ1)
)
|Cˆ ′|3 (0),
dkθ1
ds
(0) =
det
(
Cˆ ′, Cˆ ′′′, ξ(θ1)
)
|Cˆ ′|4 (0) + 3
〈
Cˆ ′, Cˆ ′′
〉
(0)
det
(
Cˆ ′, Cˆ ′′, ξ(θ1)
)
|Cˆ ′|6 (0)
where Cˆ = f ◦ C = f(t, c(t)) and ′ = d/dt. Since h′(t, c(t)) = 0 at t = 0, it
holds that
det
(
Cˆ ′, Cˆ(i), ξ(θ1)
)
= (c′ cos θ1 + sin θ1)(h ◦ C)(i) (i = 2, 3),
where Cˆ(2) = Cˆ ′′ and Cˆ(3) = Cˆ ′′′. By (3.1), it holds that
coef(c(t), 2, t) =
(
0, −a20 cos θ1
a02 sin θ1
,
1
a302 sin
3 θ1
q˜(θ1)
)
,
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where
q˜(θ1) =− a12a220 cos3 θ1 − a03a220 cos2 θ1 sin θ1 + 2a02a20a21 cos2 θ1 sin θ1
+2a02a12a20 cos θ1 sin
2 θ1 − a202a30 cos θ1 sin2 θ1 − a202a21 sin3 θ1.
Summarizing up the above calculation, we have the assertion.
The inner product of (πξ(θ1) ◦ f ◦ C)′(0) and X is
〈
(πξ(θ1) ◦ f ◦ C)′(0), X
〉
=
−1
a02 sin θ1
p(θ1). (3.4)
Let s be the arc-length parameter of S where the orientation is given in the
above manner. Thus we remark that by (3.4), if a02 sin θ1p(θ1) is negative, s
is the opposite direction to the above parameter t.
Remark 3.2. If a20a02 6= 0 and p(θ1) 6= 0, then q(θ1) = 0 if and only if the
contour has a vertex at (πξ(θ1) ◦ f ◦ C)(0), and ξ(θ1) = (cos θ1, sin θ1, 0) is
called the cylindrical direction of f at the origin (see [7] for details).
Now we consider obtaining the second order information of the surface
by the contours of the projections of three distinct directions. Let f be the
surface given by (1.2). Since the mean and the Gaussian curvatures of f are
(a20+a02)/2 and a20a02 respectively, if the mean and the Gaussian curvatures
are obtained, then one can regard that the second order information are
obtained. Thus we consider obtaining the mean and the Gaussian curvatuers.
We set M and G to be the mean and the Gaussian curvatures at 0:
M =
a20 + a02
2
, G = a20a02. (3.5)
We also take another direction θ2( 6= θ1, 0 < θ2 < π) which satisfies p(θ2) 6= 0.
By (3.2) we get
cos 2θi =
−2a20a02 + (a20 + a02)kθi
(a02 − a20)kθi
(i = 1, 2). (3.6)
Substituting these formulae into the trigonometric identity
cos2 2(θi − θj) + cos2 2θi + cos2 2θj − 2 cos 2(θi − θj) cos 2θi cos 2θj − 1 = 0,
(i, j = 1, 2) we get an equation Pij(M,G) = 0 where
Pij(M,G) =
(
M2ij −Gij cos2(θi − θj)
)
G2 − 2GijMij sin2(θi − θj)GM
+G2ij sin
4(θi − θj)M2 +G2ij cos2(θi − θj) sin2(θi − θj)G
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= (M,G) Qij
(
G
M
)
+G2ij cos
2(θi − θj) sin2(θi − θj)G (3.7)
and
Mij =
kθi + kθj
2
, Gij = kθikθj , (3.8)
Qij =
(
M2ij −Gij cos2(θi − θj) −GijMij sin2(θi − θj)
−GijMij sin2(θi − θj) G2ij sin4(θi − θj)
)
.
Since Pij(M,G) = 0 is a quadratic curve, generally the values of G and M
should be determined by the curvatures of the apparent contours from three
distinct directions.
Theorem 3.3. Take three distinct directions 0 < θ1, θ2, θ3 < π satisfying
p(θi) 6= 0 and det V 6= 0, where
V =


M212 −G12 cos2(θ1 − θ2)
G212 sin
2(θ1 − θ2)
M12
G12
sin2(θ1 − θ2)
M223 −G23 cos2(θ2 − θ3)
G223 sin
2(θ2 − θ3)
M23
G23
sin2(θ2 − θ3)
M231 −G31 cos2(θ3 − θ1)
G231 sin
2(θ3 − θ1)
M31
G31
sin2(θ3 − θ1)


.
Then G and M are given as follows:
G =
detL
det V
, M = −detP
det V
, (3.9)
where
L =


cos2(θ1 − θ2) M12
G12
sin2(θ1 − θ2)
cos2(θ2 − θ3) M23
G23
sin2(θ2 − θ3)
cos2(θ3 − θ1) M31
G31
sin2(θ3 − θ1)


and
P =


M212 −G12 cos2(θ1 − θ2)
G212 sin
2(θ1 − θ2)
cos2(θ1 − θ2) sin2(θ1 − θ2)
M223 −G23 cos2(θ2 − θ3)
G223 sin
2(θ2 − θ3)
cos2(θ2 − θ3) sin2(θ2 − θ3)
M231 −G31 cos2(θ3 − θ1)
G231 sin
2(θ3 − θ1)
cos2(θ3 − θ1) sin2(θ3 − θ1)


.
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Proof. A triplet of the equations P12(M,G) = P23(M,G) = P31(M,G) = 0
is a system of equations
W

 G2GM
M2

 = Gb,
where W = (w1, w2, w3) with
w1 =

M212 −G12 cos2(θ1 − θ2)M223 −G23 cos2(θ2 − θ3)
M231 −G31 cos2(θ3 − θ1)

, (3.10)
w2 = −

2G12M12 sin2(θ1 − θ2)2G23M23 sin2(θ2 − θ3)
2G31M31 sin
2(θ3 − θ1)

, w3 =

G212 sin4(θ1 − θ2)G223 sin4(θ2 − θ3)
G231 sin
4(θ3 − θ1)

, (3.11)
and
b =

G212 cos2(θ1 − θ2) sin2(θ1 − θ2)G223 cos2(θ2 − θ3) sin2(θ2 − θ3)
G231 cos
2(θ3 − θ1) sin2(θ3 − θ1)

. (3.12)
Since
detW = −2G212G223G231 sin2(θ1 − θ2) sin2(θ2 − θ3) sin2(θ3 − θ1) det V,
if kθ1kθ2kθ3 6= 0, by Cramer’s rule, we get
G =
detW1
detW
, M =
detW2
detW
, (3.13)
where W1 = (b, w2, w3), W2 = (w1, b, w3). By a direct calculation, we have
(3.9).
Since in our setting, θ1−θ2, θ1−θ3, kθ1 , kθ2, kθ3 are known, all matrix ele-
ments ofW and b are known. Thus we obtain G andM by (3.13). Moreover,
we obtain θ1, θ2 and θ3 by (3.6). Since G = a20a02 and M = (a20 + a02)/2,
we obtain a20 and a02.
Next let us consider the third order terms of the surface. Let us take four
distinct directions
θ1, θ2, θ3, θ4.
Then we obtain a30, a21, a12, a03 by kθi (i = 1, 2, 3, 4) as follows. By (3.2) and
(3.3), we see that
A


a30
a21
a12
a03

 = d,
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where A = (a1, a2, a3, a4) and
a1 = −a302
t(
sin3 θ1, sin
3 θ2, sin
3 θ3, sin
3 θ4
)
,
a2 = 3a20a
2
02
t(
sin2 θ1 cos θ1, sin
2 θ2 cos θ2, sin
2 θ3 cos θ3, sin
2 θ4 cos θ4
)
,
a3 = −3a220a02
t(
sin θ1 cos
2 θ1, sin θ2 cos
2 θ2, sin θ3 cos
2 θ3, sin θ4 cos
2 θ4
)
,
a4 = a
3
20
t(
cos3 θ1, cos
3 θ2, cos
3 θ3, cos
3 θ4
)
,
d =
t(
p(θ1)
3dkθ1
ds
(0), p(θ2)
3dkθ2
ds
(0), p(θ3)
3dkθ3
ds
(0), p(θ4)
3dkθ4
ds
(0)
)
.
Since detA = 9a620a
6
02
∏
i<j sin(θi−θj), and θ1, . . . , θ4 are distinct, a20a02 6= 0,
and it holds that detA 6= 0. By Cramer’s rule, we get
a30 =
detA1
detA
, a21 =
detA2
detA
, a12 =
detA3
detA
, a03 =
detA4
detA
,
where A1 = (d, a2, a3, a4), A2 = (a1, d, a3, a4), A3 = (a1, a2, d, a4), A4 =
(a1, a2, a3, d). Thus we obtain a30, a21, a12, a03 by kθi (i = 1, 2, 3, 4).
3.2 Quadratic curves defined by two directions
In this section, under the above setting, we consider the quadratic curve
C = C12(M,G) = {(M,G) ∈ R2 |P12(M,G) = 0}
in the MG-plane, where P12(M,G) is defined in (3.7). This curve sat-
isfies that for two points (M,G) and (M˜, G˜) ∈ C, there exist surfaces
f = (u, v, (a20u
2 + a02v
2)/2 + O(3) and f˜ = (u, v, (a˜20u
2 + a˜02v
2)/2 + O(3))
(a20 + a02 = 2M, a20a02 = G, a˜20 + a˜02 = 2M˜, a˜20a˜02 = G˜), and there exist
θ1, θ2, θ˜1, θ˜2 such that θ1 − θ2 = θ˜1 − θ˜2 and kθi = k˜θ˜i (i = 1, 2), where k˜θ˜i is
the curvature of the contour in the direction θ˜i of the surface f˜ . Since we
assume that a20 > a02 and a20 > 0, a point on C expresses the unique surface
up to second order information. Hence we have a family of surfaces where
curvatures of their contours with respect to two (moving) directions do not
change.
Proposition 3.4. We have the following:
(1) The curve C is a hyperbola (respectively ellipse) if Gij > 0 (respectively
Gij < 0).
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(2) The curve C is tangent to the M-axis.
(3) If C is a hyperbola, then the two branches of C lie on both sides of
{G > 0} and {G < 0}.
Proof. We have detQij = −G3ij cos2(θi − θj) sin4(θi − θj), and (1) is proved.
We have ∂Pij/∂M(0, 0) = 0, which gives (2). By (1) and (2), it is clear that
the assertion (3) holds.
The assertion (3) of Proposition 3.4 means that the above family can be
divided into two continuous families whose Gaussian curvatures are always
positive and always negative respectively.
Example 3.5. Let us set
a20 = 3−
√
3 +
√
11− 6
√
3, a02 = 3−
√
3−
√
11− 6
√
3,
a˜20 = −6 +
√
37, a˜02 = −6−
√
37,
and let us set
θ1 = (−1/2) arccos
(
1
13
(
−4
√
11− 6
√
3−
√
3(11− 6
√
3)
))
,
θ˜1 = −1
2
arccos
(
5√
37
)
,
θ2 = θ1 + π/6 and θ˜2 = θ˜1 + π/6. Let f and f˜ be two surfaces defined by
f =
(
u, v,
a20u
2 + a02v
2
2
)
, f˜ =
(
u, v,
a˜20u
2 + a˜02v
2
2
)
.
Then the curvatures of the contours of f with respect to ξ(θ1) and of f˜ with
respect to ξ(θ˜1) are 1, and the curvatures of the contours of f with respect to
ξ(θ2) and of f˜ with respect to ξ(θ˜2) are 2. The C of f , f˜ can be drawn as in
Figure 3.2. See Figures 3.3, 3.4 and 3.5 for these surfaces and their contours.
3.3 Obtaining Gaussian curvature
According to Section 3.1, we can obtain all of the second order information
of the surface by the contour of projections from three distinct directions. In
particular, we can obtain the Gaussian curvature. In this section, we discuss
obtaining just the Gaussian curvature K.
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M
Figure 3.2: The hyperbola C
Figure 3.3: The surfaces f (blue) and f˜ (green) viewed from ξ(θ1) and ξ(θ˜1),
respectively. These contours have the same curvatures.
Figure 3.4: The surfaces f and f˜ viewed from ξ(θ2) and ξ(θ˜2), respectively.
These contours have the same curvatures.
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Figure 3.5: The surface f rotated by angle −θ1 in the XY -plane with the
surface f˜ rotated by angle −θ˜1 in the XY -plane, and the surface f rotated
by angle −θ2 in the XY -plane with the surface f˜ rotated by angle −θ˜2 in
the XY -plane, viewed from ξ((1, 0, 0)).
By (3.2), we have
kθ1kθ2 =
a220a
2
02
(a20 cos2 θ1 + a02 sin
2 θ1)(a20 cos2 θ2 + a02 sin
2 θ2)
.
Hence if
a20a02
(a20 cos2 θ1 + a02 sin
2 θ1)(a20 cos2 θ2 + a02 sin
2 θ2)
= 1, (3.14)
then K = kθ1kθ2. If θ1, θ2 satisfy (3.14), then we say that ξθ1 , ξθ2 are
contour-conjugate each other. Now we consider the existence of the contour-
conjugate. Since (3.14) is equivalent to
a20 − a02 = 0 or a20 cos
2 θ2
sin2 θ2
= a02
sin2 θ1
cos2 θ1
, (3.15)
we have the following proposition.
Proposition 3.6. Let p be a point that is not flat umbilic on a regular
surface. If p is an umbilic point, then any pair of two directions are contour-
conjugates at p. If K(p) > 0 and p is not an umbilic point, then any
direction has two contour-conjugates at p, and if K(p) < 0 there are no
contour-conjugate for any direction at p.
Example 3.7. Let us set
f(u, v) =
(
u, v,
u2
2
+ v2
)
and
θ1 = π/4, θ2 = arccot(
√
2).
Then, since θ1 and θ2 satisfy (3.15), they are contour-conjugate (see Figure
3.6), namely, the product of the curvatures with respect to these directions
equals 2, the Gaussian curvature of f at 0.
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Figure 3.6: Contour-conjugate directions
A Normal curvature and Euler’s formula
In this appendix, we give a similar formula to Theorem 3.3 for the normal
curvatures. To obtain a20, a02, we have another expression by using Euler’s
formula (see [16, p 214], for example). In the same setting as in Section 3.1,
let θ1, θ2, θ3 be the distinct angles (0 < θ1, θ2, θ3 < π). Let k
n
i (i = 1, 2, 3) be
the normal curvatures of f with respect to ξ(θi), and let M
n
ij = (k
n
i + k
n
j )/2,
Gnij = k
n
i k
n
j . By Euler’s formula, we have
sin4(θi − θj)M2 − 2Mnij sin2(θi − θj)M + cos2(θi − θj) sin2(θi − θj)G (A.1)
+
(
(Mnij)
2 −Gnij cos2(θi − θj)
)
= 0.
For ij = 12, 23, 31, these equations form a linear system
sin4(θ1 − θ2) −2Mn12 sin2(θ1 − θ2) cos2(θ1 − θ2) sin2(θ1 − θ2)sin4(θ2 − θ3) −2Mn23 sin2(θ2 − θ3) cos2(θ2 − θ3) sin2(θ2 − θ3)
sin4(θ3 − θ1) −2Mn31 sin2(θ3 − θ1) cos2(θ3 − θ1) sin2(θ3 − θ1)



M2M
G


=

(Mn12)2 −Gn12 cos2(θ1 − θ2)(Mn23)2 −Gn23 cos2(θ2 − θ3)
(Mn31)
2 −Gn31 cos2(θ3 − θ1)

.
By Cramer’s rule, we have an expression
M =
detP n
det V n
, G =
2detLn
det V n
,
where
V n =

Mn12 cos2(θ1 − θ2) sin2(θ1 − θ2)Mn23 cos2(θ2 − θ3) sin2(θ2 − θ3)
Mn31 cos
2(θ3 − θ1) sin2(θ3 − θ1)

,
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Ln =


(Mn12)
2 −Gn12 cos2(θ1 − θ2)
sin2(θ1 − θ2)
Mn12 sin
2(θ1 − θ2)
(Mn23)
2 −Gn23 cos2(θ2 − θ3)
sin2(θ2 − θ3)
Mn23 sin
2(θ2 − θ3)
(Mn31)
2 −Gn31 cos2(θ3 − θ1)
sin2(θ3 − θ1)
Mn31 sin
2(θ3 − θ1)


,
P n =


(Mn12)
2 −Gn12 cos2(θ1 − θ2)
sin2(θ1 − θ2)
cos2(θ1 − θ2) sin2(θ1 − θ2)
(Mn23)
2 −Gn23 cos2(θ2 − θ3)
sin2(θ2 − θ3)
cos2(θ2 − θ3) sin2(θ2 − θ3)
(Mn31)
2 −Gn31 cos2(θ3 − θ1)
sin2(θ3 − θ1)
cos2(θ3 − θ1) sin2(θ3 − θ1)


.
References
[1] R. Cipolla and P. Giblin, Visual motion of curves and surfaces, Cam-
bridge Univ. Press, Cambridge, 2000.
[2] R. Cipolla, Active visual inference of surface shape, Lecture Notes in
Computer Science 1016 Springer-Verlag Berlin Heidelberg, 1996.
[3] J. Damon, P. Giblin and G. Haslinger, Local image features resulting from
3-dimensional image features, illumination and movement, I, Internat. J.
Computer Vision 82 (2009), 25-47.
[4] J. Damon, P. Giblin and G. Haslinger, Local image features resulting
from 3-dimensional image features, illumination and movement, II SIAM
Journal of Imaging Sciences 4 (2011), 386-412.
[5] J. Damon, P. Giblin and G. Haslinger, Local features in natural images
via singularity theory, Lecture Notes in Math. 2165, Springer, 2016.
[6] R. Fabbri and B. Kimia, Multiview differential geometry of curves, Int.
J. Comput. Vis. 120 (2016), no. 3, 324–346.
[7] T. Fukui, M. Hasegawa and K. Nakagawa, Contact of a regular surface in
Euclidean 3-space with cylinders and cubic binary differential equations,
J. Math. Soc. Japan, 69 (2017), 819–847.
[8] H. W. Gould, Table for Fundamentals of Series: Part I: Basic
Properties of Series and Products, unpublished manuscript notebooks.
https://www.math.wvu.edu/~gould/
21
[9] S. Izumiya, M. C. Romero-Fuster, M. A. S. Ruas and F. Tari, Differential
Geometry from a Singularity Theory Viewpoint. World Scientific Pub. Co
Inc. 2015.
[10] J. J. Koenderink, What does the occluding contour tell us about solid
shape?, Perception, 13 (1984), 321–330.
[11] J. J. Koenderink, Solid shape, MIT Press Series in Artificial Intelligence.
MIT Press, Cambridge, MA, 1990.
[12] J. J. Koenderink and A. J. Van Doorn, The shape of smooth objects and
the way contours end, Perception 11, 129-137.
[13] I. A. Koganand P. J. Olver, Invariants of objects and their images under
surjective maps, Lobachevskii J. Math. 36 (2015), no. 3, (2015), 260–285.
[14] G. Li and S. W. Zucker, A differential geometrical model for contour-
based stereo correspondence, Proc. IEEE Workshop on Variational, Geo-
metric, and Level Set Methods in Computer Vision, Nice, France, 2003.
[15] M. McKiernan, On the nth Derivative of Composite Functions, Amer.
Math. Monthly 63 (1956), no. 5, 331–333.
[16] B. O’Neill, Elementary differential geometry, Revised second edition.
Academic Press, Amsterdam, 2006.
[17] K. Saji, M. Umehara, and K. Yamada, The duality between singular
points and inflection points on wave fronts, Osaka J. Math. 47 (2010),
no. 2, 591–607.
[18] S. Shiba and M. Umehara, The behavior of curvature functions at cusps
and inflection points, Differential Geom. Appl. 30 (2012), no. 3, 285–299.
(Hasegawa)
Depart of Information Science,
Center for Liberal Arts and Sciences,
Iwate Medical University,
Nishi-Tokuda 2-1-1, Yahaba-cho, Shiwa-gun, Iwate,
028-3694, Japan
E-mail: mhaseOaiwate-med.ac.jp
(Kabata)
Institute of Mathematics for Industry,
Kyushu University,
Motooka 744, Nishi-ku, Fukuoka
819-0395, Japan
E-mail: kabataOaimi.kyushu-u.ac.jp
(Saji)
Department of Mathematics,
Graduate School of Science,
Kobe University,
Rokkodai 1-1, Nada, Kobe
657-8501, Japan
E-mail: sajiOamath.kobe-u.ac.jp
22
