If the geometry of the data in the obstacle problem and the capacitory potential problem is starshaped then so are the solutions. The proofs are based on appropriate maximum principles.
boundary 3S2. Let <|<: Í2 -R be an "obstacle" satisfying i/,eCu(í2), max^ = ^max>0, xb |3n < 0 and
(1) ß (x -x°)v^(x) <0 for fixed x° E fi and any x E tt\{x°).
The last property is satisfied if \p is concave and has a maximum in x°, or if the level sets Í2( := {x E Çl\ib(x) > c) of ip are starshaped with respect to x°.
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<0 on 3(B\7).
Since u E C3a(B\7) we may compute the Laplacian of (x -x°)Vu(x) in B\7 and obtain
Assumption (2) now implies
so that by the strong maximum principle [5,p. 34 ] (x -x°)Vu(x) < 0 in B\{x0}. Remark 1. It seems to be an open problem, whether a similar statement holds for convex domains B and concave obstacles \p, namely that the level sets of u are convex. 
Observe that (2) and (2') differ only in the admissible interval for the variable u.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Theorem 2. // B, and B0 are starshaped with respect to x° E B,, and if f satisfies condition (2'), then the level sets of the solution u(x) to the capacitory potential problem (4) are starshaped with respect to x°.
For the proof we use the same arguments as in Theorem 1 and show that (x -x°)V"(^) < 0 in B.
Remark 2. The resemblance between Theorems 1 and 2 is not surprising. If ip is defined as the characteristic function of B, on B0, then the solution of the capacitory potential problem can be interpreted as a solution to an obstacle problem on B0 with irregular obstacle. The proof makes use of the fact that a continuous function u: B0 -» R defined on a convex domain B0 has convex level sets iff Q(xx, x2) := u((xx + x2)/2) -min{u(xx), u(x2)} > 0 in B0 X B0.
Let us extend the solution u of the capacitory potential problem by the constant 1 on B,, then u is well defined on B0, and suppose that the function Q has a global negative minimum in (xx, x2) E B0 X B0. Because of Theorem 2 we can exclude that jc,, x2 or (xx + x2)/2 is not in B = B0\B,. We now apply the following lemma.
Lemma. Let il E R" be a bounded domain, let u E C2a(B) and suppose (i) There exists x° E R" such that (x -x°)Vu(x) < Ofor x° ^ x E B. (ii) If Q has a global negative minimum in (xx, x2) E B X B, then (xx + x2)/2 E B. Then if Q has a global negative minimum in il X il, the minimum is attained in a pair (xx,x2)EilXilfor which (a)-(c) hold. wherejfs) is a regularized approximation to the function |s|/2. If Q has a negative minimum then so does Qe in (x¡, x\) and for e -> 0 there exists a minimizing (sub)sequence converging to some (xx, x2) E il X B.
To prove (a), we assume that u(xx) < u(x2). Then Q is C2,a locally near (xx, x2) and the gradient with respect to x2 has to vanish, i.e. u((xx + x2)/2) -0 in contrast to (i).
To prove (b) we first compute the gradients of Qe and observe that |/' |< 1/2. This leads to the parallelity statement. Elimination of/' yields the relation between a, b and c.
To prove (c) we have to minimize the function C(jc,, x2) := i/((jc, + x2)/2) -i«(x,) -{u(x2) under the equality constraint u(xx) = u(x2). This can be done in a fashion similar to [1] and implies the desired inequality (c).
