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Abstract— This paper presents a novel model-reference rein-
forcement learning control method for uncertain autonomous
surface vehicles. The proposed control combines a conventional
control method with deep reinforcement learning. With the
conventional control, we can ensure the learning-based con-
trol law provides closed-loop stability for the overall system,
and potentially increase the sample efficiency of the deep
reinforcement learning. With the reinforcement learning, we
can directly learn a control law to compensate for modeling
uncertainties. In the proposed control, a nominal system is
employed for the design of a baseline control law using a
conventional control approach. The nominal system also defines
the desired performance for uncertain autonomous vehicles
to follow. In comparison with traditional deep reinforcement
learning methods, our proposed learning-based control can
provide stability guarantees and better sample efficiency. We
demonstrate the performance of the new algorithm via extensive
simulation results.
I. INTRODUCTION
Autonomous surface vehicles (ASVs) have been attracting
more and more attention, due to their advantages in many
applications, such as environmental monitoring [1], resource
exploration [2], shipping [3], and many more. Successful
launch of ASVs in real life requires accurate tracking control
along a desired trajectory [4]–[6]. However, accurate tracking
control for ASVs is challenging, as ASVs are subject to un-
certain nonlinear hydrodynamics and unknown environmental
disturbances [7]. Hence, tracking control of highly uncertain
ASVs has received extensive research attention [8]–[12].
Control algorithms for uncertain systems including ASVs
mainly lie in four categories: 1) robust control which is the
“worst-case” design for bounded uncertainties and disturbances
[9]; 2) adaptive control which adapts to system uncertainties
with parameter estimations [4], [5]; 3) disturbance observer-
based control which compensates uncertainties and distur-
bances in terms of the observation technique [11], [13];
and 4) reinforcement learning (RL) which learns a control
law from data samples [12], [14]. The first three algorithms
follow a model-based control approach, while the last one
is data driven. Model-based control can ensure closed-loop
stability, but a system model is indispensable. Uncertainties
and disturbances of a system should also satisfy different
conditions for different model-based methods. In robust
control, uncertainties and disturbances are assumed to be
bounded with known boundaries [15]. As a consequence,
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robust control will lead to conservative high-gain control
laws which usually limits the control performance (i.e.,
overshoot, settling time, and stability margins) [16]. Adaptive
control can handle varying uncertainties with unknown
boundaries, but system uncertainties are assumed to be linearly
parameterized with known structure and unknown constant
parameters [17], [18]. A valid adaptive control design also
requires a system to be persistently excited, resulting in the
unpleasant high-frequency oscillation behaviours in control
actions [19]. On the other hand, disturbance observer-based
control can adapt to both uncertainties and disturbances
with unknown structures and without assuming systems to
be persistently excited [13], [20]. However, we need the
frequency information of uncertainty and disturbance signals
when choosing proper gains for the disturbance observer-
based control, otherwise it is highly possible to end up with
a high-gain control law [20]. In addition, the disturbance
observer-based control can only address matched uncertainties
and disturbances, which act on systems through the control
channel [18], [21]. In general, comprehensive modeling and
analysis of systems are essential for all model-based methods.
In comparison with model-based methods, RL is capable
of learning a control law from data samples using much
less model information [22]. Hence, it is more promising
in controlling systems subject to massive uncertainties and
disturbances as ASVs [12], [14], [23], [24], given the
sufficiency and good quality of collected data. Nevertheless,
it is challenging for model-free RL to ensure closed-loop
stability, though some research attempts have been made
[25]. It implies that the learned control law must be re-
trained, once some changes happen to the environment or the
reference trajectory (i.e. in [14], the authors conducted two
independent training procedures for two different reference
trajectories.). Model-based RL is possible to learn a control
law which ensures the closed-loop stability by introducing a
Lyapunov constraint into the objective function of the policy
improvement according to the latest research [26]. However,
the model-based RL with stability guarantees requires an
admissible control law — a control law which makes the
original system asymptotically stable — for the initialization.
Both the Lyapunov candidate function and complete system
dynamics are assumed to be Lipschitz continuous with known
Lipschitz constants for the construction of the Lyapunov
constraint. It is challenging to find the Lipschitz constant
of an uncertain system subject to unknown environmental
disturbances. Therefore, the introduced Lyapunov constraint
function is restrictive, as it is established based on the worst-
case consideration [26].
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With the consideration of merits and limitations of existing
RL methods, we propose a novel learning-based control
algorithm for uncertain ASVs by combining a conventional
control method with deep RL in this paper. The proposed
learning-based control design, therefore, consists of two
components: a baseline control law stabilizing a nominal
ASV system and a deep RL control law used to compensate
for system uncertainties and disturbances. Such a design
method has several advantages over both conventional model-
based methods and pure deep RL methods. First of all, in
relation to the “model-free” feature of deep RL, we can learn
a control law directly to compensate for uncertainties and
disturbances without exploiting their structures, boundaries, or
frequencies. In the new design, uncertainties and disturbances
are not necessarily matched, as deep RL seeks a control
law like direct adaptive control [27]. The learning process
is performed offline using historical data and the stochastic
gradient descent technique, so there is no need for the ASV
system be persistently excited when the learned control law
is implemented. Second, the overall learned control law can
provide stability guarantees, if the baseline control law is
able to stabilize the ASV system at least locally. Without
introducing a restrictive Lyapunov constraint into the objective
function of the policy improvement in RL as in [26], we can
avoid exploiting the Lipschitz constant of the overall system
and potentially produce less conservative results. Lastly, the
proposed design is potentially more sample efficient than
a RL algorithm learning from scratch – that is, fewer data
samples are needed for the training process. In RL, a system
learns from mistakes so a lot of trial and error is demanded.
Fortunately, in our proposed design, the baseline control
which can stabilize the overall system under no disturbances,
can help to exclude unnecessary mistakes, so it provides a
good starting point for the RL training. A similar idea is used
in [28] for the control of quadrotors. The baseline control
in [28] is constructed based on the full accurate model of a
quadrotor system, but stability analysis is missing.
The rest of the paper is organized as follows. In Section II,
we present the ASV dynamics, basic concepts of reinforce-
ment learning, and problem formulation. Section IV describes
the proposed methodology, including deep reinforcement
learning design, training setup, and algorithm analysis. In
Section VI, numerical simulation results are provided to show
the efficiency of the proposed design. Conclusion remarks
are given in Section VII.
II. PROBLEM FORMULATION
The full dynamics of autonomous surface vehicles (ASVs)
have six degrees of freedom (DOF), including three linear
motions and three rotational motions [7]. In most scenarios,
we are interested in controlling the horizontal dynamics of
(ASVs) [29], [30]. We, therefore, ignore the vertical, rolling,
and pitching motions of ASVs by default in this paper.
Let x and y be the horizontal position coordinates of an
ASV in the inertial frame and ψ the heading angle as shown
in Figure 1. In the body frame (c.f., Figure 1), we use u and
v to represent the linear velocities in surge (x-axis) and sway
Inertial frame
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Fig. 1: Coordinate systems of an autonomous surface vehicle
(y-axis), respectively. The heading angular rate is denoted by
r. The general 3-DOF nonlinear dynamics of an ASV can
be expressed as{
η˙ = R (η)ν
Mν˙ + (C (ν) +D (ν))ν +G (ν) = τ
(1)
where η = [x, y, ψ]T ∈ R3 is a generalized coordinate
vector, ν = [u, v, r]T ∈ R3 is the speed vector, M is
the inertia matrix, C (ν) denotes the m trix of Coriolis
and centripetal terms, D (ν) is the damping matrix, τ ∈
R3 represents the control forces and moments, G (ν) =
[g1 (ν) , g2 (ν) , g3 (ν)]
T ∈ R3 denotes unmodeled dynamics
due to gravitational and buoyancy forces and moments [7],
and R is a rotation matrix given by
R =
 cosψ − sinψ 0sinψ cosψ 0
0 0 1

The inertia matrix M = MT > 0 is
M = [Mij ] =
 M11 0 00 M22 M23
0 M32 M33
 (2)
where M11 = m−Xu˙, M22 = m−Yv˙ , M33 = Iz−Nr˙, and
M32 = M23 = mxg − Yr˙. The matrix C (ν) = −CT (ν) is
C = [Cij ] =
 0 0 C13 (ν)0 0 C23 (ν)
−C13 (ν) −C23 (ν) 0
 (3)
where C13 (ν) = −M22v −M23r, C23 (ν) = −M11u. The
damping matrix D (ν) is
D (ν) = [Dij ] =
 D11 (ν) 0 00 D22 (ν) D23 (ν)
0 D32 (ν) D33 (ν)
 (4)
where D11 (ν) = −Xu − X|u|u|u| − Xuuuu2, D22 (ν) =
−Yv − Y|v|v|v| − Y|r|v|r|, D23 (ν) = −Yr − Y|v|r|v| −
Y|r|r|r|, D32 (ν) = −Nv − N|v|v|v| − N|r|v|r|, D33 (ν) =
−Nr − N|v|r|v| − N|r|r|r|, and X(·), Y(·), and N(·) are
hydrodynamic coefficients whose definitions can be found in
[7]. Accurate numerical models of the nonlinear dynamics
(1) are rarely available. Major uncertainty sources come from
M , C (ν), and D (ν) due to hydrodynamics, and G (ν)
due to gravitational and buoyancy forces and moments. The
objective of this work is to design a control scheme capable
of handling these uncertainties.
with steel rods, will be attached to either side of the vessel as shown in Figure
8. By lifting the ship by two opposed outward pointing rods, one can find the
z-coordinate by balance. After lifting the ship will either stay motionless, or it
will start to tilt upside down after a slight momentum is applied. If the ship
will not tilt and eventually come to a balance in an upright position, one can
conclude the z-component of the CoG is above the point of the rod the vessel
was lifted with. By moving the two steel rods up or down one can test the
location by reaching the tilting point of the Tito Neri. If the ship will tilt, and
therefore ends upside down, the CoG is beneath the steel rods. By performing
this experiment with a slight change in height of the beams. An assumption can
be made in terms of the CoG. If the rods are exactly placed on the z-value of
the CoG, the ship can be tilted and will stay in equilibrium for every position.
Figure 8: Experimental setting CoG for the z-coordinate
2.1.5 Moment of inertia
For this experiment keep in mind the research limitation of just 3 DoF. It
is su cient to determine the moment of inertia about the z-axis (yaw). As
is stated before, the e↵ects of buoyancy and rolling will be neglected in this
research. This experimental setting has been inspired by an experiment that
engineers at the NASA’s Armstrong Flight Research Center carried out the
find the moment of inertia of a plane. (NASA, 2016) The experimental setting
consists of two frames. One Large frame which is meant to keep the object in
the air. The other frame is constructed in such a way that it will function as
the rigid swing between the vessel and the larger frame. See section 2.1.3 for
the construction of the frame. Note that it is important for the arm to be rigid
otherwise the periodic time will be a↵ected by the arms ability to flex. The goal
of this experiment is to acquire the swing time of the vessel in order to calculate
its moment of inertia. In this experiment the time the object takes to make a
known amount of oscillations will be measured. This will be done by counting
the amount of complete swings in a span of time. The data will be computed
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III. MODEL-REFERENCE REINFORCEMENT LEARNING
CONTROL
Let x =
[
ηT ,νT
]T
and u = τ , so (1) can be rewritten as
x˙ =
[
0 R (η)
0 A (ν)
]
x+
[
0
B
]
u (5)
where A (ν) = M−1 (C (ν) +D (ν)), and B = M−1.
Assume an accurate model (5) is not available, but it is
possible to get a nominal model expressed as
x˙m =
[
0 R (η)
0 Am
]
xm +
[
0
Bm
]
um (6)
where Am and Bm are the known system matrices. Assume
that there exists a control law um allowing the states of the
nominal system (6) to converge to a reference signal xr, i.e.,
‖xm − xr‖2 → 0 as t→∞.
The objective is to design a control law allowing the state
of (5) to track state trajectories of the nominal model (6).
As shown in Figure 2, the overall control law for the ASV
system (5) has the following expression.
u = ub + ul (7)
where ub is a baseline control designed based on (6), and ul is
a control policy from the deep reinforcement learning module
shown in Figure 2. The baseline control ub is employed to
ensure some basic performance, (i.e., local stability), while
ul is introduced to compensate for all system uncertainties.
The baseline control ub in (7) can be designed based on any
existing model-based method based on the nominal model (6).
Hence, we ignore the design process of ub, and mainly focus
on the development of ul based on reinforcement learning.
A. Reinforcement learning
In RL, system dynamics are characterized using a
Markov decision process denoted by a tuple MDP :=〈S, U , P, R, γ〉, where S is the state space, U specifies the
action/input space, P : S × U × S → R defines a transition
probability, R : S × U → R is a reward function, and
γ ∈ [0, 1] is a discount factor. A policy in RL, denoted
by pi (ul|s), is the probability of choosing an action ul ∈ U
at a state s ∈ S. Note that the state vector s contains all
available signals affecting the reinforcement learning control
ul. In this paper, such signals include x, xm, xr, and ub,
where xm performs like a target state for system (5) and ub is
a function of x and xr. Hence, we choose s = {xm,x,ub}.
Reinforcement learning uses data samples, so it is assumed
that we can sample input and state data from system (5) at
discrete time steps. Without loss of generality, we define xt,
ub,t, and ul,t as the ASV state, the baseline control action,
and the control action from the reinforcement learning at the
time step t, respectively. The state signal s at the time step t
is, therefore, denoted by st = {xm,t,xt,ub,t}. The sample
time step is assumed to be fixed and denoted by δt.
For each state st, we define a value function Vpi (st) as
an expected accumulated return described as
Vpi =
∞∑
t
∑
ul,t
pi (ul,t|st)
∑
st+1
Pt+1|t
(
Rt + γVpi(st+1)
)
(8)
where Rt = R(st,ul,t) and Pt+1|t = P (st+1 |st,ul,t ). The
action-value function (a.k.a., Q-function) is defined to be
Qpi (st,ul,t) = Rt + γ
∑
st+1
Pt+1|tVpi(st+1) (9)
In our design, we aim to allow system (5) to track the nominal
system (6), so Rt is defined as
Rt = − (xt − xm,t)T G (xt − xm,t)− uTl,tHul,t (10)
where G ≥ 0 and H > 0 are positive definite matrices.
The objective of the reinforcement learning is to find an
optimal policy pi∗ to maximize the state-value function Vpi(st)
or the action-value function Qpi (st, ul,t), ∀st ∈ S , namely,
pi∗ = arg max
pi
Qpi (st,ul,t)
= arg max
pi
Rt + γ∑
st+1
Pt+1|tVpi(st+1)
 (11)
IV. DEEP REINFORCEMENT LEARNING CONTROL DESIGN
In this section, we will present a deep reinforcement
learning algorithm for the design of ul in (7), where both
the control law ul and the Q-function Qpi (st,ul,t) are
approximated using deep neural networks.
The deep reinforcement learning control in this paper is
developed based on the soft actor-critic (SAC) algorithm
which provides both sample efficient learning and convergence
[31]. In SAC, an entropy term is added to the objective
function in (11) to regulate the exploration performance at
the training stage. The objective of (11) is thus rewritten as
pi∗ = arg max
pi
(
Rt + γEst+1 [Vpi(st+1)
+αH (pi (ul,t+1|st+1))]
)
(12)
where Est+1 [·] =
∑
st+1
Pt+1|t [·] is an expectation opera-
tor, H (pi (ul,t|st)) = −
∑
ul,t
pi (ul,t|st) ln (pi (ul,t|st)) =
−Epi [ln (pi (ul,t|st))] is the entropy of the policy, and α is
a temperature parameter.
Training of SAC repeatedly executes policy evaluation and
policy improvement. In the policy evaluation, a soft Q-value
is computed by applying a Bellman operation Qpi (st,ul,t) =
T piQpi (st,ul,t) where
T piQpi (st,ul,t) = Rt + γEst+1 {Epi [Qpi (st+1,ul,t+1)
−α ln (pi (ul,t+1|st+1))]} (13)
Input layer Hidden layers Output layer
Actor neural 
network
st
piφ (ul,t|st)
State
State
Input layer Hidden layers Output layer
Critic neural 
network
Input
st
ul,t
Qθ (st,ul,t)
Fig. 3: Approximation of Qθ and piφ using MLP
In the policy improvement, the policy is updated by
pinew = arg min
pi′
DKL
(
pi′ (·|st)
∥∥∥ZpioldeQpiold (st,·)) (14)
where piold denotes the policy from the last update, Qpiold
is the Q-value of piold. DKL denotes the Kullback-Leibler
(KL) divergence, and Zpiold is a normalization factor. Via
mathematical manipulations, the objective for the policy
improvement is transformed into
pi∗ = arg min
pi
Epi
[
α ln (pi (ul,t|st))−Q (st,ul,t)
]
(15)
More details on how (15) is obtained can be found in [31],
[32]. As shown in Figure 3, both the policy pi (ul,t|st) and
value function Qpi (st,ul,t) will be parameterized using fully
connected multiple layer perceptrons (MLP) with ’ReLU’
nonlinearities as the activation functions. The ’ReLU’ function
is defined as
relu (z) = max {z, 0}
The “ReLU” activation function outperforms other acti-
vation functions like sigmoid functions [33]. For a vec-
tor z = [z1, . . . , zn]T ∈ Rn, there exists relu (z) =
[relu (z1) , . . . , relu (zn)]
T . Hence, a MLP with ’ReLU’ as
the activation functions and one hidden layer is expressed as
MLP (z) = W1
[
relu
(
W0
[
zT , 1
])T
, 1
]T
where
[
zT , 1
]T
is a vector composed of z and 1, and W0
and W1 with appropriate dimensions are weight matrices to
be trained. For the simplicity, we use W = {W0, W1} to
represent the set of parameters to be trained.
System
Actor neural 
network
Critic neural 
network
Reward
Run the system using latest learned control policy and collect data
Update critic and actor neural networks using historical data
Replay memory
Randomly sample a 
batch of data samples
⇠
Exploration noise
input state
Fig. 4: Offline training process of deep reinforcement learning
In this paper, the Q-function is parameterized using θ
and denoted by Qθ (st,ul,t). The parameterized policy is
denoted by piφ (ul,t|st), where φ is the parameter set to be
trained. Note that both θ and φ are a set of parameters whose
dimensions are determined by the deep neural network setup.
For example, if Qθ is represented by a MLP with K hidden
layers and L neurons for each hidden layers, the parameter
set θ is θ = {θ0, θ1, . . . , θK} with θ0 ∈ R(dims+dimu+1)×L,
θK ∈ R(L+1), and θi ∈ R1×(L)×(L+1) for 1 ≤ i ≤ K − 1,
where dims denotes the dimension of the state s and dimu
is the dimension of the input ul. The deep neural network
for Qθ is called critic, while the one for piφ is called actor.
A. Training setup
The algorithm training process is illustrated in Figure 4.
The whole training process will be offline. We repeatedly
run the system (5) under a trajectory tracking task. At each
time step t + 1, we collect data samples, such as an input
from the last time step ul,t, a state from the last time step
st, a reward Rt, and a current state st+1. Those historical
data will be stored as a tuple (st,ul,t, Rt, st+1) at a replay
memory D [34]. At each policy evaluation or improvement
step, we randomly sample a batch of historical data, B, from
the replay memory D for the training of the parameters θ
and φ. Starting the training, we apply the baseline control
policy ub to an ASV system to collect the initial data D0 as
shown in Algorithm 1. The initial data set D0 is used for the
initial fitting of Q-value functions. When the initialization is
over, we execute both ub and the latest updated reinforcement
learning policy piφ (ul,t|st) to run the ASV system.
At the policy evaluation step, the parameters θ are trained
to minimize the following Bellman residual.
JQ (θ) = E(st,ul,t)∼D
[
1
2
(Qθ (st,ul,t)− Ytarget)2
]
(16)
where (st,ul,t) ∼ D implies that we randomly pick data
samples (st,ul,t) from a replay memory D, and
Ytarget = Rt + γEst+1
[
Epi [Qθ¯ (st+1,ul,t+1)− α ln (piφ)]
]
where θ¯ is the target parameter which will be updated slowly.
Applying a stochastic gradient descent technique (ADAM
Algorithm 1 Reinforcement learning control
1: Initialize parameters θ1, θ2 for Qθ1 and Qθ2 , respectively,
and φ for the actor network (18).
2: Assign values to the the target parameters θ¯1 ← θ1,
θ¯2 ← θ2, D ← ∅, D0 ← ∅,
3: Get data set D0 by running ub on (5) with ul = 0
4: Turn off the exploration and train initial critic parameters
θ01 , θ
0
2 using D0 according to (16).
5: Initialize the replay memory D ← D0
6: Assign initial values to critic parameters θ1 ← θ01 , θ2 ←
θ02 and their targets θ¯1 ← θ01 , θ¯2 ← θ02
7: repeat
8: for each data collection step do
9: Choose an action ul,t according to piφ (ul,t|st)
10: Run both the nominal system (6) and the full system
(5) & collect st+1 = {xt+1,xm,t+1,ub,t+1}
11: D ← D⋃ {st,ul,t, R (st,ul,t) , st+1}
12: end for
13: for each gradient update step do
14: Sample a batch of data B from D
15: θj ← θj − ιQ∇θJQ (θj), and j = 1, 2
16: φ← φ− ιpi∇φJpi (φ),
17: α← α− ια∇αJα (α)
18: θ¯j ← κθj + (1− κ) θ¯j , and j = 1, 2
19: end for
20: until convergence (i.e. JQ (θ) < a small threshold)
[35] in this paper) to (16) on a data batch B with a fixed
size, we obtain
∇θJQ (θ) =
∑ ∇θQθ
|B|
(
Qθ (st,ul,t)− Ytarget
)
where |B| is the batch size.
At the policy improvement step, the objective function
defined in (15) is represented using data samples from the
replay memory D as given in (17).
Jpi (φ) = E(st,ul,t)∼D
(
α ln(piφ)−Qθ (st,ul,t)
)
(17)
Parameter φ is trained to minimize (17) using a stochastic
gradient descent technique. At the training stage, the actor
neural network is expressed as
ul,φ = u¯l,φ + σφ  ξ (18)
where u¯l,φ represents the control law to be implemented in
the end, σφ denotes the standard deviation of the exploration
noise, ξ ∼ N (0, I) is the exploration noise with N (0, I)
denoting a Gaussian distribution, and “” is the Hadamard
product. Note that the exploration noise ξ is only applied to
the training stage. Once the training is done, we only need
u¯l,φ in the implementation. Hence, at the training stage, ul
in Figure 2 is equal to ul,φ. Once the training is over, we
have ul = u¯l,φ.
Applying the policy gradient technique to (17), we can
calculate the gradient of Jpi (φ) with respect to φ in terms
Algorithm 2 Policy iteration technique
1: Start from an initial control policy u0
2: repeat
3: for Policy evaluation do
4: Under a fixed policy ul, apply the Bellman backup
operator T pi to the Q value function, Q (st,ul,t) =
T piQ (st,ul,t) (c.f., (13))
5: end for
6: for Policy improvement do
7: Update policy pi according to (12)
8: end for
9: until convergence
of the stochastic gradient method as in (19)
∇φJpi =
∑ α∇φ lnpiφ + (α∇ul lnpiφ −∇ulQθ)∇φul,φ
|B|
(19)
The temperature parameters α are updated by minimizing the
following objective function.
Jα = Epi
[−α lnpi (ul,t|st)− αH¯] (20)
where H¯ is a target entropy. Following the same setting in
[32], we choose H¯ = −3 where “3” here represents the
action dimension. In the final implementation, we use two
critics which are parameterized by θ1 and θ2, respectively.
The two critics are introduced to reduce the over-estimation
issue in the training of critic neural networks [36]. Under the
two-critic mechanism, the target value Ytarget is
Ytarget = Rt + γmin
{
Qθ¯1 (st+1,ul,t+1) ,
Qθ¯2 (st+1,ul,t+1)
}
− γα ln (piφ) (21)
The entire algorithm is summarized in Algorithm 1. In
Algorithm 1, ιQ, ιpi, and ια are positive learning rates
(scalars), and κ > 0 is a constant scalar.
V. PERFORMANCE ANALYSIS
In this subsection, both the convergence and stability of the
proposed learning-based control are analyzed. For the analysis,
the soft actor-critic RL method in Algorithm 1 is recapped
as a policy iteration (PI) technique which is summarized in
Algorithm 2. We thereafter present the following two lemmas
without proofs for the convergence analysis [31], [32].
Lemma 1 (Policy evaluation): Let T pi be the Bellman
backup operator under a fixed policy pi and Qk+1 (s,ul) =
T piQk (s,ul). The sequence Qk+1 (s,ul) will converge to
the soft Q-function Qpi of the policy pi as k →∞.
Lemma 2 (Policy improvement): Let piold be an old policy
and pinew be a new policy obtained according to (14). There
exists Qpinew (s,ul) ≥ Qpiold (s,ul) ∀s ∈ S and ∀u ∈ U .
In terms of (1) and (2), we are ready to present Theorem
1 to show the convergence of the SAC algorithm.
Theorem 1 (Convergence): If one repeatedly applies the
policy evaluation and policy improvement steps to any control
policy pi, the control policy pi will converge to an optimal
policy pi∗ such that Qpi
∗
(s,ul) ≥ Qpi (s,ul) ∀pi ∈ Π, ∀s ∈
S, and ∀u ∈ U , where Π denotes a policy set.
Proof: Let pii be the policy obtained from the i-th policy
improvement with i = 0, 1, . . ., ∞. According to Lemma
2, one has Qpii (s,ul) ≥ Qpii−1 (s,ul), so Qpii (s,ul) is
monotonically non-decreasing with respect to the policy
iteration step i. In addition, Qpii (s,ul) is upper bounded
according to the definition of the reward given in (10), so
Qpii (s,ul) will converge to an upper limit Qpi
∗
(s,ul) with
Qpi
∗
(s,ul) ≥ Qpi (s,ul) ∀pi ∈ Π, ∀s ∈ S, and ∀ul ∈ U .
Theorem 1 demonstrates that we can find an optimal policy
by repeating the policy evaluation and improvement processes.
Next, we will show the closed-loop stability of the overall
control law (baseline control ub plus the learned control ul).
The following assumption is made for the baseline control
developed using the nominal system (6).
Assumption 1: The baseline control law ub can ensure that
the overall uncertain ASV system is stable – that is, there
exists a Lyapunov function V (st) associate with ub such
that V (st+1)− V (st) ≤ 0 ∀st ∈ S.
Note that the baseline control ub is implicitly included in the
state vector s, as s consists of x, xm, and ub in this paper
as discussed in Section III. Hence, V (st) in Assumption 1
is the Lyapunov function for the closed-loop system of (5)
with the baseline control ub.
Assumption 1 is possible in real world. One could treat
the nominal model (6) as a linearized model of the overall
ASV system (5) around a certain equilibrium. Therefore, a
control law, which ensures asymptotic stability for (6), can
ensure at least local stability for (5) [37]. In the stability
analysis, we will ignore the entropy term H (pi), as it will
converge to zero in the end and it is only introduced to regulate
the exploration magnitude. Now, we present Theorem 2 to
demonstrate the closed-loop stability of the ASV system (5)
under the composite control law (7).
Theorem 2 (Stability): Suppose Assumption 1 holds. The
overall control law ui = ub + uil can always stabilize the
ASV system (5), where uil represents the RL control law
from i-th iteration, and i = 0, 1, 2, ... ∞.
Proof: In our proposed algorithm, we start the train-
ing/learning using the baseline control law ub. According
to Lemma 1, we are able to obtain the corresponding Q
value function for the baseline control law ub. Let the Q
value function be Q0 (s,ul) where ul is a function of s.
According to the definitions of the reward function in (10)
and Q value function in (9), we can choose the Lyapunov
function candidate as V0 (s) = −Q0 (s,ul). If Assumption
1 holds, there exists V0 (st+1)− V0 (st) ≤ 0 ∀st ∈ S.
In the policy improvement, the control law is updated by
u1 = min
pi
(−Rt + γV0 (st+1)) (22)
where the expectation operator is ignored as the system is
deterministic. For any nonlinear system st+1 = f (st) +
g (st)ut, a necessary condition for the existence of (22) is
u1 = −1
2
H−1g (st)
T ∂V0 (st+1)
∂st+1
(23)
Substituting (23) back into (22 yields
V0 (st+1)− V0 (st) = − (xt − xm,t)T G (xt − xm,t)
−1
4
(
∂V0 (st+1)
∂st+1
)T
g (st)
×H−1g (st)T ∂V
0 (st+1)
∂st+1
≤ 0
Hence, u1 is a control law which can stabilize the same ASV
system (5), if Assumption 1 holds. Applying Lemma 1 to u1,
we can get a new Lyapunov function V1 (st). In terms of
V1 (st), (22) and (23), we can show that u2 also stabilizes
the ASV system (5). Repeating (22) and (23) for all i = 1, 2,
. . ., we can prove that all ui can stabilize the ASV system
(5), if Assumption 1 holds.
VI. SIMULATION
In this section, the proposed learning-based control algo-
rithm is implemented to the trajectory tracking control of a
supply ship model presented in [29], [30]. Model parameters
are summarized in Table I. The unmodeled dynamics in
the simulations are given by g1 = 0.279uv2 + 0.342v2r,
g2 = 0.912u
2v, and g3 = 0.156ur2+0.278urv3, respectively.
The based-line control law ub is designed based on a nominal
model with the following simplified linear dynamics in terms
of the backstepping control method [13], [37].
Mmν˙m = τ −Dmνm (24)
where Mm = diag {M11, M22, M33}. Dm =
diag {−Xv,−Yv, −Nr}. The reference signal is assumed
to be produced by the following motion planner.
η˙r = R (ηr)νr ν˙r = ar (25)
where ηr = [xr, yr, ψr]
T is the generalized reference position
vector, νr = [ur, 0, rr]
T is the generalized reference velocity
vector, and ar = [u˙r, 0, r˙r]
T . In the simulation, the initial
position vector ηr (0) is chosen to be ηr (0) =
[
0, 0, pi4
]T
,
and we set ur (0) = 0.4 m/s and rr (0) = 0 rad/s. The
reference acceleration u˙r and angular rates are chosen to be
u˙r =
{
0.005 m/s2 if t < 20 s
0 m/s2 otherwise (26)
r˙r =
{
pi
600 rad/s
2 if 25 s ≤ t < 50 s
0 rad/s2 otherwise (27)
TABLE I: Model parameters
Parameters Values Parameters Values
m 23.8 Yr˙ −0.0
Iz 1.76 Yr 0.1079
xg 0.046 Y|v|r −0.845
Xu˙ −2.0 Y|r|r −3.45
Xu −0.7225 Nv −0.1052
X|u|u −1.3274 N|v|v 5.0437
Xuuu −1.8664 N|r|v −0.13
Yv˙ −10.0 Nr˙ −1.0
Yv −0.8612 Nr −1.9
Y|v|v −36.2823 N|v|r 0.08
Y|r|v −0.805 N|r|r −0.75
TABLE II: Reinforcement learning configurations
Parameters Values
Learning rate ιQ 0.001
Learning rate ιpi 0.0001
Learning rate ια 0.0001
κ 0.01
actor neural network fully connected with two hidden layers
(128 neurons per hidden layer)
critic neural networks fully connected with two hidden layers
(128 neurons per hidden layer)
Replay memory capacity 1× 106
Sample batch size 128
γ 0.998
Training episodes 1001
Steps per episode 1000
time step size δt 0.1
Fig. 5: Learning curves of two RL algorithms at training (One
episode is a training trial, and 1000 time steps per episode)
At the training stage, we uniformly randomly sample x (0)
and y (0) from (−1.5, 1.5), ψ (0) from (0.1pi, 0.4pi) and u (0)
from (0.2, 0.4), and we choose v (0) = 0 and r (0) = 0. The
proposed control algorithm is compared with two benchmark
designs: the baseline control u0 and the RL control without
u0. Configurations for the training and neural networks are
found in Table II. The matrix G and H are chosen to be
G = diag {0.025, 0.025, 0.0016, 0.005, 0.001, 0} and H =
diag
{
1.25e−4, 1.25e−4, 8.3e−5
}
, respectively.
At the training stage, we run the ASV system for 100 s,
and the repeat the training processes for 1000 times (i.e., 1000
episodes). Figure 5 shows the learning curves of the proposed
algorithm (red) and the RL algorithm without baseline control
(blue). The learning curves demonstrate that both of the two
algorithms will converge in terms of the long term returns.
However, our proposed algorithm results in a larger return
(red) in comparison with the RL without baseline control
(blue). Hence, the introduction of the baseline control helps to
increase the sample efficiency significantly, as the proposed
algorithm (blue) converges faster to a higher return value.
At the first evaluation stage, we run the ASV system for
200 s to demonstrate whether the control law can ensure
stable trajectory tracking. Note that we run the ASV for 100
s at training. The trajectory tracking performance of the three
algorithms (our proposed algorithm, the baseline control u0,
and only RL control) is shown in Figures 6. As observed
from Figure 6.b, the control law learned merely using deep
RL fails to ensure stable tracking performance. It implies
that only deep RL cannot ensure the closed-loop stability. In
addition, the baseline control itself fails to achieve acceptable
tracking performance mainly due to the existence of system
uncertainties. By combining the baseline control and deep RL,
the trajectory tracking performance is improved dramatically,
and the closed-loop stability is also ensured. The position
tracking errors are summarized in Figure 7 and 8. Figure
9 shows the absolute distance errors used to compare the
tracking accuracy of the three algorithms. The introduction of
the deep RL increases the tracking performance substantially.
At the second evaluation, we still run the ASV system for
200 s, but change the reference trajectory. Note that we use
the same learned control laws in both the first and the second
evaluations. In the second evaluation, the reference angular
acceleration is changed to
r˙r =

pi
600 rad/s
2 if 25 s ≤ t < 50 s
− pi600 rad/s2 if 125 s ≤ t < 150 s
0 rad/s2 otherwise
(28)
The trajectory tracking results are illustrated in Figure 10.
Apparently, the proposed control algorithm can ensure closed-
loop stability, while the vanilla RL fails to do so. A better
tracking performance is obtained by the proposed control law
in comparison with only baseline control.
VII. CONCLUSIONS
In this paper, we presented a novel learning-based algorithm
for the control of uncertain ASV systems by combining a
conventional control method with deep reinforcement learning.
With the conventional control, we ensured the overall closed-
loop stability of the learning-based control and increase the
sample efficiency of the deep RL. With the deep RL, we
learned to compensate for the model uncertainties, and thus
increased the trajectory tracking performance. In the future
works, we will extend the results with the consideration of
environmental disturbances. The theoretical results will be
further verified via experiments instead of simulations. Sample
efficiency of the proposed algorithm will also be analyzed.
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