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ABSTRACT 
We study the asymptotic behavior of the Harish-Chandra function associated to a singular second 
order differential operator with matricial coefficients. The study is based on a detailed analysis of 
the asymptotic behavior of some eigenvectors of the operator from which results on the asymptotic 
behavior of the spectral function and the scattering matrix are derived. 
INTRODUCTION 
It is well known that the radial Schr6dinger equation, with coupling between 
the l th and the (l + 2) angular momentum, reduces to a system of two singular 
differential equations given by 
Y" +~2 Y+ QY = _/~2y, 
where Q is a 2 x 2 symmetric matrix valued function and 
El(l+ 1) 0 1 
a= 0 ( l+2) ( /+3)  " 
The asymptotic behavior of the associated scattering matrix and the inverse 
problem were studied among others in [10]. The higher order system of differ- 
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ential equations, for the regular case, has been studied in [11]. Our goal here is a 
generalization of such studies to a higher order operator for the singular case. 
In this paper we are interested in the operator L~ + Q, where L~ is the oper- 
ator with matrix coefficients deined, on ]0, ec[, by 
(1) L~ Y(t) = Y"(t) + I /4  - c~ 2 r(t), 
where I is the n x n identity matrix, Q is an n x n continuous, real and sym- 
metric matrix-valued function and 
a = ".. ,an > .. .  _> a > -1 /2 .  
O! n 
For simplicity, we assume that c~1 _> I. 
Most of our results remain valid for -1 /2  < al < 1, this case will be treated 
in a subsequent paper. 
The main goal here is to establish the asymptotic behavior of the matrix 
C(A), the analogous of the Harish-Chandra function associated with the dif- 
ferential equation 
(2) (L~ + Q) Y = -A 2 Y. 
The first section recalls results on the eigenfunctions of the operator Lo~ + Q. In 
particular, we distinguish between the solutions ~(A, t) and E(A, t) of Equation 
(2) which satisfy respectively 
lim t-~-U2~( A, T) = I, 
t -+0 
lim e-iatE(A,t) = I. 
In the second section we define the C(A) function, related to the wronskian of 
~(A, t) and E(A, t). We establish its behavior at zero and at infinity. 
In the third section we study the asymptotic behavior of the Jost function F 
defined by f (5 )  = Col (A) C(A), and we study its inverse. Here C0(A) is the 
Harish-Chandra function associated to L~. 
The fourth and fifth sections concern the asymptotic behavior of the spectral 
function s(A) and of the scattering matrix S(A) defined, for any non vanishing 
real A, by 
S(~) = (27rC*(A)C(A)) -1 and S(A) = C( ,~)c - l ( - /~) .  
For this purose we introduce 
(3) q(t) := t-~Q(t)t% 
and we assume that: 
(H1) The function t~--~tq(t) is integrable in the neighborhood of t = 0. 
(H2) The functions t~--~t~i+~J 1Qij(t), 1 << i,j < n, are integrable at infinity. 
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The latter hypothesis recall those given in [10, p. 415]. 
In the space of n x n-matrices we use the norm of a matrix A defined by 
IIA[] = nmax{[Aijl, 1 <_ i,j << n}. 
The notations O(1) and o(1) will be used for a matrix with all elements res- 
pectively O(1) or o(1). 
1. PREL IN INARIES  
A precise approximation of the eigenfunctions of the operator L~ + Q 
allows us to deduce the behavior of C(&) at infinity and at zero. Analogously, 
we derive approximations of the associated spectral function s(~) and the 
scattering matrix S()~). 
1. The eigenfunction ~(A, t). Let U and W be the two diagonal matrices de- 
fined by 
Uii(&, t)Z~if(c~i + 1)A-~iv~J~i(A, t), 
(1.1) 
t) = 
where Jv and Yv are Bessel functions of the first and second kind of order v c 
(see [5]). The functions U and W form a fundamental system of solutions for 
the homogeneous equation associated with (2). The method of the variation of 
the constant shows that under the condition 
(1.2) #()~,t)=t~+~II+o(1)],  t---~O +, 
equation (2) reduces to the integral equation 
Ii (1.3) e(A,t) = U()~,t)+ N()~,t,s)Q(s)e(A,s)ds. 
Here the kernel N is an n'th order diagonal matrix where 
7/" 
(1.4) [N]ii(A, t,s) = 5v/~(r~,()~t)J~,()~s) - r~,()~s)J~()~t)). 
Let us denote #0(A, t) := U(%, t), and, for k > 1, 
ek(a,t )  = u(a, t ,s )Q(s)ek_ l (a ,s)ds.  
0 
Combining together estimates on U, N and their first derivatives ( ee [10]), with 
the successive approximations method and Hypothesis (H1), we derive the fol- 
lowing results: 
Theorem 1.1. For any complex A and t > O, the series }-~k~=o ~bk(A, t) converges 
and its sum ~(A, t) is the solution of  (2) satisfying (1.2) and the following esti- 
mates." 
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]~ij(A, t)[ _ Mt~+l/2(1 + IAlt)-~-l/2e I'~malt, 
[~-  UJij(A, t) <_ Mt~'+V2(1 + [Alt)-c~l-i/20-1(t)e Igm'xlt, 
0 [~'- Ulij(A , t) < + MtC~i-1/2(1 [Alt)Cq+l/2Gl ( t)el~m~l t, 
where G1 ( t) = fo s] [q(s)][ds and where M is a positive constant. 
Studying seperately the cases ai _< aj and ai _> aj we obtain the following the- 
orem: 
Theorem 1.2. For any complex A and t e [0, 1], we have 
[eiAt[~ --  U ] i j (A  , t)[ < MIA] -I inf{t ~+1, t~J+½}(1 + [Alt) -~j-½, 
0 r - iA t /~  [~ [e ~w - U)ij(A, t)[ _< MIA[ -1 inf{t ~i ½, t~J-½}(1 + [A[t) -oj+½. 
2. The eigenfunetion E(A, t). We consider now a solution E(A, t) of (2) having 
the following asymptotic behavior 
lim e-iatE(A, t) = I. 
t---+ OO 
Using the same methods as before we show that, for t > 0 and ~mA _> 0, the 
function E(A, t) is the solution of the following integral equation 
(1.5) l 
oo  
E(A, t) = 7-/(1)(At) - N(A, t, s)Q(s)E(A, s)ds, 
t 
where 
(1.6) [~(1)]~k(t) = ,s~t~tei(~+½)~H(1)(t), 
V 2 ~ 
and H! 1) is a Bessel function of the third kind. Using as above estimates on 
H! 1), N and their first derivatives (see [10]), the successive approximations 
method and Hypothesis (//2), we derive the following theorem: 
Theorem 1.3. For any complex A ~ O: 
(i) The integreal equation (1.5) admits, for t > O, a fundamental system of 
solutions E(A, t) and E(-A,  t). 
(ii) The function A~-+E(A, t) is analytic in the domain {A E C, .~mA > 0} and 
satisfies the following asymptotic behavior 
E(A, t) = ei;~t(I + o(1)), 
E(A, t) = iAei;~t(I + o(1)), 
IA[t --+ +oo. 
Using the same techniques as above for an integral equation associated with 
E(A, x)A ~-U2 and combining with (1.5) we conclude the following results. 
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Corollary 1.4. For a given x>0,  the mappings A~--+E(A,x)A ~-I/2 and 
A~--~ o [E(A, x)A ~-I/2] are analytic for ~mA > 0 and continuous for .~mA > O. 
These results can be obtained by Riemann's method in the case where 
ozi - 1/2, 1 < i < n, are integers (see [3]). 
2. THE HARISH-CHANDRA FUNCTION 
Let Y and Z be two differentiable matrix functions and [ Y, Z 1 their wronskian 
defined by 
[Y; Z](t) Y'r(t)Z(t)  - yr(t )Z'( t ) .  
Note that [ Y; Z] is independent of t if both Y and Z satisfy (2). We know that in 
the case of q = 0, we have the matricial Bessel operator. The associated matrix 
C0(A), which is the analogue of the Harish-Chandra function, is given for 
~mA>0,  A~0,  by 
c0(A) = 2~ [7~)(At); u(A, t)]. 
We deduce from properties of Bessel functions that 
(2.1) C0(A) = A(c~)A -~-I/2 where A(c~) = 2~(2~r) 1/2F(o~ + I)e i~/2(~+I/2). 
For ~mA > 0, A ¢ 0, set 
1 [E(A, t); ~(A, t)]. (2.2) C(A) := ~-£ 
The matrix C(A) appears in the spectral function as well as in the scattering 
matrix. A detailed study of its asymptotic behavior is necessary for our pur- 
pose. It can be derived from the properties of ~(A, t) and E(A, t). In particular 
we have the following results. 
Proposition 2.1. (i) The map A -+ C(A) is analytic for .C'smA > 0 and continuous 
for .C~mA >_ 0, A ~ 0. 
(ii) For any real A, A ~ O, we have 
c*(;~)c(A) = C*(-A)C(-;~) 
1. Integral representation of C(A). By use of the integral equation (1.3) we no- 
tice that, for .C~mA _> 0 and A ¢ 0, the function C(A) can be written as 
I ' (2.3) C(A) =~-/~{[E(A,t); g(A,t)] + [E(A,t);N(t,s,A)]Q(s)~(;~,s)cls}, 0 
where U and N are given by (1.1) and (1.4). 
Lemma 2.2. For any non vanishing complex number A, ..~mA > O, we have 
(i) lim [E(A, I); U(A,  t)] = 2iAC0(A), t--++c~ 
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(ii) lira [g(~ t) ;N(t ,s,~k)] = -~t-{(1)(As), s > 0. 
t~  -}- OO L \ ' '1  
Proof. We deduce from the properties of Bessel functions that 
[N(t,s, A); U(A, t)] = U(A,s) and [7-t(1)(At);N(t,s, A)] = -T¢(1)(As). 
Formula (1.5) shows that 
[E(A, t) - ~(1)(At); U(A, t)] = - U(A, s)Q(s)E(A, s)ds. 
t 
Taking the limit as t tends to oc and using Hypothesis (H2), we deduce (i). 
We have also 
IN(t, s, A); N(t, {, A)] = N({, s, A), 
so that 
[E(A, t) - 7-~ (1) (At);N(t, {, A)] = N(t', s, A)Q(s)E(A, s)ds; 
t 
taking the limit as t tends to ~,  gives (ii). 
From this lemma we deduce the following result which extends an earlier 
result in the scalar case (see [2]). 
Theorem 2.3. For a non vanishing complex number A, .~mA >_ O, the function C(A) 
has the following integral representation 
(2.4) C(A) = C0(A) -2~ ~O)(As)Q(s)~(A's)ds" 
Let us denote by ~ the function defined, for t > 0 and A c C, by 
~(/~, t) = t-c~-1/2~(~, t). 
Then Formula (2.4) allows us to recover the behavior, at zero, of C(A). 
Corollary 2.4. For any given complex number A ~ O, .~mA > O, we have 
A~+}C(A) = C1(0) +o(1), A ~ 0, 
where C1(0) = A(a) ( I  + (2o0 -1 ~o sq(s)~(O,s)ds) and q is given by (3). 
2. Behavior of C(A) at infinity. 
Proposition 2.5. The function AHC(A) is invertible, for large A with .~mA > O, 
and we have 
C-l( /~) = Col(~)(I-]-o(1)), I)kl---+ @0(3. 
Proof. For .~mA _> 0, A ¢ 0 and a fixed x > 0, we denote by Cl (A) and c2(A), the 
functions defined by 
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and 
1 [E(A,x); U(A,x)I , 
1 
e2(a) = ~ [e(;~, x); (e - U)(;~, x)]. 
We have C(A) = c1(;~) + c2()~) and since C(A) is independent of x, in the fol- 
lowing, we can fix x in ]0, 11. Using Theorem (1.2) we deduce that there exists a 
constant M such that 
e iax[~_ g]0(),,x ) < MI~I a2-3/2, 
(2.5) 
O [e i)gc({ D __ g)]ij(.~,x ) ~ al/~l -°~j-l/2. 
Then for large A, ~m~ > 0, the matrix cl (),) is invertible and we have 
Cl4(k) = Co l (A) ( I+o( I ) ) ,  k--+ oc. 
Hence, for such large k, we have 
C(/~) = (I q- c2(/~)cil(/~))c1 (.~). 
Furthermore, from (2.5) we derive that 
< ___M 
-I: 1 
Hence the proposition (for more details see [4,6]). 
3. THE JOST FUNCTION 
We now consider the function 
y(/~) = C(/~)C0 1(,~), 
introduced in Proposition (2.5), and known as the "Jost function" (see [2], [11]); 
it is analytic for ,~rnA > 0 and continuous for ~rnk _> 0. We have also 
J (a )=I+o(1) ,  l a l -+2.  
This behavior will be of great help in this paper since it allows us to deduce the 
asymptotic behavior of the spectral function s(A) and of the scattering matrix 
S(I). We will be interested in the function F(A) given by 
(3.1) F(A) = GI(A)C(A) 
(which coincides with J(A) in the scalar case). We will also call it a "Jost func- 
tion". 
1. Behavior of F(~) at zero. The integral representation of C()~) given by The- 
orem 2.4 shows that, for -~mk _> 0 and ~ ¢ 0, we have 
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(3.2) F(A) = I - (2iA(c~)) -1A ~-I/2 .]_{(1) (As)Q(s)~b(A, s)ds. 
Then the function F(A) admits a limit, as k tends to zero, given by 
F(0) = I + (2a) -1 sq(s)~(O, s)ds. 
For al _> 1, we have a more precise result. 
Lemma 3.1. For A real the function F(A) is twice derivable, in the neighborhood of
zero, and we have 
A2.. 
r(k) = F(0) +~-F(0)  + A2o(1), ~in~o(1) = 0, 
where if(0) = lim~_~0 F(A). 
Proof. Let j~(z) be the diagonal matrix-valued function given by 
[/.(z)]ii = r (~;  + 1)J~,(z). 
Using (1.6) we can show that, for c~i ¢; 0, 1,2, . . . ,  1 < i < n, Function ~(1) (At) 
can be expressed as 
J-~(1)(/~t) z io~ -I (--z~(O~)(,~t) c~+l/2j_c~(,~t ) ~-z~(--Oz)(,,~t)c~+l/2jc~(/~f)). 
An analogous method can be used for c~i = 1,2,... .  So from (3.2) we deduce 
that 
F(A) = FI(A) + A2~F2(; 9, 
where F1 (A) and F2(A) are two even and analytic functions given by 
FI(A) -- I + (2c~) 1 sj ~(As)q(s)~(A,s)ds 
and 
r2(l~ ) = 2-2c~-1F -1 (oz + I)F(--oL)e -ict~r s2~+lj~(As)q(s)~(A, s)ds.
The hypothesis cq _> 1 is used at this level; if c~ > 1 we have 
A2.. 
F(A) = FI(0) + TFI(0) + A2o(1), 
while if ozl = 1, we have 
-2/-#1 (o) ) F(A) ---/71(0) +,~ ~- -  + P1F2(0)_ + A2o(1), 
where P~ is the diagonal matrix given by 
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and I1 is the identity matrix whose order is the multiplicity of o<1 in the matrix 
OZ. 
Remark 3.2. The above expressions of FI(X) and F2(A) show that FI(0) and 
tel (0) are real and that, for al = 1,P1F2(0) is also real. 
2. The Behavior of F-I(~) at zero. In the case of detF(0) ~ 0, the behavior of 
F-I(~) at zero is well known. However in the case detF(0) = 0 we have to in- 
troduce others solutions of (2) to obtain the behavior of F -1 (~) near zero. The 
construction is suggested in [10]. 
Lcmma 3.3. The equation (2) has a solution 2-(A, x) which is irregular at zero with 
respect o x while the mapping ~ ---+ 2-(A, x) is entire and such that 
(3.4) [Z; ~] = I. 
Proof. Let ~1 (~, x) and ~P2()~, x) be two solutions of (2) such that 
k~l(A , l )  = kt)i(/~ , 1) = [ 
~2(A, 1) = ~P',(A, 1) = 0. 
For all x > 0, these functions are entire functions in A, where 
It follows that there exist two entire matrix functions MI (A) and 342(>,) such 
that 
(3.5) ~5()t, x) = k~l(,~,X)Ml(a) + k~2(a, x)M2()~). 
Let us choose Z1 satisfying the relations 
£Z-1 (.~, X)t~l ()~, x)N2 (a) - k~2 (/~, x)N1 (a) 
(306) 
~1;(2 b] = I .  
Equivalently, we can choose N1 and N2 such that 
N~'(A)M, (A) + N/(A)M2(A) = I. 
Indeed the behavior of the function ~b(~, .) at zero combined with (3.5) show 
that the only vector a such that M1 (A).a = M2(t).a = 0, for any )~ E C, is a = 0. 
So we obtain the existence of NI and N2 which are analytic in A. 
We set 
Z(A, x) = Z, (A, x) + ~b(X, x)A(A), 
In order to satisfy (3.4) it is sufficient to take 
A(A) = -NT(£)N2(A) + B(~), 
37 
with B(A) a symmetric and entire function of A. 
Lemma 3.4. Let a and b in C n and assume that we have 
FT(0).a = 0 
U(0) .a  + r (0).b = 0. 
Then a = O. 
Proof. Taking in account Remark 3.2 we can suppose in the following that a 
and b are real. 
Let 
Ee(A,x) := E(A,x)(2iXCo(A))-I; 
Corollary (1.6) implies that this function is analytic for ~mA > 0 and con- 
tinuous for ~mA _> 0. We can write 
E(A, x) = ~'(A, x)Dr(A) + 2-(A, x)2iACr(A) 
where 
[E(A, x); Z(A, x)] = -D(A) 
Then the expression of F(A) shows that 
Ee(A, x) = ~(A, x)De(A) + Z(A, x)ge(A), 
where Fe(A) = rr(A) and De(A) = Dr(A)[2iAC0(A)] -I. The first hypothesis im- 
plies that 
(3.7) Be(O, x).a = ~(0, x)De(O).a. 
Since ~b(A, x) ~- x a+I/2 and ~'(A, x) ~_ xa-Z/2(x ---+ 0+), we deduce that 
lira Ee(O,x).a = 0, and lim E'(O,x).a = O. 
x-+0 + x~0 + 
Moreover, since -Fe(0) = 0 we have 
02 
E'~(O, x).a = ~ (~(A, x)De(A).a)I~=0 +2-(0, x)Fe(0).a, 
and since F'e(O).a + Fe(O).b = 0, we deduce that 
e£e(O, x).a + Ee(O, x).b = e(O, x)De(O).b + (~(~, x)De(A).a)la=0 
Combining again the properties of qS(A, x) with the previous ressults, we derive 
that 
lim (/~e(O, x).a + Ee(O, x).b) = 0 
x~O + 
and 
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Let 
!im+ 0 (~e(0, x).~ + e~(0, x).b) = 0 
xoOx 
f (x)  := {E~(0, x).a;/~e(0, x).a + Ee(O, x).b]. 
We easily see on the one hand that 
lim f (x )  = O. 
x---,0 + 
On the other hand Equation (2) involves that 
f ' (x)  = 2at.El(0,  x)Ee(O, x).a. (3.8) 
Let 
Eeo(O, X) :=  7-/(1)(A, x)(2i,kCo(A)) -11A-0" 
Equations (1.6) and (2.1) show that the function above is imaginary. This result 
combined with (1.12) shows that Ee(0, x) is also imaginary; hencef  is a non in- 
creasing function. Moreover, we have 
[Ee(O,x).a;Ee(O,x).a] ~--]Eeo(O,x).a;Eeo(O,x).a I --~ O, (x ~ oc), 
and 
lim[Ee(0, x).~; ee(0, x).b] = 0; 
then we deduce that lim f (x )  = 0. It follows that f  is identically zero, on ]0, eel, 
X--*OO 
and so isf ' .  Then by (3.8), we have Ee(O, x).a = 0. The behavior, at infinity, of 
Ee(0, x) (which can be derived from Theorem 1.5) and Corollary 1.6, imply that 
a~0.  
Theorem 3.5. In case of detF(0) = 0 and for O~ 1 ~ 1, .~ E ~a, the function 
A2F -1 (A) has a limit as A tends to zero. 
Proof. Let 
/~2.. 
M(~) = F(0) + ~-r(0), 
then from Lemma 3.1 we have F (A)=M(A)+R(A) ,  where R(A)= 
A2o(1), (), --* 0). Applying Lemma 3.4 we show that for small (non zero) real 
number ),, the matrix M -I (X) exists. Since, for such a A, F(A) is invertible then 
we have 
F-I(A) = (I + M-I(A)R(A))- IM-I(A).  
Using Lemma 3.4 again, we deduce that A = 0 is a double pole of M -1 (A). Then 
lim M -1 ()~)R()~) = 0 
A-*0 
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and the theorem follows. 
4. THE ASYMPTOTIC  BEHAVIOR OF THE SPECTRAL FUNCTION 
We recall that the spectral function associated with the operator 
(L~+Q) Y= Y" + I /4 -~2 t~ Y+Q(t )Y ,  t>0 
is defined (see [8], [9]), for any complex A such that .~m), >_ 0 and C(A) is in- 
vertible, by 
(4.1) s(A) = (27rC*(A)C(A)) -1. 
Using Proposition 2.1 ii) we deduce that for A E ~*, we have 
(4.2) s(A) = s*(A) = s(-A). 
Moreover, using Proposition 2.5 the function s(A) has, for .~mA _> 0, the fol- 
lowing asymptotic behavior 
(4.3) s(A) = 2-2~F-2(~ + I)A~+I/2(I + o(1))A ~+'/2, IA[ ~ +c~. 
Then s(A) induces a tempered measure. 
Theorem 4.1. For a non zero real number ~, the spectral function s(A) behaves, 
near zero, as follows 
i) In the ease ofdet F(0) ¢ 0, we have 
s(A) = AZ~'+l(s0 + o(1)), 
ii) In the case ofdet F(0) = 0 and for c~1 >_ 1, we have 
S(A) : ,~2~1--3(S l AU o(1)). 
where sj = QjP1Q], Qj = (!im A2JF-I(A))2-~F-I(~ + I), withj = O, l and P1 
/ \  
is 
given by (3.3). 
Proof. We derive from (3.1) that 
s(A) = (27rF* (A)A* (c~)A(c~)A-2~-IF(A))-I. 
Here we get i). 
Combining (2.1) and Theorem 3.5 we derive ii). 
5. THE ASYMPTOTIC  BEHAVIOR OF THE SCATTERING MATRIX  
Let S(A) be the matrix function defined (see [1]) by 
= 
By analogy with the scalar case, this function is called the scattering matrix 
associated to Problem (2). Using Proposition 2.1 we deduce that 
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(5.1) S(A) = S- I ( -A)  = S*(-A). 
So S(A), A E W, is a unitary and symmetric matrix. From Proposition 2.5, we 
deduce that S(A) has the following asymptotic behavior 
(5.2) S(A) = ei("+I/2)~(I + o(1)), IAI --+ ec. 
Theorem 5.1. The scattering matrix S(A) behaves near zero as follows 
i) For detF(0) ¢ 0 
S(A) = ei(~+s/2)~(I + A~O(1)A ~) 
ii) For det F(0) = 0 and al > 1 
S(A) = ei(C~+'/2)~(I + a~-ZO(1)ac'-I), 
where 0(1) is a bounded function in the neighborhood of zero. 
Proof. In the case where detF(0) ~ 0, using the same notations as in Lemma 
(3.1), we show that 
detF(0) = detF~(0) ~ 0 
so FI(A) is invertible in the neighborhood of zero. Since FI(A) and F2(A) are 
even, we can write S(A) in the following form 
S(A) = Co(A)(I + A2~F2(A)F1-1 (A)) ( I  + (-A)2~F2(A)F1-1 (A)) 
Then, since F2(A)Fi -l (A) is bounded for small A, we deduce that 
(I + A2~Fz(A)F11 (A)FI-1) -1= I + A2aO(1) 
and hence i) is proved. 
For detF(0) = 0, we use the same idea as above and Theorem 3.5 to deduce 
ii). 
Col  ( - .~).  
Remark 5.2. The definition of S(A) here is not the same as the one in [10]. 
However, if oei - aj c 2Z, 1 _< i,j <_ n, it is possible to define S(A) by 
S(A) = J (A ) J  - I ( -A).  
With this definition S(A) is still unitary and symmetric and its asymptotic be- 
havior generalizes the one given in [10]. 
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