A content-based approach to the design of a triangular mesh is presented, and its application to affine motion compensation is investigated. An image is first segmented into moving objects, which are then approximated with polygons. Following this, a triangular mesh is generated within each polygon, thus ensuring that no triangle straddles multiple regions. Translation and affine motion parameters are determined for each triangle, using bi-directional motion estimation. Results for three test sequences demonstrate the advantages offered by the proposed mesh design method, and by the use of affine motion compensation.
Introduction
Block-based methods have traditionally been used to perform Motion Estimation and Compensation. They offer the advantage of being easy to implement, fast and fairly effective over a wide range of video sequences.
Nevertheless, block-based approaches suffer from two drawbacks. First, the size and shape of blocks is fixed, and consequently independent of the scene content. Thus a block covering two regions with different motion will not be able to accurately model the motion within both regions simultaneously. (The H.264/AVC video coding standard addresses this problem to some degree by allowing a range of block sizes from 4 × 4 to 16 × 16.)
Secondly, block-matching is typically used to estimate only translational motion, and thus cannot accurately model more complex types of motion such as rotation and zooming. (One exception is the use of generalised block matching [1] , which allows blocks to be deformed using affine, perspective or bilinear transforms.) Triangular and quadrilateral 2D meshes were first proposed as an alternative to block-based systems in order to allow for affine motion estimation [2, 3] and thus achieve better adaptation to moving regions . As each node within a mesh moves, so it causes the triangles of which it is a vertex to warp. This warping effect allows for more complex motion to be modelled.
In a regular mesh, nodes are placed at fixed intervals throughout the image. However it has been shown to be advantageous (and intuitively plausible) to position the nodes along object boundaries, or even to have a separate mesh for each foreground object [4] . The use of meshes for object-based video was encouraged by the development of the MPEG-4 standard, in which Video Object Planes are used to represent arbitrarily shaped regions within a scene [5] . One disadvantage of using an object-based mesh is that the boundary of each object needs to be specified, resulting in a significant overhead. In practice, regions are often approximated using polygons/splines, or from region boundaries in preceding frames.
When using a fully-connected mesh for motion compensation, neither occlusion nor uncovering can be accurately modelled. One proposed solution involves causing the mesh to rip or tear along occlusion boundaries, and allowing overlapping of the mesh along these tears [6, 7] . Another solution is based on first identifying the background to be covered within a frame, and allowing no nodes to be placed there. In addition, a model failure region is detected and the mesh is refined inside this region [8] . Both of the above approaches were demonstrated to perform well for "head and shoulder" type sequences.
The approaches outlined above employ motion compensation of the current frame from one previously encoded reference frame. This is similar to an MPEG P-frame (with the obvious exception that mesh-based motion compensation is used). Recently, a bi-directional mesh for video objects has also been developed, which allows for motion compensation from two previously encoded reference frames, as in the case of MPEG B-frames [9] . This paper describes an implementation of bi-directional affine motion estimation using a content-based, non-connected mesh. When designing a content-based mesh, the first step usually involves segmenting a scene or image into regions or into video objects. The MPEG-4 standard allows for region-based coding, but does not describe which segmentation method should be used, since this is left up to the encoder. A wide variety of spatio-temporal segmentation methods have been developed [10, 11, 12] and this is currently a very active area of research. An intuitively simple method based on existing colour segmentation and dense motion estimation tools is proposed, with the goal of segmenting each frame along motion boundaries. (The approach is outlined in Section 2.1.) Each frame is assumed to have two reference frames: one preceding it and one subsequent to it in time.
Once a segmentation map has been obtained for the current frame, regions in the frame are approximated with polygons (as described in Section 2.2). A triangular mesh is then created within each polygon-shaped region, resulting in the current frame being fully covered by triangles (see Section 2.3).
Following the generation of a triangular mesh, the translational and affine motion of each triangle in the current frame are estimated relative to the two reference frames (as outlined in Section 3). Note that in the current implementation a non-connected mesh is used. This means that the affine motion parameters are estimated separately for each triangle, and that the motion of one triangle does not influence that of its neighbours.
Finally, experimental results after the motion compensation stage are presented for a variety of test sequences (see Section 4). The performance when using a content-based mesh is compared to that of a regular triangular mesh, and the observations are discussed.
Mesh Generation

Spatio-Temporal Segmentation
General-purpose spatio-temporal segmentation methods divide a scene into regions that differ in both motion and spatial characteristics (e.g. colour, texture and intensity). However, from the point of view of motion compensation for video coding applications, it is not necessary to segment a group of objects that are moving similarly (and thus have the same motion properties). Consequently, regions only need to be segmented if they have different motion characteristics.
It was decided to use two established schemes to obtain reasonable segmentation results across a range of different sequences: JSEG [13] is used to achieve spatial segmentation, and Black and Anandan's software [14] is used to estimate dense optical flow between two images. The segmentation process then operates as follows (with Figure 1 illustrating the segmentation process for frame 13 of the "Foreman" sequence):
• Perform spatial segmentation of the current frame using JSEG. (Figure 1(b) shows the regions obtained after spatially segmenting frame 13 of Foreman.)
• Estimate the dense motion-vector field, relative to the closer of the two reference frames. (Figures 1(c) and 1(d) provide a representation of the horizontal and vertical components of the dense motion vector field.)
• Split stage: If a region has a high motion vector variance then segment it spatially using JSEG. (Figure   1 (e) shows the result after these regions have been further segmented.)
• Merge stage: If two neighbouring regions have similar mean motion vectors and their joint variance is low, then merge the two regions. (Figure 1(f) illustrates the result of merging regions with similar motion.)
Polygon Approximation
Once the current image has been segmented into regions, it is necessary to approximate each region with a polygon. However, a simple polygon approximation of each region in turn is likely to result in the new (polygon-shaped) regions not being correctly aligned. This is because polygons corresponding to neighbouring regions will in general either overlap or leave "holes" along their common boundary.
As a result, a polygon approximation strategy based on common region boundaries is used. A detailed description is provided in [15] , but the essential steps are as follows:
• For each pair of neighbouring regions, find the common boundary portion(s). For example, Figure 2 shows two neighbouring regions which share a common boundary portion. This is the curved line from P a to P b along their common border.
• Initially, the polygon approximation points for this curved segment consist of the two endpoints P a and P b .
• For each common boundary portion, move from the beginning (P a ) to the end (P b ). Let P i be the current point along the boundary. If the perpendicular distance, d, between P i and the straight line connecting P a and P b exceeds some threshold (d max ), then a new polygon approximation point needs to be chosen.
• If a new polygon approximation point needs to be chosen, it is selected as that point along the curve (from P a to P b ) which has the maximum perpendicular distance, d, from the straight line from P a to P b . (Call this new point P n .) The above process is then applied recursively to the boundary curves from P a to P n and from P n to P b .
• Otherwise, if no new polygon approximation point is required, the straight line from P a to P b is considered an adequate approximation of the curved boundary between these two points.
• Initially, a large value of d max is used (e.g. 64). Once all boundary portions have been approximated with segments, d max is halved and the process is repeated. This continues until a small enough value of d max is achieved, allowing for a sufficiently accurate polygon approximation.
After applying this process to each pair of neighbouring regions, a polygon approximation of all regions in the current image is obtained, as illustrated in Figure 3 (for d max = 4).
Triangulation
Following the approximation of each region with a polygon, the next step is to create a triangular mesh within each polygon. This is done by using the scheme described in [16] to generate a Delaunay mesh inside each polygon, and forcing the edges of the polygon to be part of the mesh.
1 Figure 4 shows the results once triangulation has been applied to all (polygon-shaped) regions.
Motion Estimation and Compensation
Translational Motion
The motion parameters for each triangle within the current frame are estimated independently of those for other triangles. This is possible because the mesh is non-connected. The translation vector is determined as follows:
• Consider all the points within a given triangle in the current frame, such as the one depicted in Figure   5 (a).
• Match these points to the corresponding set of translated points within the reference frame. Note that the translation is restricted to some specified search radius, as illustrated in Figure 5 (b).
1 The polygon boundaries are specified as segments within a planar straight line graph, and (where possible) triangles are created with all angles larger than 20 • . Up to four interior nodes per polygon are allowed to be added during the triangulation process.
• Matching is performed by calculating the mean square error (MSE) between the (colour or grey-scale) intensities of the points in the current frame and the intensities of the translated points in the reference frame. (Alternatively, the mean absolute difference or some other appropriate metric may be used.)
• The shift which results in the smallest MSE is chosen as the translation vector, (u t , v t ), for the triangle under consideration.
• Two reference frames are used -one before and one after the current frame. The one which gives rise to a smaller translation motion compensation error is selected as the sole reference frame for the affine motion estimation stage.
• Note that translation vectors are calculated to integer pixel accuracy. Sub-pixel accuracy can be achieved during the affine motion estimation stage. (Alternatively, if no affine parameters are to be computed, translational motion can be calculated to sub-pixel accuracy using bi-linear interpolation of pixel intensities.)
Affine Motion
Following the estimation of translational motion, each (translated) triangle in the reference frame is warped slightly to see if an even better match to the original triangle in the current frame can be obtained.
2 This warping is performed using the six-parameter affine model, as illustrated in Figure 5 (c) and outlined below:
• Each of the three vertices of the (translated) triangle in the reference frame is moved within a small search area, while keeping the other two vertices constant.
• This results in a warped triangle, which is matched to the original in the current frame. Once again, matching is achieved by minimising the MSE for points inside the triangle (after affine motion compensation).
• For each of the three triangle vertices in the current frame, {(x i , y i ) : i ∈ {1, 2, 3}}, the corresponding vertices in the reference frame, {(x i , y i )} are related according to the equation:
where (u t , v t ) is the (optimal) translation motion vector calculated during the previous stage, and {(u i , v i ) :
i ∈ {1, 2, 3}} are the additional displacements of the three triangle vertices in the reference frame.
• During the affine motion estimation stage, (u i , v i ) is varied within a small search range for each of the three nodes. Note that consequently {(x i , y i )} is known for each such variation. This is because {(x i , y i )} and (u t , v t ) are constant for each triangle, the latter having been determined during the translation estimation stage.
• In general, for a pixel (x , y ) in a triangle in the current frame, the corresponding point (x, y) in the reference frame is given by the affine transform:
where {a 1 , . . . , a 6 } are the six affine motion parameters. These can be determined by considering Equation 2 in the case of the three triangle vertices. This yields the system of equations:
for which the positions of the vertices {(x i , y i )} and {(x i , y i )} are known. Solving for a yields:
Motion compensation of any point in the current triangle can then be performed by substituting the affine motion parameters from a into Equation 2.
The above affine motion estimation process does not search the entire subspace of affine parameters. This is because each triangle vertex is moved individually within its search region (while the other two vertices are fixed). A full search involves moving the three vertices simultaneously across the range of possible positions (within the search radius). However, such a full search can be computationally expensive if a large affine search radius is used. In contrast, the sub-optimal search (i.e. moving one vertex at a time) is significantly faster, and was generally found to produce a good estimate of affine motion. A somewhat more robust sub-optimal affine motion estimation approach involves moving vertices one, two and three of the triangle, followed by a second perturbation of vertex one. (This was the method used in the research described in this paper.)
When applying motion compensation to a pixel position (which has integer coordinates), the resulting coordinates in the reference frame are (in general) non-integer real numbers. In this case, bi-linear interpolation (from the four neighbouring pixels) is used to estimate the intensity at the desired point in the reference frame.
The use of bi-linear interpolation also allows affine motion vectors to be calculated with sub-pixel accuracy.
The affine motion of a particular triangle is described in terms of six parameters. These can either be the {a 1 , . . . , a 6 } from Equation 2, or the motion vectors of the three vertices, namely the {(u i , v i ) : i ∈ {1, 2, 3}} from Equation 1. In a practical coding system it is often easier to use the latter, since the three motion vectors can be specified (or quantised) with equal precision.
Finally, it should be noted that the matrix B −1 in Equation 4 needs to be calculated only once for each triangle during the motion estimation stage. This is because the only variables B contains are the coordinates of the triangle in the current frame, which do not vary.
Experimental Results
The performance of mesh-based motion compensation was evaluated for three different test sequences, using both regular and content-based meshes. These sequences ("Stefan", "Football" and "Tennis") all contain significant foreground and background motion.
Figures 6 and 7 illustrate results for 30 frames from the "Stefan" and "Football" sequences. Each compensated frame (Ĩ n ) has been motion compensated from two original frames (I n−2 and I n+2 ) preceding and subsequent to it in time. (The distance between the current frame and the two reference frames was chosen as two frame intervals in either direction.) Tests were performed using a content-based mesh, a regular mesh with a similar number of triangles, and traditional block-matching.
3
For both of the sequences, it is evident that more accurate motion compensation can be achieved using a content-based mesh (as opposed to a regular one) as well as affine motion (compared to purely translational motion). The resulting improvement in quality depends largely on the type of motion present (e.g. translation, zoom, rotation) as well as on the accuracy of the object segmentation.
In the case of "Stefan", the average improvement offered by affine motion compensation over purely translational block-matching is 0.4 dB. (Note that this is for an affine search radius of just ±1 pixel at each triangle vertex.) An additional increase of more than 1.4 dB was obtained through the use of a content-based mesh (with affine motion compensation). This substantial gain is due to the tennis player in the foreground being motion compensated separately from the background region when using a content-based mesh. The use of regular triangles (or blocks) results in erroneous motion vectors for those triangles (blocks) spanning both the foreground and background. Figure 8 illustrates this point for frame 51 of the sequence. In Figure 8 (c) regular triangular shaped artifacts are particularly visible around the player's head. These are very similar to traditional blocking artifacts which occur when blocks straddle motion boundaries. This is less evident in Figure 8(d) , where the content-based structure of the mesh has helped to preserve the player-background boundary.
In the "Football" sequence, the advantage offered by affine motion compensation is more noticeable. A regular triangular mesh (with affine motion) provides an average gain of more than 0.8 dB over translational block-matching. This can be ascribed to the camera zoom and object rotation present in the scene, which can be modelled more accurately using an affine transform. An additional mean improvement of over 0.6 dB is achieved when using a content-based mesh. A subjective improvement in quality is also evident in Figure 9 , where triangular blocking-type artifacts are clearly visible in Figure 9 (c). It is evident from Figure 9 (b) that the content-based approach results in triangles being clustered more densely in regions of complex motion, with relatively large triangles spanning the background.
The use of a content-based mesh as well as an affine model allow for more accurate modelling of motion, however they do result in an increased overhead. In a practical video coding system, the mesh design process proposed in this paper would require the polygon boundaries to be known at the decoder. Likewise, specifying the affine motion parameters for each triangle can be costly. It is therefore necessary to compare the ratedistortion performance of the various methods.
Progressive polygon approximation [15] was used to encode the polygon shape information for each frame.
(Recall that the content-based mesh structure in each polygon can be determined directly from the polygon's shape.) The cost of encoding the translation and affine motion parameters depends on the codec used. However, the first order entropy was used as a means of estimating the overhead associated with the motion information. Figure 10 provides a rate-distortion comparison of four different motion compensation methods applied to 40 frames of the "Tennis" sequence. Regular and content-based triangular meshes were used to perform both translational and affine motion compensation. 4 The advantage offered by affine motion compensation (over the purely translational case) is evident, corresponding to a relatively small gain of approximately 0.25 dB. It can also be seen that the use of a content-based mesh provides superior performance to that of a regular mesh at the same rate. In this case the gain is roughly 0.75 dB.
It was observed that the gains provided by the use of affine motion compensation and the introduction of a content-based mesh are approximately additive (as can be seen from the results in Figure 10 ). This means that the increase in quality (over traditional block/triangle matching) achieved by the two methods in combination is roughly equal to the sum of the gains achieved when employing these two techniques separately. Thus for the "Tennis" sequence, using a content-based mesh with affine motion compensation provides a gain of around 1 dB over a regular mesh with translational motion. (Note that the performance of the latter method is virtually identical to that of traditional block matching.)
It was also found that results varied significantly for different sequences in terms of whether more gain is provided by the use of affine motion or the introduction of a content-based mesh. For the sequences used in testing, the following observations were found to be true in general: For "Tennis" and "Stefan", the greater increase in quality was achieved through the use of a content-based mesh; for "Foreman", the introduction of affine motion resulted in the larger improvement; while for "Football", the contributions provided by both methods (affine motion and a content-based mesh) were roughly equal.
The results reported in this paper demonstrate that the use of a content-based triangular mesh for affine motion compensation offers significant advantages over traditional block-based methods. The resulting improvement in image quality was demonstrated both objectively and subjectively for three test sequences with relatively complex motion.
Regular triangles (or blocks) can often cover an area occupied by two or more objects moving relative to one another. In this case, it is not possible to represent different types of motion accurately with just one set of (translation or affine) parameters. The method for designing a content-based mesh proposed in this paper attempts to prevent this problem by positioning triangles in such a way that they do not cross motion boundaries. Such a mesh typically has many small triangles in regions of significant motion, with much larger triangles covering regions of little or no motion.
The use of a non-connected mesh enables the motion parameters for each triangle to be calculated independently of other triangles, and thus allows for easy comparison with a regular mesh or a block-based approach.
However, one idea currently being investigated is to use a connected mesh within each polygon-shaped region.
This may lead to improved subjective quality by ensuring continuous motion within each object, while reducing the cost of encoding the motion parameters. Additional gains are also likely if a mesh is allowed to evolve from one frame to the next (instead of being coded separately for each frame). This should allow a significant reduction in the number of bits required to encode a mesh's structure across a group of frames.
Affine motion compensation and the use of a content-based mesh provide gains in both PSNR and subjective image quality. However from a video coding point of view, there is an overhead associated with both components which means that their use may only be advantageous for certain types of video sequences, such as those with relatively complex motion. In a practical video codec, a Lagrangian rate-distortion optimisation of the methods proposed in this paper would help to provide effective performance. Note that each (compensated) frame,Ĩ n has been motion compensated from the original frames Each (compensated) frame,Ĩ n has been motion compensated from the original frames I n−2 and I n+2 . On average 154 triangles (or blocks) per frame were used in the motion compensation process. A translation search radius of ±31 pixels and an affine search radius of ± 1 pixel were used, both with half-pixel accuracy. Each (compensated) frame,Ĩ n has been motion compensated from the original frames I n−2 and I n+2 . On average 511 triangles (or blocks) per frame were used in the motion compensation process. A translation search radius of ±63 pixels and an affine search radius of ± 3 pixels were used, both with half-pixel accuracy. Results are shown for both regular and content-based meshes when using translational and affine motion compensation. Note that each (compensated) frame,Ĩ n has been motion compensated from the original frames I n−2 and I n+2 . The PSNR of the motion compensated residual error is plotted against the rate (comprising the mesh structure and motion information).
