I. Introduction
Difference Equations can model effectively almost all physical and artificial phenomena.
Even the highly celebrated differential system of Lorenz [6] , which models a fluid: 
II. Computational Complexity
Computer Science concerns itself mainly with the computational complexity of discrete problems. However, a large portion of Physics, Economics, Biology, and Engineering is based on continuous models. Numerical Analysis is the mathematical area that concerns itself with the discretization of the continuous models in order to be amenable to computer simulations and algorithmization. Two problems arise in this process. First, discretization may be a very expensive process and, second, computer information is typically contaminated by round off errors. To summarize, information−based complexity is the study of the computational complexity of problems for which the information is partial, contaminated, and priced. I must admit that this is the type of complexity that I am least interested in. In my view, the field of numerical analysis is not only intellectually uninteresting but it is also a waste of time, energy and resources.
The point I am trying to make here is this: starting with a discrete model is a win−win situation. But, wait a minute! Since computers can represent only digital quantities and approximate real numbers with finite precision, any computer simulation of a chaotic system is doomed to degrade increasingly the father into the future one tries to predict. Worse, still, is it possible that chaos is nothing more than a computer artifact that results from trying to represent a stochastic world with digital numbers? The shadowing lemma is a remarkable result that addresses some of the problems mentioned above. Anosov, in 1967, and Bowen in 1975 introduced the idea for hyperbolic invertible maps. For non−hyperbolic maps, James
Yorke and his collaborators [1] extended the theory in 1990. x is defined to be ( )
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given then a true orbit. To find the shadowing distance, we compute the distance between n p and the furthest point of n M and then take the maximum of these distances along the whole trajectory ( Figure 5 ).
III.
Measurement of a physical process satisfies a difference equation.
. Then ϕ represents a physical process and is a solution of a differential equation. Let we see is actually a fast discrete measurement. This illusion of the continuously evolving world occurs if the measurements are taking at certain threshold speed. This threshold speed has been attained in the films and the TV programs we see nowadays. Using logical arguments, Inagaki [5] has shown that it is the discreteness of our brains that makes our brain works the way they are. The circle a r = is globally attracting (every nonzero orbit converges to the limit cycle a r = ). The main advantage here is that the Jordan Curve Theorem applies.
The Jordan curve theorem says that a simple closed curve divides the plane into two parts: a bounded region (the inside) and unbounded region (the outside). In order for a path to get from a point inside the curve to a point outside the curve, it must cross the curve. Note that a periodic orbit or a cycle is a simple closed curve Difference Equations:
There are plethora of differences between the qualitative behavior of difference equations and differential equations. In fact, it is a good project to write a book on this subject; but there are few important differences that we are reporting here. 
is the planting coefficient.
We have conjectured that this model has a globally attracting (positive) 2−cycle. After a month of simulations, we became skeptical about the conjecture, which led to the simple observations mentioned above. An experiment is waiting to verify our conclusions. In Plant pests have shown the same behavior. However dinosaurs were too stable to survive and perhaps the spotted owl is also non chaotic and will not survive either.
Darwin's theory, the survival for the fittest may apply perhaps to individuals in a species.
But for a species as a whole to survive it has to possess chaoplexity that is it must be both complex and chaotic. Notice that complexity is not sufficient for survival but it is necessary.
Moreover, the presence of chaos is a sufficient condition for survivability but perhaps it is not a necessary condition. This definition of chaoplexity is different from that of John Doyle [2] .
