Abstract. We present the computations of the subgroup zeta functions of all 3-dimensional almost Bieberbach groups. These computations are an application of the study of zeta functions of virtually nilpotent groups in [S]. We observe that the local factors of these zeta functions satisfy a functional equation as in [V].
Introduction
It has been more than twenty years since Grunewald, Segal and Smith introduced zeta functions of a group in their seminal paper [GSS] as a tool to analyze different sequences associated to it, for example, {a When ζ ≤ G (s) defines an analytic function in some region of C then interesting properties of {a ≤ n (G)} can be obtained such as the degree of its growth and formulas for its asymptotic behavior. The family of groups whose subgroup zeta functions define analytic functions (groups with polynomial subgroup growth) was characterized in [LMS] and it is extremely large including for example all polycyclic-by-finite groups. Unfortunately the family of those groups whose zeta functions is well understood is too small. Most of the analytic properties of subgroup zeta functions have been obtained for the family of finitely generated torsion free nilpotent groups ( [GSS] , [dSG] ). These zeta functions have meromorphic continuation to the left of its abscissa of convergence, which is a rational number, they obey of an Euler product decomposition and the local factors at the prime p are rational functions in p −s .
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Explicit computations of zeta functions of nilpotent groups are known just for very few groups. Examples are the free abelian groups, some nilpotent groups of Hirsch length ≤ 6 and some other sporadic examples in higher dimension. For a good source of these examples is [dSW] . The situation for non-nilpotent groups is very different and it is remarkable how sensitive the subgroup zeta function is if we extend the group base by a finite group. For example the subgroup zeta function of Z is just ζ(s), the Riemann zeta function, which has abscissa of convergence 1, while for the infinite dihedral group D ∞ we have ζ ≤ D∞ (s) = ζ(s) + 2 −s ζ(s − 1) with abscissa of convergence 2. A systematic study of zeta functions of virtually abelian groups appears in [dSMS] where it is shown that these zeta functions have meromorphic continuation to the whole plane, that they are a finite sum of series admitting Euler product decomposition and it is given a theoretical expression for these zeta functions in terms of the structure of the group algebra Q(G/N), where G is the group and N is a finite index normal subgroup isomorphic to Z d , and the action of G/N on N. There it is also presented the explicit expressions for the zeta functions of the seventeen plane crystallographic groups.
In [S] we study zeta functions of finitely generated virtually nilpotent groups. We express the subgroup zeta function of such a group as a finite sum of Euler product of cone integrals and using results from [dSG] we deduce that these zeta functions have rational abscissa of convergence, that they have meromorphic continuation to the left and we give a method to compute the cone conditions for these integrals. In the current paper we present the computations of the subgroup zeta functions of all 3-dimensional almost Bieberbach groups . It is not difficult to see that this family coincides with the family of all finitely generated torsion free virtually nilpotent groups of Hirsch length 3. This family includes the ten 3-dimensional Bieberbach groups (torsion free space groups) and the others are classified in [DIKL] or [D] . For each 3-dimensional AB-group we shall write a functional equation for the local zeta function which holds for almost all primes.
This article should be read in parallel with [S] because we shall use the same terminology and notation to avoid repetitions. Our computation are checked for the primes p = 2, 3, 5, 7, 11, 13 and up to the power p 7 using the Computational Algebra System GAP. We are very grateful with the developers of that software.
Computing zeta functions
An almost Bieberbach group (AB-group) is a finitely generated group G containing a finite index normal subgroup N which is nilpotent containing every finite index nilpotent subgroup of G. The subgroup N is the Fitting subgroup of G. The Hirsch length of G is the number of infinite cyclic factors in any subnormal series of G where the factors are finite or cyclic. This number is well defined and it is denoted by h(G) and it is usually called the dimension of the AB-group G by geometrical reasons but we shall not go into details. The interested reader should consult [D] for a detailed exposition of these groups. From now on, this article should be read in parallel with [S] because we shall use the same language and notation. The results in [S] imply that if G is a 3-dimensional AB-group with Fitting subgroup N then: 
It is a very important fact that if G is an AB-group with Fitting subgroup N and N ≤ H ≤ G, then H is also an AB-group with Fitting subgroup N. Then the computation of ζ for some non negative integer k. By Proposition 2.6 of [GSS] , the local zeta function of N k at the prime p is given by the integral: 
t 33 |kt 11 t 22
where v p is the p-adic valuation on Z p , and ζ p (s) = 1 1−p −s is the p-local factor of the Riemann zeta function ζ(s). Doing the product of these local factors over all the primes p we obtain:
which has abscissa of convergence 3; and for k = 0 we have
and Corollary 1.10 of [S] shows that the abscissa of convergence is 2. This concludes the calculation of the zeta functions all 3-dimensional nilpotent AB-groups. In fact, {N k : k ≥ 0} are the representatives of the different isomorphism classes.
2.2. 3-dimensional non-nilpotent AB-groups. When G is a 3-dimensional non-nilpotent AB-group with Fitting subgroup N, to compute ζ ≤ G,N (s) we shall follow the following steps:
Step 1. We shall present the 3-dimensional AB-group G with generators x 1 , x 2 , x 3 , α, β, . . . and a set of relations, such that {x 1 , x 2 , x 3 } is a Mal'cev basis for the Fitting subgroup, say N = N k .
Step 2. A simplified expression for ζ ≤ G,N,p (s) as an integral is given taking advantage of the presentation of the group G/N: Proposition 2.1. Suppose that the group G/N is defined by t generators γ i 1 N, . . . , γ it N and a finite set of relations R j (γ i 1 , . . . , γ it ) ∈ N (j ∈ J). Then for each prime p we have
(1) t 33 |kt 11 t 22
Here and in the proof below the notation is B t = x t 1 , x t 2 , x t 3 and
Proof. We shall follow the proof of Proposition 1.8 in [S] . For j / ∈ {i 1 , . . . , i t } there exists a word w j such that γ j N = w j (γ i 1 , . . . , γ it )N. We claim that T p is the same as the set of pairs (t, v) such that (1) t 33 |kt 11 t 22 (t,v) ∩ N p = B t , and for (4) we have
For the converse, suppose that a pair (t, v) satisfies (1)-(4). Condition (1) says that B t is a subgroup and (2) says that the elements
Condition (4) says that every γ i x v i B t is in A/B t and condition (3) says that A/B t satisfies the relations R j (j ∈ J). Then A/B t is a quotient of G/N and therefore it must be of order ≤ r. Since A (t,v) has r elements then A (t,v) = A and it is a group. Now observe that once condition (4) is verified we only need to verify condition (2) for those j ∈ {i 1 , . . . , i t }. Let's refer to this new condition as (2'). Then when computing the integral, we can start integrating on the variables v jl for those j / ∈ {i 1 , . . . , i t }, that is, on condition (4). Using Proposition 1.3 of [S] (1), (2') and (3), and this is exactly the statement of the proposition.
Step 3. The conditions which describe the domain of integration in Proposition 2.1 are presented as a set of conditions of the form x h(t,v) ∈ B t for some vectorial polynomials h which are independent of p. This can be done using the definition of G as in the proof of Proposition 1.8 in [S] .
Step 4. We present the cone conditions associated to the conditions obtained in Step 3. To do this we shall use Proposition 1.5 of [S] which, applied to N k , gives: If t represents a good basis for some open subgroup B t of the pro-p completion of N = N k , then an element Step 5. We start the process of simplification of our set of conditions. First we eliminate those conditions which are implied by the others or at least we shall simplify conditions using the others, for example, a|b+c and a|c will be changed by a|b and a|c. Sometimes it will be convenient to distinguish between the two cases p| that a is a unit and therefore we can replace this condition by a ∈ Z * p . Sometimes it will be necessary to split the domain of integration, that is, consider cases: for example the condition a|b can be treated in two cases: the case |a| = |b| and the case |a| > |b|. We compute the integral in the two cases and then we sum the results of them. The aim of these simplifications should be clear from the following remark: . . , g n ∈ Q p [x 1 , . . . , x m ] and rational functions k i ∈ Q p (x 1 , . . . , x n , y 1 , . . . , y i−1 ) for i = 1, . . . , n such that
a subset of Z p of one of the following two types:
where r is the number of sets V i of type II. In fact this will be an application of Fubbini's theorem. We start integrating in the variable v n and we observe that
, and the Haar measure of
Then integrating on v n is the same as adding the factor |g n (t 1 , . . . , t m )| or (1 − p −1 )|g n (t 1 , . . . , t m )| to the integrand, according to when V n is of the type I or II. Then we continue with the variable v n−1 and so on. 
We shall use this remark where t 1 , t 2 , t 3 will be the variables t 11 , t 22 and t 33 and v 1 , . . . , v n will be the other variables.
Step 6: After computing all the local factors we shall do the Euler product of them and we will write down the explicit formula for ζ ≤ G,N (s). We will be able to read the abscissa of convergence from this expression according to Corollary 1.10 of [S] . Most of these expressions can be written in terms of the Riemann zeta function ζ(s) =
* . Those which will appear are χ 3 and χ 4 defined by:
It is a fact that any Dirichlet L-series, L(s, χ), has abscissa of convergence 1.
Step 7: In [V] it is proven that for a τ -group N, the local zeta func-
for almost all primes p. We shall present functional equations for the local zeta functions ζ ≤ G,N,p (s) for almost all primes p.
We begin with the nine 3-dimensional Bieberbach (the abelian case was treated before) giving its IT-number in the International Table for Crystallography. Then we continue with the AB-groups given as in [D] .
The Bieberbach group G 2 : IT=(3,4). This is the group
with Fitting subgroup N 0 = x 1 , x 2 , x 3 . We have
These conditions are translated in:
∈ B t , and x
whose associated cone conditions are:
When p = 2, then condition (3) can be changed by t 11 ∈ Z * 2 , (4) by t 22 |t 12 which implies (1), and (5) 
Doing the Euler product of all these local factors we obtain:
which has abscissa of convergence 3. The functional equation for almost all primes is: IT=(3, 144) . This is the group
These conditions are translated in
The associated cone conditions are:
∈ Z p , which is clearly possible only if t 22 |t 23 . Then (4) and (5) imply (3). Let's see that (1) and (8) can be changed by t 22 |t 12 and t 22 |t 13 . In fact, it is clear that this new condition implies (1) and (8), and conversely if p = 3 then (8) is the same as t 22 |t 12 which, in combination with (1), implies also t 22 |t 13 , whereas if p = 3, then (5) and (2) imply t 22 |2t 13 − t 12 , and this in combination with (1) implies t 22 |3t 13 , which is the same as t 22 |t 13 and with (1) this implies t 22 |t 12 .
Now we shall see that conditions (2) and (9) can be replaced by a new condition: (*) t 33 | t 23 + 3t 13 and this implies (*).
Finally (*), (4) and (5) − 1 but there is not solution of x 2 − x + 1 = 0 mod 9. Applying Remark 2.2 in both cases we obtain:
and
Then we obtain
Suppose that p = 3. When |t 22 | = |t 33 | then (3') is equivalent to t 22 |t 23 and we can apply Remark 2.2 to obtain
is a solution of x 2 − x + 1 = 0 mod p which can happen only if p ≡ 1 mod 3 and so we assume that this is the case. By Hensel's lemma there exist η 1 , η 2 ∈ Z p such that
Then it is easy to see that condition (3') becomes equivalent to t 33 | − (t 23 − η 1 t 22 )(t 23 − η 2 t 22 ) and this is equivalent to the following condition t 33 |t 23 − η 1 t 22 or t 33 |t 23 − η 2 t 22
It is easy to see that these two cases split our domain in two disjoint subsets and therefore we can apply Remark 2.2 in both cases. Their sum is
To write down the final result we shall use the Dirichlet character χ 3 to obtain:
The Euler product of all these local factors is:
which has abscissa of convergence 2. The functional equation for almost all primes p is:
2.2.3. The Bieberbach group G 4 : IT= (3, 76) . This is the group
whose associated cone conditions are: 
and therefore
Suppose that p = 2. If |t 22 | = |t 33 | then condition (3') is equivalent to t 22 |t 23 and the integral in this case is
If |t 22 | > |t 33 | then condition (3') is t 33 |t 22 ((
) 2 + 1) and this says that p|(
2 + 1 which can happen if and only if p ≡ 1 mod 4, and so we assume that this is the case. By Hensel's lemma there exists i ∈ Z p such that i 2 +1 = 0. Then condition (4') is just t 22 |(t 23 −it 22 )(t 23 +it 22 ) which is equivalent to t 22 t 33 |t 23 − it 22 or t 22 t 33 |t 23 + it 22 . It is easy to see that these cases split our domain in two disjoint subsets. We do the integral over each of these subsets, according to Remark 2.2, and we do the sum of them. The result is
Summing the results obtained in the two cases we can obtain the expression of the integral (2.8) for any p = 2 using χ 4 :
Doing the product of all the local factors we obtain
which has abscissa of convergence 2. The functional equation for almost all primes is: IT=(3, 169) . This is the group
2 ∈ B t and x
The associated cone conditions are: (1) t 22 |t 12 + t 13 ; (2) t 33 | As in the other computations we can see that (3) implies (6), (1) and (8) can be replaced by t 22 |t 12 and t 22 |t 13 , and conditions (4) and (5) imply (3). Similarly, it can be proved that (2) and (9) Thus,
Suppose that p = 2, 3. We first consider the case |t 22 | = |t 33 | where condition (3') can be changed by t 22 |t 23 . The integral is
The case |t 22 | > |t 33 | and condition (3') imply that
is a solution of x 2 +x+1 ≡ 0 mod p which can happen only if p ≡ 1 mod 3 and so we assume that this is the case. By Hensel's lemma there exists η 1 , η 2 ∈ Z p such that x 2 + x + 1 = (x − η 1 )(x − η 2 ). It follows that condition (3') is equivalent to t 22 |(t 23 − η 1 t 22 )(t 23 − η 1 t 22 ), which is equivalent to the condition: t 22 |t 23 − η 1 t 22 or t 22 |t 23 − η 2 t 22 , and these cases split the domain in two disjoint subsets. We compute the integral in both cases. The sum of them is
Observe that this result is the same as the one obtained for the local zeta functions of G 3 for p = 2, 3 and so we will write just the result:
. Doing the product of all local factors we obtain
which has abscissa of convergence 2. The functional equation for almost all primes is
2.2.5. The Bieberbach group G 6 : IT= (3, 19) . This is the group
These conditions are translated in (5), (8) y (10) imply that t 11 , t 22 and t 33 are units and therefore all conditions are trivially satisfied. Then the integral (2.15) for p = 2 is equal to 1. Doing the product of all the local factors we obtain
2.2.6. The Bieberbach group B 1 : IT= (3, 7) . This is the group
where T ′ is the set of pairs (t, v) ∈ T r(3, Z p ) × Z 3 p satisfying the conditions:
These conditions are equivalent to
3 , x 2t 23 3 ∈ B t and x
(1) t 33 |2t 13 ; (2) t 33 |2t 23 ; (3) t 11 |2v 1 + 1; (4) t 22 | − When p = 2 condition (1) and (2) are just t 33 |t 13 and t 33 |t 23 and they imply condition (5). Then the conditions are t 33 |t 13 , t 33 |t 23 , t 11 |2v 1 + 1 and t 22 | − 2v 1 + 1 t 11 t 12 + 2v 2 .
Therefore, by Remark 2.2, the integral (2.18) is:
When p = 2 then condition (3) says that t 11 is a unit. We shall consider cases: Case 1.1: t 33 |t 13 and t 33 |t 23 . In this case condition (5) | which implies (4). But now condition conditions (1) and (5) |. The integral under these conditions is
Summing these results we obtain:
which has abscissa of convergence 2. The functional equation for almost all primes is: .20) 2.2.7. The Bieberbach group B 2 : IT=(3, 9) . This is the group
The associated cone conditions are: (1) t 22 |t 13 ; (2) t 33 | − t 13 . Assume that p = 2. We shall consider cases: Case 1: |t 33 | ≥ |t 13 |, |t 33 | ≥ |t 23 |. In this case all conditions are implied by (5), (7) and (8) (3) and (4) imply (1)- (6) and even more (4) 
Case 4: |t 23 | ≥ |t 13 | > |t 33 |. As in the last case, condition (4) implies (1)- (6) and since t 23 |t 13 and t 23 |t 33 then condition (9) implies (8). Doing the change of variables t 13 = at 23 , t 33 = pabt 23 we translate conditions (4) and (9) and compute the integral according to Remark 2.2. The result is
Case 5: |t 13 | > |t 23 | > |t 33 |. In this case, as in the last two cases, condition (2) implies (1)- (6) and conditions (8) and (9) imply (7). Doing the change of variables t 23 = pat 13 , t 33 = p 2 abt 13 condition (2) becomes into p 2 ab| − pa
− 2 which leads a contradiction since p = 2. Adding the results we obtain for p = 2:
2 .
For p = 2 it is not difficult to see that B 2 has exactly three subgroups of index 2. One of them is N and the others two, say A 1 and A 2 , are isomorphic to B 1 and they have intersection contained in N. Since the intersection of subgroups of B 2 of index a power of 2 has index a power of 2 then every subgroup A of B 2 of index a power of 2 satisfying AN = B 2 satisfies one and only one of the following two options:
Doing the product of all the local factors we obtain:
which has abscissa of convergence 2. The functional equation for almost all primes is: IT=(3, 29) . This is the group
2 , x t 23 + 2v 13 − 2v 23 . When p = 2 then it is easy to see that these conditions are reduced to: t 22 |t 12 , t 33 |t 13 , t 33 |t 23 , t 11 |2v 11 + 1, t 11 |2v 21 , t 22 |2v 22 + 1 and t 33 |v 13 − v 23 .
The integral under these conditions is:
When p = 2, (5) and (11) say that t 11 and t 22 are units. Combining this fact with (3) and (4) we can see from (10) that t 33 |t 23 , and using (7) we obtain t 33 |t 13 . The reduced conditions are therefore:
2 , t 33 |t 13 , t 33 |t 23 and t 33 |2v 13 − 2v 23 . We split the domain of integration according to when t 33 ∈ Z * 2 or t 33 ∈ 2Z 2 . In the later case the condition t 33 |2v 13 − 2v 23 is equivalent to t 33 2 |v 13 − v 23 . The results are respectively:
The product of all the local factors is
which has abscissa of convergence 2. The functional equation for almost all primes is:
2.2.9. The Bieberbach group B 4 : IT(3, 33) . This is the group
(1) t 22 |2t 12 ; (2) t 33 | 2t 12 t 22 t 23 ; (3) t 33 |2t 23 ; (4) t 33 |2t 13 ; (5) t 11 |2v 11 + 1; (6) t 22 | t 11 |v 21 , t 22 |t 12 , t 33 |t 13 , t 33 |t 23 t 11 |2v 11 + 1, t 33 |2v 13 − 2v 23 + 1; and the integral (2.27) becomes into
When p = 2 then condition (5) says that t 11 is a unit, and this in combination with (9) imply that t 22 is a unit. Now, (4), (10) and the fact that t 11 and t 22 are units imply that t 33 |t 23 and combining this with (12) we obtain that t 33 is a unit. Then
Therefore the product of all the local factors is
Now we start with the AB-groups which are note Bieberbach groups.
2.2.10. The AB-groups of the type Q = p2. These are the groups
The Fitting subgroup of E is N = N 2q = x 1 , x 2 , x 3 and we have:
where T ′ is the set of pairs (t, v) ∈ T r(3, Z p ) × M 1×3 (Z p ) satisfying:
These conditions are translated in: 
(1) t 33 |2kt 11 t 22 (2) t 33 |2t 13 + 2k(t 11 v 2 − v 1 t 12 ) − 2kt 11 t 12 (3) t 33 |2t 23 − 2kv 1 t 22 (4) t 33 |2v 3 − 2kv 1 v 2 + 1
When p = 2 then the integral (2.30) can be computed directly using Remark 2.2 and the result is
If p = 2, then (4) says that t 33 is a unit and thus the other conditions are trivial. Then integral (2.30) is:
which has abscissa of convergence 3. The functional equation for these groups for almost all primes is:
2.3. The AB-groups of type Q = pg. These are the groups
If p = 2 then condition (5) says that t 11 must be a unit, (6) is equivalent to t 22 |t 12 and these conditions imply (2) and they also reduce (1) in t 33 |2qt 22 . This new condition (1) says that (4) is equivalent to t 33 |qt 22 and therefore (1) is redundant, (3) can be reduced in t 33 | − is a unit. Clearly this new condition (7) implies the new condition (3). Therefore the final set of conditions is: The integral under this set of conditions is
Doing the product of all local factors we obtain:
2.3.1. The AB-groups of type Q = p2gg. These are the groups
The Fitting subgroup is N = N 4q = x 1 , x 2 , x 3 and we have
where T ′ is the set of pairs (t, v) ∈ T r(3, Z p ) × M 2×3 (Z p ) satisfying:
These condition are translated in: , in combination with (8) and (11). Then the final set of conditions is (1') t 33 |4qt 11 t 22 (2') t 33 |2t 13 + 2q(t 11 − t 12 ) + 4q(t 11 v 12 − v 11 t 12 ) (3') t 33 |2t 23 − 2q(1 + v 11 )t 22 (4') t 22 |2t 12 (5') t 33 |2v 13 + 2q(v 11 − v 12 ) + 1 − 4qv 11 v 12 (6') t 11 |2v 21 + 1 (7') t 22 | − v 12 + 2v 22 − 1 Under these conditions the integral (2.34) is:
t 33 |qt 11 t 22
If p = 2, then conditions (7), (8) and (11) imply that t 11 , t 22 and t 33 are units and then all the conditions are trivially satisfied. Then the integral (2.34) in that case is just
2.4. The AB-groups of type Q = p4. These are the groups
, q ∈ N The Fitting subgroup of E is N = N 2q = x 1 , x 2 , x 3 while the Fitting subgroup for F is N 4q . Let G denote either E or F and let ǫ = 2 or 4 according to when G = E or F . We have
Suppose that p = 2. We shall consider two cases: Case 1: t 22 |t 12 . In this case conditions (2), (3), (5) and (6) are equivalent to |t 11 | = |t 22 | ≥ |t 12 |. Multiplying condition (7) by according to Remark 2.2. The result is:
Case 2: t 22 ∤ t 12 . In this case conditions (2), (3), (5) and (6) become equivalent to condition (3) plus |t 11 | = |t 12 | > |t 22 |. If we write t 12 = (k + pt)t 11 for k ∈ {1, . . . , p − 1}, then condition (3) implies t 22 |((k + pt) 2 + 1)t 11 and since |t 22 | < |t 11 | then condition (3) implies k 2 + 1 ≡ 0 mod p. Since the equation x 2 + 1 ≡ 0 mod p has solution mod p if and only if p ≡ 1 mod 4, then it makes sense to consider only the case p ≡ 1 mod 4. In this case (by Hensel's Lemma) there exists i ∈ Z p such that i 2 + 1 = 0. Then condition (3) is equivalent to
Adding the results in both cases we obtain that for p = 2: Suppose that p = 2. In that case condition (8) says that t 33 must be a unit. Assuming that t 33 is unit then conditions (4), (7) and (8) Summing the results in both cases we obtain ζ ≤ G,Nǫq,2 (s) = (1 + 2 −(s−1) )ζ 2 (2s − 2) = ζ 2 (s − 1).
Doing the product of all the local factors we obtain: Their Fitting subgroups are respectively N 3q , N 3q and N r . Let G be any of the groups E, F and G, N its the Fitting subgroup and let k denote either 3q or r according to the case. Let also ǫ = 1 if G = E or G and ǫ = 2 if G = F and let δ = 1 if G = G and δ = 0 in the other cases. We have 1 γ, γx 3 = x 3 γ, γ 6 = x 5 3 , q ∈ N. Let G denote any of the groups E, F , G and H and let k denote 6q, 6q + 2 or 6q + 4 according to the case. Let N be the Fitting subgroup of G and let ǫ = 1 if G is any of the groups E, F and ǫ = 5 in the other cases. We have: 
