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Abstract—We study the formation control problem for a
group of mobile agents in a plane, in which each agent is
modeled as a kinematic point and can only use the local
measurements in its local frame. The agents are required to
maintain a geometric pattern while keeping a desired distance
to a static/moving target. The prescribed formation is a general
one which can be any geometric pattern, and the neighboring
relationship of the N -agent system only has the requirement
of containing a directed spanning tree. To solve the formation
control problem, a distributed controller is proposed based on
the idea of decoupled design. One merit of the controller is
that it only uses each agent’s local measurements in its local
frame, so that a practical issue that the lack of a global
coordinate frame or a common reference direction for real
multi-robot systems is successfully solved. Considering another
practical issue of real robotic applications that sampled data
is desirable instead of continuous-time signals, the sampled-
data based controller is developed. Theoretical analysis of the
convergence to the desired formation is provided for the multi-
agent system under both the continuous-time controller with
a static/moving target and the sampled-data based one with
a static target. Numerical simulations are given to show the
effectiveness and performance of the controllers.
I. INTRODUCTION
Cooperation of a group of robots has wide practical poten-
tial in various applications [1], [2], [3]. In such cooperative
tasks, the robots can benefit from moving in formation with
certain desired geometric shapes [4], [5]. Thus formation
control of multi-robot systems has captured increasing atten-
tion [4]. However, the restrictions in application implementa-
tions cause the theoretical challenges of controlling multiple
robots.
One key theoretical challenge of such formation control
problems for multi-agent systems arises from the fact that
the centralized coordination may not be allowed, so that the
robots can use only local information to implement their
distributed control strategies. To overcome this challenge, a
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considerable number of studies have focused on consensus
based formation control where the formation control problem
is converted to a state consensus problem. Specifically, the
dynamics of the agents are modeled as single-integrators
[6], [7], double-integrators [8], and unicycles [9], [10], [11];
some constrained conditions are considered including input
saturation [6], agents’ locomotion constraints [12], finite-
time control [13], and limited communication [14]. Among
these, lots of research efforts have been devoted to the target
circular formation problem. [15] has proposed swarm control
laws to realize some formation configurations of large-scale
swarms using the nonlinear bifurcation dynamics. However,
no theoretical analysis was provided. In [16], controlling a
group of agents to form a circle around a prescribed target
was studied, where collision avoidance among agents has
been guaranteed. However, the desired formation is limited
to circles and only the continuous-time case is considered.
Another key theoretical challenge is that in lots of sit-
uations the robots can only use their local measurements
without knowing the global coordinate frame or the common
reference direction. [17] considered the formation problem
for a group of mobile agents to maintain a prescribed distri-
bution pattern. The proposed controller can be implemented
in each agent’s local frame so that the challenge of lack of
a global coordinate frame or a common reference direction
has been overcome. However, the neighboring relationship
among agents is restricted to a special one described by a ring
topology; and they haven’t considered the case that sampled-
data is desirable instead of continuous-time signals.
The goal of this paper is to design a distributed controller
that can guide a group of mobile agents in a plane to form
any given formation. The general control objective of the
problem comprises two specific sub-objectives. One is to
form a desired geometric pattern where each pair of agents
converges to a desired distance. The other is to keep the
formed geometric pattern rotating around a static/moving tar-
get when keeping a desired distance to the target. It is worth
to emphasize that the geometric patterns here allow that
the distances between neighbors are distinguished and the
distances from the agents to the target are different. Thus the
desired formation can be any geometric pattern. We consider
a system consisting of multiple agents modeled as single
integrators. The agents can only have local measurements in
their own local frame without knowing the information or a
global coordinate frame of a common reference direction.
To realize the formation, a decoupled design is delivered
in this paper. We propose to use a controller for each agent
comprised of two parts to deal with the two sub-objectives of
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the formation control problem, respectively. Specifically, the
designed controller is presented in each agent’s local frame,
since only the local measurements are accessible.
The main contributions of this paper is threefold. First,
we investigate the formation control problem only using
each agent’s local measurements in its local frame, so
that a practical issue that the lack of a global coordinate
frame or a common reference direction for real multi-robot
systems is successfully solved. Second, we take into account
another practical issue that real robotic applications requires
sampled data instead of continuous-time signals, so that the
sampled-data based controller is developed and analyzed.
Third, both the continuous-time controller and the sampled-
data one have a nice property that some parameters in the
designed controller have explicit physical meanings, so that
these parameters can be selected more reasonable and easily
according to the request of the robots’ motion characteristics
when applied to real robot systems in the future.
The rest of the paper is organized as follows. In Section
II, we formulate the formation control problem and give
some useful preliminary results. Then we design a distributed
controller using only the local measurements of the agents
and provide rigorous analysis on its performances in Section
III. In Section IV, a sampled-data based control law is in-
vestigated. Simulation results are given in Section V. Finally,
Section VI concludes this paper.
Notation: R denotes the set of real numbers. | · | describes
the absolute value of a scalar or the number of elements in
a set. For a matrix A, AT , ‖A‖ and rank (A) denote its
transpose, Euclidean norm, and rank, respectively.
II. PROBLEM FORMULATION AND PRELIMINARIES
In this section, we first formulate the problem of formation
control for a group of mobile agents using only their local
measurements, and then give some useful preliminary results.
A. Problem formulation
Consider a group of N , N ≥ 2, agents labeled 1 to
N and a static/moving target labeled 0 in a plane. The
N agents and the target can move freely in the plane.
The N agents’ initial positions are NOT required to be
distinguished from each other, whereas no agent occupies
the same position as the target. We associate the N -agent
system with a directed graph G = (V, E), where the node
set V = {1, 2, . . . , N} represents N agents, and the edge
set E = {(j, i) : i, j ∈ V} characterizes local interactions
between neighboring agents. Thus a directed edge (j, i) ∈ E
implies that agent i can measure the relative information
of agent j. Then the neighbor set of agent i is denoted as
Ni = {j : (j, i) ∈ E}. Let matrix A = (aij)N×N be the
adjacency matrix for G, and then aij > 0 if and only if
(j, i) ∈ E , and aij = 0 otherwise. One knows that, for a
directed graph, if every node, except a node called root, has
exactly one parent, then it is called a directed tree; a spanning
tree of a directed graph is a directed tree formed by the graph
edges that connect all the nodes of the graph. In this paper,
⇢i
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(b) Locally implementable control
Fig. 1. Formation control in a plane. (a) Each agent i can use only the
local measurements in its local frame. (b) The angular distance αˆij between
agent i to its neighbor can be easily calculated by its local measurements.
the directed graph G(A) is required to contain a directed
spanning tree.
Let pi = [xi, yi]T ∈ R2 and ui = [uxi , uyi ]T ∈ R2 denote
the position and control input to be designed of agent i,
respectively. Each agent i is described by a single-integrator
dynamics model
p˙i(t) = ui(t), i ∈ V. (1)
The dynamic of the static/moving target is described as
follows
p˙0(t) = v0(t), (2)
where p0 = [x0, y0]T ∈ R2 and v0 = [vx0 , vy0 ]T ∈ R2 denote
the position and velocity of the target, respectively.
We emphasize that the above variables pi, ui, p0, and
v0 are all described in a global coordinate frame. However,
a global coordinate frame or a common reference direction
may not be allowed in real multi-robot systems. Thus, for
each agent i, we construct a moving frame, the local frame,
that is fixed on the agent with its origin at the representing
point and its x-axis opposite to the orientation of the ray
extending from agent i itself to the target. The agent i’s
local frame is shown by (~eix, ~e
i
y) in Fig. 1(a).
Let the superscript ·i denote the representing form of the
corresponding vector in the local frame of agent i. Then the
positions p0, pj , j ∈ Ni and the velocities ui, v0 described
in the global coordinate frame can be converted to pi0, p
i
j ,
uii, v
i
0 in the local frame of agent i
pi0(t) = Φi(αi)[p0(t)− pi(t)]
pij(t) = Φi(αi)[pj(t)− pi(t)], j ∈ Ni
uii(t) = Φi(αi)ui(t)
vi0(t) = Φi(αi)v0(t)
where
Φi(αi) =
[
cosαi sinαi
− sinαi cosαi
]
, (3)
and αi(t) is the angular of the ray extending from the target
to agent i at time t in the global coordinate frame.
In this paper, the formation problem is formalized to
design distributed controllers for each agent by using only
the local measurements of the target and its neighbors in
each agent’s own local frame such that all the agents asymp-
totically form a desired formation to keep the static/moving
target as a reference point. The desired formation is a general
one without the requirement that all the desired distances
between neighboring agents are equal nor the requirement
that the desired distances between each agent and the target
are equal.
To mathematically formulate the problem of interest, the
following variables are introduced. Let the variables αˆij(t)
be the angular distance from agent i to j at time t. The initial
value αˆij(0) is formed by counterclockwise rotating the ray
extending from the target to agent i until reaching agent j
at t = 0, thus αˆij(0) ∈ [0, 2pi), and the variables αˆij(t)
are required to be continuous. Let dij ∈ [0, 2pi) denote the
desired angular spacing from agent i to j, and Ri ∈ R denote
the desired distance from agent i to the target. Then the N
agents’ desired distribution pattern is determined by
dij ∈ [0, 2pi), i ∈ V, j ∈ Ni
and
R = [R1, R2, . . . , RN ]
T ∈ RN .
In our problem setting, each agent i can only measure
the relative positions pi0, p
i
j , j ∈ Ni, and the velocity vi0
of the target. Furthermore, it is easy to check that, agent i
can calculate the angular distance αˆij , j ∈ Ni just using pi0
and pij based on the definition of inner product. That is, if
the cross product −pi0 × (pij − pi0) ≥ 0, αˆij happens to
be the angle between two vectors, −pi0 and pij − pi0, and
if −pi0 × (pij − pi0) < 0, αˆij equals 2pi minus the angle
between −pi0 and pij − pi0 (see Fig. 1(b)).
With the above preparation, we are ready to formulate the
Formation Problem of interest.
Definition 1 (Admissible formation): We say a prescribed
formation (dij ,R) is admissible if
i) R = [R1, R2, . . . , RN ]T ∈ RN and Ri > 0;
ii) dij ∈ [0, 2pi), i ∈ V, j ∈ Ni, and there exists a vector
d = [d1, d2, . . . , dN ]
T ∈ RN
where di ∈ [0, 2pi), such that dij ,∀i ∈ V,∀j ∈ Ni satisfies
dij =
{
dj − di when dj − di ≥ 0
dj − di + 2pi when dj − di < 0.
Definition 2 (Formation Control in local frame): Given
an admissible formation characterized by (dij ,R) in a
plane, design distributed control laws for each agent i using
only the local measurements in its local frame, i.e.,
uii(t) = u
i
i(p
i
0(t),p
i
j(t),v
i
0(t), Ri, dij),
j ∈ Ni, i ∈ V,
such that with any initial states [pTi (0),p
T
0 (0)] ∈ R4 sat-
isfying pTi (0) 6= pT0 (0),∀i ∈ V , the solution to system(1)
converges to some equilibrium point p∗ satisfying
‖pi0
∗‖ = Ri
αˆ∗ij = dij , i ∈ V, j ∈ Ni. (4)
It is worth to emphasize that the formation (dij ,R)
concerned in this paper can be any geometric pattern, so
the controller to be designed is universal. Especially, when
there is no prescribed target, one can choose a proper agent
to play the role of target, and then our proposed controller
still works well.
B. Preliminaries
Now we introduce the Barbalat’s lemma and a useful result
on the nonlinear consensus problem.
Lemma 1 (Lemma 4.2 of [18] ): If the differentiable
function f(t) has a finite limit as t → ∞, and is such that
f¨ exists and is bounded, then f˙(t)→ 0 as t→∞.
Lemma 2 (Theorem 1 of [19]): For a system modeled by
x˙i(t) =
n∑
j=1
aijφij(xj(t), xi(t)), i = 1, 2, . . . , n, (5)
where xi(t) ∈ R, aij is the entry of matrix A, and aij ≥ 0
for i, j = 1, 2, . . . , n. Let x = [x1, x2, . . . , xn]T and y =
[y1, y2, . . . , yn]
T . If the following conditions for φij hold
i) φij are continuous mappings and satisfy the local
Lipschitz conditions;
ii) φij(x, y) = 0 ⇐⇒ x = y;
iii) (x− y)φij(x, y) > 0,∀x 6= y.
then the system (5) realizes consensus, i.e., xj(t)−xi(t)→ 0
as t → ∞, if and only if the directed graph G(A) has a
spanning tree.
III. CONTROL LAW IN LOCAL FRAME
In this section, we propose a control law to solve the
formation control problem, and then give theoretical analysis.
A. Controller design
From Definition 2, the formation control problem can be
divided into two sub-objectives which need to be concerned
by each agent i. The first sub-objective is to keep the desired
distance to the static/moving target, while the second one is
to achieve the desired distances to its neighbors. Thus we
consider a controller in a decoupled form
uii(t) = λ‖pi0‖fi(t)
[
γ(R2i − ‖pi0‖2)
µ
]
+ vi0(t), (6)
i ∈ V,
where λ > 0, γ > 0, µ 6= 0 are constants, and fi :
[0,∞) →∈ R is a function to be designed to deal with the
second sub-objective, while the rest part of the controller
is mainly used to address the first sub-objective. Then we
choose fi(t) as
fi(t) = c+ µ
∑
j∈Ni
aij tanh(αˆij − dij) (7)
where c ∈ R is a constant to be determined. To ensure that
controller (6) combined with fi(t) in (7) still achieves the
first sub-objective, a desired property of fi(t) is that fi(t) >
0 and fi(t) is bounded for all t ≥ 0, which will be discussed
in the following subsections. Such a property holds if we
choose
c > |µ|max
i∈V
(
∑
j∈Ni
aij).
Now we have the complete form of the distributed con-
troller uii(t) in (6) with fi(t) in (7).
B. Closed-loop dynamics of the N -agent system
In order to analyze the equilibria of the N -agent system
(1) under the proposed controller (6) and (7), consider the
closed-loop dynamics of the N -agent system in the global
coordinate frame.
For this purpose, we first introduce some variables in the
global coordinate frame. Let pi0(t) = [xi0, yi0]T be the
relative position between agent i and the target at time t,
pi0(t) , p0(t)− pi(t) = Φ−1i (αi)pi0(t), i ∈ V, (8)
where Φi(αi) is given by (3). Note that, from the definition
of αi(t) given in the previous section, αi(t) is the angular of
the vector −pi0(t) at time t in the global coordinate frame.
Then the controller of agent i can be represented in the global
coordinate frame as
ui(t) = Φ
−1
i (αi)u
i
i(t) (9)
= −λfi(t)
[
γli(t) −µ
µ γli(t)
]
pi0 + v0(t),
i ∈ V,
where
li(t) = R
2
i − ‖pi0‖2 (10)
is the error between the current relative position and the
desired one between agent i and the target.
Substituting (9) into the dynamic equations of the system
(1) results in the closed-loop dynamics of the N -agent
system in the global coordinate frame as
p˙i(t) = −λfi(t)
[
γli(t) −µ
µ γli(t)
]
pi0 + v0(t), (11)
i ∈ V,
which can be rewritten equivalently using pi0 as
p˙i0 = λfi(t)
[
γli(t) −µ
µ γli(t)
]
pi0, i ∈ V. (12)
Note that a limit-cycle oscillator shows up in the N -agent
system’s closed-loop dynamics (12). For an oscillator having
a stable limit cycle, it has the property that all trajectories
in the vicinity of the limit cycle ultimately tend towards the
limit cycle as time goes into infinity [20]. For the closed-
loop system (12), the limit cycle for each agent is a circle
with the position of the target as the centroid and the desired
distance from the agent to the target as the radius.
Inspired by the characteristics of the closed-loop dynam-
ics, we represent the system (12) in the polar coordinate as
ρ˙i(t) = λγρi(t)(R
2
i − ρ2i (t))fi(t), (13)
α˙i(t) = λµfi(t), (14)
where ρi(t) , ‖pi0(t)‖, αi(t) is the angular of the vector
−pi0(t), and
pi0(t) = −ρi(t)
[
cosαi(t)
sinαi(t)
]
.
We want to emphasize that the descriptions and variables
in the global coordinate frame are only used for analysis
purposes and are not known to the agents.
C. Analysis of convergence
Now we are ready to analyze the convergence of the N -
agent system in its polar coordinates form (13) and (14).
Lemma 3: For each agent i, under the control law (6),
the solution to system (13) asymptotically converges to
equilibrium point ρ∗i satisfying ‖ρ∗i ‖ = Ri if fi(t) > 0 and
fi(t) is bounded for all t ≥ 0.
Proof: From equation (13), we can get the two equi-
libria of the system as ρi = 0 and ρi = Ri, i ∈ V .
We first check the stability of the equilibrium point ρi = 0.
A Lyapunov function candidate is taken as
Vi(ρi) = ρ
2
i .
It’s clear that Vi(ρi) is positive definite and continuously
differentiable. The derivative of Vi(ρi) along the trajectories
of the system is given by
V˙i(ρi) = 2ρiρ˙i = 2γλ(R
2
i − ρ2i )ρ2i fi(t).
In a small neighbourhood of ρi = 0, V˙i(ρi) is positive
definite, since γ > 0, λ > 0 and fi(t) > 0. It turns out
that ρi = 0 is an unstable equilibrium.
To check the stability of the equilibrium point ρi = Ri,
construct a Lyapunov function candidate as
Wi = (R
2
i − ρ2i )2,
which is continuously differentiable. Its derivative along the
trajectories of the system can be calculated as
W˙i = 4(R
2
i − ρ2i )ρiρ˙i
= −4γλfiρ2i (R2i − ρ2i )2.
Since fi > 0, γ > 0, λ > 0, we have W˙i ≤ 0, which
implies Wi(t) ≤ Wi(0) as well. Then one knows that ρi(t)
is bounded because
Wi(t) = [R
2
i − ρ2i (t)]2 ≤Wi(0).
We further check the second derivative of Wi as
W¨i =− 8γ2λ2f2i ρ2i (R2i − ρ2i )3 + 16γ2λ2f2i ρ4i (R2i − ρ2i )2
− 4γλρ2i (R2i − ρ2i )2f˙i,
where the first and second terms on the right hand side are
both bounded from above since ρi(t) and fi(t) are bounded.
The third term on the right hand side is also bounded because
f˙i = µ
∑
j∈Ni
aijsech
2(αˆij − dij)(α˙j − α˙i)
is bounded. Then W¨i is bounded. From the Barbalat’s
Lemma (see Lemma 1), we know limt→∞ W˙i(t) = 0, from
which we can get limt→∞ ρi(t) = 0 or limt→∞ ρi(t) = Ri.
Since ρi = 0 is unstable, we known that every solution
starting in ρi(0) ∈ R \ {0} converges to the equilibrium
point ρi(t) = Ri as t→∞. That completes the proof.
Now we give the main result in this section.
Theorem 1: Suppose that the graph G(A) contains a di-
rected spanning tree. Given an admissible formation char-
acterised by (dij ,R), the formation control problem in
local frame is solved under the proposed controller (6)
with (7), if the parameter c in the controller satisfies c >
|µ|maxi∈V(
∑
j∈Ni aij).
Proof: First of all, one can check that the designed
fi(t) in (7) satisfies fi(t) > 0 and fi(t) is bounded if
c > |µ|maxi∈V(
∑
j∈Ni aij). It follows that the condition
of Lemma 3 is satisfied, so that the result of Lemma 3 still
works here.
Then, in order to prove this theorem, we just need to
consider the other part of achieving the desired distances
between neighbors. For this purpose, it suffices to show that
limt→∞ αˆij(t) = dij .
Substituting (7) into (14), we get
α˙i = λµc+ λµ
2
∑
j∈Ni
aij tanh(αˆij − dij).
Introduce variables ξi(t) = αi − λµct− di. Then we have
ξ˙i = α˙i − λµc
and
ξj − ξi = αj − αi − dij = αˆij − dij .
It should be noticed that the convergence of αˆij − dij is
equivalent to that of ξj − ξi. Then consider the system
composed of ξi, which is given by
ξ˙i = λµ
2
∑
j∈Ni
aij tanh(ξj − ξi)
= λµ2
∑
j∈V
aij tanh(ξj − ξi).
Since tanh(ξi, ξj) satisfies the conditions in Lemma 2 and
G(A) contains a directed spanning tree, one can have that
limt→∞[ξj(t)− ξi(t)] = 0, i.e., limt→∞ αˆij(t) = dij .
Furthermore, it is worth to emphasize that some param-
eters in our proposed controller (6) show explicit physical
meanings, which plays an important role in the motion
characteristics of each agent i. Particularly, taking (13) and
(14) into account, it can be easily found that, at the stable
equilibrium point (ρ∗i = Ri), the angular velocity relative
to the target α˙∗i = λµc. In other words, the parameters
λ > 0, c > 0, µ 6= 0 determines how fast the agent rotates
around the target. Moreover, the sign of µ determines which
direction the agent rotate around the target and µ > 0 (resp.
µ < 0 ) corresponds to counterclockwise (resp. clockwise)
rotation. In view of such a feature of these parameters, they
can be selected more reasonable according to the request of
the formation task and of the agents’ motion restriction.
In the next section, we consider another practical issue
arising when implementing the proposed control laws.
IV. SAMPLED-DATA BASED CONTROL LAW IN LOCAL
FRAME
In practice, robots are usually controlled in a discrete form
and continuous-time control laws may not be directly imple-
mented to real robots, since there exist hardware constraints
which may delay the execution time. Hence, sampled-data
based control laws are required. In this section, we inves-
tigate the convergence of the control laws proposed in the
previous section for the case when sampled data approach is
used.
A. Sampled-data-based control law
Suppose that each agent samples synchronously and pe-
riodically with the same period and the zero-order hold
technique is used here. Let h be the sampling period. Then
the sampled-data controller can be written as
uii(t) = λ‖pi0‖
[
γ(R2i − ‖pi0(kh)‖2)
µ
]
fi(kh)+v
i
0(kh),
∀t ∈ [kh, kh+ h), i ∈ V, k = 0, 1, 2, · · · . (15)
Using this controller we can get the closed-loop dynamics
of the system in the global frame from (12)
pi0(kh+ h) = pi0(kh)+h[v0(t)− v0(kh)]
+hλ
[
γli(kh) −µ
µ γli(kh)
]
pi0(kh)fi(kh),
i ∈ V, k = 0, 1, 2, · · · , (16)
where fi(kh) is given by
fi(kh) = c+ µ
∑
j∈Ni
aij tanh
(
αˆij(kh)− dij
)
. (17)
To facilitate the analysis of the convergence, we focus on
the case when the target is static, i.e., v0(t) = 0, t > 0, and
then rewrite the system in the polar coordinate as
ρi(kh+ h) = ρi(kh)
+ hγλρi(kh)
(
R2i − ρ2i (kh)
)
fi(kh), (18)
αi(kh+ h) = αi(kh) + hλµc
+ hλµ2
∑
j∈Ni
aij tanh(αˆij(kh)− dij). (19)
Notice that the variable αi(t) is not used in our control law
but it is used to aid the analysis.
B. Analysis of convergence
As stated before, the proposed control law can be divided
into two parts. According to the decoupled design of the
controller, we will find the upper bound of the sampling
period from these two aspects.
Theorem 2: Suppose that the graph G(A) contains a di-
rected spanning tree. Given an admissible formation char-
acterised by (dij ,R) as well as a static target, the system
(1) under the sampled-data controller (15) with (17) has a
locally exponentially stable equilibrium which is the desired
formation, if the parameter c in the controller satisfies c >
|µ|maxi∈V(
∑
j∈Ni aij), and the sampling period h satisfies
0 < h < hmax = min
(
1
2γλR2M
,
1
λµ2dmax
)
, (20)
where
R = max
i∈V
(Ri),
dmax = max
i∈V
(
∑
j∈Ni
aij) ≤ N,
and M = c+ |µ|maxi∈V(
∑
j∈Ni aij) is the upper bound of
fi(t).
Proof: We prove the local stability and determine hmax
by considering (18) and (19).
First, consider the dynamics of ρi in (18). Introduce error
variables ∆i(kh) = ρi(kh)−Ri. Then we get
∆i(kh+ h) = ∆i(kh)
− hγλfi(kh)∆i(kh)
(
∆i(kh) +Ri
)(
∆i(kh) + 2Ri
)
which can be linearized around the equilibrium zero as
∆i(kh+ h) = ∆i(kh)− 2hγλfi(kh)R2i∆i(kh)
= ∆i(kh)
(
1− 2hγλfi(kh)R2i
)
.
It’s clear that limk→∞∆i(kh) = 0 if and only if
∞∏
k=0
(1− 2hγλfi(kh)R2i ) = 0. (21)
Since fi(kh) is lower bounded by a positive number, one
has ∞∑
k=0
fi(kh) =∞.
Therefore, if 1 − 2hγλfi(kh)R2i ∈ (0, 1),∀k = 0, 1, · · · ,
then (21) holds. Note that fi(kh) ≤M . Then if
h <
1
2R2γλM
, (22)
we get 1− 2hγλfi(kh)R2i ∈ (0, 1),∀k = 0, 1, · · · .
Next, consider the dynamics of αi in (19). Using the
similar transformation to that in the proof of Theorem 1,
we can also get the system of ξi as
ξi(kh+ h) = ξi(kh)
+ hλµ2
∑
j∈V
aij tanh
(
ξj(kh)− ξi(kh)
)
,
where ξi(kh) = αi(kh)− khλµc− di, i ∈ V . Linearize the
above system at the equlibrium ξj − ξi = 0,∀i 6= j, i.e.,
αˆij = dij ,∀i 6= j, one can have
ξi(kh+ h) (23)
=ξi(kh)(1− s
∑
j∈V
aij) + s
∑
j 6=i
aijξj(kh),
where s , hλµ2 is constant. Furthermore, using the adjacent
matrix A and degree matrix D of the directed graph G(A),
one can rewrite (23) in the matrix form
ξ(kh+ h) = Hξ(kh), (24)
where H is a matrix given by
H = I − s(D −A), (25)
and ξ(kh) =
(
ξ1(kh), · · · , ξn(kh)
)T
. Note that the graph
G(A) contains a directed spanning tree. Then one can check
that the system (24) reaches a consensus [21], if the diagonal
entries of H are all positive. It implies that limt→∞(ξj −
ξi) = 0, and hence limt→∞ αˆij = dij .
To guarantee that the diagonal entries of H are all positive,
it is required that
1− hλµ2 max
i∈V
(∑
j∈V
aij
)
> 0,
which implies
h <
1
λµ2 maxi∈V
(∑
j∈V aij
) .
Now one can obtain an upper bound hmax on the sampling
period as
hmax = min
(
1
2γλR2M
,
1
λµ2dmax
)
(26)
and if h < hmax, the desired formation defined in Definition
2 is locally exponentially stable.
V. SIMULATION RESULTS
In the simulations, we consider a system consisting of
seven agents. The target starts from the point (0, 0) in the
plane without loss of generality. The initial states of the
seven agents are generated randomly. In Fig. 3, we show
the simulation results of the continuous controller (6) and
the sampled-data based controller (15), respectively.
Fig. 2. Neighbouring relationship of the agents.
For both scenarios, we choose the desired formation as
the Big Dipper surrounding the target, while the target is set
to move along a sinusoidal curve. The graph G(A), which
describes the neighbouring relationship of the agents, is set
to be a directed loop shown in Fig 2. And aij = 1 for
(j, i) ∈ E and aij = 0 otherwise. The parameters of the
controllers are chosen as c = 1.1, µ = −1, γ = 1, λ =
0.5. Moreover, for the sampled-data system, from Theorem
2, we have hmax ≈ 0.0379. However, the upper bound of
the sampling period calculated according to Theorem 2 is
rather conservative. The controller still works when h takes
a larger value. Thus we choose the sampling period h = 0.1
to perform the simulation under the sampled-data controller.
The simulation results clearly indicate that these agents
asymptotically converge to the prescribed formation under
the proposed controllers (6) and (15) for the continuous case
and the sampled-data based case, respectively. Especially,
it is shown that the sampled-data based controller still
works when the target is moving, although we only give
the theoretical analysis for the situation of the static target.
Moreover, since the distances between any two agents are all
positive, the collision avoidance is guaranteed, which makes
the controller more suitable to apply to real robots.
VI. CONCLUSIONS
In this paper, we have studied the formation control prob-
lem for a group of mobile agents which can only measure
the local information in their own local frame. The problem
includes two sub-objectives of forming a desired geometric
pattern and keeping the formed geometric pattern with a
desired distance to a static/moving target. Then using the
idea of decoupled design, we have designed a distributed
local controller combining two parts to solve the control
problem. Furthermore, the sampled-data based controller has
been proposed. Theoretical analysis has been provided to
show the convergence of the system under our proposed
controller, for both the continuous case with a static/moving
target and the sampled-data one with a static target. Finally,
numerical simulations have been performed to demonstrate
the effectiveness and performance of the controllers.
Notice that one of the nice properties of our proposed
controllers is that no collision between agents ever takes
place, which makes the controller more suitable to apply
to real robots. Such a property has been shown clearly via
simulations, however, the theoretical analysis on this property
is missing and is under investigation.
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(c) Sampled-data-based case
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(d) Sampled-data-based case
Fig. 3. Simulation results of the proposed controllers solving the formation control problem when N = 7, and c = 1.1µ = −1, γ = 1, λ = 0.5. (a)(b)
Continuous-time case. (c)(d) Sampled-data-based case with h = 0.1. (a)(c) Trajectories of seven agents in the plane; (b)(d) Differences between each
agent’s current distance and the desired one to the target, differences between the current distances and the desired ones between all pairs of agents, and
distances between all pairs of agents.
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