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ABSTRACT 
 This dissertation presents a new scheme to derive four-body contact potentials as 
a way to consider protein interactions in a more cooperative model.  These new four-
body contact potentials, noted as SET1 four-body contact potentials, show important 
gains in threading. SET2 four-body contact potentials have also been developed to 
supplement SET1 by including spatial information. In addition to SET1 and SET2, we 
also include the short-range conformational energies introduced by us previously in 
threading. The combination of these different potentials shows significant improvement 
in threading tests of some decoy sets.  
 Protein packing is an important aspect of computational structural biology. 
Icosahedron is chosen as an ideal model to fit the protein packing clusters from a set of 
protein structures. A theoretical description of packing patterns and packing regularities 
of icosahedron has been proposed. We find that the order parameter (orientation function) 
measuring the angular overlap of directions in coordination clusters with directions of the 
icosahedron is 0.91, which is a significant improvement in comparison with the value 
0.82 for the order parameter with the face-centered cubic (fcc) lattice. Close packing 
tendencies and patterns of residue packing in proteins is considered in detail and a 
theoretical description of these packing regularities is proposed.  
The protein motion is another important field. The elastic network interpolation 
(ENI) model has been used to generate conformational transition intermediates of AK 
based only Cα atoms. We construct the atomistic intermediates by grafting all the other 
atoms except Cα from the open form AK and then performing CHARMM energy 
minimization to remove steric conflicts and optimize the intermediate structures. We 
compare the free energy profiles for all intermediates from both CHARMM force field 
and statistical energy functions. And we find CHARMM total free energies can 
successfully captures the two energy minima representing the open form AK and the 
closed form AK, however the free energies from statistical energy functions can detect 
the energy minimum representing the semi-closed intermediate with LID domain closed 
and NMP domain open and the local energy minimum representing the closed form AK.
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GENERAL INTRODUCTION 
Prediction of protein three-dimensional structures from the amino acid sequences 
is a well known goal in computational biology, since the determination of structures by 
experimental methods such as NMR spectroscopy and X-ray crystallography cannot keep 
pace with the explosion of protein sequence information from genome sequencing efforts, 
and those experimental structure determinations are costly both in terms of equipment 
and human effort1.  
A variety of different computational strategies, mainly of two types: template-
based protein modeling and ab initio structure prediction, have been pursued as attempted 
solutions to this problem 2. Ab initio protein methods seek to build three-dimensional 
protein models "from scratch", i.e., based on physical principles rather than directly based 
on previously solved structures. These procedures tend to require vast computational 
resources, and have thus only possible for relatively small proteins. Template-based 
protein modelings use previously solved structures as starting points. These methods may 
also be split into two groups: comparative modeling (homologous modeling) and protein 
threading (fold recognition). Homology modeling is based on the reasonable assumption 
that two homologous proteins will share very similar structures. The basic idea for 
protein threading is that the target sequence (the protein sequence for which the structure 
is being predicted) is threaded through the backbone structures of a collection of template 
proteins and a “goodness of fit” score calculated for each sequence-structure alignment.  
Under the thermodynamics hypothesis that the native state of a protein has the 
lowest free energy under physiological conditions, potential energies are essential for all 
the protein structure prediction methods and can be used either to guide the 
conformational search process, or to select a structure from a set of possible sampled 
candidate structures. These potential functions are also used in protein design, protein 
docking, folding simulations, and so on. There are two very different types of energy 
function. The first is based on the true effective energy function, which can be obtained 
by fitting the results from quantum-mechanical calculations on small molecules or 
experimentally thermodynamic measurement of simple molecular systems3. This type of 
potential function is usually referred to as physics-based effective potential function. The 
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second type is energy potential based on known protein structures, and so often named 
knowledge-based effective function3. The knowledge-based potential function implicitly 
incorporates many physical interactions, such as hydrophobic, electrostatic, and cation-pi 
interactions, and these derived potentials do not necessarily fully reflect true energies but 
rather effective ones that may be averaged over many details.  
Many different approaches have been developed to extract knowledge-based 
potentials from protein structures. They can be classified roughly into two groups.  One 
group we called statistical knowledge-based potential functions is derived from statistical 
analyses of protein structure databases. The other group of knowledge-based potential 
functions are even more empirical and are obtained by optimizing some criteria, for 
example, by maximizing the energy gap between known native structure and a set of 
alternative (or decoy) conformations4-6.  
Our research is mainly focused on the first group: statistical knowledge-based 
potential functions. We try to develop a new scheme for higher-body potentials than two-
body potential or pairwise potential which has often been extracted and extensively used 
for theading since we consider protein folding in a more cooperative way. And our results 
show our new four-body contact potentials obtain important gains in threading.  
Protein packing is another important aspect of computational structural biology 
related to many other problems, such as: simulation and quality evaluation of protein 
structures7, protein structure design8,9 and etc. Dense packing of residues in proteins is 
one of the most characteristic features10,11. Some theoretical model represent simplest 
way to achieve high packing density, for example, the face-centered-cubic (fcc) lattice 
model and several other lattice models have been used to find the high packing density 
and packing regularities of protein side chains when proteins are studied at the coarse-
grained level12,13. The fcc model has been proved to be the closest packing geometry of 
equal-sized spheres 14,15. Icosahedron is one of our candidate polyhedrons for our study of 
packing problems. The fcc lattice and icosahedron are comparable since both have 12 
directions between the center and its nearest nodes.  The ultimate aim of our studies for 
packing problems is to derive new potentials mainly considering the orientations of side 
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chains and other packing properties, such as packing patterns, the different numbers of 
residue clusters and so on, to improve the existing potentials.  
We also studied the conformational change pathways of adenylate kinase (AK). 
AK displays an extremely large-scale induced fit motion by binding to its substrate 
(ATP/AMP) or an inhibitor (AP5A). AK is a monomeric phosphotransferase enzyme that 
catalyzes the reactions:  
 
 
 
The structure of AK has three domains, the ATP binding domain called as the LID, the 
NMP binding domain called as NMP, and the CORE domain. The substrate of AK 
induces a large-scale domain motion. This type of motion is classified as hinge motion 
involving a few large changes in main chain torsion angles16. We use modified elastic 
network model to generate the transition. The previously derived potentials were used to 
evaluate the free energies of those pathway intermediates. We also used the CHARMM 
force field to evaluate the free energies in contrast to statistical potentials. 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                      
Mg2+·ATP+AMP Mg2+·ADP+ADP 
AK 
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CHAPTER I 
FOUR-BODY CONTACT POTENTIALS DERIVED FROM TWO DATASETS 
DISCRIMINATING NATIVE STRUCTURES FROM DECOYS 
 
Abstract 
Two-body inter-residue contact potentials for proteins have often been extracted 
and extensively used for threading. Here, we have developed a new scheme to derive 
four-body contact potentials as a way to consider protein interactions in a more 
cooperative model. We use several datasets of protein native structures to demonstrate 
that around 500 chains are sufficient to provide a good estimate of these four-body 
contact potentials by obtaining convergent threading results. We also deliberately have 
chosen two sets of protein native structures differing in resolution, one with all chains’ 
resolution better than 1.5Å and the other with 94.2% of the structures having a resolution 
worse than 1.5Å to investigate whether potentials from well-refined protein datasets 
perform better in threading. However, potentials from well-refined proteins did not 
generate statistically significant better threading results. Our four-body contact potentials 
can discriminate well between native structures and partially unfolded or deliberately 
misfolded structures. Compared with another set of four-body contact potentials derived 
by using a Delaunay tessellation algorithm, our four-body contact potentials appear to 
offer a better characterization of the interactions between backbones and side chains and 
provide better threading results, somewhat complementary to those found using other 
potentials. 
 
Introduction 
Although homology modeling can lead to more accurate predictions of protein 
structure when closely similar sequences exist, it does not provide much insight regarding 
the principles of protein folding. Sali & Shakhnovich17 have suggested that the lack of a 
suitable reliable potential function, rather than the design of folding algorithms could be 
the major bottleneck for structure predictions. Russ & Ranganathan18 indicated that the 
potential functions currently used in assessing the free energy changes upon folding are 
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not well defined on the physicochemical level and are often unpredictably imprecise for 
modeling the experimentally observed energetic properties of proteins. Skolnick currently 
presented that the most successful approaches to protein structure prediction are 
knowledge-based, with empirical potentials derived from the statistics of native protein 
structures19.  
 Significant efforts have been expended to derive such empirical statistical 
potentials for use in the fold recognition20,21. Tanaka and Scheraga22 first introduced 
pairwise contact potentials to identify protein native conformations. Later Miyazawa and 
Jernigan23,24 developed a better basis for them by applying the quasi-chemical 
approximation. Two-body contact potentials have been developed also by25-27 and many 
others. Potentials of short-range interactions for secondary structures of proteins were 
used additively with long-range pairwise potentials and shown to improve sequence-
structure recognition28-31. Miyazawa and Jernigan32 recently published new two-body 
potentials considering relative orientation effects and combined a large number of 
expansion terms, which performed well to identify native structures, but this method 
needs extensive calculation. All of these potentials were able to discriminate native 
structures from decoys at varying levels of success. On the other hand, two-body 
potentials are not expected to be capable of recognizing all native folds against large 
datasets of decoy structures33 and cannot properly represent three dimensional 
interactions since they are lower-order packing decompositions, inherently linear and 
two-dimensional34. It was also concluded that the lack of any “excess” contributions to 
the pairwise potentials, which cannot be approximated by one-body components, strongly 
suggests that an efficient structure-specific, knowledge-based potential is yet to be 
designed35. Betancourt and Thirumalai36 also examined the similarities and differences 
between two widely used pairwise potentials: MJ24 and S27 matrices and suggested 
pairwise potentials are not sufficient for reliable prediction of protein structures36. 
Munson et al.37 showed small gains in threading by using three body potentials. Delaunay 
tessellation algorithms are appropriately popular for use in the study of protein structures; 
Tropsha and coworkers38 showed that their four-body potentials obtained by using 
Delaunay tessellation can discern correct sequences or structures and generate better z-
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scores than with two-body statistical potentials. However, four-body contact potentials 
derived by Delaunay tessellation (DT) and most of two-body potentials23-27 obviously 
neglect the sequence information of proteins.  
 In this study we have developed a new scheme for the derivation of four-body 
potentials, which consider in more detail the interactions between the backbones and side 
chains and includes some of the sequential information of the protein in our new scheme. 
We test our four-body potentials by threading against same decoy databases used by 
DT’s four-body potentials and conclude that overall rankings with our potentials are 
significantly better than with the DT potentials.  
 
Methods 
Selection of known protein structure database 
We focus on two issues that haven’t previously been explored. One is whether the 
quality of the four-body contact potentials derived from well-refined protein structures 
are better and can improve threading results.  Previously the question of dependence on 
the number of proteins was investigated for the pairwise potentials, but not explicitly for 
the effect of the quality of the structures themselves. We also have the question of how 
many native structures are sufficient to obtain reliable four-body potentials. 
For the first question, it may seem likely that we should be matching the 
resolution of the coarse-grained models with the quality of the structures used for the 
potential derivation. In order to study this, we used the online server: PISCES39 to select 
a protein dataset, which we designate as 1.5Å774, which contains 774 chains, satisfying 
the following criteria:  percentage sequence identity: ≤ 30%, resolution: ≤ 1.5Å, R-factor: 
≤
 0.3, and with non X-ray structures excluded. The second dataset for comparison is the 
CB513 dataset including 513 non-redundant domains that was collected by Cuff and 
Barton in 199940 where all chains have a resolution better than 3.5Å. The CB513 dataset 
has been frequently used for secondary structure prediction. We used it to derive the four-
body contact potentials in addition to those derived with the dataset 1.5Å774. In CB513 
dataset, only 5.3% of chains have resolutions better than 1.5Å, with 51.2% of chains 
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having resolutions better than 2.0Å. Obviously, the dataset 1.5Å774 is much better 
refined than CB513. 
Regarding the second issue of how many structures are needed, we randomly 
choose subsets of different sizes from the dataset 1.5Å774 to derive our four-body 
potentials and test them using threading. If the threading results don’t change 
significantly with increased numbers of subset structures, we can presumably conclude 
that this size is sufficiently large enough to provide a good estimation of the four-body 
potentials. Specifically, we randomly choose subsets of 6 different sizes, containing 100, 
200, 300, 400, 500, and 600 chains respectively from the dataset 1.5Å774. Furthermore, 
to make certain that a single subset is not just generating good threading results by 
chance, we randomly sample 10 times for each subset of a given size from the dataset 
1.5Å774.  
Comparison sequence similarities and geometric properties of two database using 
FASTA and PROCHECK 
The differences of these two datasets in pairwise sequence similarities and the 
geometric properties may cause different characteristics of four-body contact potentials, 
and then lead to distinct threading capability. So before we begin deriving four-body 
contact potentials from these two datasets, we have compared the pairwise sequence 
similarities and the geometric properties of proteins in these two datasets by using the 
programs FASTA41 and PROCHECK42.  
Construction of Four-Body Contacts  
Residues are all represented here by the geometric centers of the side chain heavy atoms, 
except for glycine, where the Cα atom is used. The red central point shown in Figure 1.1 
is always one node of the tetrahedra, an artificially constructed point for defining the 
contact quartets. Then four tetrahedra are constructed around this common center by 
using all possible combinations of the other three residues out of the four sequential side 
chains. Because there would be an impossibly large number of possible combinations of 
amino acid types, 203, if we were to consider all 20 types of amino acids in these triplets, 
we have chosen to reduce these each to only 8 classes of amino acid as shown in Table 
1.1.  
                     
 
8
 
 
 
 
 
 
Fig. 1.1. Identification of residue points for use in the four-body contacts. Yellow 
points are the side chain geometric centers of four sequential residues i, i+1, i+2, and i+3. 
The red point is the geometric center of the four yellow points and is chosen as the center 
of interacting group. The six cyan planes, defined by all combinations of pairs of yellow 
points and the central red point, fully subdivide the space surrounding the red point into 
four tetrahedra. Blue points represent other residues in close proximity to the red point, 
the interaction range being defined as being within 8.0Å of the red point. An example of 
the four contacting bodies for our potential is shown by the four residues in purple boxes. 
Among these, the three yellow residues form a sequence triplet, whose residue types are 
reduced to 8 classes.  The single blue point within the quadruplet is not close sequence 
and is identified as being one of the 20 amino acids. But, we will always have three 
sequential points and one other in our quartet of interacting residues.  
 
Table 1.1. Combinations of Residue Types Chosen to Reduce the Sequential Amino Acids to Eight 
Classes 
 
A = {GLU, ASP} (acidic)  
B = {ARG, LYS, HIS} (basic) 
C = {CYS} (cysteine)   
H = {TRP, TYR, PHE, MET, LEU, ILE, VAL} (hydrophobic) 
N = {GLN, ASN} (amide)  
O = {SER, THR} (hydroxyl) 
P = {PRO} (proline)  
S = {ALA, GLY} (small) 
                     
 
9
 
 
 
 
In accumulating the information to construct our potential we ignore the specific 
sequence order of the three residues within each backbone triplet, so instead of 83=512, 
there will be only 120 different triplets since their sequence order is not explicitly 
included. All 120 types of triplets are explicitly listed in Table 1.2. We collect data by 
including all specific types of residues (20 types) for the fourth point, within a distance of 
8 Å from the coordinate center (the red point in Figure 1.1) and assign them to one of the 
corresponding four tetrahedra defined by the vectors defined from the red point to the 
yellow points in Figure 1.1 extended to 8 Ǻ.). This residue is then counted in the specific 
tetrahedron, and the procedure is repeated for the entire set of proteins and for all quartets 
defining closely interacting residues. Thus we have defined a four body conformational 
set comprised of the three residues in the sequence triplet and a single other nearby 
residue. There are in total 2400 possible categories (120 types of the triplet * 20 types of 
the singlet) of four-body contacts for which we have collected data. Three sequential 
residues in triplets are most probable to be exposed when on the surface of proteins and 
to be buried when in the core of proteins. These different triplet situations should be 
considered separately. The differences in the chain connectivity effect and in residue 
packing geometry between surface area and buried region possibly causing distinct 
energetics43 triggers us to further separate the triplets into three groups by their relative 
surface areas (RSA) calculated with the Naccess program44. These three groups 
correspond to buried (with all three residues in the triplet have RSA < 20%, denoted as 
Bu), exposed (all with RSA ≥ 20%, denoted as E) and intermediate (all three residues are 
not in either Bu or E, denoted as I). We obtain better results for discriminating native 
structures from a large number of decoys by using these four-body potentials in 
consideration of RSA. 
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Table 1.2. All 120 Sequence Triplets for our Reduced Alphabet and Their 
Identification.  
index triplet index Triplet index triplet index triplet index triplet index triplet 
1 BBB 21 BOP 41 AHS 61 AAP 81 HPP 101 SSS 
2 BAA 22 BON 42 AHC 62 APN 82 HHP 102 SCC 
3 BBA 23 BSS 43 AHP 63 ANN 83 HPN 103 SSC 
4 BAH 24 BBS 44 AHN 64 AAN 84 HNN 104 SCP 
5 BAO 25 BSC 45 AOO 65 HHH 85 HHN 105 SCN 
6 BAS 26 BSP 46 AAO 66 HOO 86 OOO 106 SPP 
7 BAC 27 BSN 47 AOS 67 HHO 87 OSS 107 SSP 
8 BAP 28 BCC 48 AOC 68 HOS 88 OOS 108 SPN 
9 BAN 29 BBC 49 AOP 69 HOC 89 OSC 109 SNN 
10 BHH 30 BCP 50 AON 70 HOP 90 OSP 110 SSN 
11 BBH 31 BCN 51 ASS 71 HON 91 OSN 111 CCC 
12 BHO 32 BPP 52 AAS 72 HSS 92 OCC 112 CPP 
13 BHS 33 BBP 53 ASC 73 HHS 93 OOC 113 CCP 
14 BHC 34 BPN 54 ASP 74 HSC 94 OCP 114 CPN 
15 BHP 35 BNN 55 ASN 75 HSP 95 OCN 115 CNN 
16 BHN 36 BBN 56 ACC 76 HSN 96 OPP 116 CCN 
17 BOO 37 AAA 57 AAC 77 HCC 97 OOP 117 PPP 
18 BBO 38 AHH 58 ACP 78 HHC 98 OPN 118 PNN 
19 BOS 39 AAH 59 CAN 79 HCP 99 ONN 119 PPN 
20 BOC 40 AHO 60 APP 80 HCN 100 OON 120 NNN 
Each character in a triplet represents one of the eight amino acid classes defined in Table 
1.1. 
 
Four-Body Contact Potential Energy Function 
We calculate the four-body contact potential energy according to the inverse 
Boltzmann principle. First, we calculate the probabilities P4|X, P3| X, and PA ,  which are 
respectively the observed frequencies of quadruplets and triplets in each of the sets 
specified by x = B, E, or I and amino acid type singlets (A) in the protein datasets given 
by   
            
4  X
number of the specific quadruplets given Bu, E, or I in the data set 
total number of all types quadruplets given Bu, E, or I in the data set
P | =
           (1) 
3 X
number of  the specific triplets given Bu, E, or I in the data set
total number of  all triplets given Bu, E, or I in the data set
=P |
                       (2) 
                     
 
11
 
 
 
A
number of the specific type of amino acids in the data set
total number of all amino acids in the data set
P =
                       (3) 
Then, we obtain the four-body contact potential energy as 
                         
4  X
4  X
3  X A
P |E | ln( )
P | PRT= −                             (4) 
 We assume that the free energy for each protein can be written as a sum of four-
body contact potentials involving all residues. We use equation (5) to estimate the free 
energy of native structures and their decoys. 
total 4  X
all quadruplets
 in a protein
E = E |∑
                                   (5) 
 
Results 
Comparing Sequence Similarity and φ and ψ Angles of Proteins in the Datasets 
1.5Å774 And CB513 
We use FASTA3 to calculate the pairwise sequence similarities41 of sequences 
belonging to our datasets 1.5Å774 and CB513. Since the sequences in these two datasets 
are expected to be remotely related, we chose PAM250 as the substitution matrix. The 
higher Fasta scores indicate greater similarity between two sequences. We calculate the 
pairwise similarities of all the sequences between these two datasets, and obtain a Fasta 
score distribution. The results show that the 1.5Å774 and CB513 datasets have internally 
quite similar distributions of pairwise sequence similarities. There are 86.1% pairs of 
sequences in 1.5Å774 and 85.0% pairs of sequences in CB513 having Fasta scores below 
60, and 98.8% pairs of sequences in 1.5Å774 and 98.5% pairs of sequences in CB513 
with Fasta scores below 80. Thus the pairwise sequence similarities for the two datasets 
is extremely similar, this small difference in the pairwise sequence similarities between 
these two datasets is not statistically significant since the p-value in a paired t-test equals 
is 1.    
We use PROCHECK42 to investigate the geometric properties of protein 
structures in 1.5Å774 and CB513. PROCHECK42 is a program to assess how normal, or 
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conversely how unusual, the geometries of residues in a given protein structure are, in 
comparison with stereochemical parameters derived from well-refined, high-resolution 
structures. In CB513, there are 5.8% structures having resolutions better than 1.5Å, 43% 
structures with resolution between 1.5Å and 2.0Å, and 4.6% structures with resolution 
worse than 2.5Å. In 1.5Å774, all the chains’ resolutions are better than 1.5Å. Considering 
the different distributions of resolution in 1.5Å774 and CB513, we might expect higher 
resolution structures to be better refined so that residues in 1.5Å774 would be more 
frequently located in the core region, which is indeed confirmed by the results shown in 
Table 1.3. We used PROCHECK to compute φ and ψ angles for each residue in all 
structures in CB513 and 1.5Å774. And then, φ and ψ were divided into 72 bins and all 
residues were assigned to one of 5184 cells (72×72) according to φ and ψ angles. Because 
there are more structures in 1.5Å774 than CB513, we rescaled all frequency counts in 
1.5Å774 by multiplying by a factor to make the total counts in 1.5Å774 equal to those in 
CB513 and then we can compare on the same basis the differences between the 
distributions of 1.5Å774 and CB513. After calculating the differences of the normalized 
φ
 and ψ angle distributions for the 1.5Å774 and CB513 datasets, we found that φ and ψ 
angles of proteins in 1.5Å774 are more likely to be found in the allowed (φ,ψ) regions 
than those from CB513, especially in the α-helix region (see Fig. 3). These results for φ 
and ψ angle analysis demonstrate that the proteins in the datasets 1.5Å774 are better 
refined than those in CB513.       
 
Table 1.3.  Summary results for the CB513 and 1.5Å774 datasets obtained with 
PROCHECK42 (see PROCHECK for definitions of Core, Allowed, General and 
Disallowed) 
 Core(%) Allowed(%) General(%) Disallowed(%) 
CB513 88.01 10.75 0.8 0.44 
1.5Å774 91.32 8.25 0.29 0.14 
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Fig. 1.2. The differences between the normalized φ and ψ angle distributions 
between the datasets 1.5Å774 and CB513. This shows the largest improvements in 
geometries within the 1.5Å774 dataset occur in the helix region.  
 
Characteristics of the Four-Body Contact Potentials 
It is difficult to visualize a complex potential function when there are so many 
different components, with 7200 distinct energy values. To give a general overview we 
represent these energy values in a graphical array with a color scale (Fig. 2.)  As 
mentioned above, triplets are separated into three groups (buried, exposed, and 
intermediate) based on surface area. We have 398,839 triplets and 732,806 four-body 
individual occurrences from the CB513 dataset. Among them, 17.4% of the triplets and 
27% of the quartets belong to the buried type, 22.1% triplets and 10% quartets are 
exposed, and 60.5% triplets and 63% quartets are intermediate type. This represents a 
relatively large increase in the number of buried cases for the quartets with respect to the 
triplets, meaning that this four-body potential can be expected to be significantly more 
cooperative than would be a pair or even a triplet based potential. Most of the 7200 cases 
are represented in the set of structures, with only 389 terms (5%) having zero counts. 
When converting counts into potential energies by using equation (5), we have arbitrarily 
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set all zero count cases to a small number ε, and found that the threading results do not 
depend on the value of ε. These 389 terms are shown as darkest red in Fig. 2 and 
represent the least frequent and hence most unfavorable cases. Most of quartets in the 
three black outlining boxes correspond to the buried quartets with the most favorable 
potentials. These cases correspond to the favorable interactions among hydrophobic 
backbones and hydrophobic side chains in the buried state, since there is at least one 
hydrophobic residue among the triplets included in the three black boxes and all the 
singlets (20 types) are also hydrophobic. The combinations of hydrophobic triplets and 
hydrophilic singlets lead to unfavorable potentials. A similar pattern can be seen in the 
intermediate state, but not in the exposed state. The prevalently favorable four-body 
contact potentials representing hydrophobic interactions in the buried or intermediate 
states have values from -0.4 or -0.17 in RT units. The most favorable contact: 
HCC(triplet)-CYS(singlet) has a value of -4.2. When triplets contain a cysteine, these are 
the most favorable cases if the singlet is also a cysteine but not for other residues in the 
eight class triplet of three states (blue in Fig. 2), which suggests that the formation of 
disulfide bonds plays an important role in stabilizing protein structures.   
                     
 
15
 
 
 
 
Fig. 1.3. Relative Values of Four-body contact potentials shown in color. There are 
three parts: the left one third (buried), the middle one third (exposed) and the right one 
third (intermediate). The y-axis represents the indices of the 120 types of triplets listed in 
Table II. The abscissa shows the singlet belonging within the sequence-based tetrahedra 
in contact with the specific triplets indexed on the ordinate. The first 20 characters on the 
x-axis represent the 20 types of amino acids for triplets in the buried state, the next 20 
characters the triplets in the exposed state, and the last 20 characters the triplets in the 
intermediate state. The values of the potential are colored spectrally from blue to red: 
negative values representing favorable contacts and positive values the unfavorable 
contacts. Values are in units of RT. Note the greater specificity apparent in the range of 
values for the buried and exposed parts compared to the intermediate state. 
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Determining the Suitable Size of the Protein Dataset  
 We find that all mean rankings converge roughly if at least around 500 chains are 
used to derive four-body potentials, with the exception of 1fca in Fig. 4. Some proteins 
exhibit a strong sensitivity on the size of subsets, for instance, 4rxn, 1beo, 1pgb, and 1fca. 
Notably, 4rxn contains four CYS and one TRP, 1beo contains six CYS, and 1pgb 
contains one TRP. However some structures are not sensitive to the size of subsets used 
for derivation of four-body potentials, for instance, particularly 1ctf, 4icb, 1r69, and 1nkl. 
Among them, none contains CYS and only 1r69 contains one TRP.  The presence or 
absence of rare amino acids such as TRP in the investigated proteins might account for 
this difference in convergence behavior, i.e. the potentials for these rarer amino acids 
may be less reliable. If rare amino acids were present in the investigated protein, then a 
larger native protein dataset may be required to evaluate its free energy, and also the 
threading results would likely be more sensitive to the size of the protein sample used in 
the derivation of the potentials. However, 1pgb belongs to the high sensitivity class and 
1r69 belongs to the non-sensitive class, although both 1pgb and 1r69 contain one TRP. 
So, it seems likely that there may be some additional explanation for this behavior.  
 The standard deviation of rankings decreases with the increase in the size of 
protein subsets, and approaches zero at a datasest size of 500 chains (Fig. 5), with the 
notable exception of 1fca. Therefore, the dataset CB513 should be sufficiently large for a 
good estimation of our four-body potentials, denoted as E4-CB513. For a comparison, we 
have randomly chosen a subset, containing 592 chains denoted as 1.5Å592, from the 
dataset 1.5Å774, and derived four-body contact potentials, denoted as E4-1.5Å592. To 
resolve the problem of whether four-body contact potentials derived from a higher quality 
protein dataset with better resolution are more effective in the recognition of native 
structures among decoys, we compare the threading results between those using E4-CB513 
and E4-1.5Å592 potentials. 
Testing Four-Body Contact Potentials on the Decoy Sets 
 We use two sets of decoys from the Decoys ‘R’ Us dataset 45: lattice_ssfit and 
4state_reduced, together with a decoy set generated by ROSETTA46 to test two sets of 
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our four-body contact potentials: E4-1.5Å592 and E4-CB513. Before threading all decoys in the 
lattice_ssfit and the 4state_reduced datasets, we first performed sequence alignments 
using Fasta341 of sequences in the datasets CB513 and 1.5Å592 with all sequences in the 
decoy datasets lattice_ssfit and 4state_reduced, and removed from CB513 and 1.5Å592 
all the sequences with high similarities (E-value<0.03). The results in Table IV show that 
both four-body contact potentials and the DT potentials correctly rank, at first, 8 proteins 
out of 15 by threading the lattice_ssfit and the 4state_reduce decoy sets. However, if we 
carefully investigate each protein structure in these two decoy sets, these two potentials 
behave quite differently. For instance, the DT potentials can correctly predict the first 
rank when threading 1fca against 2000 decoys, but our four-body potentials are not good 
at identifying this protein among the decoys. In two other cases: 1sn3 and 1trl-A, we find 
that our potentials were successful in discriminating these two proteins (both of our ranks 
are 1); whereas the DT potentials perform poorly for these two proteins (ranks were 1179 
and 113 respectively). In the case of 1dkt-A, our potentials perform better than the DT 
potentials (13 vs. 89). However, overall rankings with our potentials are significantly 
better than with the DT potentials, 311 compared with 1287. 
 Krishnamoorthy and Tropsha38 has shown that the Z-scores calculated using two-
body potentials (MJ  potentials)24 are worse than those Z-scores given by DT potentials 
on the same decoy set (4state_reduced). Because our four-body contact potentials 
outperform the DT potentials for threading, it is clear that our potentials are better than 
regular two-body potentials. Because our four-body contact potentials define the 
interactions between a triplet and the single residue, which is quite different from the 
definition of regular two-body potentials and the DT four-body potentials, we have 
computed condensed two-body potentials from our four-body potentials by condensing 
the 120 triplets into 8 types (Table I) and averaging the remaining 36 doublets; this gives 
a total of 8*20=160 pairs. These condensed two-body potentials have been tested on the 
same decoy sets and have shown worse rankings and Z-scores than our original four-
body potentials, which strongly indicates that our four-body contact potentials are indeed 
better than two-body ones. The condensed two-body potentials and their threading results 
are shown in Figure 1.4 and Table 1.4.   
                     
 
18
 
 
 
 
Table 1.4. Threading results with condensed two-body potentials for the decoy sets 
“4state_reduced” and “lattice_ssfit” from Decoys 'R' Us. Compare with Table IV in 
the paper. 
 
Condensed two-body potentials 4state_reduced 
 
Proteins 
rank Z-score 
 
# of decoys 
1ctf 11 -1.841 630 
1r69 1 -2.613 675 
1sn3 1 -2.844 660 
2cro 8 -2.015 674 
3icb 6 -2.061 653 
4pti 13 -2.042 687 
4rxn 3 -2.231 677 
 
Condensed two-body potentials Lattice_ssfit 
Proteins 
rank Z-score 
# of decoys 
1beo 1 -3.821 2000 
1ctf 4 -2.526 2000 
1dkt-A 40 -1.874 2000 
1fca 52 -2.091 2000 
1nkl 1 -4.905 2000 
1pgb 766 -0.363 2000 
1trl-A 1027 -0.016 2000 
4icb 1 -3.335 2000 
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Fig. 1.4. The average energies and their standard deviations for the condensed two-
body potentials (E2-CB513). 
 
 
 
We also used the decoy set generated by Rosetta46  to test our four-body contact 
potentials derived from the datasets CB513 and 1.5Å592. This decoy set, denoted as 
Rosetta-decoy, includes the 85 proteins listed in Table 1.6, and each protein has 999 
decoy structures.    
 There were in total 100 proteins in our testing pool, including 7 proteins in the 
4state_reduced decoy set, 8 proteins in the lattice_ssfit set, and 85 additional proteins in 
the Rosetta-decoy set. Our potential E4-CB513 has a statistically significant better 
performance than the E4-1.5Å592 potential according to a paired t-test on the Z-scores (Fig. 
1.6). 
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Fig. 1.5. Dependence of the ranking of threading results on the number of protein 
chains used for deriving the four-body potentials. A ranking of 1 means perfect 
selection of the native structure by the threadings. Each curve is for one protein structure 
whose pdb name is given in the figure legend.  Each point is the average of 10 rankings 
obtained by threading 10 times for two different sets of decoys (a) 4state_reduced decoys 
and (b) lattice_ssfit decoys45  respectively using 10 different sets of four-body potentials 
for each value of the number of chains. These 10 sets of four-body potentials are derived 
from 10 native protein subsets, which have been randomly chosen for each number of 
chains from the dataset 1.5Å774. With only two methods there is a monotonic 
improvement in the rankings with increased numbers of chains and a general 
convergence is seen around 500 chains. 
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Fig. 1.6. The dependence of the standard deviations in threading rankings for 
different sizes of protein samples used in the derivation of the four-body contact 
potentials. Each point represents the standard deviation of the 10 rankings obtained by 
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threading 10 times (a) the 4state_reduced decoys and (b) the lattice_ssfit decoys45 with 
the 10 different sets of four-body potentials for each size of the protein sample. These 10 
sets of four-body potentials were derived from 10 native protein subsets of varying sizes, 
that were randomly chosen from the 1.5Å774 dataset. These results are quite consistent 
with the results shown in Fig. 4, again indicating a general good convergence in the 500-
600 range for the number of chains, with the exception of 1fca. 
 
Table 1.5.A. Comparison of threading results by Delauney tessellation algorithm 
(DT)38, with E4-CB513 (CB513), and E4-1.5Å592 (1.5Å592) respectively for the decoy set 
“4state_reduced” from Decoys 'R' Us45. 
 
DT’s17 CB513 1.5Å592  
 
Proteins 
rank z-score rank z-score rank z-score 
 
# of 
decoys 
1ctf 7 -2.62 6 -1.986 5 -2.085 630 
1r69 3 -2.90 1 -3.345 1 -2.675 675 
1sn3 113 -1.04 1 -2.511 2 -2.482 660 
2cro 1 -3.04 1 -2.631 6 -2.088 674 
3icb 1 -2.90 1 -2.091 15 -1.698 653 
4pti 1 -3.18 7 -2.160 4 -2.478 687 
4rxn 5 -2.58 7 -2.322 38 -1.503 677 
 
Table 1.5.B. Comparison of threading results by Delauney tessellation algorithm 
(DT)38, with E4-CB513 (CB513), and E4-1.5Å592 (1.5Å592) respectively for the decoy set 
“lattice_ssfit” from the Decoys 'R' Us45.  
 
DT’s17 CB513 1.5Å592  
Proteins 
rank z-score Rank z-score Rank z-score 
# of 
decoys 
1beo 1 -5.35 1 -5.106 1 -4.18 2000 
1ctf 1 -4.18 2 -3.909 1 -3.508 2000 
1dkt-A 89 -1.67 13 -2.551 19 -2.295 2000 
1fca 1 -4.91 249 -1.213 301 -1.015 2000 
1nkl 1 -4.38 1 -4.365 1 -4.785 2000 
1pgb 14 -2.58 19 -2.983 39 -2.033 2000 
1trl-A 1179 0.23 1 -3.846 1 -3.386 2000 
4icb 1 -5.47 1 -3.828 10 -2.528 2000 
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Table 1.6. List of 85 PDB identifiers in the Rosetta-decoy dataset. 
1aa3 1bgk 1erv 1kte 1nxb 1r69 1utg 2ezh 
1acf 1btb 1fwp 1leb 1orc 1res 1uxd 2ezk 
1ag2 1c5a 1gb1 1lfb 1pal 1ris 1vls 2fdn 
1aho 1cc5 1gpt 1lis 1pce 1roo 1vtx 2fha 
1ail 1csp 1gvp 1lz1 1pdo 1sro 1who 2fow 
1aj3 1ctf 1hev 1mbd 1pft 1svq 1wiu 2gdm 
1ajj 1ddf 1hlb 1msi 1pgx 1tih 2acy 2hp8 
1ark 1dec 1hsn 1mzm 1pou 1tit 2bds 2ktx 
1ayj 1eca 1jvr 1nkl 1ptq 1tpm 2cdx 2ncm 
1bdo 1erd 1ksr 1nre 1qyp 1tul 2erl 2pac 
2ptl 2sn3 4fgf 5pti 5znf    
 
 
Fig. 1.7. Z-scores of 100 proteins from 3 decoy sets including 4state_reduced (cross), 
lattice_ssfit (plus sign), and Rosetta (circle) decoy sets by using the E4-CB513 and the 
E4-1.5Å592 potentials.  The p-value from the paired t-test is 0.003 so the results are 
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statistically significant. The equation for the fitted line is y=0.9692x+0.1814, having a 
square residual of 0.8173. 
 
Discussion 
 Because there are 7200 parameters that must be evaluated for our four-body 
contact potentials, a sufficiently large set of native protein structures is critical for good 
estimation of these parameters. By varying the size of the native protein dataset, we 
found that about 500 chains are sufficient to derive accurate four-body contact potentials.   
With the number of high resolution proteins increasing rapidly, we are able to 
select sufficient numbers of proteins of high resolution structures to derive our four-body 
contact potentials and test these potentials for threading. However, four-body potentials 
obtained from the dataset CB513 produces a statistically significantly better threading 
result than do potentials derived from the dataset 1.5Å592, which suggests that resolution 
may not be the only critical factor for developing contact potentials. It is likely that the 
CB513 dataset represents a more broadly characteristic set. So, poorly resolved proteins 
may be useful, even though the geometric positions of their residues contain some greater 
error. Even with these uncertainties in positions they still contain information useful for 
threading. It is important to keep in mind that the threading with one point per amino 
acids is itself a quite low resolution model, and consequently may not require the use of 
high resolution data to be successful.  
 The DT four-body potentials derived by Delaunay tessellation algorithm are good 
at capturing protein quartets, which is the reason why the DT’s four-body potential 
performs quite well in recognizing the native protein 1fca from among 2000 decoys. The 
problematic 1fca is an iron-sulfur protein having two four-cysteine cores, a case that has 
not been selected with our potentials (Table 1.4B).  However, the four residues included 
in our four-body contacts need not be spatially neighboring. Since three residues of the 
four are almost always sequential neighbors, our four-body contacts contain certain 
sequential information and additionally the interaction between the backbone and a side 
chain, may not be explicitly considered in the Delaunay tessellation algorithm. From the 
differences in the methods used in the derivation of four-body contact potentials, the 
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Delaunay tessellation and our method are likely using different complementary 
information about the protein structures. Our results for threading indicate that our four-
body potentials and the DT potentials have certain strong complementarities. For 
example, our potentials perform well in identifyting the native structures for 1dkt-A and 
1trl-A (ranking 5 and 1 among 2000 decoys respectively), but the DT potentials failed in 
both cases. In our future work, we will try to combine the strong points in our four-body 
potentials with the advantages conferred by the Delaunay tessellation-derived potentials 
to construct better potentials for threading, as well as to combine these with other types of 
short range and long range contact potentials. 
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CHAPTER II 
THE COMBINATION OF STATISTICAL POTENTIALS IMPROVES 
THREADING PERFORMANCE 
 
Abstract 
In this part, we develop a new set of four-body contact potentials (SET2), which 
consider spatial information more, and so supplement the previous four-body contact 
potentials (SET1) in Part I. Because both SET1 and SET2 contact potentials are long-
range potentials, we also include the short-range conformational potentials introduced by 
us previously.  The combined potentials greatly improve the threading results in some 
decoy datasets. 
 
Introduction  
 In the previous study of our four-body potentials, we considered four sequential 
residues as the basis for dividing space. So the interactions between triplets, composed of 
three of these four sequential residues, and singlets include sequential information and 
reflect principally side chain-backbone interactions. The sequential information built into 
our potentials enables better gapless threading results than Delaunay tessellation (DT).  
However, on the other hand, this strong point may cause our potentials to fail in 
recognizing some proteins like 1fca. So it is clear that we should include spatial 
information to improve our new potentials. To include spatial information, we want the 
basis for dividing space to be more general so that four residues, which are spatially 
close, are not necessarily sequential neighbours. These new four-body potentials are 
denoted as SET2 four-body potentials. Correspondingly we rename those previous four-
body potentials (E4-CB513) as SET1 four-body potentials.  
 Both SET1 and SET2 potentials neglect the local geometric information from 
protein structures. A rational analysis of protein structural preferences should take into 
account both the interactions between residues and local backbone conformational 
information. The short-range conformational energies introduced by Bahar I. et al.28 
describe such conformational characteristics of proteins as the torsions and bond angles 
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of virtual Cα-Cα bonds and their couplings (Fig. 2.1 ). They defined the conformational 
energy for a given residue A at position i along the primary sequence of the protein in the 
following form.  
A 1 A A A 1
A A 1 A 1
E ( + )=E ( ) E ( )+E ( )
     + E ( + )+ E ( + )+ E ( )
i i i i i i
i i i i i i
θ φ φ θ φ φ
θ φ θ φ φ φ
+ +
+ +
+ +
∆ ∆ ∆ +
                           (2.1) 
Simultaneous consideration of both short-range potentials and long-range potentials 
improved the threading performance relative to threadings obtained using short-range or 
long-range potentials alone28. Because of that we will include the short-range 
conformational energies in our new approach to investigate if and how threading results 
can be improved. 
 
 
Fig. 2.1 Schematic representation of the Cα-Cα virtual bond model. Protein structures 
are reduced by using the position of the Cα to represent the whole residue28.  
           
 It appears that the best potential function is likely to be different if a different 
protein model were used, so that is no universal function for protein folding47.  How to 
exploit the advantages of our previous potentials and how to improve them further is the 
problem in our present study. Some effects, such as long range side chain-side chain 
effects and solvation energy, are important for the protein folding process, but they are 
not included in either the four-body or short-range potentials. We will include them in 
our future work. There is still a large margin for improvement of knowledge-based 
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effective potential function to reach perfect protein structure prediction, perhaps not a 
fully attainable goal. 
   
Methods and results 
Construct and Derive SET2 potentials 
We use the same approach to construct SET2 except that four yellow dots (see Fig 
1.1) representing four sequential residues in SET1 are replaced by the criterion that three 
of them are physically the closest neighbors to the fourth one named the hub residue.  For 
a given protein, this hub residue slides from the N-end to the C-end so that we can collect 
all data from each structure. If we don’t use constraints to remove the four sequential 
residues cases in SET2, then we have a 4.3% overlap between SET1 and SET2. Since 
4.3% is not a large amount, we use first the total SET2 for threading disregarding this 
small overlap. Then we will remove these 4.3% cases to see whether there is a major 
change in the threading performance. We use the same mathematical equations as 
previously (see part I) to derive SET2 potentials. 
We are interested in comparing SET1 and SET2 potentials. Although the overall 
probability distributions of SET1 and SET2 are quite similar (Fig. 2.2), there may 
possibly be important differences in each individual four-body case. Because we define 
the potentials by replacing all zero counts by a small number, both SET1 and SET2 have 
a significant artificial bar around 7.0 (Fig. 2.2). When we checked the difference between 
SET1 and SET2, we found that about 50% of all 7200 energy functions have differences 
in the range (-0.4, 0.2), and 7% of them have differences either large than 5.0 or less than 
-5.0 (Fig. 2.3.). Those cases with differences less than -5.0 favor the space division 
containing more spatial information (SET2), and contrarily those with differences larger 
than 5.0 favor the space division containing more sequential information (SET1).  A 
specific example below will illustrate it strongly. In part I, we argued that the reason why 
SET1 can’t discriminate the native structure of 1fca from the decoys is that SET1 can’t 
capture four-CYSs core in Fe-S center. But in SET2, we do find that the potential energy 
representing CYS-CCC contact in intermediate state is -2.46 and the difference of this 
parameter between SET1 and SET2 is -9.37 (Fig 2.3).  According to this analysis, we 
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expect that SET2 will be much better than SET1 in identifying the native structure of 
1fca among decoys. 
 
Fig. 2.2 The histogram for all 7200 parameters of SET1 and SET2.  
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Fig. 2.3 The difference between SET2 four-body potential and SET1 four-body 
potential.  
 
Threading results 
There are several ways of evaluating the performance of potential energies. The 
correlation between the energy and the degree of nativeness is one important evaluation 
method complementary to rankings, Z-scores (energy in standard deviation units relative 
to the mean), and energy gaps between the native structures and all other alternative 
structures19. The ideal situation is when the native structure has the lowest energy and the 
energy surface is funnel-like, which requires a good correlation between the energy and 
the nativeness.  
In this part, we will continually show our ranking of the native conformation and 
Z-score results of threading, and then calculate the correlation coefficients between the 
energy and the degree of nativeness. We expect that SET2 can discriminate the native 
structure of 1fca from 2000 decoys, which is proved by our threading results (see Table 
V).  SET2 can capture the very stable four-CYS core, and so it succeeds in identifying the 
native structure.  
For the 4state_reduced decoy set, SET1 shows better ranking results than SET2 
and short range potentials. For the lattice_ssfit decoy set, SET1, SET2 and short range 
potentials have similar fold recognition abilities. Our potential weights work very well 
for the 4state_reduced and the lattice_ssfit decoy sets, but fail in recognizing native 
structures in the lmds decoy set. 
We are also interested in our potentials’ performance measured by the correlation 
between the energy and the nativeness. Here we use the cRMSD (Cα rmsd) as the 
measurement of the nativeness. The combined potentials show encouraging correlations 
between the energy and cRMSD for proteins from 4state_reduced decoy set (Fig. 2.4), 
which are comparable to those derived by using atomic level potentials48 (Table 2.1). 
Although the Z-scores of proteins in the lattice_ssfit are better than those in the 
4state_reduced, the correlations are worse (see Fig. 2.5). The possible explanation is that 
large cRMSD values for the lattice_ssfit set indicate that those decoys are quite distant 
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from the native structure and the linear correlation between the energy and the cRMSD 
holds mostly for near-native structures. The best case is 3icb which shows correlation 
0.77.  
 
Table 2.1: Threading results (ranking and z-score) of 3 decoy sets (4state_reduced, 
lattice_ssfit, lmds). All Z-scores are for combined potentials. 
Proteins 
(4state_reduced) 
SET1 SET2 Short-
range 
SET1+SET2 SET1+0.5SET2 
+0.1short range 
Z-
score 
1ctf 6 1 25 2 2 -2.5 
1r69 1 1 65 1 1 -3.3 
1sn3 1 46 11 7 2 -2.6 
2cro 1 26 56 1 1 -2.6 
3icb 1 9 59 3 1 -2.2 
4pti 7 13 6 2 1 -2.9 
4rxn 7 9 8 3 1 -2.5 
 
Proteins 
(lattice_ssfit) 
SET1 SET2 Short-
range 
SET1+SET2 SET1+SET2+0.5 
short range 
Z-score 
1beo 1 1 1 1 1 -5.1 
1ctf 2 1 87 1 1 -4.5 
1dkt-A 13 47 1 14 1 -2.6 
1fca 249 1 8 12 1 -2.7 
1nkl 1 1 4 1 1 -5.4 
1pgb 19 3 3 1 1 -3.3 
1trl-A 1 7 3 1 1 -3.8 
4icb 1 1 1 1 1 -5.0 
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Table 2.1 (continued) 
Proteins 
(lmds) 
SET1 SET2 Short-
range 
SET1+SET2 SET1+SET2 
+short range 
Z-score 
1b0n-B 159 303 449 447 454 1.4 
1bba 422 391 459 468 470 1.6 
1ctf 70 39 286 185 89 -0.9 
1dkt 75 31 206 185 156 0.5 
1fc2 501 501 168 334 196 2.1 
1igd 22 5 27 8 3 -2.5 
1shf-A 178 174 1 1 1 -3.1 
2cro 1 97 232 51 140 -0.6 
2ovo 81 205 152 72 195 0.1 
4pti 190 166 28 41 51 -1.0 
 
Table 2.2: Correlation coefficient between energy calculated by weighted potentials 
and the cRMSD for the 4state_reduced decoy set 
Proteins 
(4state_reduced) 
Short_range SET1 SET2 SET1+0.5SET2 
+0.1shor_range 
Atomic level 
Lu & Skolnick 
1ctf 0.56 0.51 0.50 0.60 0.6 
1r69 0.56 0.38 0.33 0.53 0.5 
1sn3 0.53 0.40 0.32 0.46 0.5 
2cro 0.57 0.23 0.44 0.49 0.7 
3icb 0.73 0.63 0.71 0.77 0.8 
4pti 0.44 0.41 0.24 0.46 0.5 
4rxn 0.62 0.60 0.41 0.63 0.6 
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Fig. 2.4 Correlations between the free energy and the cRMSD for the 
4state_reduced decoy set. 
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Fig. 2.5 Correlations between the free energy and the cRMSD for the lattice_ssfit 
decoy set. 
 
Discussion and future work 
1. Deeper analysis of 7200 four-body potentials from SET1 and SET2 
Previously, we simply analyzed the distributions of SET1, SET2 and the 
difference between SET1 and SET2. Pokarowski et al.35 have shown that 210 pairwise 
contact potentials can be approximated quite well by simple functions of one-body 
factors h and q that are highly correlated with hydrophobicities and isoelectric points of 
the 20 amino acids respectively. More work needs to be done to find out if 7200 
parameters can be similarly represented by simple functions of one-body properties. 
Statistical analysis of multi-dimensional data is necessary to explore the underlying 
information about these parameters. For example, we found that there is a pattern of the 
hydrophobic interactions between triplets and singlets in the buried state just in a two-
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dimensional visualization of data. Here, we propose to use “GGobi” 49 to visualize these 
data, and also to apply several classification methods, such as hierarchical clustering, in 
the numerical analysis. GGobi is an open source visualization program for exploring 
high-dimensional data. It provides highly dynamic and interactive graphics such as tours, 
as well as familiar graphics such as the scatterplot, barchart and parallel coordinates 
plots. Data in the same group are supposed to have similar physico-chemical 
characteristics. Results from classification computations may prove this point. However 
any unexpected results might be highly interesting for further investigation. 
2. Evaluation problem for threading results and nativeness 
 How to correctly and comprehensively evaluate threading results is the essential 
problem in guiding the development of new potentials for protein structure prediction. 
Here, we propose to use many of criteria both available and novel that we should define 
by ourselves. Our previous research has already used some critera: ranking, Z-score, 
correlation between energy and rmsd.  There are more available methods, such as logPB1, 
logPB10, and F.E.  
 log PB1 is the log probability of selecting the best scoring conformation.  Suppose 
that the best scoring conformation has the cRMSD rank of Ri among n decoy 
conformations, and this probability is calculated as: 
logPB1= log10(Ri/n) 
 logPB10 is the log probability of selecting the lowest RMSD conformation among 
the top 10 best scoring conformations. Suppose that the best scoring conformation has the 
lowest RMSD among the 10 best scoring conformations, with the rmsd rank of Ri in all 
the N decoy conformations, this probability is calculated using the above formula. 
 F.E. is fraction enrichment of the top 10% lowest rmsd conformations in the top 
10% best scoring conformations. 
The evaluation of the nativeness is another question. Rmsd is not the only 
evaluation method. One can use alternative criteria like the number of native contacts, 
structure similarity and others. 
3. Solvation energy   
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Both the present four-body potentials and short-range conformational energies 
neglect the contribution of solvation energy to protein stability. Eisenberg & 
McLachlan50 first estimated the contribution of each protein atom to the solvation free 
energy as the product of the accessibility of the atom to the solvent and its atomic 
solvation parameter that was determined by free energies of the transfer shown below. 
∆σ(C)=16±2 cal Å2 mol-1 
∆σ(N/O)=-6±4 
∆σ(O-)=-24±10 
∆σ(N+)=-50±9 
∆σ(S)=21±10 
We will also try the other set of atomic solvation parameters extracted by Zhou and 
Zhou51 from 1023 mutation experiments. The non-polar atoms C and S increase the free 
energy of the system as they are transferred from the interior of the protein to water. 
Polar atoms decrease the free energy in the same process; charged atoms cause a much 
larger decrease. The solvation contribution to the free energy of protein folding can be 
estimated by the equation as follows: 
 ∆Gs=∆σ(C)∑Ci(Ai)            
                    +∆σ(N/O)∑N,Oi(Ai) 
                   +∆σ(O-)∑O-i(Ai) 
                   +∆σ(N+)∑N+i(Ai) 
                  +∆σ(S)∑Si(Ai) 
Here, A is the solvent-accessible surface area of the ith atom. We propose to use a similar 
approach to estimate the solvation energy of the native and decoy structures. The atomic 
surface accessibility is easy to obtain by using NACCESS program. 
4. Side chain effects 
  Both short-range and four-body potentials are based on coarse grained models of 
proteins. Inevitably, the side chain information is neglected. Although atomic solvation 
effects include some side chain effects in the solvation energy for protein folding, side-
chain conformational information is still unexplored.  The importance of the accurate 
prediction of side-chain conformations has been pointed out in a number of 
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publications52,53. Here, we propose to develop the set of knowledge-based potentials 
(Era(θi), Era(φi)) for side chains conformations according to the distribution of each 
rotamer (ra indicates the rotameric states of amino acids).  
Era(θi)=-RTln[Pra(θ)/P°ra(θ)] 
Era(φi)=-RTln[Pra(φ)/P°ra(φ)] 
Par(θ) and Pra(φ) are the normalized probabilities of each rotamer of  amino acids. P°ra(θ) 
and P°ra(φ)] are the uniform distribution probabilities that will be used as the reference 
states. 
5. How to obtain optimal threading results?  
 All these effects, including SET1, SET2, short-range, solvation and side chain, 
may contribute differently to the structure stability. Since these five potential functions 
are all knowledge-based empirical terms, it is hard to assign a reasonable weight 
according to the importance of the physiochemical properties. Here, we propose to obtain 
the weights by maintaining an energy gap between the native structure and decoy 
conformations as shown below.   
                         i iN i iD
i i
w E b w E⋅ + < ⋅∑ ∑                
   (N: native, D: decoys, E: threading scores from SET1, SET2, short-range, solvation, 
and side chain effects) 
 We try to find a set of universal weights that can satisfy maximize the energy gap 
between native protein and the average decoys or maximize the correlation coefficient 
between energy and RMSD. This task requires a large set of decoys as a training set data.  
Decoy sets generated by Loose et al.54 and Simons et al.46 were used as training sets 
previously by Zhang et al47. We propose to use both of them and may utilize more decoy 
sets from the CASP experiments. A Support Vector Machine (SVM) has been used for 
this optimization task and lead to successful threading results47. We propose to use same 
technique to search for optimal weights for these five or more energy terms.  
6. The decoy set-dependence of threading. How to resolve it or is it inherent and 
inevitable?  
It has been reported by various authors that the performance of potential functions 
depends strongly on the decoy set, and success with one set does not guarantee success 
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for the others55. Our four-body potentials exhibit such a set-dependent threading 
performance.  
The different properties of proteins in these sets may be reasons for this 
phenomenon. The average lengths of proteins in 4state_reduced, lattice_ssfit, and lmds 
decoy sets are 64, 70.5, and 52.8 respectively, which might be a reason for the set-
dependence threading results. We assume that our four-body potentials are more 
powerful for longer chains. 
Deeper analysis of the set-dependence and protein-dependence of threading 
results may help to improve the predictive ability of scoring functions. We propose to use 
our four-body potentials and combined potentials to seek the underlying reasons for the 
set-dependence since our potentials perform better on the 4state_reduced and the 
lattice_ssfit sets and not well for  the lmds decoy set. 
Although significant progress in the development of empirical potentials with 
enhanced native structure specificity was made in the past few years, most successful 
predicted proteins are small proteins with chain length less than 100 residues. Further 
work towards a better understanding and predicting structures of larger proteins is a 
promising object for future investigations. Multibody potentials may be essential in 
predicting structures of large proteins that show more cooperative behaviour in protein 
folding because extremely short chains, like those containing only 30 residues, are not 
necessarily so highly cooperative in folding. In later work, we will include more decoy 
sets with longer protein chains to test our four-body potentials and look in detail more 
deeply at how four-body potentials could be built to reflect the cooperativity of protein 
folding. Some targets from the most recent CASP experiments containing more than 200 
residues will be good targets for these studies. 
7. More applications 
Threading (fold recognition) is one of the most important applications of 
knowledge-based potential functions. The other uses include structure prediction and 
structure validation56-58, protein docking and binding59, mutation-induced changes in 
stability 60-63, and protein design64. We will extend the application of our four-body 
potentials to some of these problems.  Protein design aims to recognize sequences 
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compatible with a given protein fold but incompatible to any alternative folds65,66. The 
problem of protein design is similar to threading since a large space of candidate 
sequences requests effective potential energies for biasing the search towards the feasible 
structural regions. This method may be used to construct proteins with enhanced or novel 
biological functions, such as therapeutic properties. We will test our potentials for protein 
design.   
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CHAPTER III 
 ORIENTATIONAL DISTRIBUTIONS OF CONTACT CLUSTERS IN 
PROTEINS CLOSELY RESEMBLE THOSE OF AN ICOSAHEDRON 
 
Abstract 
The orientational geometry of residue packing in proteins was studied in the past by 
superimposing clusters of neighboring residues with several simple lattices.13,67 In this 
work, instead of a lattice we use the regular polyhedron, the icosahedron, as the model to 
describe the orientational distribution of contacts in clusters derived from a high-
resolution protein dataset (522 protein structures with high resolution < 1.5Å). We find 
that the order parameter (orientation function) measuring the angular overlap of 
directions in coordination clusters with directions of the icosahedron is 0.91, which is a 
significant improvement in comparison with the value 0.82 for the order parameter with 
the face-centered cubic (fcc) lattice. Close packing tendencies and patterns of residue 
packing in proteins is considered in detail and a theoretical description of these packing 
regularities is proposed.  
 
Introduction 
Protein packing is an important aspect of structural biology related to many other 
problems, such as: protein structure design8,9, quality evaluation of protein structures 7, 
prediction of protein-ligand binding68,69,  and  calculation of the intrinsic compressibility 
of proteins10,70. Many previous studies of packing at the atomic level show that proteins 
have an exceptionally high packing density in their interior regions10,11  and that side-
chains in the protein cores are neatly interlocked71Word et al., 1999). The tight packing 
of the hydrophobic core mainly caused by the tendency for nonpolar residues to 
aggregate in water has been considered to play a key role in the stability of 
proteins.72Close packing of the hydrophobic core has been indicated to be a key selection 
factor in evolution from investigations of stabilities and interaction energies of a series of 
mutants in the major hydrophobic core of staphylococcal nuclease and 42 homologous 
proteins.73 The surface parts of proteins are considered to be less tightly packed than the 
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core parts.74 The protein size also affects the packing: larger proteins are usually packed 
more loosely than smaller proteins.75  
 Small ranges of torsion angles are allowed for the backbone conformations of 
proteins because of the restriction imposed by peptide bonds. Ramachandran plots show 
that dihedral angles in proteins are mainly localized within a few regions of the psi-phi 
angles corresponding to different secondary structures, which is indicative of the packing 
regularities of protein backbones. The side chain packing problem is more complicated 
and the existence of regular and ordered packing of side chains is usually unclear when 
studied at the atomic level. Conflicting experimental observations and theoretical analysis 
about random or ordered side chain packing patterns76,77 make the side chain packing 
problem particularly interesting for a more thorough exploration. Several models have 
been put forward to study this problem. Richards firstly proposed in 1977 the jigsaw 
puzzle model to elucidate the side chain packing problem.78 Another completely different 
packing model of the nuts and bolts in a jar that was described by Bromberg and Dill.76 
Raghunathan and Jernigan utilized a lattice model of sphere packing and found that 
almost all residues conform perfectly to this lattice model when 6.5 Ǻ is used as the 
cutoff to define non-bonded interacting residues.67 The face-centered-cubic (fcc) lattice 
model and several other lattice models have been used to find the side chain packing 
regularities when proteins are studied at the coarse-grained level.12,13 
In the present paper, we use same quaternion-based superimposition algorithm 
(QTRFIT) employed earlier by us for the fcc lattice model13 to superimpose the unit 
vector clusters collected from real protein structures with the directional vectors of the 
icosahedron model to investigate packing patterns, packing regularities, and their 
relations to the packing density. Several recent studies on packing density motivated us to 
investigate the icosahedron as a new model for the distribution of directions among 
closely packed residues.  It has been proved that the fcc lattice is the closest packing 
geometry of equal-sized spheres.14,15 However, if ellipsoids are used instead of spherical 
particles, the random packing density will increase because achieving a higher density 
relates to having a larger number of degrees of freedom; and ellipsoids have more 
degrees of freedom than spheres.79,80 The irregular shapes of protein side chains imply 
                     
 
42
 
 
 
that each residue resembles more closely an ellipsoid than a sphere. Because of this, we 
hypothesize that the packing density of proteins may be higher than that in the fcc lattice 
used in our previous study13, and therefore a new model having the possibility of slightly 
higher packing density is proposed.  In this study, we choose the icosahedron as a new 
model to investigate the protein packing problem on the coarse-grained level. The central 
sphere of an icosahedron has a higher local packing fraction 0.76 than that of the fcc 
lattice, which has the same local packing fraction 0.74 for all spheres.81 The icosahedron 
is the Platonic solid P3 with 12 vertices, 30 edges, and 20 equivalent equilateral triangle 
faces. The regular property of the icosahedron has other advantages in its regularity in 
angles and even reduces computational complexity.  There are a total of 12 directional 
vectors from the center of icosahedron to its 12 vertices. Each of the vector clusters 
obtained from the protein dataset 1.5Å522 represents the cluster of unit vectors between 
the central residues and its neighbors. We use the quaternion-based QTRFIT algorithm to 
superimpose the set of directional vectors of coordination clusters with the set of 
directional vectors of the icosahedron model.  We observe that the icosahedron model can 
represent coordination clusters derived from protein structures much better than the fcc 
lattice model. The superimposition results provide us with extremely valuable 
information about residue packing patterns and regularities, packing density, etc.   
 
Methods 
Selection of dataset 
A dataset of 522 protein structures, named here as 1.5Å522 was randomly selected from 
our larger dataset of 774 structures 1.5Å77482 which we extracted from the Protein Data 
Bank using the online server PISECES39 by imposing the following criteria: percentage 
sequence identity: 30%, resolution: 1.5 Å or better, R-factor:  0.3, with only X-ray-
determined structures included. A total of 110,255 coordination clusters were extracted 
from the 1.5Å522 dataset, which is nearly 4 times more than the total number of 
coordination clusters used in our previous study13. Protein packing is a complex problem 
and many experimental data and theoretical analyses are mutually conflicting.76,77 Here 
we use coarse-grained models to reduce the complexity of the problem while 
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investigating packing regularities in proteins. All residues are represented by their Cβ 
atoms except glycines, which are represented by the Cα atoms.  Figure 2 in our previous 
paper13 shows an example of the coordination cluster formed by the central residue 
(GLY65) and all it spatial neighbors within 6.8Å in myoglobin. Each of the 110,255 
coordination clusters studied here is represented by a set of unit vectors pointing from the 
central residue to its neighbors lying within 6.8Å. We do not differentiate here between 
bonded and non-bonded neighbors. The reasons for choosing a cutoff distance 6.8Å and 
for including both bonded and non-bonded neighbors have been discussed in detail in our 
previous paper13. 
Construction of directional vectors for the icosahedron model and the generation of 
irreducible combinations of m (m≤12) directional unit vectors 
The icosahedron is one of the most interesting regular polyhedra and has been widely 
used in physics, material science, and biological sciences.81,83-85 It has 12 vertices, 30 
edges and 20 equilateral triangle faces with five of them meeting at each of the 12 
vertices. If we choose the icosahedron center as the center of the coordinate system and 
specify the vectors from the center of the icosahedron to each of its 12 vertices to be the 
unit vector, and then compute the Cartesian coordinates for the 12 directional unit 
vectors, we obtain the following 12 directional unit vectors: 
 
e1 = (0.894, 0, 0.447) 
e2 = (0.276, 0.851, 0.447) 
e3 = (-0.724, 0.526, 0.447) 
e4 = (-0.724, -0.526, 0.447) 
e5 = (0.276, -0.851, 0.447) 
e6 = (0.724, 0.526, -0.447) 
e7 = (-0.276, 0.851, -0.447) 
e8 = (-0.894, 0, -0.447) 
e9 = (-0.276, -0.851, -0.447) 
e10 = (0.724, -0.526, -0.447) 
e11 = (0, 0, 1) 
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e12 = (0, 0, -1)       (3.1) 
 
The coordinate system of the icosahedron model that we choose has two opposite 
vertices located along the z-axis, five vertices constructing an equilateral pentagon are 
parallel to the xy-plane at the distance 0.447 above the xy-plane, and the other five 
vertices forming also an equilateral pentagon are located at almost symmetrical positions 
opposite to the previous pentagon along the xy-plane except 36° (pi/5) rotation along the 
z-axis. We show the icosahedron model in Figure 3.1. The number beside each node 
labels the order of assignment of 12 unit vectors used in our work. 
 
Fig. 3.1. The icosahedron model. The numbers beside nodes are in the same 
order as the vectors defined in Eq. 1 connecting the center of the icosahedron (red point) 
with each of the nodes. 
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The first five unit vectors located at the vertices of the upper pentagon have coordinates:  
  
2 2
2 2
4 sin 1 1 2 sin
5 5
2 sin 4 sin 15 5
2 ( 1) 2 ( 1)
5 5
cos ,sin , ;( )i i i i
pi pi
pi pi
pi pi
−
−
−
− −
 = 1 ≤ ≤ 5      e
    (3.2) 
The next five unit vectors located at the vertices of the lower pentagon that is rotated by 
the angle pi/5 with respect to the upper pentangle have coordinates: 
 
                
2 2
2 2
4 sin 1 1 2 sin
5 5
2 sin 4 sin 15 5
2 ( 6) 2 ( 6)
5 5
cos ,sin , ;( )i i i i
pi pi
pi pi
pi pi pi pi
−
− +
−
+ − + −
 = 6 ≤ ≤10      e
   (3.3) 
 We use these 12 directional unit vectors from the icosahedron model to fit our 
coordination clusters from the 1.5Å522 dataset. If a given coordination cluster contains m 
neighbors, represented by m unit vectors; then there are 
12
m
 
 
 
different ways of choosing 
m (1≤m≤12) directional unit vectors in the icosahedron model to fit this coordination 
cluster. However, we can significantly reduce this number by removing sets of directional 
vectors related by symmetry. For the simplest case
12
1
 
 
 
, theoretically there are 12 
combinations given by the binomial coefficient formula. However, since all vertices of 
the icosahedron are geometrically equivalent we can choose a single one to represent all 
others. We have shown previously that the number of possible compact lattice 
conformations can be reduced by removing conformations related by symmetries of the 
shape.86 For example, the cube has the total number of symmetries 48, and the number of 
compact self-voiding walks on the cubic lattice within a cubic shape can be reduced by 
the factor σ = 48.86 Similarly, we construct irreducible sets of m (1≤m≤12) directional 
vectors of icosahedron. We first enumerate all possible combinations of choosing m 
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directional vectors from 12. If two of them are symmetric, they will overlap after 
applying proper rotation using QTRFIT algorithm and we can eliminate one of them. By 
considering all combinations of directional vectors and rotations superimposing these sets 
we obtain irreducible combinations of the m (1≤m≤12) directional vectors of icosahedron.      
The probabilities of various irreducible combinations of m directional unit vectors 
are different. If we assume that all combinations are equally probable, then the 
probabilities of irreducible combinations can be computed from the following formula: 
 
  Pirr= the total number of reducible combinations having the same pattern/
12
m
 
 
 
     (3.4) 
 
In the case of m = 2, we have 3 irreducible combinations (e1, e2), (e1, e3), and (e1, e8) that 
we call patterns. The pattern (e1, e2) corresponds to the case when two vertices of the 
icosahedron are the nearest neighbors; the pattern (e1, e3) represents the case when the 
two vertices are second nearest neighbors; and (e1, e8) corresponds to the situation when 
the two vertices are opposite points, the most distant nodes of the icosahedron. Patterns 
(e1, e2) and (e1, e3) have the same probability Pirr 0.455, while Pirr of the pattern (e1, e8), is 
five times less frequent, is only 0.091.  
Obviously the two vectors in the pattern (e1, e8) are less densely distributed than 
the vectors in patterns (e1, e2) and (e1, e3). We use the following equation to compute the 
density of different patterns, denoted as Dpatterm: For m vectors, we will totally have 
2
( 1) / 2m m m  = − 
 
 pairs. And we compute the summation of the differences of all these 
m(m-1)/2 pairs and the summation is then scaled by dividing the number of pairs, that is 
m(m-1)/2) 
 
  Dpattern= 
1
2
1 1
2
( 1)
( )
m m
i j i
i j
m m
−
= = +−
−∑∑ e e
                                             (3.5)                          
where m is the number of vectors in each irreducible combination. 
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QTRFIT algorithm for superimposing two clusters of unit vectors 
The QTRFIT algorithm was developed in 1990 by David J. Heisterberg87 to 
superimpose atoms of two molecules by quaternion-based approach.  In this algorithm, 
two matrices [ ]ija=A and [ ]ijb=B  of size n n×  built from vectors ia  and ib ; ( ni1 ≤ ≤ ) 
represent conformations of each of two molecules, or as in our study, two sets of unit 
vectors. The goal is to find a rotation represented by the matrix U which minimizes the 
error of superimposition defined as: 
 
   E=Tr[W(UA-B)2 ]                                     (3.6)       
 
where W is the weight matrix, which in our case is simply the identity matrix I, and Tr 
denotes the trace of the matrix. A detailed description of the quaternion representation of 
three-dimensional rotations and the QTRFIT algorithm was given in our previous study1. 
In Eq. 3.6, B is the target matrix composed of directional vectors, and the matrix A (also 
composed of directional vectors), tries to fit it by optimized rotation. The order of 
directional vectors (columns) in matrices A and B is fixed. However this order may not 
be optimal to minimize the error E in Eq. 3.6. To globally minimize this error we should 
consider all permutations of directional vectors in matrix A. If A is composed of m non-
zero vectors, we can rearrange them in m! different ways. After superimposing A and all 
its rearrangements with B, we can find the order of directional vectors in the matrix A 
having the smallest root mean square distance (RMSD)  
 
 
3
2
1 1
'
1( ', ) ( )
n
i j
ij ijRMSD a b
n
= =
−= ∑∑A B
                                            (3.7) 
upon superimposition between ' =A UA  and B. 
 
Evaluation criteria for superimposition 
We use the same criterion as in our previous study13 to evaluate the quality of 
superimposition between the directional vectors of coordination clusters derived from our 
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1.5Å522 dataset and the directions of the icosahedron model. The quality of the 
superimposition of two sets of vectors is measured by the order parameter (OP), defined 
as the average square of the cosine of the angle ∆α between two superimposed directional 
vectors: 
   
2
1
cos
m
i
iOP
m
α
=
∆
=
∑
                                         (3.8) 
 
where m is the number of superimposed directional vectors. 
For two sets of vectors that are perfectly superimposed the order parameter OP = 1.   
We also use RMSD defined by Eq. 3.7 to measure the difference between two 
superimposed sets of vectors. If two sets of vectors perfectly overlap then RMSD equals 
zero. Since all vectors studied here are unit vectors, RMSD is an alternative measure of 
the quality of a superposition to OP.  
Linear regression 
 
We use the R programming language to perform linear regression analysis in our 
studies. R is a language and environment for statistical computing and graphics freely 
available as a part of the GNU Project. R currently developed by the R Development 
Core Team (http://www.r-project.org) is similar to the S language and environment 
developed in the mid-70s at Bell Laboratories by John Chambers and colleagues. The R 
function, 'lm', is used to fit linear models. We also use the built-in function step( ) to 
choose a best formula-based linear regression model.  
 
Results 
Results from protein dataset 
The distribution of unit vector clusters from the 1.5Å522 dataset has a nice bell 
shape with its peak around 6-7 vectors (Fig. 3.2). In our dataset, there are few 
coordination clusters having more than 12 neighbors (directional vectors). The clusters 
having 13 and 14 directional vectors account for 0.2% and 0.04% of the total number of 
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clusters, respectively. Because the icosahedron model has only 12 vertices, we ignore 
those cases with more than 12 directional vectors. 
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Fig. 3.2.  The distribution of clusters of directional vectors derived from the 1.5Å522 
dataset. 
Results from analyzing the icosahedron model 
We choose m (1≤m≤12) vectors from the 12 directional vectors of the icosahedron 
pointing from its center to 12 vertices. Table 3.1 lists all irreducible combinations of m 
vectors. The irreducible m-tuplets of directional vectors greatly reduce the combinatorial 
size of the problem. Without this combinatorial reduction in choosing sets of m (1≤m≤12) 
vectors from 12, we would have 212 - 1 = 4095 of all possible combinations. This can be 
reduced to 63 irreducible m-tuplets by eliminating sets of vectors related by symmetry of 
the icosahedron, using the method described by us earlier. It should be noted that there is 
a symmetry between the distribution of the m-tuplets and that of the (12-m)-tuplets of 
vectors since the later ones correspond to the removal of m vectors from the single 12-
tuplet. Because of this the maximum number of irreducible m-tuplets (12) is observed for 
m = 6 (see Table 3.1).  
For each irreducible combination of m orientational vectors (m-tuplet), we 
consider two properties: pattern density Dpattern defined by Eq. 3.5 and the probability of 
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such irreducible m-tuplet. Dpattern is a measure of how directional vectors in a given 
coordination cluster are close to each other. The smaller Dpattern value is, the closer are the 
vectors in this cluster. For the 1-tuplet Dpattern is zero by definition. It is rather obvious 
that combinations containing neighboring vertices of the icosahedron should have low 
values of Dpattern, while those including opposite, most distant vertices should have large 
values of Dpattern.  The results shown in Table 3.1 clearly demonstrate the correctness of 
this supposition. For all irreducible m-tuplets shown in Table 3.1 the triplet C3_1 that has 
the lowest Dpattern = 1.051 is the combination of three vectors: e1, e2, and e6 joining the 
center of the icosahedron with three vertices located on the same equilateral triangular 
face. On the other hand the doublet C2_3 that has the largest value of Dpattern = 2.000 
represents the combination of two oppositely directed vectors e1 and e8.  
Probability of a given irreducible m-tuplet informs us if a particular irreducible 
combination is more likely than other m-tuplets. For choosing 1 or 11 vectors from 12, 
there are 12 different combinations; however all of them are reducible and we have only 
a single irreducible combination (packing pattern). For choosing 12 vectors from 12, 
obviously only one combination is available. There are several different irreducible 
combinations (shown in Table 3.1) when we choose m (2≤m≤10) out of 12 unit vectors of 
the icosahedron. Each irreducible combination (packing pattern) represents a certain 
number of reducible combinations, which defines the probability of this packing pattern. 
We separately consider m-tuplets with a different number m (1≤m≤12) of directional 
vectors, so the probabilities of different packing patterns with the same number m of 
vectors by definition sum to 1. There are no obvious correlations between the density of a 
given pattern Dpattern and its probability. 
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Table 3.1. Densities of patterns Dpattern and their probabilities for all irreducible 
combinations of m vectors chosen from 12 directional vectors of the icosahedron.  
names # of 
vectors 
Dpattern Probability Irreducible vector combination (number i represents vector ei 
defined in Eq. 1 and shown in Figure 1) 
C1 1 0 1.000 1            
C2_1 2 1.052 0.455 1 2           
C2_2 2 1.701 0.455 1 3           
C2_3 2 2.000 0.091 1 8           
C3_1 3 1.051 0.091 1 2 6          
C3_2 3 1.305 0.273 1 2 3          
C3_3 3 1.516 0.273 1 2 4          
C3_4 3 1.632 0.273 1 2 8          
C3_5 3 1.701 0.091 1 3 9          
C4_1 4 1.185 0.061 1 2 3 11         
C4_2 4 1.305 0.121 1 2 3 6         
C4_3 4 1.414 0.121 1 2 3 4         
C4_4 4 1.478 0.242 1 2 3 8         
C4_5 4 1.516 0.121 1 2 3 12         
C4_6 4 1.576 0.242 1 2 3 9         
C4_7 4 1.611 0.061 1 2 4 12         
C4_8 4 1.633 0.03 1 2 8 9         
C5_1 5 1.282 0.076 1 2 3 4 11        
C5_2 5 1.39 0.076 1 2 3 6 10        
C5_3 5 1.414 0.091 1 2 3 4 5        
C5_4 5 1.453 0.227 1 2 3 4 6        
C5_5 5 1.513 0.227 1 2 3 4 9        
C5_6 5 1.536 0.076 1 2 3 4 12        
C5_7 5 1.549 0.152 1 2 3 8 9        
C5_8 5 1.571 0.076 1 2 3 9 12        
C6_1 6 1.305 0.013 1 2 3 4 5 11       
C6_2 6 1.35 0.022 1 2 3 4 7 11       
C6_3 6 1.377 0.065 1 2 3 4 6 11       
C6_4 6 1.419 0.13 1 2 3 4 6 7       
C6_5 6 1.461 0.13 1 2 3 4 5 6       
C6_6 6 1.476 0.022 1 2 3 4 7 12       
C6_7 6 1.486 0.195 1 2 3 4 6 8       
C6_8 6 1.501 0.13 1 2 3 4 6 12       
C6_9 6 1.516 0.013 1 2 3 4 5 12       
C6_10 6 1.525 0.195 1 2 3 4 6 9       
C6_11 6 1.54 0.065 1 2 3 4 9 12       
C6_12 6 1.549 0.022 1 2 3 8 9 10       
C7_1 7 1.388 0.076 1 2 3 4 5 6 11      
C7_2 7 1.436 0.076 1 2 3 4 6 7 8      
C7_3 7 1.447 0.091 1 2 3 4 5 11 12      
C7_4 7 1.466 0.227 1 2 3 4 5 6 7      
C7_5 7 1.494 0.227 1 2 3 4 5 6 8      
C7_6 7 1.505 0.076 1 2 3 4 5 6 12      
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Table 3.1 (continued)  
names # of 
vectors 
Dpattern Probability Irreducible vector combination (number i represents vector ei 
defined in Eq. 1 and shown in Figure 1) 
C7_7 7 1.512 0.152 1 2 3 4 6 8 9      
C7_8 7 1.522 0.076 1 2 3 4 6 9 12      
C8_1 8 1.42 0.061 1 2 3 4 5 6 7 11     
C8_2 8 1.442 0.121 1 2 3 4 5 6 8 11     
C8_3 8 1.464 0.121 1 2 3 4 5 6 11 12     
C8_4 8 1.477 0.242 1 2 3 4 5 6 7 8     
C8_5 8 1.485 0.121 1 2 3 4 5 6 7 12     
C8_6 8 1.499 0.242 1 2 3 4 5 6 7 9     
C8_7 8 1.507 0.061 1 2 3 4 5 6 8 12     
C8_8 8 1.512 0.03 1 2 3 4 6 8 9 10     
C9_1 9 1.447 0.091 1 2 3 4 5 6 7 8 11    
C9_2 9 1.464 0.273 1 2 3 4 5 6 7 9 11    
C9_3 9 1.481 0.273 1 2 3 4 5 6 7 8 12    
C9_4 9 1.491 0.273 1 2 3 4 5 6 7 8 9    
C9_5 9 1.497 0.091 1 2 3 4 5 6 7 9 12    
C10_1 10 1.469 0.455 1 2 3 4 5 6 7 8 9 11   
C10_2 10 1.483 0.455 1 2 3 4 5 6 7 8 9 12   
C10_3 10 1.491 0.091 1 2 3 4 5 6 7 8 9 10   
C11 11 1.477 1.000 1 2 3 4 5 6 7 8 9 10 11  
C12 12 1.477 1.000 1 2 3 4 5 6 7 8 9 10 11 12 
 
 
Results from superimposition of coordination clusters derived from the 1.5Å522 
dataset with directional vectors in icosahedron model 
We have used the QTRFIT algorithm to superimpose coordination clusters 
derived from the 1.5Å522 dataset with directional vectors of the icosahedron model. If a 
given coordination cluster contains m (1≤m≤12) vectors, we superimpose it with the 
irreducible m-tuplets of directional vectors (packing patterns) having the same number m 
of vectors. The packing pattern having the lowest RMSD or the highest OP among all 
packing patterns with same number m of vectors is chosen as the best fit of a given 
coordination cluster.  The results of superimposition are shown in Table 3.2. In Figure 
3.3, we show the distribution of the polar (φ) and azimuthal (θ) angles of each vector in 
the coordination clusters after superimposition with the icosahedron model.  These polar 
and azimuthal angles are unevenly distributed among 12 peaks corresponding to 12 nodes 
of the icosahedron model, because we don’t choose irreducible vectors randomly. 
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Fig 3.3. The distribution of polar and azimuthal angles of vectors in 
coordination clusters after superimposition with the icosahedron model. The 12 
peaks correspond to orientations [(φ,θ)]=(63,0), (63,72), (63,144),  (63,216), (63,288), 
(117,36), (117,108), (117,180), (117,252), (117,324), (0,0), (180,0) in the icosahedron, 
and are listed in the same order as the vectors defined in Eq. 3.1 and shown in Figure 1.1. 
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We use two parameters: RMSD and OP, to measure how well coordination 
clusters derived from the 1.5Å522 dataset fit the directional vectors of the icosahedron. If 
two sets of vectors are completely overlapping, the the RMSD is 0 and the OP is 1.  With 
increasing number m of vectors, the mean values of RMSD increase and the mean values 
of OP decrease. The standard deviations of both RMSD and OP are small and practically 
don’t depend on m. If two sets of superimposed clusters are uncorrelated, the OP value is 
1/3.13 Our superimposition results show clearly that the OP values are much better than 
1/3 (see Table 3.2).  In our previous study, superimposition of coordination clusters 
derived from protein structures with directional vectors of the fcc lattice gave the order 
parameter value OP = 0.82.13 We have also observed in those studies that the OP values 
decrease with growing number m of directional vectors in the cluster.  
Here we study a different model, with directional vectors of the icosahedron 
instead of the fcc lattice. We use the same QTRFIT algorithm for superimposition of 
clusters, and we obtain much better overlap (higher OP values) between directions in 
coordination clusters derived from the protein dataset and the model. This shows that the 
icosahedron is a better model to represent the residue packing problem than the fcc 
lattice. 
Table 3.2. The mean and standard deviation (std) values of RMSD and OP from 
superimposition of coordination clusters containing m directional vectors (1≤m≤12) 
with the icosahedron model. 
# of vectors RMSD 
Mean              Std 
OP 
Mean                Std  
1 0 0 1 0 
2 0.107 0.015 0.984 0.101 
3 0.184 0.051 0.964 0.017 
4 0.223 0.045 0.949 0.022 
5 0.251 0.050 0.936 0.024 
6 0.271 0.052 0.927 0.027 
7 0.281 0.044 0.922 0.023 
8 0.286 0.039 0.920 0.022 
9 0.289 0.039 0.918 0.021 
10 0.301 0.042 0.911 0.023 
11 0.309 0.047 0.901 0.027 
12 0.353 0.051 0.881 0.031 
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We have performed superimposition computations for all 110,255 coordination 
clusters derived from the 1.5Å522 dataset. Table 3.2 shows the results obtained for best 
packing pattern for each coordination cluster averaged over all clusters. We were able 
also to compute distributions of coordination clusters among different packing patterns 
for a given number m of directional vectors in the cluster. Another interesting problem is 
what factors affect these distributions. Figure 3.4. shows the dependence between 
frequencies of various patterns and their densities Dpattern (defined by Eq. 3.5 and listed 
for various patterns in Table 3.1). We observe a general trend that the frequency of a 
pattern decreases for lower densities (the increase of Dpattern value), which implies that 
coordination clusters derived from the 1.5Å522 dataset tend to pack as closely as 
possible. Since each vector actually represents a residue, coordination clusters represent 
not only directions of contacts, but also locations of neighboring residues. Our 
observation (Fig. 3.4) that residues try to pack as closely as possible is consistent with 
results of many earlier studies.10,11,13,72 Regardless of whether coordination clusters 
include only two vectors (for surface residues) or ten or more vectors (for buried residues 
inside protein core), they always tend to be packed as closely as possible.  
Packing patterns (irreducible combinations of directional vectors) have different 
probabilities since each irreducible set of vectors represents a different number of 
reducible vector combinations. We are interested in knowing whether the varying 
probabilities of packing patterns affect the distribution of coordination clusters among 
different patterns. In Figure 3.5, we plot fractions of various patterns vs. their 
probabilities for vector clusters containing from 2 to 10 vectors, and cannot find any 
correlations between them. However, if we check these vector clusters individually, we 
find that the pattern fraction is affected by its probability, although the dependence on 
pattern density Dpattern is dominant.  Figure 3.6 shows the relations between pattern 
fraction and pattern density Dpattern (Fig. 3.6a) and pattern probability (Fig. 3.6b) for 
vector clusters containing 6 directional vectors. Two points in Figs 6a and 6b pointed out 
in two circles illustrate how pattern probability influences pattern fraction. These two 
points have lower Dpattern (1.305 and 1.350) than others, so their fractions should be 
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higher. However they obviously do not follow the overall trend, which may be explained 
by the low probabilities (0.013 and 0.22) of these patterns.    
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Fig. 3.4. Pattern fraction vs. pattern density Dpattern. Distribution of coordination 
clusters among different patterns is negatively proportional to densities of these patterns, 
indicating that the closely positioned clusters are more frequent. 
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Fig. 3.5. Pattern fraction vs. pattern probability. There is no clear relationship 
between the two measures. 
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Fig. 3.6. Pattern fraction vs. pattern density Dpattern (a) and pattern fraction vs. 
pattern probability (b) for the coordination clusters containing 6 vectors. There is an 
overall trend for diminishing fractions at lower packing density (higher value of Dpattern). 
However, the two circles clearly fall outside the overall trends.  
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Multiple regression analysis of packing patterns 
 In this next section we will apply regression analysis to study the relationships 
among pattern density, pattern probability and pattern fraction. There are at least two 
independent variables: pattern density (x1) and pattern probability (x2) related to our 
dependent variable: pattern fraction (y), and therefore this is a multiple linear regression 
problem. By checking the correlation of our independent and dependent variables, we 
found that there is no simple linear correlation between them. Because of this we include 
both x1, x2 and x12, x22 terms in the regression analysis. We also included the cross-term 
x1x2 corresponding to the interaction between x1 and x2 jointly affecting y.  
 Before performing a regression, we transformed y to y  so that it appears more 
like a normal distribution. In order to check the quality of the transformation and to 
diagnose if the normality assumption behind the regression model is reasonable for our 
data fitting problem, we draw a normal probability plot of the residuals shown in Figure 
3.7. The normal probability plot shows the actual percentiles of the residuals vs. the 
theoretical percentiles of a normal distribution with the same mean and the variance. 
Ideally, this plot should be a diagonal straight line. Figure 3.7 shows only a slight 
departure from normality in the tail of the distribution. This small extent of non-normality 
suggests that it may be appropriate to use a linear regression model for our data fitting. 
(http://www.duke.edu/~rnau/regnotes.htm) 
 The choice of the best possible model is important for enabling good predictions. 
First, we use all independent variables: x1, x2, x12, x22, and x1x2, for building a full linear 
regression analysis model. Since not all independent variables are significant, we use the 
build-in function step( ) in R to choose a best reduced model.88,89 The model we finally 
choose is y =a+b1x1+b2x12+b3x1x2. In this model, all three terms with independent 
variables depend on x1 (density of pattern Dpattern), but only one cross-term corresponding 
to the interaction of x1 and x2 is related to the pattern probability. This implies that Dpattern 
plays a more dominant role in determination of the pattern fraction than pattern 
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probability. This result is consistent with our previous observations reported in Figures 
3.4 and 3.6. 
 
Table 3.3. Summary of the linear regression model: y =a+b1x1+b2x12+b3x1x2.   
 Estimate  Std. Error T statistics p-value 
A 3.10 0.58 5.36 1.60e-06 
b1 -2.86 0.78 -3.68 5.3e-04 
b2 0.61 0.26 2.32 0.024 
b3 0.51 0.08 6.71 1.03e-08 
Residual standard error: 0.0976 on 56 degrees of freedom 
Multiple R-squared: 0.7499, Adjusted R-squared: 0.7365  
F-statistic: 55.98 on 3 and 56 DF,  p-value: < 2.2e-16 
A p-value less than 0.05 means high significance.  
 
The coefficients obtained by fitting our data to the model (equation ) are 3.10, -
2.86, 0.61, and 0.51 for a, b1, b2, and b3 respectively (Table 3.3), which explains why y 
has a positive correlation with x2, and the interactions of x1 and x2, but a negative 
correlation with x1. Figure 3.8 shows the scatter plot of predicted vs. observed square root 
fractions. The red dotted lines denote 95% confidence intervals for predicted values 
computed by using the maximal standard error of predicted values.  Most of predicted 
y are located in the region of 95% confidence intervals. 
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Fig. 3.7. Normal probability plot for the square root of pattern fraction. 
 
 
Fig. 3.8. Observed vs. predicted values of y . The red dotted lines show the 95% 
confidence intervals for the predicted values. The black diagonal line shows the ideal 
case when observed and predicted values are identical. 
 
Does the central residue affect protein packing? 
We want to know if the central residue type influences the orientational packing of its 
neighbors. All 110,255 coordinate clusters from the 1.5Å522 dataset were divided into 20 
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subsets according to the type of the central residue. For each subset, there is no 
significant difference in RMSD and OP values, which implies that the type of central 
residue is not very important for the superimposition of coordination clusters with the 
icosahedron model. In order to learn about possible central residue-type effect on protein 
packing pattern, we compared pairwise all pattern fraction distributions for the 20 
different types of central residues and the overall distribution (ALL) and computed 
Pearson’s correlation coefficients among all distributions (Table 3.4).  Most of 
correlation coefficients are above 0.9 except for Gly and Cys, which have a clearly 
different behavior from the other amino acids. Glycine does not have a side chain and the 
Cα atom represents the whole residue, and many cysteines form disulfide bonds, both of 
which appear to influence the packing patterns of their neighboring residues.    
 Although all other central residues have better correlation coefficients than Gly 
and Cys, they show different orders of these correlations upon a careful analysis. For 
example, Trp has correlations with other residues varying from 0.890 to 0.978 in the 
following order: Glu < Lys < Arg <  Gln,<Asp < Ala < Thr < Asn < Ser < ALL < His < 
Pro < Tyr < Met < Val < Phe < Leu < Ile. This order suggests that Trp has the most 
similar distribution to the other hydrophobic residues, such as Ile, Leu, Phe, Val, Met and 
Tyr, and the least similar distributions to hydrophilic residues such as Glu, Lys, Arg, Gln 
and Asp in the center of the coordination cluster. We check also the clusters with central 
residue Asp, which shows almost reverse order of correlations:  Phe < Tyr < Trp < Ile < 
Val < Lys <  Leu < Arg,Met,Pro < His < Thr < Gln < Glu < Ala < Ser < Asn <  ALL with 
correlation coefficients ranging from 0.919 to 0.991. Basically, ASP has the most similar 
distribution to other hydrophilic residues and the least similar distribution to hydrophobic 
residues in the center of the coordination cluster. A similar order of correlations can be 
obtained for all other central residues except for Gly and Cys. This observation implies 
that central residues with similar hydrophobicity should exhibit similar packing behavior.  
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Table 3.4. Pearson’s correlation coefficient of all pattern fraction distributions for the 20 different types of central 
residues and the overall distribution (ALL) 
 
  CYS MET PHE ILE LEU VAL TRP TYR ALA GLY THR SER ASN GLN ASP GLU HIS ARG LYS PRO ALL 
CYS 1.000                     
MET 0.895 1.000                    
PHE 0.916 0.966 1.000                   
ILE 0.886 0.977 0.976 1.000                  
LEU 0.901 0.984 0.976 0.991 1.000                 
VAL 0.886 0.970 0.963 0.985 0.983 1.000                
TRP 0.839 0.960 0.968 0.978 0.973 0.961 1.000               
TYR 0.915 0.968 0.986 0.981 0.980 0.970 0.959 1.000              
ALA 0.852 0.976 0.927 0.964 0.972 0.955 0.931 0.937 1.000             
GLY 0.868 0.846 0.804 0.778 0.805 0.787 0.717 0.813 0.819 1.000            
THR 0.899 0.980 0.945 0.966 0.978 0.975 0.937 0.956 0.975 0.835 1.000           
SER 0.882 0.982 0.936 0.967 0.977 0.968 0.942 0.944 0.987 0.818 0.986 1.000          
ASN 0.871 0.982 0.934 0.964 0.974 0.958 0.938 0.944 0.988 0.825 0.981 0.989 1.000         
GLN 0.850 0.965 0.913 0.946 0.962 0.949 0.916 0.927 0.981 0.834 0.980 0.973 0.978 1.000        
ASP 0.859 0.969 0.919 0.958 0.968 0.962 0.928 0.927 0.986 0.813 0.982 0.987 0.990 0.984 1.000       
GLU 0.815 0.946 0.880 0.924 0.942 0.923 0.890 0.896 0.979 0.810 0.961 0.965 0.978 0.988 0.984 1.000      
HIS 0.912 0.984 0.965 0.975 0.985 0.979 0.954 0.971 0.966 0.846 0.985 0.977 0.979 0.966 0.973 0.946 1.000     
ARG 0.848 0.956 0.913 0.937 0.955 0.932 0.912 0.928 0.968 0.833 0.972 0.959 0.970 0.991 0.969 0.979 0.960 1.000    
LYS 0.828 0.947 0.896 0.917 0.941 0.918 0.900 0.909 0.956 0.821 0.967 0.952 0.964 0.987 0.964 0.979 0.952 0.995 1.000   
PRO 0.892 0.974 0.958 0.980 0.980 0.976 0.958 0.963 0.972 0.827 0.974 0.979 0.970 0.955 0.969 0.937 0.976 0.947 0.931 1.000  
ALL 0.890 0.990 0.953 0.978 0.987 0.977 0.951 0.961 0.992 0.841 0.991 0.993 0.993 0.985 0.991 0.974 0.988 0.974 0.965 0.985 1.000 
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Discussion 
 In the present study, we use a larger and higher quality protein dataset than in our 
earlier work to study the residue packing problem. We derived 110,255 coordination 
clusters from our new 1.5Å522 dataset that is thus almost 4 times larger than the number 
of clusters used previously13.   
 Protein packing is an important problem in structural biology and relates to 
protein structure design and prediction, binding site prediction etc.  It is also a difficult 
and somewhat controversial problem because of its complexity, existence of conflicting 
experimental data, and the absence of deep and rational analysis. A reasonable and 
simple model is a critical step in the study of the protein packing problem at the residue 
level. In previous studies, lattice models were used to fit coordination clusters derived 
from protein structure datasets. In the present study we use the icosahedron as a model of 
residue packing. The icosahedron has a higher local packing density than any other lattice 
model, which may account for the reason why we obtain better superimpositions of 
coordination clusters with directional vectors pointing from the centers of the icosahedra 
to their 12 vertices (OP = 0.91) than with the 12 directions of the fcc lattice (OP = 0.82). 
This is somewhat surprising since all angles of the icosahedron are identical while the fcc 
directions have several angles. It is extremely important to have good superimpositions to 
simplify the residue packing problem. We can explain residue packing in proteins using 
simple theoretical models only if coordination clusters derived from experimental protein 
structures match the theoretical model well. Improvement of the superimposition results 
using the icosahedron model enables us to explain the residue packing problem in a 
simpler and clearer way.   
 We carefully analyzed properties of different irreducible combinations of unit 
directional vectors of the icosahedron (packing patterns) by introducing two novel 
parameters: pattern density Dpattern and pattern probability. We found that coordination 
clusters from the 1.5Å522 dataset fit these packing patterns in a non-random way. The 
preference is given to packing patterns having higher pattern density (lower value of 
Dpattern) and higher pattern probability. Such packing behavior suggests that protein 
packing is driven mostly to maximize the packing density because the preference of low 
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values of pattern density Dpattern indicates that proteins tend to be packed at higher 
density.  The probability of packing patterns is a novel concept not previously studied. 
Although the probability of packing patterns does not have a dominant effect on the 
distribution of residue clusters, it does affect them as seen by the analysis of a specific 
example (Fig. 3.6) and by developing a linear regression model. 
 The residue clusters with the different central residues (except Gly and Cys) have 
similar preferences to packing patterns as seen from examination of pairwise correlation 
coefficients between them. This observation is consistent with our previous studies13. 
Additionally we have found that correlation coefficients are related to the hydrophobicity 
of the central residue in the coordination cluster.  
 One of the most interesting parts of our study is the prediction of pattern fractions 
using a linear regression model. The predicted square roots of fractions obtained from a 
multiple linear regression model exhibit a good correlation with the observed ones as 
seen in Figure 3.8. The application of this model in the future might significantly aid in 
predicting protein structures and in protein design.  We hope that it may be possible to 
convert this model into a set of effective energy functions. Another interesting question is 
whether this regression model is sufficiently robust for selecting among different fitting 
models.  
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CHAPTER IV 
THE ENERGY PROFILES OF ATOMISTIC CONFORMATIONAL 
TRANSITION INTERMEDIATES OF ADENYLATE KINASE (AK) 
 
Abstract 
The elastic network interpolation (ENI) model has been used to generate 
conformational transition intermediates of AK based only Cα atoms. We construct the 
atomistic intermediates by grafting all the other atoms except Cα from the open form AK 
and then performing CHARMM energy minimization to remove steric conflicts and 
optimize the intermediate structures. We compare the free energy profiles for all 
intermediates from both CHARMM force field and statistical energy functions. And we 
find CHARMM total free energies can successfully captures the two energy minima 
representing the open form AK and the closed form AK, however the free energies from 
statistical energy functions can detect the energy minimum representing the semi-closed 
intermediate with LID domain closed and NMP domain open and the local energy 
minimum representing the closed form AK. CE structure alignment and K-means 
clustering algorithm are used to determine the pathway intermediate ranges closest to the 
corresponding PDB structures. 
 
Introduction 
Proteins are essential biological macromolecules participating in most cellular 
processes. Many proteins perform their functions through conformational changes.  A 
simple example is the enzyme, the most remarkable and highly specialized protein, which 
catalyzes the reactions in biological systems. In contrast to synthetic and organic catalyst, 
enzymes have an extraordinary catalytic power and usually have a high degree of 
specificity for their substrates. When the substrates interact with the enzymes, they may 
induce conformational changes of the target enzymes to achieve a better fit. In addition to 
enzymes, there are many other types of proteins requiring motions such as molecular 
motors, receptors, and transport proteins90.  
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The conformational changes of proteins are so essential for biological systems 
that scientists have devoted tremendous efforts to study the mechanisms of these 
phenomena. Because the conformational transition pathway of proteins are not easy to 
capture using experimental methods, computational research in this field is really active.  
There are mainly three ways to study this problem: molecular dynamics (MD) 
simulation, elastic network modeling (ENM), and Monte Carlo (MC) simulation.  MD 
simulation is predominant among all the computational approaches although it is 
computationally expensive and often leads to local minimal energy traps. Other 
extensions based on classical MD simulations include targeted MD91, replica-exchange 
MD92, and conformational flooding93,94. Recently, the combination of new energy 
minimization schemes and MD simulations has been employed to tackle large-scale 
allosteric conformational transitions95. MC simulation is another popular approach used 
in studying protein folding pathways96, but more rarely used for protein motions because 
the free energy surface in MC simulation is often quite smooth and more difficult to 
capture the pathway between neighboring basins.  
ENM is computationally more efficient and also widely utilized in this field. 
Recent researches show that the low frequency, global motions are intrinsic to proteins 
and can be explained by ENM97.  A modified ENM, named coarse-grained elastic 
network interpolation (ENI) 98,99, has been developed to efficiently generate the transition 
pathways by interpolating uniformly the distance between open and close conformations. 
Although ENI greatly reduces the computational cost, structure information in proteins is 
inevitably lost. Here we extend the application of ENI to generate atomistic transition 
intermediates by assuming all the atoms in one residue move collectively, but allow 
small-scale rearrangements. We also calculate the free energies of all the generated 
transition intermediates by both CHARMM energy force field and knowledge-based 
potential functions.  
 Adenylate kinase (AK) displays an extremely large-scale induced fit motion by 
binding to its substrate (ATP/AMP) or an inhibitor (AP5A). AK is a monomeric 
phosphotransferase enzyme that catalyzes the reactions:  
 
Mg2+·ATP+AMP Mg2+·ADP+ADP 
AK 
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The structure of AK has three domains, the ATP binding domain called the LID, the 
NMP binding domain called NMP, and the CORE domain showed in red, yellow and 
blue respectively (Fig 4.1). The substrate of AK induces a large-scale domain motion as 
can be seen in Figure 4.1. This type of motion is classified as a hinge motion since it 
involves a relatively few large changes in main chain torsion angles16. 
 
   
Fig. 4.1. The open and closed form of AK. On the left is the closed form and the PDB 
id is 1AKE. On the right is the open form and the PDB id is 4AKE. The LID domain is 
shown in red, the NMP domain in yellow, and the CORE domain in blue. The inhibitor 
AP5A binding with 1AKE is not shown here. 
 
   
Methods 
Generation of the scaffolds of conformational transition intermediates  
We use coarse-grained model to generate scaffolds of conformation transition 
intermediates. Cα atoms were chosen to represent the residues. We generate pathways in 
two directions, either from the open form AK (4AKE) to the closed form or in the reverse 
direction using ENI. The ENI model was first developed in 2002 and all the 
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methodologies for the ENI were described in detail in that paper98. Here we briefly 
introduce the key parts of the ENI model. ENI is based on a coarse-grained elastic 
network model and assumes that the optimal intermediates can be found by small 
changes in Cα positions that result from inducing correspondingly small changes in the 
inter-residue distances98. ENI introduces the linking matrix κ that is the union of the 
connectivity matrix of the start and end structures, denoted as { }xi  and { }iχ  respectively. 
Taylor series are used to expand a cost function defined in Eq. 4.1. Then the value of δ 
can be found to minimize this cost function. The value li,j is the targeted distance between 
residue i and j defined in Eq. 4.2. α is the parameter that represents how much the 
conformation has moved away from the start towards the end. In this study, we set 
α=0.01, so that 99 intermediates are generated.  
n-1 n
2
i, j i i j j i, j
i=1 j=i+1
C( ) = 1/ 2 { + }x x lδ κ δ δ− − −∑∑                                           (4.1) 
i, j (1 ) i j i jl x xα α χ χ= − − + −                                                               (4.2) 
 
We wondered whether the pathways in the two directions from the open AK to 
the closed form and the reverse are different because both directions are biologically 
meaningful. The pathway from open to closed represents how this enzyme is activated 
and the reverse pathway represents how this enzyme recovers its activity. (All the 
following results here are from the open form to the closed form only.) 
Construction of atomistic intermediates 
 The conformational transition intermediates generated by ENI provide scaffolds 
with only Cα atoms. We assume that all atoms move collectively with the scaffolds of Cα 
atoms. We superimpose each intermediate with the Cα only scaffold from either the end 
or the start structure. The atoms other than Cα are then grafted from either the end or start 
structure to the intermediate scaffold by translation and rotation. The new atomistic 
structures generated from the Cα scaffolds unavoidablely have steric clashes. We wanted 
to remove these steric clashes by local structure rearrangement and CHARMM energy 
minimization can solve this problem. After CHARMM energy minimization, we checked 
the RMSDs for Cα, side chain, and backbone between the atomistic structure pairs before 
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and after CHARMM energy minimization, and find the structure difference among each 
pair is caused mainly by side chain rearrangement.  
Energy calculations 
 We use the CHARMM22 force field given in Eq. 4.3 to calculate the atomistic 
free energies of all conformational transition intermediates. We use the steepest descent 
algorithm and the conjugate gradient method to execute CHARMM energy minimization. 
 
2 2
0 0
min min2 2 12 5
0 0
( ) ( ) [1 cos( )]
( ) ( ) [( ) ( ) ]ij ij
b
bonds angles dihedrals
i j
impropers Urey Bradley nonbonded ij ij ij
V k b b k k n
R R q q
k k u u
r r r
θ φ
ω µ
θ θ φ δ
ω ω ε
ε
−
= − + − + + −
+ − + − + − +
∑ ∑ ∑
∑ ∑ ∑
       (4.3) 
 
Knowledge-based statistical potentials and gapless threading methods are also 
employed to evaluate the free energies of the conformational transition pathways. Four-
body contact potentials, two-body potentials and short-range conformational potentials 
have been derived considering different aspects of protein structures. Four-body contact 
potentials represent the cooperative parts of the protein folding process100. The two-body 
potentials have been developed using the quasi-chemical approximation with an 
approximate estimation of the chain connectivity effects23,24. And the short-range 
conformational potentials estimate the free energies from the statistical distribution of 
local conformational descriptors101.  
 
Results 
CHARMM energy minimization effects on the structure rearrangement         
We construct the all atom models of intermediates by assuming that all other 
atoms in a residue move collectively with their corresponding Cα atom. These new 
generated atomistic intermediate models are optimized further using CHARMM energy 
minimization. We calculated the RMSDs of Cα, backbone and side chain between each 
pair of intermediates and find the side chain RMSD (the average rmsd is 2.09) is larger 
than the Cα and backbone RMSDs (Fig. 4.2). However the Cα RMSD and backbone 
RMSD are quite close and the averages of these RMSDs are 0.72 and 0.85 respectively. 
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The result shown in Figure 4.2. indicates that CHARMM energy minimization mostly 
causes side chain rearrangement. 
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Fig. 4.2.  The Cα, backbone, and side chain RMSD between pairs of all intermediates 
before and after CHARMM energy minimization. 
 
Energy profiles of conformational transition pathway 
 The CHARMM total energies for all the pathway intermediates are shown in 
Figure 4.3. This pathway was generated using ENI from the open form (4AKE) to the 
closed form (1AKE). Because we assume all other atoms in one residue move 
collectively with the corresponding Cα atom and the open form is the starting point, it is 
natural to graft all other atoms from 4AKE onto all intermediate structures. But we still 
grafted from 1AKE in order to test how this grafting process affect the free energies of all 
intermediates.    
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Fig. 4.3.  CHARMM total free energies of atomistic intermediates with all other 
atoms grafted onto the intermediate Cα from either 4AKE (open form, the starting 
point) or 1AKE (closed form, the ending point). The transition barrier is around 
pathway index 75.   
 
 
Both sets of intermediates can capture the maximum position near the pathway 
index 75 after which the pathway intermediates show a fast decrease in their total 
CHARMM free energies down to the local minimal point corresponding to the closed 
form 1AKE. However the two sets of intermediates show differences from the starting to 
the maximum point. The pathway with all other atoms grafted from the closed form AK 
does not yield the other local minimal point corresponding to the open form 4AKE, 
however the pathway with all other atoms grafted from the open form AK successfully 
captures this local minimum (Fig. 4.3). The results here suggest that the grafting process 
does affect the free energies of all intermediates and the grafting from the open form AK 
(the starting point) is more natural and reasonable. The pathway intermediates generated 
by ENI can capture the two local minimal states and indicates the energy barrier in the 
transition pathway is most probably nearer the closed form than the open form.  All 
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results in the following are calculated from the intermediates with all other atoms except 
Cα
 
grafted from 4AKE. 
          
XZ µ
σ
−
=                                                                                            (4.4) 
 
            ' 4           1  0 Total energy b short b eij b eij b body b or= × + × + × + × =             (4.5) 
 
We also use knowledge-based statistical potentials based on coarse-grained 
models to evaluate the free energies of all these intermediates (Fig 4.4). None of 
statistical potentials capture the local minimum near the starting point 4AKE. However 
the MJ two-body potential eij’ successfully detects the energy barrier near the ending 
point 1AKE and assigns relatively low free energies to intermediates near the ending 
point. We combine these free energies from different sets of potentials using Equation 4.5 
after we first standardize all free energies (Eq. 4.4) to remove the effect of the different 
scales of free energies for the different sets of combined potentials (Fig 4.5). The minimal 
energy region around the pathway index 20 to 33 in Figure 4.4 most probably represents 
intermediates with the LID domain closed and the NMP domain open, which is further 
supported by the correspondingly low CE RMSD between 1DVR (the semi-closed form) 
and the intermediates in this region. 
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Fig. 4.4. Free energies of conformational change intermediates evaluated by 
knowledge-based statistical potentials a) short-range conformational potential b) 
Miyazawa-Jernigan (MJ) two-body potential: eij’ c)MJ two-body potential: eij d) 
four-body potential (SET1)   
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Fig. 4.5. The combination of free energies.  Short: short-range conformational 
potentials, 4body: four-body contact potentials, eij’: MJ two-body potentials eij’. All 
potentials are supposed to contribute equally. 
  
The results in Figure 4.5 show that the general features of the transitivity can be 
obtained with several different potentials. Some of the features present in the atomic 
CHARMM pathway (Fig. 4.3) are also here, particularly the maximum near the closed 
form. 
Comparison of computational intermediates and experimental structures 
We used combinatorial extension (CE) program102 to compare all the pathway 
intermediates with PDB structures. Here we choose two groups from all AK mutants, 
isozymes and homologues to compare the computational intermediates and experimental 
PDB structures. The first group includes two PDB structures from hyperthermophilic E. 
coli: 2RH5 and 2RGX. 2RH5 is an interesting PDB structure containing 3 chains which 
are conformational change intermediates of ligand free AK103. 2RGX is the closed form 
of AK having same sequence as 2RH5. The second group has four PDB structures: 
1AK2, 1DVR, 2AK3, and 1E4Y. The first three are semi-closed structure. 1AK2 and 
2AK3 are AK isozymes existing in mitochondria intermembrane space and mitochondria 
matrix respectively. 1DVR is the AK homologue from yeast. 1AK2 and 1DVR have the 
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LID domain closed and the NMP domain open. 2AK3 has the LID domain open but the 
NPM domain closed. 1E4Y is AK mutant having 99% sequence identity with 4AKE and 
1AKE and is closed form AK binding with AP5A.      
  We use CE structure alignment to find the pathway intermediates closest to those 
PDB structures. The CE RMSD results usually show that a cluster of consecutive 
intermediates has similar CE RMSD, which motivates us to use clustering algorithm to 
find pathway index ranges (PI ranges) representing a cluster of consecutive intermediates 
closest to PDB structures. Here we use the simplest unsupervised clustering algorithm, 
the K-means clustering, to classify pathway intermediates into different groups according 
to the CE RMSD and the pathway indices. K-means algorithm assigns all data to k 
groups by iteratively moving the K-means centers and minimizing the square error 
function. The pathway intermediates in the cluster having lowest CE RMSD of K-means 
center are chosen as the closest intermediates designated as the pathway index range (PI 
range).   
 In the first group, the PDB structures are the structure homologue of 1AKE and 
4AKE having 43% sequence identity. Chain A, B and C in the ligand free PDB structure: 
2RH5 strikingly have significantly different conformations mainly caused by hinge-
bending, and clearly they are in the order from open to close103. 2RGX binds with AP5A.  
The CE structure alignment results in Figure 4.6 shows 2RH5A, the chain closest to the 
open form 4AKE, has the lowest CE RMSD to the pathway intermediates near the open 
form AK. The lowest CE RMSD regions for chain B and C move forwards. For the 
closed AK homologue, 2RGXA, the lowest CE RMSD region is located near the closed 
form 1AKE. We further use K-means algorithm to identify the pathway intermediates 
having lowest CE RMSD to the PDB structures by finding the cluster having lowest CE 
RMSD of K-means centers (Table 4.1 and Figure 4.7). For chain A, B and C of 2RH5, 
the PI ranges corresponding to the lowest CE RMSD of K-means centers are 1-12, 13-24, 
and 22-32, and the PI range for 2RGX is 89-99.   We can find these regions actually have 
lower energies referring to Figure 4.3 and Figure 4.5. So the pathway intermediates in 
these PI ranges may reliably represent the stable conformational change intermediates in 
the physiological environment.     
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Fig. 4.6 The CE RMSD between all pathway intermediates and the PDB structures 
(group 1) of AK homologues from hyperthermophilic E. coli (Aquifex aeolicus).  
2RH5A-C and 2RGXA have same sequence and the sequence identity with 4AKE and 
1AKE is 43%. The closest pathway intermediates are identified by K-means clustering 
and results are shown in Table 4.1.  
 
 
 
 
 
 
 
 
 
 
Fig. 4.7 The conformational change pathway represented by PDB structures of AK 
homologues (group 1) from hyperthermophilic E.coli. The closest pathway index 
ranges and the CE RMSD of the K-means centers corresponding to each PDB structures 
shown in Table 4.1 are listed. 
 
                   
4AKE (open)           2RH5A              2RH5B                2RH5C                2RGXA            1AKE (closed) 
 
PI range                      1-12               1-12                   13-24                    22-32                  89-99                91-99  
 
K-means centers 
(CE RMSD)               0.97                1.73                     1.74                      1.91                     1.64                  0.68 
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Table 4.1 The summary of K means clustering results for AK homologues (group 1) 
from hyperthermophilic E. coli. (2RH5A-C and 2RGXA). The columns having lowest 
CE RMSD of K-means centers are show in bold representing the PI ranges closest to the 
corresponding PDB structures. The numbers in PI range are shown in this way: “-N”. 
Here N is the upper bound of PI range for the specific cluster. The lower bound is the 
upper bound in the previous cluster plus 1. For example, the PI range of cluster 2 for 
2RH5A is “-24”, which represents the range 13-24 since the upper bound in cluster 1 is 
12. PI: pathway index; RMSD: RMSD reported by CE program. 
  
Cluster ID 1 2 3 4 5 6 7 8 9 10 
PI range 1-12 -24 -35 -45 -54 -63 -71 -80 -90 -99 
RMSD 1.73 1.86 2.24 2.67 2.60 3.09 3.21 2.81 3.27 2.95 
 
2RH5A 
 
Kmeans 
centers PI 6.5 18.5 30 40.5 50 59 67.5 76 85.5 95 
PI range 1-12 -24 -36 -47 -57 -66 -75 -84 -92 99 
RMSD 1.77 1.74 1.98 2.36 2.32 2.61 2.75 3.13 3.25 2.36 
 
2RH5B Kmeans 
centers PI 6.5 18.5 30.5 42 52.5 62 71 80 92 99 
PI range 1-10 -21 -32 -42 -52 -61 -70 -79 -89 -99 
RMSD 1.97 1.99 1.91 2.19 2.52 2.75 2.66 2.81 3.05 3.01 
 
2RH5C Kmeans 
Centers PI 5.5 16 27 37.5 47.5 57 66 75 84.5 94.5 
PI range 1-9 -18 -28 -38 -48 -57 -67 -77 -88 -99 
RMSD 3.02 2.66 2.82 2.88 3.04 2.58 2.50 2.08 1.72 1.64 
 
2RGXA Kmeans 
centers PI 5 14 23.5 33.5 43.5 53 62.5 72.5 83 94 
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In the second group, the PDB structures we used here are 1AK2, 1DVR, 2AK3 
and 1E4Y. Among them, 1AK2 and 2AK3 are adenylate kinase isozymes and have 52% 
and 44% sequence identity with 1AKE and 4AKE respectively. 1DVR is the structure of 
a mutant adenylate kinase ligated with an ATP analogue and so the LID domain of 1DVR 
is closed.  The sequence identity of 1DVR with 1AKE and 4AKE is 45%. Our results for 
structure alignment using the CE program show that the PDB structure 1AK2 with the 
LID domain closed and the NMP domain open has the best structure similarity to the 
pathway intermediates near the starting points (Figure 4.8). For the other semi-closed 
structure 1DVR, results show that intermediate 9 has the lowest RMSD (1.39) and then it 
goes to plateau between indices 10 and 35 with an average RMSD 1.64. 2AK3 with NMP 
domain closed and LID domain open is a different type of semi-closed structure and has 
the closest structure similarity with intermediates 76-80. And the CE RMSDs for them 
are all 1.59. The PI ranges (Figure 4.9) for 1AK2, 1DVR and 2AK3 are 1-11, 12-22 and 
77-87 respectively. By combining energy profiles shown before (Figure 4.3 and Figure 
4.5) and the CE RMSD results (Figure 4.8 and Figure 4.9), we find that PI ranges usually 
have lower energies except 2AK3. These three PDB structures in this group are all semi-
closed conformations, which possibly account for the smaller ratio between the open and 
closed populations and may not be accurately explained by the oversimplified two-state 
model103-105.  
The sequence of the PDB structure 1E4Y in the second group only differs in one 
residue with the sequences of 1AKE and 4AKE. The structure is in closed form with both 
the LID domain and the NMP domain closed upon binding with AP5A. We also did CE 
structure alignment for other PDB structures with identical sequence or only having one 
residue difference and found the results are highly similar to 1E4Y. So we only show the 
result of 1E4Y. 1E4Y shows highly similar CE RMSD curves to 1AKE, and both of them 
reach their lowest RMSD near the ending point (Fig. 4.8).   
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Fig. 4.8. The CE RMSD between all pathway intermediates and the PDB structures 
from AK isozymes or homologue.  4AKE, (1AK2, 1DVR), 2AK3, (1E4Y, 1AKE) are 
in this order: open→LID closed, NMP open→LID open, NMP closed→closed.  
 
 
 
 
 
 
 
 
 
Fig. 4.9. The conformational change pathway represented by PDB structures of AK 
isozymes or homologue. The closest pathway index ranges and the CE RMSD of the K-
means centers corresponding to each PDB structures are listed. 1AK2 and 2AK3 are AK 
isozymes existing in mitochondria. 1DVR is AK homologue from yeast. 1E4Y is an AK 
mutant. 
 
                              4AKE (open)           1AK2                1DVRA               2AK3A              1E4YA             1AKE (closed) 
 
PI range                  1-12                        1-11                   12-22                   77-87                  92-99                 91-99 
 
Kmeans centers 
(RMSD)                  0.97                        1.50                    1.63                    1.62                       1.00                  0.74 
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Discussion 
We used ENI algorithm98,99 to generate the conformational change pathways of 
AK involving only Cα atoms. By assuming that the other atoms in one residue move 
collectively with the corresponding Cα, we constructed the all atom models for all 
pathway intermediates. And we found grafting atoms from the open form (the starting 
point) provides a reasonable way to obtain the energy profiles. Recent studies show that 
the large-scale motions in ligand free AK intrinsically have the preferred direction, which 
is proved using both experimental methods: X-ray crystallography, NMR and single 
molecule FRET and computational methods: normal mode analysis and MD103.  These 
researches strongly support the ENI algorithm that nonrandomly generates the 
conformational change pathways by interpreting evenly the known directions.   
Both physics-based effective potential functions and knowledge-based statistical 
potential functions have been employed to evaluate the energy profiles of the generated 
pathway intermediates. CHARMM total energies presumably correctly show two low 
energy regions near the starting and ending points, and the energy barrier is near the 
ending point, which is consistent with a previous study106.  The most accurate estimation 
of the energies is with statistical potentials from the MJ two-body potentials: eij’, but not 
eij, which is supported by the statement of the authors that eij’ is more accurate because 
eij’ can be derived without an estimation of n0024. And eij’ also has better results than 
short-range conformational potentials and four-body contact potentials probably because 
eij’ has been developed considering the solvent, but the other two sets of potentials did 
not attempt to account for solvent.  The reason for the failure of four-body and two-body 
statistical potentials in capturing the low energy regions near the starting point might be 
that the open form is loosely packed with fewer inter-residue interactions which are the 
basis of good performance of four-body and two-body potentials. Solvent effects might 
be another important reason for the failure to identify the local energy minimum around 
the open form of AK. Recent study shows that solvent effects are important for the slow 
motions.107 Although the eij’ involves solvent effects and works better than the other sets 
of statistical potentials, it still needs to be improved. However both eij’ and four-body 
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contact potentials find the intermediates corresponding to the PDB structure 1DVR with 
the LID domain closed and the NMP domain open.  
In the future, we will investigate how the inhibitor AP5A affects the structures of 
the intermediates and the free energies from both the CHARMM force field and 
statistical empirical potential functions. We will check more proteins with different types 
of conformational changes to test how well ENI can generate reasonable conformational 
change pathways.   
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