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Abstract
We present a simple syndrome-based fast Chase decoding algo-
rithm for Reed–Solomon (RS) codes. Such an algorithm was initially
presented by Wu (IEEE Trans. IT, Jan. 2012), cleverly building on
properties of the Berlekamp–Massey (BM) algorithm. Wu devised a
fast polynomial-update algorithm to construct the error-locator poly-
nomial (ELP) as the solution of a certain linear-feedback shift register
(LFSR) synthesis problem. This results in a conceptually compli-
cated algorithm, divided into 8 subtly different cases. Moreover, Wu’s
polynomial-update algorithm is not immediately suitable for working
with vectors of evaluations. Therefore, complicated modifications were
required in order to achieve a true “one-pass” Chase decoding algo-
rithm, that is, a Chase decoding algorithm requiring O(n) operations
per modified coordinate, where n is the RS code length.
The main result of the current paper is a conceptually simple
syndrome-based fast Chase decoding of RS codes. Instead of devel-
oping a theory from scratch, we use the well-established theory of
Groebner bases for modules over Fq[X] (where Fq is the finite field of
q elements, for q a prime power). The basic observation is that in-
stead of Wu’s LFSR synthesis problem, it is much simpler to consider
“the right” module minimization problem. The solution to this mini-
mization problem is a simple polynomial-update algorithm that avoids
syndrome updates and works seamlessly with vectors of evaluations.
As a result, we obtain a conceptually simple algorithm for one-pass
Chase decoding of RS codes. Our algorithm is general enough to work
with any algorithm that finds a Groebner basis for the solution mod-
ule of the key equation as the initial algorithm, and it is not tied only
to the BM algorithm.
∗The authors are with Samsung Semiconductor Israel R&D Center, 2 Shoham St.,
Ramat Gan, 5251003, Israel. Emails: {yaron.shany, amit.berman}@samsung.com
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1 Introduction
1.1 Motivation and known results
The subject of decoding Reed–Solomon (RS) codes beyond half the minimum
distance has been extensively studied over the years. The breakthrough
work of Guruswami and Sudan [8] (following the original work of Sudan [18])
presented interpolation-based hard-decision (HD) list decoding of RS codes
up to the so-called Johnson radius in polynomial time. Wu [19] presented
an even more efficient HD list decoding algorithm for decoding RS codes up
to the Johnson radius. Koetter and Vardy [11] extended the Guruswami–
Sudan algorithm to take channel reliability information into account, thus
presenting a polynomial-time soft-decision (SD) decoding algorithm for RS
codes.
Before [11], it seems reasonable to say that the main SD decoding algo-
rithms for block codes with an efficient HD decoder in general, and for RS
codes in particular, were the generalized minimum distance (GMD) decoding
of Forney [7], and the Chase decoding algorithms [4]. GMD decoding consists
of repeated applications of errors-and-erasures decoding, while successively
erasing an even number of the least reliable coordinates.
In Chase decoding, there is some pre-determined list of test error patterns
on the η least reliable coordinates for some small η (typically, η ≤ ⌊d/2⌋,
where d is the minimum distance of the code). For example, this list may
consist of all possible non-zero vectors, all vectors of a low enough weight, a
pre-defined number of random vectors, etc.. The decoder successively runs
on error patterns from the list. Each such error pattern is subtracted from
the received word, and the result is fed to an HD decoder. If the HD decoder
succeeds, then its output is saved into the output list of the decoder.
Informally, the list of test error patterns in Chase decoding should be a
good covering code for all likely error patterns on the least reliable coordi-
nates (see [14]). At least heuristically, this suggests that in order to achieve a
substantial gain over HD decoding, the number of test error patterns should
grow exponentially with d.
Despite this exponential nature of Chase decoding, for high-rate codes
of moderate length, it is known to have a better complexity/performance
tradeoff than other algebraic SD decoding algorithms, including the Koetter–
Vardy algorithm (see, e.g., [20]). For this reason, Chase decoding of RS codes
is still of great interest.
The idea behind fast Chase decoding algorithms is to share computations
between HD decodings of different test error patterns. For example, if a
new error pattern differs from the previous one in one additional non-zero
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coordinate, it seems plausible that there is no need to run a full HD decoding
algorithm for the new error pattern, and that intermediate results from the
previous HD decoding can be used in order to reduce the complexity of the
new HD decoding.
It is well-known that HD decoding of RS codes has complexity O(dn)
(where n is the length of the decoded RS code), and that this complexity
is governed by the exhaustive root search, rather than by the algorithm for
finding the error-locator polynomial (ELP) (such as the Berlekamp–Massey
(BM) algorithm), which has a complexity of O(d2).
In [20], Wu defines a one-pass Chase decoding algorithm as a Chase al-
gorithm that has the following properties: (1) For any test error pattern z
of (Hamming) weight w, there is some sequence z1, . . . , zw−1 in the list of
test error patterns, such that for all i, the weight of zi equals i, and such
that supp(z1) ⊂ · · · ⊂ supp(zw−1) ⊂ supp(z) (where, for a := (a1, . . . , an),
supp(a) := {i|ai 6= 0} is the support of a), (2) The algorithm produces decod-
ing results for all the sequence z1, . . . , zw−1, z in a complexity of O(wn) finite
field operations. In particular, if w = O(d), then the complexity for decoding
the subset {z1, . . . , zw−1, z} is O(dn), just like HD decoding. Put differently,
the complexity is O(n) per each additional modified coordinate. Note that in
a naive application of Chase decoding, the complexity of decoding the above
sequence is O(dn) per each additional modified coordinate.
Before [20], there have been several one-pass and “almost” one-pass Chase
decoding algorithms for BCH and RS codes, where by “almost” we mean that
some of these algorithms satisfied the above complexity requirement only for
producing the ELP, but not for the essential following exhaustive root search.
These algorithms include the low-complexity interpolation-based algorithm
of Bellorado and Kavcˇic´ [3] for RS codes (based on the Guruswami–Sudan
algorithm), and the algorithm of Kamiya [9] for binary BCH codes, based
on the Welch–Berlekamp algorithm. For a thorough literature review on fast
Chase decoding algorithms, we refer to [20].
Focusing on RS codes and considering the algorithm of [3], we note that
this algorithm works in the “time domain,” i.e., on the received vector itself,
rather than on the vector of syndromes. As noted in [3, p. 946], in the context
of fast Chase decoding, it is somewhat easier to work directly on the received
vector rather than on the syndromes vector, because the syndromes vectors
of similar test error patterns are very far from similar.
For decoding high-rate codes, it is typically beneficial to replace the long
received vector by the short syndromes vector once and for all before the
decoding begins. In his important paper [20], Wu introduced a true one-pass
Chase decoding algorithm based on the BM algorithm. Thus, Wu introduced
a solution both for the problem of handling the exhaustive root searches while
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maintaining a complexity of O(n) per modified coordinate, and for the need
for a syndrome-based algorithm. After Wu’s work, additional time-domain
algorithms for binary BCH codes were developed, e.g., in [21], but as far as
we know, there was no subsequent work on fast Chase decoding of RS codes.
1.2 Our results
We use the powerful tool of Groebner bases for modules over Fq[X ] to derive
an algorithm for syndrome-based fast Chase decoding of RS codes. The
main observation is that instead of Wu’s LFSR synthesis problem, it is much
simpler to consider “the right” module minimization problem. This module
minimization problem can be solved by adopting Koetter’s Groebner basis
algorithm, in the general form appearing in [12, Sect. VII.C].
• We present a clean and simple polynomial-update algorithm for fast
Chase decoding, namely, Algorithm A of Section 4.1. This algorithm
is considerably simpler than Algorithm 1 of [20], which is divided into
8 intricately different cases. Besides of the obvious benefit of having a
clear and short algorithm and the theoretical interest of finding further
connections between decoding algorithms and Groebner bases, there is
also a practical benefit in a simply-presented algorithm, being easier to
implement and debug.
• As opposed to Algorithm 1 of [20], our polynomial-update algorithm
(Algorithm A) is automatically suited for working with vectors of eval-
uations, and it is easily converted into Algorithm B, which has the
required O(n) complexity per modified coordinate. Again, Algorithm
B is considerably cleaner and simpler than Algorithm 2 of [20], which,
besides of being long and including 8 different cases, requires the intro-
duction of auxiliary polynomials without a clear meaning.
• As opposed to the algorithms of [20], Algorithm A and B of the current
paper are not tied to the BM algorithm as the initial HD decoding
algorithm, and can practically work with any of the existing syndrome-
based HD decoding algorithms. In some detail, Algorithm A and B
can be initiated with any algorithm that finds a Groebner basis for
the solution module of the key equation (for an appropriate monomial
ordering). As shown by Fitzpatrick [6], practically any of the existing
syndrome-based HD decoding algorithms can be put in this form.
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1.3 Organization
Section 2 includes the notation used throughout the paper, some basic def-
initions, and a review of required known results on algebraic decoding of
(generalized) RS codes. Wu’s idea of fast Chase decoding on a tree is also
recalled in this section.
The new module minimization problem and its relation to fast Chase
decoding are presented in Section 3, which is the heart of the paper. The
module minimization problem is translated into an application of Koetter’s
Groebner basis algorithm in Section 4. The polynomial update algorithm
is presented in Subsection 4.1, and the true one-pass Chase decoding algo-
rithm, working with vectors of evaluations, is presented in Subsection 4.2.
Section 4 is concluded by Subsection 4.3, which presents an overall high-level
description of the entire decoding process. Finally, Section 5 includes some
conclusions and open questions.
The paper includes two appendices, containing some interesting supple-
mental results. In Appendix A, which may be considered as the counterpart
of [20, Lemma 5 (ii)], we consider a certain interesting case that is not re-
quired for the algorithms of Section 4, and show that even in this case, the
ELP can be extracted from the output of the polynomial-update algorithm.
Appendix B includes some practical simplifications of Algorithm A: a method
for avoiding the need to work with two pairs of polynomials, so that it is pos-
sible to work with just two scalar polynomials, as well as a heuristic stopping
condition for (almost) avoiding unnecessary exhaustive root searches.
2 Preliminaries
2.1 Generalized Reed–Solomon codes
Let q be a prime power, and let Fq be the finite field of q elements. We will
consider a primitive generalized Reed–Solomon (GRS) code,1 C, of length
n := q − 1 and minimum distance d ∈ N∗, d ≥ 2. In detail, let a˜ =
(a˜0, . . . , a˜n−1) ∈ (F
∗
q)
n be a vector of non-zero elements. For a vector f =
(f0, f1, . . . , fn−1) ∈ F
n
q , let f(X) := f0+ f1X + · · ·+ fn−1X
n−1 ∈ Fq[X ]. Now
C ⊆ Fnq is defined as the set of all vectors f ∈ F
n
q for which a˜(X)⊙ f(X) has
roots 1, α, . . . , αd−2 for some fixed primitive α ∈ Fq, where (− ⊙ −) stands
1Since the most general GRS code (e.g., [16, Sec. 5.1]) may be obtained by shortening
a primitive GRS code, there is no loss of generality in considering only primitive GRS
codes.
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for coefficient-wise multiplication of polynomials.2
To recall the key equation [16, Sec. 6.3], suppose that a codeword x ∈ C
is transmitted, and the received word is y := x + e for some error vector
e ∈ Fnq . For j ∈ {0, . . . , d− 2}, let Sj = S
(y)
j := (a˜⊙ y)(α
j). The syndrome
polynomial associated with y is S(y)(X) := S0+S1X+ · · ·+Sd−2X
d−2. By
the definition of the GRS code, the same syndrome polynomial is associated
with e.
If v ∈ Fnq is such that v(X) = X
i for some i ∈ {0, . . . , n − 1}, then
S
(v)
j = (a˜⊙ v)(α
j) = a˜i(α
i)j , so that
S(v)(X) = a˜i
(
1 + αiX + · · ·+ (αi)d−2Xd−2
)
≡
a˜i
1− αiX
mod (Xd−1).
So, if the error locators are some distinct elements α1, . . . , αε ∈ F
∗
q (where
ε ∈ {1, . . . , n} is the number of errors) and the corresponding error values
are β1, . . . , βε ∈ F
∗
q, then
S(y)(X) = S(e)(X) ≡
ε∑
i=1
βiai
1− αiX
mod (Xd−1), (1)
where ai := a˜i′ for the i
′ ∈ {0, . . . , n− 1} with αi = α
i′ .
Defining the error-locator polynomial (ELP), σ(X) ∈ Fq[X ], by
σ(X) :=
ε∏
i=1
(1− αiX),
and the error-evaluator polynomial (EEP), ω(X) ∈ Fq[X ], by
ω(X) :=
ε∑
i=1
βiai
∏
j 6=i
(1− αjX),
it follows from (1) that
ω ≡ S(y)σ mod (Xd−1). (2)
Equation (2) is the so-called key equation.
Another useful relation is Forney’s formula (see, e.g., [16, Sec. 6.5]),
which states that for all i ∈ {1, . . . , ε},
βiaiσ
′(α−1i ) = −αiw(α
−1
i ). (3)
2For f(X) =
∑r
i=0 fiX
i and g(X) =
∑s
i=0 giX
i, let m := min{r, s}, and define f(X)⊙
g(X) :=
∑m
i=0 figiX
i.
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Let
M0 =M0(S
(y)) :=
{
(u, v) ∈ Fq[X ]
2
∣∣u ≡ S(y)v mod (Xd−1)}
be the solution module of the key equation. Next, we would like to recall
that if the number of errors in y is up to t := ⌊(d − 1)/2⌋, then (ω, σ) is a
minimal element in M0 for an appropriate monomial ordering on Fq[X ]
2
For background on monomial orderings and Groebner bases for modules,
see e.g., [5, Sec. 5.2] for the general case, and [6] for the special case of
submodules ofK[X ]2 (forK a field), which is mostly sufficient for the current
paper. Recall that for ℓ ∈ N, a monomial in K[X ]ℓ+1 is a vector of the
form m := X i · uj for some i ∈ N, and some j ∈ {0, . . . , ℓ}, where uj =
(0, . . . , 0, 1, 0, . . . , 0), and where the 1 sits in the j-th position (counting from
0).3 In such a case, we will say that m contains the j-th unit vector.
The monomial ordering of the following definition is the special case of
the ordering <r of [6] corresponding to r = −1. If a pair (f(X), g(X)) is
regarded as the bivariate polynomial f(X) + Y g(X), then this ordering is
also the (1,−1)-weighted-lex ordering with Y > X .
Definition 2.1. Define the following monomial ordering, <, on Fq[X ]
2:
(X i, 0) < (Xj, 0) iff i < j, (0, X i) < (0, Xj) iff i < j, while (X i, 0) < (0, Xj)
iff i ≤ j − 1.
Unless noted otherwise, lm(u, v) will stand for the leading monomial of
(u, v) with respect to the above monomial ordering, <. Also, a “Groebner
basis” will stand for a Groebner basis with respect to <. Finally, dH(·, ·) will
stand for the Hamming distance.
The following proposition is a special case of [6, Thm. 3.2]. We include
its simple and standard proof for completeness.
Proposition 2.2. Using the above notation, suppose that dH(y,x) ≤ t. Let
(u, v) ∈ M0(S
(y)) r {(0, 0)} satisfy lm(u, v) ≤ lm(ω, σ). Then there exists
some c ∈ F∗q such that (u, v) = c · (ω, σ). Hence, (ω, σ) is the unique minimal
element (u, v) in M0 with v(0) = 1.
Proof. First, we claim that if there exist (u˜, v˜), (u, v) ∈M0(S
(y)) and d1, d2 ∈
N with d1+d2 < d−1, gcd(u˜, v˜) = 1, deg(u), deg(u˜) ≤ d1, and deg(v), deg(v˜) ≤
d2, then there exists a polynomial f ∈ Fq[X ] such that (u, v) = f · (u˜, v˜). To
see this, note that from u ≡ S(y)v mod (Xd−1) and u˜ ≡ S(y)v˜ mod (Xd−1),
3The reason for labeling coordinates with 0, 1, . . . rather than with 1, 2, . . . is that in
some list-decoding applications, it is convenient to identify K[X ]ℓ+1 with the polynomials
in K[X,Y ] with Y -degree at most ℓ, by mapping (f0(X), . . . , fℓ(X)) to
∑ℓ
j=0 fj(X)Y
j .
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we get uv˜ ≡ u˜v mod (Xd−1). In view of the above degree constraints, the
last congruence implies uv˜ = u˜v. Since gcd(u˜, v˜) = 1, we must have u˜|u, v˜|v,
and u/u˜ = v/v˜. This establishes the claim.
Now let (u, v) ∈ M0(S
(y)), and note that gcd(ω, σ) = 1. If deg(v) >
t ≥ deg(σ), then clearly lm(u, v) > lm(ω, σ) = (0, Xdeg(σ)). Similarly, if
deg(u) > t − 1 ≥ deg(σ) − 1, then lm(u, v) > lm(ω, σ). Hence, we may
assume w.l.o.g. that deg(v) ≤ t and deg(u) ≤ t − 1. The above claim then
shows that (u, v) = f ·(ω, σ) for some f ∈ Fq[X ]. If lm(u, v) ≤ lm(ω, σ), this
implies that f is a constant, as required. This also shows that lm(u, v) =
lm(ω, σ).
It will also be useful to recall that the uniqueness in the previous propo-
sition is an instance of a more general result.
Proposition 2.3. For a field K and for ℓ ∈ N∗, let ≺ be any monomial
ordering on K[X ]ℓ, and let M ⊆ K[X ]ℓ be any K[X ]-submodule. Suppose
that both f := (f1(X), . . . , fℓ(X)) ∈M r {0} and g := (g1(X), . . . , gℓ(X)) ∈
M r {0} have the minimal leading monomial in M r {0}. Then there exists
a c ∈ K∗ such that f = c · g.
Proof. Suppose not. Since lm(f) = lm(g), there exists a constant c ∈ K∗
such that the leading monomial cancels in h := f − cg. By assumption,
h 6= 0, and lm(h) ≺ lm(f) – a contradiction.
2.2 Koetter’s Groebner-basis iteration
Let us now recall the general form of Koetter’s iteration [10], [15], as pre-
sented by McEliece [12, Sect. VII.C].
Let K be a field. For ℓ ∈ N∗ and for a K[X ]-submodule M of K[X ]ℓ+1
with rank(M) = ℓ+1, suppose that we have a Groebner basisG = {g0, . . . , gℓ}
forM with respect to some monomial ordering ≺ on K[X ]ℓ+1. In such a case,
the leading monomials of the gj must contain distinct unit vectors,
4 and we
may therefore assume w.l.o.g. that the leading monomial of gj contains the j-
th unit vector, for all j ∈ {0, . . . , ℓ} (where coordinates of vectors are indexed
by 0, . . . , ℓ).
Now let D : K[X ]ℓ+1 → K be a non-zero linear functional that satisfies
the following property:
4For otherwise, the leading monomial of two basis vectors would contain the same unit
vector, so that the leading monomial of one vector divides the leading monomial of the
other vector. In such a case, we may discard one of the basis vectors and remain with a
Groebner basis, which is, in particular, a set of generators. So, we end up with a set of
less than ℓ+1 generators for a free module of rank ℓ+1 – a contradiction (see, e.g., Ex. 11
on p. 32 of [1]).
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MOD M+ := M ∩ ker(D) is a K[X ]-module.
The purpose of Koetter’s iteration is to convert the (ℓ+1)-element Groeb-
ner basis5 G of M to an (ℓ + 1)-element Groebner basis G+ = {g+0 , . . . , g
+
ℓ }
of M+, while maintaining the property that lm(g+j ) contains the j-th unit
vector for all j ∈ {0, . . . , ℓ}.
The following is a pseudo-code describing Koetter’s iteration.
Koetter’s iteration without inversions
Input A Groebner basis G = {g0, . . . , gℓ} for the submoduleM ⊆ Fq[X ]
ℓ+1,
with lm(gj) containing the j-th unit vector for all j
Output A Groebner basis G+ = {g+0 , . . . , g
+
ℓ } for M
+ with lm(g+j ) con-
taining the j-th unit vector for all j (assuming MOD holds)
Algorithm • For j = 0, . . . , ℓ, calculate ∆j := D(gj)
• Set J :=
{
j ∈ {0, . . . , ℓ}|∆j 6= 0
}
• For j ∈ {0, . . . , ℓ}r J ,
– Set g+j := gj
• Let j∗ ∈ J be such that lm(gj∗) = minj∈J{lm(gj)} /* the leading
monomials are distinct, and so j∗ is unique */
• For j ∈ J
– If j 6= j∗
∗ Set g+j := ∆j∗gj −∆jgj∗
– Else /* j = j∗ */
∗ Set g+j∗ := ∆j∗ ·Xgj∗ −D(Xgj∗) · gj∗
/* =
(
∆j∗ ·X −D(Xgj∗)
)
gj∗ */
Note that for clarity of presentation, we have introduced a whole new set
of variables {g+j }, although this is not really necessary.
Proposition 2.4. At the end of Koetter’s iteration, it holds that G+ =
{g+0 , . . . , g
+
ℓ } is a Groebner basis for M
+ and for all j, lm(g+j ) contains the
j-th unit vector.
For a proof, see [12, Sec. VII.C].
5Where in this subsection, “Groebner basis” means a Groebner basis with respect to
≺.
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2.3 Fast Chase decoding on a tree
In the Chase-II decoding algorithm [4, p. 173] for decoding a binary code
of minimum distance d, all possible 2⌊d/2⌋ error patterns on the ⌊d/2⌋ least
reliable coordinates are tested (i.e., subtracted from the received word). For
each tested error pattern, bounded distance decoding6 is performed, resulting
in a list of up to 2⌊d/2⌋ candidate codewords. Finally, if the list is not empty,
then the most likely codeword is chosen from the list.
For GRS codes over Fq, the type of Chase algorithm considered in the
current paper is the following variant of the Chase-II algorithm. First, we
assume a memoryless channel, e.g., as in [11, Sec. III]. As in [4], we assume
that the decoder has probabilistic reliability information on the received sym-
bols. The η least reliable coordinates are identified for some pre-defined and
(loosely speaking) small η ∈ N∗. Let α1, . . . , αη be these least reliable coor-
dinates (where as usual, coordinates are labeled by elements of F∗q), and put
I := {α1, . . . , αη}.
Fix some µ ∈ {1, . . . , q} and for each i ∈ {1, . . . , η}, let A′i ⊂ Fq be a
subset of µ most probable choices for the αi-th code symbol given the αi-th
received coordinate.7 Let a⋆ be a symbol in A′i with the highest probability
given the αi-th received coordinate, and set Ai := {a − a
⋆|a ∈ Ai}. Hence
a⋆ is the hard-decision (HD) input to the decoder at coordinate αi (an entry
of the vector y of Subsection 2.1), while Ai is a corresponding set of µ most
probable errors given the received symbol.
Finally, fix some rmax ∈ {1, . . . , η}. The Chase decoding considered in
the current paper runs over all test error patterns on I that are taken from
A1 × · · · × Aη and have a Hamming weight of up to rmax. For each such
error pattern, the algorithm performs (the equivalent of) bounded distance
decoding. Note that when rmax = η, the test error patterns are all the vectors
in A1 × · · · × Aη.
Let B be the set of vectors of Hamming weight at most rmax in A1×· · ·×
Aη. As in [20], a directed tree T = T (η, I, rmax, A1, . . . , Aη) of depth rmax is
constructed in the following way. The root is the all-zero vector, and for all
r ∈ {1, . . . , rmax}, the vertices at depth r are the vectors in B of weight r.
To define the edges of T , for each r ≥ 1 and for each vertex β =
(β1, . . . , βη) at depth r with non-zero entries at coordinates i1, . . . , ir, we
pick a single vertex β′ = (β ′1, . . . , β
′
η) at depth r− 1 that is equal to β on all
6Here, by bounded distance decoding for a code of minimum distance d, we mean a
decoding algorithm that returns the unique codeword of distance up to (d− 1)/2 from the
received word (if exists), or declares failure otherwise.
7In the language of [11], we look for µ largest values in the αi-th column of the reliability
matrix. For example, in [3], µ = 2.
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coordinates, except for one iℓ (ℓ ∈ {1, . . . , r}), for which β
′
iℓ
= 0. Note that
given β, there are r distinct ways to choose β′, and we simply fix one such
choice of β′ for each β. Now the edges of T are exactly all such pairs (β′,β).
Note that the edge (β′,β) defined above corresponds to adding exactly
one additional modified coordinate, namely, coordinate αiℓ , in which the
assumed error value is βiℓ . Hence, the edge (β
′,β) can be identified with
the pair (β′, (αiℓ , βiℓ)). Similarly, a path from the root to a vertex at depth
r ≥ 1 (and hence the vertex itself) can be identified with a sequence(
(αi1 , βi1), . . . , (αir , βir)
)
∈ ((F∗q)
2)r
for which the αiℓ ’s are distinct.
The main ingredient of Wu’s fast Chase algorithm, as well as of the al-
gorithm of the current paper, is an efficient algorithm for updating the ELP
(and additional polynomials) for adding a single modified coordinate αir and
the corresponding error value, βir . The tree T is then traversed depth first,
saving intermediate results on vertices whose out degree is larger than 1, and
applying the polynomial-update algorithm on the edges. Because the tree is
traversed depth first and has depth rmax, there is a need to save at most rmax
vertex calculations at each time (one for each depth).8 See ahead for details.
3 The module minimization problem for fast
Chase decoding
Wu’s LFSR minimization problem A[σi] [20, p. 112] is defined over an Fq-
vector space of pairs of polynomials that in general is not an Fq[X ]-module.
The key observation is that using Forney’s formula, Wu’s minimization prob-
lem can be replaced by a module minimization problem.
Remark. For simplicity, we will assume from this point on that d is odd, so
that d = 2t + 1. It is straightforward to modify the following derivation for
the case of even d.
Definition 3.1. For r ∈ {0, . . . , n}, distinct α1, . . . , αr ∈ F
∗
q, and β1, . . . , βr ∈
F∗q (not necessarily distinct), let
Mr = Mr(S
(y), α1, . . . , αr, β1, . . . , βr)
be the set of all pairs (u, v) ∈ Fq[X ]
2 satisfying the following conditions:
8We thank I. Tamo for pointing this out.
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1. u ≡ S(y)v mod (Xd−1)
2. ∀j ∈ {1, . . . , r}, v(α−1j ) = 0 and βjajv
′(α−1j ) = −αju(α
−1
j ) (with aj :=
a˜j′ for the j
′ with αj = α
j′).
The possibility of using Koetter’s iteration as an alternative to Wu’s
method follows almost immediately from the following theorem.
Theorem 3.2. 1. For all r, Mr is an Fq[X ]-module.
2. With the terminology of the previous section, if dH(y,x) ≤ t + r,
α1, . . . , αr are error locations and β1, . . . , βr are the corresponding error
values, then (ω, σ) ∈Mr and
lm(ω, σ) = min
{
lm(u, v)|(u, v) ∈Mr r {0}
}
.
Proof. 1. Mr is clearly an Fq-vector space. For f(X) ∈ Fq[X ] and (u, v) ∈
Mr, we would like to show that f · (u, v) ∈Mr. Clearly, (fu, fv) satisfies the
required congruence, and also fv has the required roots. It remains to verify
that for all j, βjaj(fv)
′(α−1j ) = −αj(fu)(α
−1
j ). Now,
(fv)′(α−1j ) = (f
′v)(α−1j ) + (fv
′)(α−1j ) = (fv
′)(α−1j )
= f(α−1j ) ·
−αj
βjaj
u(α−1j ) = −
αj
βjaj
(fu)(α−1j ),
where in the second equality we used v(α−1j ) = 0 and in the third equality
we used βjajv
′(α−1j ) = −αju(α
−1
j ) (note that βjaj 6= 0).
2. First, (ω, σ) ∈ Mr by the key equation (2) and Forney’s formula (3).
The proof of minimality is by induction on r. For r = 0, the assertion
is just Proposition 2.2. Suppose that r ≥ 1, and the assertion holds for
r − 1. Let y˜ be obtained from y by subtracting βr from coordinate αr. Let
σ˜ := σ/(1 − αrX) (the error locator for y˜) and let ω˜ be the error evaluator
for y˜. By the induction hypothesis,
lm(ω˜, σ˜) = min
{
lm(u, v)|(u, v) ∈ M˜r−1
}
, (4)
with
M˜r−1 :=Mr−1(S
(y˜), α1, . . . , αr−1, β1, . . . , βr−1).
To continue, we will need a lemma.
Lemma. For (u, v) ∈ Mr, write v˜ := v/(1 − αrX) and put h := u − βrar v˜.
Then (1 − αrX)|h(X). Moreover, writing h˜ := h/(1 − αrX), the map
ψ : (u, v) 7→ (h˜, v˜) maps Mr into M˜r−1, and satisfies ψ(ω, σ) = (ω˜, σ˜).
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Proof of Lemma. Since v = (1 − αrX)v˜, we have v
′ = −αrv˜ + (1 − αrX)v˜
′,
and therefore v′(α−1r ) = −αr v˜(α
−1
r ). Hence,
h(α−1r ) = u(α
−1
r )− βrar v˜(α
−1
r )
= −
βrar
αr
v′(α−1r )− βrar v˜(α
−1
r ) = 0,
which proves the first assertion.
For the second assertion, note first that
S(y˜) ≡ S(y) −
βrar
1− αrX
mod (Xd−1),
and therefore
S(y˜)v˜ ≡ S(y)v˜ −
βrar
1− αrX
v˜
=
1
1− αrX
(S(y)v − βrarv˜)
≡
1
1− αrX
(u− βrarv˜) = h˜,
(where “≡” stands for congruence modulo Xd−1), which implies that (h˜, v˜)
satisfies the required congruence relation in the definition of M˜r−1. Also,
clearly v˜(α−1j ) = 0 for all j ∈ {1, . . . , r− 1}. Finally, using v
′ = −αr v˜ + (1−
αrX)v˜
′ again, we see that for all j ∈ {1, . . . , r − 1},
v˜′(α−1j ) =
v′(α−1j )
1− αrα
−1
j
= −
αj
βjaj
·
u(α−1j )
1− αrα
−1
j
= −
αj
βjaj
· h˜(α−1j ).
This proves that ψ maps Mr into M˜r−1.
Finally, we have ψ(ω, σ) = (h˜, σ˜) with h˜ = (ω − βrarσ˜)/(1 − αrX), and
it remains to verify that h˜ = ω˜. 9 For ε := t+ r, let α′1, . . . , α
′
ε ∈ F
∗
q be some
enumeration of the error locators, let β ′1, . . . , β
′
ε ∈ F
∗
q be the corresponding
error values, and let a′1, . . . , a
′
ε be the corresponding entries of the vector a˜.
9Note that if the total number of errors is at most d− 1, then it is clear from the above
that h˜ = ω˜, as both are congruent to S(y˜)σ˜ modulo Xd−1 and have a degree ≤ d − 2.
However, the following proof does not require this assumption.
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Assume w.l.o.g. that α′ε = αr (and hence β
′
ε = βr and a
′
ε = ar). Then
h˜ =
ω − βrarσ˜
1− αrX
=
1
1− α′εX
( ε∑
i=1
β ′ia
′
i
ε∏
j=1,j 6=i
(1− α′jX)− β
′
εa
′
ε
ε−1∏
j=1
(1− α′jX)
)
=
1
1− α′εX
( ε−1∑
i=1
β ′ia
′
i
ε∏
j=1,j 6=i
(1− α′jX)
)
=
ε−1∑
i=1
β ′ia
′
i
ε−1∏
j=1,j 6=i
(1− α′jX) = ω˜.
Returning to the proof of part 2 of the theorem, if (u, v) ∈Mr and v = c·σ
for some c ∈ F∗q , then we must have lm(u, v) ≥ (0, X
deg(σ)) = lm(ω, σ). Let
us therefore take (u, v) ∈ Mr r {0} with v 6= cσ for all c ∈ F
∗
q. Then also
ψ(u, v) 6= c(ω˜, σ˜) for all c ∈ F∗q , and hence, by the induction hypothesis, the
lemma, and Proposition 2.3,
lm(ψ(u, v)) > lm(ω˜, σ˜) = (0, Xdeg(σ)−1). (5)
If the leading monomial of ψ(u, v) is of the form (0, Xℓ) for some ℓ, then
lm(ψ(u, v)) = (0, Xdeg(v)−1), and (5) implies deg(v) > deg(σ), so that cer-
tainly lm(u, v) > lm(ω, σ).
Suppose therefore that lm(ψ(u, v)) is of the form (Xℓ, 0) for some ℓ, that
is, lm(ψ(u, v)) = (Xdeg(h)−1, 0). In this case, (5) implies that deg(h) − 1 >
deg(σ) − 2, that is, deg(h) ≥ deg(σ). But since h = u − βrarv˜, this implies
that at least one of u and v˜ must have a degree that is at least as large
as deg(σ). Now, if deg(u) ≥ deg(σ), that is, if deg(u) > deg(σ) − 1, then
lm(u, v) > lm(ω, σ) = (0, Xdeg(σ)). Similarly, if deg(v˜) ≥ deg(σ), then
deg(v) > deg(σ), and again lm(u, v) > lm(ω, σ). This completes the proof
of Theorem 3.2.
When moving from Mr := Mr(S
(y), α1, . . . , αr, β1, . . . , βr) to Mr+1 :=
Mr+1(S
(y), α1, . . . , αr+1, β1, . . . , βr+1), two additional functionals must be ze-
roed. It was already proved in the theorem that each Mr is an Fq[X ]-module.
Also, the intersection of Mr with the set of pairs (u, v) for which v(α
−1
r+1) = 0
is clearly a Fq[X ]-module. Hence, if each “root condition” comes before the
corresponding “derivative condition,” we may use Koetter’s iteration twice
in order to move from a Groebner basis for Mr to a Groebner basis for Mr+1.
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A detailed description of the application of Koetter’s iteration for moving
from Mr to Mr+1 appears in the following subsection. This is the algorithm
carried out on the edges of the tree T of Section 2.3.
For initiating the fast Chase algorithm on the root of T , we need a Groeb-
ner basis for M0.
10 Several algorithms for achieving this goal appear in [6].
In particular, Algorithm 4.7 of [6] is similar in nature to the BM algorithm.
In fact, we remark that the BM algorithm itself can be used to obtain a
Groebner basis forM0. Informally, after running the BM algorithm, two pairs
of polynomials are obtained from the two polynomials updated during the
algorithm, and then at most one additional leading monomial cancellation is
required for obtaining the desired Groebner basis. Since the proof is rather
technical and this is outside the main scope of the current paper, we will not
elaborate on this issue.
4 Algorithms
4.1 The basic algorithm on an edge of the decoding
tree
Using the terminology of Section 2.2, in the current context we have ℓ = 1,
and, as already mentioned, we have two types of Koetter iterations: one for
a root condition, and the other for a derivative condition. For convenience,
we will use here a version of Koetter’s iteration that includes inversions. In
this version, the right-hand sides of the update rules are both divided by ∆j∗
(multiplication of elements by non-zero constants obviously takes a Groebner
basis to a Groebner basis).
In the r-th root iteration , the linear functional D of Koetter’s iteration
acts on a pair (u, v) as D(u, v) = v(α−1r ), and hence on X · (u, v) as D(X ·
(u, v)) = α−1r D(u, v). In the r-th derivative iteration (which must come after
the r-th root iteration), we have
D(u, v) = βrarv
′(α−1r ) + αru(α
−1
r ),
and therefore also
D(X · (u, v)) = βrar(Xv)
′(α−1r ) + αr(Xu)(α
−1
r )
= βrarα
−1
r v
′(α−1r ) + u(α
−1
r )
= α−1r D(u, v),
10Note that by Proposition 2.2, any algorithm that finds a Groebner basis for M0 can
also be used for bounded-distance decoding.
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where in the second equality we used (Xv)′ = Xv′+v and v(α−1r ) = 0. So, for
both types of iterations, we have D(X · (u, v))/D(u, v) = α−1r if D(u, v) 6= 0.
Hence, the iteration corresponding to a single location αr has the following
form.
Algorithm A: Koetter’s iteration for adjoining error location αr
Input • A Groebner basis G = {g0 = (g00, g01), g1 = (g10, g11)} for
Mr−1(S
(y), α1, . . . , αr−1, β1, . . . , βr−1), with lm(gj) containing the
j-th unit vector for j ∈ {0, 1}
• The next error location, αr, and the corresponding error value, βr
Output A Groebner basis G+ = {g+0 = (g
+
00, g
+
01), g
+
1 = (g
+
10, g
+
11)} for
Mr(S
(y), α1, . . . , αr, β1, . . . , βr) with lm(g
+
j ) containing the j-th unit
vector for j ∈ {0, 1}
Algorithm • For type = root, der
– If type = der,
∗ For j = 0, 1, set gj := g
+
j /* init: output of root iter. */
– For j = 0, 1, calculate
∆j :=
{
gj1(α
−1
r ) if type=root
βrarg
′
j1(α
−1
r ) + αrgj0(α
−1
r ) if type=der
– Set J :=
{
j ∈ {0, 1}|∆j 6= 0
}
– For j ∈ {0, 1}r J , set g+j := gj
– Let j∗ ∈ J be such that lm(gj∗) = minj∈J{lm(gj)}
– For j ∈ J
∗ If j 6= j∗
· Set g+j := gj −
∆j
∆j∗
gj∗
∗ Else /* j = j∗ */
· Set g+j∗ := (X − α
−1
r )gj∗
Again, for clarity of presentation, we have introduced a whole new set of
variables {g+j }, although this is not really necessary.
If a successive application of the algorithm down the path from the root
to a vertex
(
(αi1, βi1), . . . , (αir−1, βir−1)
)
of T results in Groebner basis for
Mr−1(S
(y), αi1 , . . . , αir−1, βi1 , . . . , βir−1), then an additional application on the
edge (αir , βir) will result in a Groebner basis forMr(S
(y), αi1 , . . . , αir , βi1 , . . . , βir).
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It therefore follows from Theorem 3.2 that if a vertex
v :=
(
(αi1 , βi1), . . . , (αir , βir)
)
of T is a “direct hit,” in the sense that αi1 , . . . , αir are indeed error locations
with respective error values βi1 , . . . , βir , and if ε ≤ t + r, then the second
element of the Groebner basis on v is c · (ω, σ) for some non-zero c.11
While not necessary for the correctness of the algorithm, it is of interest
to consider the case where, although the tested error pattern is not a direct
hit, the difference between the number of correct indices and incorrect indices
is at least ε− t. For this case, see Appendix A
A simplified version of Algorithm A, in which two polynomials (rather
than two pairs of polynomials) are maintained, appears in Appendix B.
4.2 Working with vectors of evaluations
As already mentioned, to achieve a complexity of O(n) per modified symbol,
one can use Koetter’s method of updating vectors of evaluations. Whereas
in [20] this requires a complicated modification of the original algorithm in
order to avoid syndrome updates, it is straightforward to modify Algorithm
A to an “evaluated” version.
In Algorithm B below, for a fixed primitive element α ∈ F∗q we let α :=
(1, α−1, α−2, . . . , α−(q−2)). Also, for a polynomial f ∈ Fq[X ], we let f(α) :=
(f(1), f(α−1), f(α−2), . . . , f(α−(q−2))). Finally, in the algorithm below, −⊙−
stands for component-wise multiplication of vectors, that is,
(v1, v2, . . . , vℓ)⊙ (u1, u2, . . . , uℓ) := (v1u1, v2u2, . . . , vℓuℓ)
(where ℓ ∈ N∗ and the ui, vi are taken from some ring).
Note that the algorithm requires tracing the evaluation vectors of the four
polynomials implicit in the Groebner basis, as well as the evaluation vectors
of the formal derivatives of two of these four polynomials.
Algorithm B: Adjoining error location αr
for vectors of evaluations, complexity O(n)
Input • For a Groebner basis G = {g0 = (g00, g01), g1 = (g10, g11)} for
Mr−1(S
(y), α1, . . . , αr−1, β1, . . . , βr−1) with lm(gj) containing the
j-th unit vector for j ∈ {0, 1}, the input includes the following
data:
γj := (vj0, vj1, vj2,mj) :=
(
gj0(α), gj1(α), g
′
j1(α), lm(gj)
)
, j = 0, 1
11Recall that lm(ω, σ) contains the unit vector (0, 1).
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• The next error location, αr, and the corresponding error value, βr
Output For some Groebner basis G+ = {g+0 = (g
+
00, g
+
01), g
+
1 = (g
+
10, g
+
11)}
forMr(S
(y), α1, . . . , αr, β1, . . . , βr) with lm(g
+
j ) containing the j-th unit
vector for j ∈ {0, 1}, the output consists of the following data:
γ+j := (v
+
j0, v
+
j1, v
+
j2,m
+
j ) :=
(
g+j0(α), g
+
j1(α), (g
+
j1)
′(α), lm(g+j )
)
, j = 0, 1
Algorithm • For type = root, der
– If type = der,
∗ For j = 0, 1, set γj := γ
+
j /* init: output of root iter. */
– For j = 0, 1, calculate (using appropriate entries of vj0, vj1, vj2)
∆j :=
{
gj1(α
−1
r ) if type=root
βrarg
′
j1(α
−1
r ) + αrgj0(α
−1
r ) if type=der
– Set J :=
{
j ∈ {0, 1}|∆j 6= 0
}
– For j ∈ {0, 1}r J , set γ+j := γj
– Let j∗ ∈ J be such that mj∗ = minj∈J{mj}
– For j ∈ J
∗ If j 6= j∗
· For i = 0, 1, 2, set v+ji := vji −
∆j
∆j∗
vj∗i
· Set m+j :=mj and put γ
+
j := (v
+
j0, v
+
j1, v
+
j2,m
+
j )
∗ Else /* j = j∗ */
· For i = 0, 1, set
v+ji :=
(
α− (α−1r , α
−1
r , . . . , α
−1
r )
)
⊙ vji
· Set /* using
[
(X − α−1r )gj1
]′
= (X − α−1r )g
′
j1 + gj1 */
v+j2 :=
(
α− (α−1r , α
−1
r , . . . , α
−1
r )
)
⊙ vj2 + vj1
· Set m+j := X ·mj and put γ
+
j := (v
+
j0, v
+
j1, v
+
j2,m
+
j )
4.3 High-level description of the decoding algorithm
Let us now describe the high-level flow of the decoding algorithm.
1. Perform bounded-distance HD decoding. If this decoding finds a code-
word within Hamming distance t from the received word, output this
codeword and exit. Otherwise, proceed to the fast Chase decoding
algorithm.
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2. Find a Groebner basis {g0 = (g00, g01), g1 = (g10, g11)} for M0 with
lm(g0) containing (1, 0) and lm(g1) containing (0, 1). As shown in [6],
this can be done with an equivalent of any of the standard bounded-
distance HD decoding algorithms, and can also be used for HD decoding
in Step 1.
3. Calculate the derivatives g′01, g
′
11, and evaluate polynomials to obtain
γj :=
(
gj0(α), gj1(α), g
′
j1(α), lm(gj)
)
, j = 0, 1.
Store γ0, γ1 in the memory for depth 0.
4. Using reliability information, identify a set I = {α1, . . . , αη} of η least
reliable coordinates . For each α ∈ I, find Aα, the set of µ most
probable HD errors for the α-th coordinate given the α-th received
symbol. Together with the pre-defined depth, rmax, this completely
determines the tree T of Section 2.3.
5. Traverse the tree T depth first. When visiting an edge (u′,u) between
a vertex u′ at depth r − 1 and a vertex u at depth r:
• Perform Algorithm B, taking the inputs γ0, γ1 from the memory
for depth r − 1.
• Store the outputs γ+0 , γ
+
1 in the memory for depth r.
• If the following conditions hold:
– v+1,1 has exactly t + r zero entries, and
– m+1 = (0, X
t+r) (this is equivalent to deg(g+1,1) = t + r, as
lm(g+1 ) contains (0, 1))
then:
– Letting i1, . . . , it+r be the indices of zero entries of v
+
1,1 (count-
ing indices from 0), let the error locators be αj := α
ij , j =
1, . . . , t + r. Calculate the corresponding error values using
appropriate entries of v+1,0 (evaluation vector of g
+
10) and v
+
1,2
(evaluation vector of (g+11)
′) by the Forney formula (3):12
βj := −
αjg
+
10(α
−1
j )
aj(g
+
11)
′(α−1j )
, j = 1, . . . , r
12Note that in the expression for βj, the denominator is non-zero because g
+
11 is separable
by the above assumptions.
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– If all the βj are non-zero, add the resulting error to a list of
potential errors.
Note that error vectors added to the list in the above flow must have the
same syndrome as the received word, as follows from the following proposi-
tion:13
Proposition 4.1. Suppose that σ˜ ∈ Fq[X ] is separable, splits in Fq, and
satisfies σ˜(0) 6= 0. Suppose also that ω˜ ∈ Fq[X ] satisfies deg(ω˜) < deg(σ˜)
and ω˜ ≡ S(y)σ˜ mod (Xd−1). Let e˜ be the vector with support
{
γ−1|σ˜(γ) = 0
}
and corresponding non-zero entries obtained by Forney’s formula (3) with σ˜
and ω˜. Suppose also that all error values obtained by Forney’s formula are
indeed non-zero. Then S(e˜)(X) = S(y)(X).
Proof. By dividing both σ˜ and ω˜ by σ˜(0), we may assume w.l.o.g. that σ˜(0) =
1. Note first that the EEP related to e˜ is indeed w˜: If wˆ is the EEP related
to e˜, then by Forney’s formula (3), ω˜ − ωˆ has deg(σ˜) roots. By the degree
assumption in the proposition, deg(ω˜−ωˆ) < deg(σ˜), which implies that ω˜−ωˆ
is the zero polynomial.
Writing “≡” for congruence modulo (Xd−1), it holds that
S(e˜)σ˜ ≡ ω˜ ≡ S(y)σ˜,
where the first congruence follows from the key equation, while the second
congruence holds by assumption. Hence Xd−1|(S(e˜) − S(y)). As deg(S(e˜) −
S(y)) ≤ d− 2, this completes the proof.
5 Conclusions and open questions
We presented a conceptually simple fast Chase decoding algorithm for RS
codes, building on the theory of Groebner bases for Fq[X ]-modules. Taking
the module minimization approach considerably simplifies the polynomial-
update algorithm, and is also automatically suited to working with vectors
of evaluations. Our algorithms are not tied to the BM algorithm for HD
initialization, and practically any syndrome-based HD decoding algorithm
can be used for this purpose.
It should be noted that both Algorithm A and B can be easily converted
to a fast GMD algorithm, by simply omitting the derivative iteration. For
Algorithm B, this means that there is no longer a need to maintain the vectors
13We thank M. Twitto for pointing out this observation.
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of evaluations of the derivatives. Moreover, a fast application of combinations
of GMD and Chase decoding can be obtained in this way.
We conclude with some open questions:
• Is there a way to introduce some multiplicity-like parameter to the
definition of Mr in Definition 3.1 in order to increase the number of
cases in which (ω, σ) is a minimal element (beyond those of Theorem
3.2)? If possible, this may introduce an additional way to control the
complexity/decoding capability tradeoff of the algorithm.
• Any Chase decoding algorithm for GRS codes is automatically also
a Chase decoding algorithm for their subfield-subcodes, the alternant
codes, which include BCH codes as a special case. However, in [20],
the polynomial-update algorithm for binary BCH codes is simpler than
that of the corresponding RS codes. Is there a way to further simplify
Algorithm A of the current paper for the case of binary BCH codes?14
• Interestingly, Algorithms A and B remain valid also when the total
number of errors is ≥ d − 1, as long as the conditions of Theorem 3.2
are satisfied. Can this be of any practical value in some cases? Note
that while the output list size grows exponentially beyond d − 1, this
can be solved by adding a small number of CRC bits, or even without
CRC bits, when the RS code is part of a generalized concatenated code
[13, Sec. 18.8.2].
Appendix
A The case of enough correct modifications
In this appendix, we consider the case mentioned near the end of Section 4.1,
that is, the case where, although the tested error pattern is not a direct hit,
the difference between the number of correct indices and incorrect indices is
at least ε − t. The main result is Proposition A.2, which shows that in this
case, the outputs of Algorithm A can still be used for finding the correct
transmitted codeword.
14We note that in a companion work [17], using a completely different method, some
of the authors have devised a syndrome-based Chase decoding algorithm for binary BCH
codes that is both conceptually simple and updates polynomials of a lower degree than
those of Algorithm 5 of [20]. However, for completeness, it is still an interesting question
whether the current algorithm can be further simplified in the case of binary BCH codes.
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We begin with a remark that will be useful in the proof of Proposition
A.2.
Remark A.1. For distinct α1, . . . , αr+1 ∈ F
∗
q and for β1, . . . , βr+1 ∈ F
∗
q, let
Mr+ 1
2
:= Mr(S
(y), α1, . . . , αr, β1, . . . , βr) ∩
{
(u, v)|v(α−1r+1) = 0
}
.
Taking v(X) :=
∏r
i=1(1 − αiX), and letting u0 := S
(y) · v, there exists a
polynomial f(X) ∈ Fq[X ] such that, setting uf := u0 + X
d−1 · f , the r
“derivative equations” from part 2 of Definition 3.1 are satisfied for (uf , v)
(this is just an interpolation problem for f , and it obviously has a solution for
f of high enough degree). For such a choice of f , clearly (uf , v) ∈MrrMr+ 1
2
.
Similarly, taking now v(X) :=
∏r+1
i=1 (1 − αiX), and letting again u0 :=
S(y) · v, there exists a polynomial f(X) ∈ Fq[X ] such that, setting uf :=
u0 +X
d−1 · f , the r equations from part 2 of Definition 3.1 are satisfied for
(uf , v), while βr+1ar+1v
′(α−1r+1) 6= αr+1uf(α
−1
r+1) (again, this is an interpolation
problem for f , now with a lot of freedom in the choice of f(α−1r+1)). For such
a choice of f , clearly (uf , v) ∈Mr+ 1
2
rMr+1.
We conclude that
Mr )Mr+ 1
2
)Mr+1. (6)
Proposition A.2. Consider a vertex v =
(
(αi1 , βi1), . . . , (αir , βir)
)
of T . Let
S := {ℓ ∈ {1, . . . , r}|the error value at αiℓ is not βiℓ},
and let
S1 := {ℓ ∈ {1, . . . , r}|αiℓ is not an error location} ⊆ S.
Finally, let S2 := SrS1. For any vertex u of the tree T , let
{
g+0 (u), g
+
1 (u)
}
be the Groebner basis calculated inductively from the root to the vertex u by
applying Algorithm A on the edges. Then if r − |S| ≥ ε − t + |S1|, then it
holds that
lm
(
g+1 (v)
)
< lm
(
g+0 (v)
)
,
and
g+1 (v) = c · (ω, σ) ·
∏
ℓ∈S2
(X − α−1iℓ ) ·
∏
ℓ∈S1
(X − α−1iℓ )
2 (7)
for some c ∈ F∗q. Hence, writing g
+
1 (v) = (g
+
10, g
+
11),
g+11(X)∏r
ℓ=1(X − α
−1
iℓ
)
=
c · σ(X)∏
ℓ/∈S(X − α
−1
iℓ
)
·
∏
ℓ∈S1
(X − α−1iℓ ). (8)
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Remark. Equation (8) means that g+11(X)/
∏r
ℓ=1(X − α
−1
iℓ
) is an “effective
ELP” corresponding to the modification sequence in v: Correct modifications
are canceled out from σ, wrong modification at correct locations have no
effect, while modification at locations without errors effectively add error
locations.
Proof of Proposition A.2. Observe that |S1| is the number of wrongly-modified
correct coordinates for v, while r − |S| is the number of correctly-modified
erroneous coordinates. Write δ := |S|, δ1 := |S1|. Modifying the order of the
pairs defining v does not change the corresponding module
Mr(S
(y), αi1, . . . , αir , βi1, . . . , βir),
and hence also does not change the unique minimal element (by Proposition
2.3). We may therefore assume w.l.o.g. that S = {r− δ+1, . . . , r}, and that
S1 = {r− δ1 + 1, . . . , r}. Hence, if ℓ is one of the δ − δ1 smallest elements of
S, then αiℓ is an error location and βiℓ is not the corresponding error value.
Similarly, if ℓ is one of the δ1 largest elements of S, then αiℓ is not an error
location.
The idea of the proof is to trace the updates in Algorithm A, and (loosely
speaking) to show that for ℓ ∈ S2, g
+
1 is multiplied once by (X −α
−1
iℓ
), while
for ℓ ∈ S1, g
+
1 is multiplied twice by (X − α
−1
iℓ
).
By assumption, the first r − δ pairs in v are correct error locations and
corresponding values. As we also assume that r − δ − δ1 ≥ ε − t, it follows
from Theorem 3.2 that when moving from the root of T to the vertex v′ :=(
(αi1 , βi1), . . . , (αir−δ−δ1 , βir−δ−δ1))
)
at depth r − δ − δ1, we have g
+
1 (v
′) =
c · (ω, σ) for some c 6= 0. Moreover,
lm(g+1 (v
′)) < lm(g+0 (v
′)). (9)
Now, for the next δ1 edges on the path from v
′ to v, we still have correctly-
modified coordinates. Hence, in Algorithm A, ∆1 = 0 for both the root and
derivative iterations, and only g0 might be modified in all of the correspond-
ing 2δ1 root and derivative iterations. Moreover, g0 is indeed modified in
each and every one of the iterations, for otherwise the Groebner basis would
be unchanged, and hence the generated module would be unchanged, con-
tradicting (6). Hence, writing v′′ :=
(
(αi1 , βi1), . . . , (αir−δ , βir−δ)
)
, we have
(
g+0 (v
′′), g+1 (v
′′)
)
=
(
g+0 (v
′) ·
r−δ∏
ℓ=r−δ−δ1+1
(X − α−1iℓ )
2, g+1 (v
′)
)
. (10)
It is now left to consider the last δ applications of Algorithm A, on the
path from v′′ to v. Write vr−δ = v
′′, vr−δ+1, . . . , vr = v for the consecutive
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vertices on the path from v′′ to v. We first prove by induction that for all
ℓ′ ∈ {r − δ, . . . , r − δ1},
lm(g+1 (vℓ′)) < lm(g
+
0 (vℓ′)), (11)
and
g+1 (vℓ′) = g
+
1 (v
′) ·
ℓ′∏
ℓ=r−δ+1
(X − α−1iℓ )
= c · (ω, σ) ·
ℓ′∏
ℓ=r−δ+1
(X − α−1iℓ ). (12)
The basis of induction, for ℓ′ = r − δ (where the product on the right
of (12) is empty), follows from (10) and (9). For the step, assume that
ℓ′ ∈ {r − δ + 1, . . . , r − δ1}, and that (11), (12) hold for ℓ
′ − 1. As αiℓ′ is
an error location, it follows from the induction hypothesis that in the root
iteration of Algorithm A, ∆1 = 0, and consequently, g
+
1 = g1.
We claim that in the derivative iteration, ∆1 6= 0. For this, let β be the
correct error value for the (correct) error location αiℓ′ . Write
M := Mr−δ+1(S
(y), αi1 , . . . , αir−δ , αiℓ′ , βi1 , . . . , βir−δ , β).
Then clearly (ω, σ) ∈M , and since by the induction hypothesis g+1 (vℓ′−1) is
obtained by multiplying (ω, σ) by a scalar polynomial, g+1 (vℓ′−1) is also in
the module M . Hence
β · aiℓ′ [g
+
11(vℓ′−1)]
′(α−1iℓ′ ) + αiℓ′ [g
+
10(vℓ′−1)](α
−1
iℓ′
) = 0, (13)
where for i ∈ {0, 1} and for a vertex u of T , we write g+i (u) = (g
+
i0(u), g
+
i1(u)).
Since it can be verified by the induction hypothesis that [g+11(vℓ′−1)]
′(α−1iℓ′ ) 6=
0,15 it follows that replacing β by βiℓ′ 6= β on the left-hand side of (13) will
result in a non-zero value. This completes the proof that ∆1 6= 0 on the
derivative iteration, and hence, using the induction hypothesis for (11), (12),
proves (12) for the induction step.
For (11), note that since in the root iteration g+1 = g
+
1 (vℓ′−1) (that is,
g+1 = g1), it follows from (6) that
g+0 = g
+
0 (vℓ′−1) · (X − α
−1
iℓ′
). (14)
15Note that the induction hypothesis implies that g+11(vℓ′−1) = f(X) · σ(X) for some f
with f(α−1i
ℓ′
) 6= 0.
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Hence, the induction hypothesis implies that lm(g+0 ) > Xlm(g
+
1 ), and
therefore after the derivative iteration it necessarily holds that lm(g+0 ) >
lm(g+1 ). This completes the induction step for (11).
Using (10) and (14), and noting that by the above it holds that lm(g+0 ) =
lm(g0) in the derivative iteration, it also follows by induction that for all
ℓ′ ∈ {r − δ + 1, . . . , r − δ1},
lm
(
g+0 (vℓ′)
)
= lm
(
g+0 (v
′) ·
r−δ∏
ℓ=r−δ−δ1+1
(X − α−1iℓ )
2 ·
ℓ′∏
ℓ=r−δ+1
(X −α−1iℓ )
)
, (15)
where we have used lm(f ·h) = Xdeg(f) ·lm(h) for f ∈ Fq[X ] and h ∈ Fq[X ]
2.
To complete the proof, we will prove by induction that for all ℓ′ ∈ {r −
δ1, . . . , r}, lm(g
+
1 (vℓ′)) < lm(g
+
0 (vℓ′)) and
g+1 (vℓ′) = c · (ω, σ) ·
r−δ1∏
ℓ=r−δ+1
(X − α−1iℓ ) ·
ℓ′∏
ℓ=r−δ1+1
(X − α−1iℓ )
2. (16)
The basis of the induction, for ℓ′ = r − δ1, follows from (11), (12).
To continue, recall that in both the root and the derivative iterations of
algorithm A, if the leading monomialm of one of the pairs is changed, then it
is changed to Xm. Hence, it follows from substituting ℓ′ = r−δ1 in (12), (15)
and the fact that lm(g+1 (v
′)) < lm(g+0 (v
′)), that for all ℓ′ ∈ {r−δ1+1, . . . , r},
it holds that lm(g+1 ) < lm(g
+
0 ) for both the root and derivative iterations of
Algorithm A.16
Hence, for ℓ′ ∈ {r − δ1, . . . , r − 1} there are only three possible ways
in which g+1 (vℓ′) can be updated to g
+
1 (vℓ′+1): (1) g
+
1 (vℓ′+1) = g
+
1 (vℓ′), (2)
g+1 (vℓ′+1) = g
+
1 (vℓ′) · (X − α
−1
iℓ′+1
), or (3) g+1 (vℓ′+1) = g
+
1 (vℓ′) · (X − α
−1
iℓ′+1
)2.
For the induction step of the proof of (16), assume that ℓ′ ∈ {r−δ1, . . . , r−
1}, and that (16) holds for ℓ′. Considering options (1)–(3) above, it is suffi-
cient to prove that when moving from vℓ′ to vℓ′+1, it holds that ∆1 6= 0 for
both the root and derivative iterations of Algorithm A.
16In detail, note that lm(g+0 (vr−δ1)) = X
2δ1+δ−δ1 · lm(g+0 (v
′)), while lm(g+1 (vr−δ1)) =
Xδ−δ1 · lm(g+1 (v
′)). Hence, for all ℓ′ ∈ {r − δ1 + 1, . . . , r}, we have
lm(g+1 (vℓ′)) ≤ X
2
(
ℓ′−(r−δ1)
)
Xδ−δ1lm(g+1 (v
′))
≤ Xδ+δ1lm(g+1 (v
′)) (substituting ℓ′ = r)
< lm(g+0 (vr−δ1)) ≤ lm(g
+
0 (vℓ′)).
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As αiℓ′+1 is not an error location, it follows from the induction hypothesis
that αiℓ′+1 is not a root of g
+
11(vℓ′), and therefore ∆1 6= 0 in the root iteration.
Hence, at the end of the root iteration, we have
g+1 = g
+
1 (vℓ′) · (X − α
−1
iℓ′+1
). (17)
Therefore,
[g+11]
′(α−1iℓ′+1) = [g
+
11(vℓ′)](α
−1
iℓ′+1
) 6= 0,
where the last inequality follows again from the induction hypothesis. Also,
it follows from (17) that g+10(α
−1
iℓ′+1
) = 0, and finally that ∆1 6= 0 in the
derivative iteration, as required.
B Simplifications for Algorithm A
B.1 Moving from two pairs of polynomials to two poly-
nomials
In Algorithm A, two pairs of polynomials have to be maintained, rather
than just two polynomials. In the above form, the algorithm will work even
if ε ≥ 2t, where ε is the total number of errors. However, as we shall now
see, if ε ≤ 2t − 1, then there is no need to maintain the first coordinate of
the Groebner basis.
In order to omit the first entry in each pair, we have to consider the
following questions:
1. How can we efficiently calculate gj0(α
−1
r ) (j ∈ {0, 1}) when only gj1 is
available?
2. How can we find lm(g0) without maintaining g00 (recall that the leading
monomial of g0 is on the left)?
The answer to the second question is almost trivial: Introduce a variable
d0 to track the degree of g00. Whenever j
∗ = 0, increase d0 by 1, and in all
other cases keep d0 unchanged (note that when 0 ∈ J but 0 6= j
∗, lm(g+0 ) =
lm(g0), which justifies keeping d0 unchanged). Now lm(g0) = (X
d0 , 0).
So, let us turn to the first question. We know that for all r and all
(u, v) ∈ Mr(S
(y), α1, . . . , αr, β1, . . . , βr), we have u ≡ S
(y)v mod (X2t), and
hence one can calculate u(α−1r ) directly from v if deg(u) ≤ 2t−1 (see ahead).
So, our first task is to verify that if ε ≤ 2t−1 (so that r ≤ 2t−1− t = t−1),
we have deg(g10) ≤ 2t − 1 and deg(g20) ≤ 2t− 1 for all Koetter’s iterations
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involved in fast Chase decoding, assuming the hypotheses of Theorem 3.2
hold.
We will first need a small modification of the first part of [2, Prop. 2].
To keep this paper self-contained, we will also include the proof. From this
point on, we will say that a monomial in Fq[X ]
2 is on the left if it contains
the unit vector (1, 0), and on the right if it contains the unit vector (0, 1).
Proposition B.1 ([2]). Let {h0 = (h00, h01),h1 = (h10, h11)} be a Groebner
basis for M0 with respect to the monomial ordering <, and suppose that the
leading monomial of h0 is on the left, while the leading monomial of h1 is
on the right. Then deg(h00(X)) + deg(h11(X)) = 2t.
Proof. Since (S(y), 1) is in the Fq[X ]-span of {h0,h1}, it follows that 1 ∈
(h01, h11), and hence that h01 and h11 are relatively prime. Now suppose that
α(X), β(X) ∈ Fq[X ] are such that α(X)h0 − β(X)h1 = (γ(X), 0) for some
γ(X). Then α(X)h01(X) = β(X)h11(X), and because gcd(h01, h11) = 1, this
implies that h11(X)|α(X), h01(X)|β(X),
α(X)
h11(X)
=
β(X)
h01(X)
and these two equal rational functions are in fact a polynomial in Fq[X ].
Write r(X) ∈ Fq[X ] for this polynomial. Let π0 : Fq[X ]
2 → Fq[X ] be the
projection to the first coordinate. Now, the second coordinate of the vector
f := h11(X)h0 − h01(X)h1 ∈M0
is 0. Also, for any α(X), β(X) as above, it holds that
α(X)h0 − β(X)h1 = r(X) · f ,
because the second coordinate of both the left- and right-hand side is 0, and
the first coordinates are equal by the definition of r(X).
This shows that π0(f) has the lowest degree in π0
(
M0 ∩ (Fq[X ]× {0})
)
.
Now, as M0 is generated as an Fq[X ]-module by {(X
2t, 0), (S(y)(X), 1)}, we
know that this lowest degree is 2t. Hence deg(π0(f )) = 2t. Now,
deg(π0(f )) = deg
(
h11(X)h00(X)− h01(X)h10(X)
)
= deg
(
h11(X)h00(X)
)
,
because by assumption deg(h11) ≥ deg(h10)+1 and deg(h00) > deg(h01)−1,
so that deg(h11h00) > deg(h01h10).
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With Proposition B.1, we can now prove that for all iterations of Koetter’s
algorithm, deg(g10) ≤ 2t− 1 and deg(g20) ≤ 2t− 1 when ε ≤ 2t− 1. Before
the proof, it will be useful to introduce some additional notation.
Definition B.2. For i = 1, . . . , r, j ∈ {0, 1}, and τ ∈ {root,der} write
gj(i; τ) = (gj0(i; τ), gj1(i; τ)) and g
+
j (i; τ) = (g
+
j0(i; τ), g
+
j1(i; τ)) for the values
in the root iteration (τ = root) or the derivative iteration (τ = der) of
Algorithm A corresponding to adjoining error location αi. By convention,
{g0(1; root), g1(1; root)} is a Groebner basis for M0 with lm(g0(1; root))
on the left and lm(g1(1; root)) on the right. Note that for all i, gj(i,der) =
g+j (i, root) (j = 1, 2), and for all i ≥ 2, gj(i, root) = g
+
j (i−1,der) (j = 1, 2).
Proposition B.3. Suppose that the condition in part 2 of Theorem 3.2 holds,
and that the total number ε of errors is exactly t + r. Then for all i ∈
{1, . . . , r}, all j ∈ {0, 1} and all τ ∈ {root,der}, deg(g+j0(i; τ)) ≤ ε and
deg(g+j1(i; τ)) ≤ ε.
Proof. By Theorem 3.2, (ω, σ) = c · g+j (r;der) for some j ∈ {0, 1} and some
c ∈ F∗q, and hence necessarily (ω, σ) = c ·g
+
1 (r;der) (as the leading monomial
of (ω, σ) is on the right). Note that for all i, j, and τ , we have lm(g+j (i; τ)) ≥
lm(gj(i; τ)), and so for all i and τ , we must have lm(g1(i; τ)) ≤ lm(ω, σ) =
(0, Xε). In particular, deg(g11(i; τ)) ≤ ε and deg(g10(i; τ)) ≤ ε−1. The same
argument applies also to g+10(i; τ) and g
+
11(i; τ).
Turning to g0(i; τ), note that for all i and τ , lm(g
+
j (i; τ)) > lm(gj(i; τ))
for at most one j ∈ {0, 1}. Also, for j ∈ {0, 1} and for each i and τ with
lm(g+j (i; τ)) > lm(gj(i; τ)), we have lm(g
+
j (i; τ)) = Xlm(gj(i; τ)). Since
the degree of the second coordinate of g+1 (i; τ) (the coordinate containing
the leading monomial) must increase from deg(g11(1; root)) for i = 1 and
τ = root to deg(σ) = ε for i = r and τ = der, we see that∣∣{(i, τ)|lm(g+1 (i; τ)) > lm(g1(i; τ))}∣∣ = ε− deg(g11(1; root)),
and therefore,17∣∣{(i, τ)|lm(g+0 (i; τ)) > lm(g0(i; τ))}∣∣ ≤ 2r − (ε− deg(g11(1; root)))
= deg(g11(1; root)) + r − t.
Hence, for all i and τ ,
deg(g+00(i; τ)) ≤ deg(g
+
00(r;der)) (lm (on the left) does not decrease)
≤ deg(g00(1; root)) + deg(g11(1; root)) + r − t
= t + r = ε (by Proposition B.1).
17Actually, by (6) we can replace “≤” by “=” in the following equation.
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Finally, since the leading monomial of g+0 (i; τ) is on the left, we must have
deg(g+01(i; τ)) − 1 < deg(g
+
00(i; τ)) ≤ ε, which proves that deg(g
+
01(i; τ)) ≤
ε.
Using Proposition B.3, we can calculate gj0(α
−1
r ) in Algorithm A while
maintaining only the right polynomials gj1 (j ∈ {0, 1}). We shall now de-
scribe an efficient O(t) method for calculating this evaluation.
For a polynomial v(X) ∈ Fq[X ], assume that δ := deg(v) ≤ ε ≤ 2t − 1,
and write v(X) = v0 + v1X + · · · + v2t−1X
2t−1. For short, write S(X) =
S0+S1X+· · ·+S2t−1X
2t−1 := S(y)(X). Then for β ∈ Fq,
(
Sv mod (X2t)
)
(β)
can be expressed as
S0v0 +
(S0v1 + S1v0)β +
(S0v2 + S1v1 + S2v0)β
2 +
...
(S0v2t−1 + S1v2t−2 + S2v2t−3 + · · ·+ S2t−1v0)β
2t−1. (18)
For j ∈ {0, . . . , 2t − 1}, let Aj(v, β) be the sum over the j-th column of
(18). Then
Aj(v, β) = Sjβ
j(v0 + v1β + · · ·+ v2t−1−jβ
2t−1−j).
If 2t − 1 − j ≥ δ(= deg(v)), then Aj(v, β) = Sjβ
jv(β). Hence, if v(β) = 0
(which we will assume from this point on, considering the previous root
iteration of Algorithm A), then
(
Sv mod (X2t)
)
(β) =
2t−1∑
j=0
Aj(v, β) =
2t−1∑
j=2t−δ
Aj(v, β). (19)
The sum on the right-hand side of (19) may be calculated recursively. For
this, let
A˜j(v, β) := β
j
2t−1−j∑
i=0
viβ
i,
so that Aj(v, β) = SjA˜j(v, β). Then A˜2t−δ−1 = 0 (as v(β) = 0), and for all
j ∈ {2t− δ − 1, . . . , 2t− 2}, A˜j+1(v, β) = βA˜j(v, β)− β
2tv2t−1−j , that is,
A˜j+1(v, β)
β2t
= β ·
A˜j(v, β)
β2t
− v2t−1−j . (20)
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Calculating β2t takes O(log2(2t)) squarings and multiplications. In fact,
this can be calculated once, before starting the depth-first search in the
tree, for all non-reliable coordinates (not just for those corresponding to
a particular leaf). After that, each one of the δ iterations of (20) in the
calculation of the sum (19) requires 2 finite-field multiplications: one for
moving from A˜j(v, β)/β
2t to A˜j+1(v, β)/β
2t, and one for multiplying by Sj+1
before adding to an accumulated sum. Then, after the calculation of the
accumulated sum, one additional multiplication by β2t is required.
B.2 A heuristic stopping criterion
To reduce the number of required exhaustive root searches for the ELP in
Algorithm A, it is useful to introduce a heuristic stopping criterion, which
determines whether or not an exhaustive root search is required. Such a
stopping criterion must never miss the correct ELP, but is allowed to falsely
trigger an exhaustive root search with a low probability.
In [20, Sec. V], Wu introduced such a heuristic criterion for his algorithm,
based on an LFSR-length variable. For Algorithm A, it is possible to obtain
a similar criterion based on the discrepancy ∆1. Using the terminology of
Section 2.3, suppose that the total number of errors is t + r, and that there
are r + 1 errors on I, for some r < rmax. Then by Theorem 3.2, the correct
EEP ω and ELP σ will appear (up to a multiplicative scaler) as the pair g+1
both for some vertex v at depth r + 1 and for its parent u at depth r.
Moreover, on the edge connecting u to v, we must have ∆1 = 0, both for
the root iteration and for the derivative iteration, by Forney’s formula (3).
Hence, demanding that ∆1 = 0 for both the root iteration and the derivative
iteration will never miss the true ELP under the above assumptions.
In the cases where there is no need to perform an exhaustive root search,
it seems reasonable to heuristically assume that the probability that ∆1 = 0
for both the root and the derivative iterations is about 1/q2, and hence small.
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