Abstract. Asymptotic estimates for classical higher order averaging are obtained on intervals of length greater than O(1/e) when some of the averages vanish. These results are compared with results of Persek using iterated averaging, and the classical methods are found to be more powerful.
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1. Introduction. We shall be concerned with the n-dimensional system of differential equations (1) 5c=ef(x,t,e):ef(x,t)+e2f(x,t)+ d-nfn(X,t)-l-en+li'n+l(X,t,e) where f is 2r-periodic in and e is a small positive real number. For such systems the traditional nth order averaging method, as described for instance in Perko [2] (2) ,:elgl(g)q q-ngn(g ).
The proof involves no new methods.
Persek [3] has defined a method which he calls "iterated averaging" which under certain conditions approximates system (1) by a system of the form (3) Z-h(z).
He then proves that solutions of (3) approximate those of (1) Let K be a closed ball centered at x(0, 0) of radius R sufficiently large that x(0, e) and y(0,e)= z(O,e) are contained in the concentric ball of radius R/2 for 0_<e_<e 0. Since K is compact there exists in view of (1), (2) interval O<_t<_c/el+j,j--O, -,l-1, one has ly(t,e)-z(t,e)l-p-O(en-J); that is, this quantity is bounded by a constant times e n-j for O<--t<--C/e l+j and 0_<e_<e 0. Now using the Lipschitz constant for u on K one finds Ix(t, e)-u(z(t, e), t, e)llu( y( t, e), t, e)-u(z( t, e), t, e)l O(en-j) on the same interval. But lu(z(t,e),t,e)-X(t,e)l -lu(z(t,e),t,e)-(z(t,e),t,e)- O(en) for all time; adding the last two estimates proves the theorem.
Q.E.D. In the proof it is seen that the final term in the transformation u is unnecessary in constructing X(t) because the error committed by leaving it out is of the same order as the error already present. By the same reasoning we see that for j>0, where the possible accuracy is at most O(e-J), we may omit j additional terms from u in forming X. In particular, in the case n-l, j-l-1, it is not necessary to use u at all and we obtain COROLLARY. I4en (2) 3. Comparison of two averaging methods. In order to calculate g2(z) it is necessary to recall how (4) and (5) are constructed. It is clear a priori that any transformation of the form (4) carries (1) into a system of the form (8) j--egl(Y,t)+ +eng,(y,t)+e"+lRn+i(y,t,e).
From (1), (4), and (8) one calculates that the f 's, u 's, and g's are related by
0u2 (y,t)-( ---,, -",,0fl 0Ul ) at f2+,.,.,, ul--, , . . , . (4) into (1) .) It is clear that (9) admits solutions for u and u 2 which are periodic in if and only if the right-hand sides have zero mean value. Now to achieve (5) the gi must be independent of t; thus (9) dictates that gl(Y) must be the average of f(y,t) and g2(Y) must be the average of the expression in braces.
We wish to consider the case in which the averaged system takes the form (2) with /=2. Thus we now assume gl(y)=0, which is to say that the average of fi(y,t) vanishes. In this case ul(Y,t)=ftaf(y,s)ds with a arbitrary (a=0 gives the stroboscopic method). Inserting this into the expression in braces and averaging gives the following formula for g2, in which the dependence upon the choice of a is made explicit" 1S02 { Ofl (10) g2(y,a)----f2(Y,tl+-y (y,t) (y,slds dt. 
