ABSTRACT. We proved the sharp Sobolev estimate for Cauchy data for the general type of hyperbolic systems of nonlinear partial differential equations, which leads to a local existence and uniqueness theorem for solutions of the Cauchy problem in Sobolev spaces.
Introduction.
This paper gives an analysis of the local solvability of the Cauchy problem for hyperbolic systems of nonlinear partial differential equations of the general type:
e(x, Dmu(x)) = 0, DÍ0ü(x0 = 0) = Wj, j = 0,...,m-l, where x £ R x RN, Dmu = {Dau\ \a\ < m), wd £ H™-j+x(RN), e = (elt... ,en), and u = (uf,..., un). In the scalar case it has been proven by P. A. Dionne [4] that for any integer M > AT/2 + 1 + m there exists a unique solution of (*) in L°°([-T,T}, H™c+N/2+1(RN)) for T small enough. In Hughes, Kato, and Marsden [6] it is shown that local solutions for symmetric hyperbolic first order differential equations exist for M > AT/2 + 1. the matrix E = (dei/dyja), 1 < i,j < n, is invertible for ceo = m, where yja = DaUj.
This result is sharp since, as was proved by DiPerna [5] in a much more general context, a continuous (with respect to t) solution to the Cauchy problem ut+uux = 0, u(0) = g does not exist if g £ Ha(R), \ < a < \.
Establishing Theorem 4 required the following steps. In §11 we construct a quasilinear system equivalent to (*), applying the method of [4] , generalized for systems. Then in §111 we further reduce it to a first order system which is solved in §IV, where we apply an iterative method and derive energy estimates in order to prove the existence and uniqueness of a solution.
The essential tools that made evaluation of M possible were the techniques of pseudodifferential operators with HM coefficients which were suggested by M. E. Taylor in [7] and paradifferential operators introduced by J. M. Bony in [2] .
We consider the Cauchy problem for an n x n system: (*) e(x,Dmu(x)) = 0, x = (x0,...,xN)GRN+x, 
-ek(x,y(x)) = ekXi(x,y(x)) + Y, YI e^¿'
1=1 |a|=0
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Since we are interested in local properties of the solution of (1) II. Construction of a quasilinear system. We want to construct a Cauchy problem for a quasilinear hyperbolic system equivalent to (1) . We use the method of [4] , generalized for systems. Let Here the components, Uikta), of Uk(a) are entries of the column k(a) in the matrix (7), k(a) = -1,0,1,..., N, and Dl3^a)Ulkf<a) are substituted for yia in (4) and (5), i = 1,... ,n. We conclude that (10) and (11) are equivalent to (1) . The second condition in (9) is equivalent to hypothesis 1(d). Q.E.D.
III. Reduction to a first order system. In order to solve (9) we reduce it to a first order system as follows. Let us change notations: (xo, Xf,..., x¡<¡) = (t, x). Multiply both sides of (9) by E~x on the left (see hypothesis 1(b)) and rewrite it in the form ßm "î"1 ßi
where Am-i(t, x,y, Dx) is a differential operator of order m -i with top order symbol Am_¿ and f(t,x,D^Uk{a)) = E-xB(t,x,D^Uk(a)).
Since the next step in the transformation of equation (12) will involve a pseudodifferential operator of a certain class (see [7] ), we will give the following where 6,-= Am.J + f(t,x,P:1(Ux,..., t/™)',... ,P3"(UX,. ..,Um)\ Dx)èJ-with P,^ £ OPSs, s < 0.
Each U3 in (13) is an n-vector, hence Vt/™y is an mn-vector. Each entry in the matrix of equation (13) is an n X n matrix, for example, A" = AJn, On = 0In, so (13) (14) is hyperbolic, and in order to solve it we will use an iterative method as follows. Given Î7 on R x TN with (7(0) = g, we define FU = V to be the solution to the system (15) §-V = K(t,x,PfU,...,PlU,Dx)V + f(t,x,PfU,...,PlU),
and find a fixed point of F, i.e. a function U such that FU = U on (-T,T) x TN.
In order to treat this problem, it will be necessary to introduce pseudodifferential operators with less than C°° symbols (see [7] ) and paradifferential operators (see [2] )- The following inequality from the theory of ordinary differential equations will be useful in the proof of Proposition 2. To construct a Friedrich's mollifier, we multiply £~l£il by a partition of unity for some coordinate patches on TN. Now for each e > 0, if£ = if Je is a continuous linear operator on Ha. Hence (27) can be considered as a Banach-space valued ordinary differential equation and to solve it we apply the Picard iteration method (see Dieudonné [3] ). Thus, given g £ H3+X(TN) and / £ C([-T,T},H3+1(TN)), we can solve (27), producing a solution V£ £ CX ([-T,T},H3+X(TN) ). Now since {ife:0 < e < 1} is a bounded subset of OPHMS¡fi(TN) and {Pif£ + (Pif£)*: 0 < e < 1} is a bounded subset of OPHLS[°0{TN) for some L < M, we get the estimate (26) for VE: (28) ||K||^< ( To prove uniqueness, let w\ be another solution to (14) with similar regularity.
LEMMA 2 (GRONWALL'S INEQUALITY). If y £ Cx and yx(t) + f(t)y < g(t), then y(t) < e~ /o S(T) dT
Then (42) implies \\w(t) -Wf(t)\\L2 < A2 \\w(t) -Wf(r)\\L2 dr Jo which immediately gives us w(t) = wi(t) or w(t) = w\(t). We summarize the following. V. Conclusion. Now we can solve the Cauchy problem (9). ifT is small enough.
