Abstract. The aim of this paper is to consider the radially-symmetric per-
Introduction
The arithmetical properties of the ratio α = a/T play an important role in the solvability of the periodic-Dirichlet problem over [ where ∆ is the classical Laplacian operator in R n , and B n [a] denotes the open ball of center 0 and radius a in R n . The main reason is that the nature of the spectrum of the corresponding linear problem depends in an essential way upon the arithmetical nature of α. This was already noticed by Borel in 1895 [7] . Such a spectrum is made of isolated eigenvalues when α is rational and can be the real line for some irrational values of this ratio. References on this question can be found in [16] .
In particular, it was proved in [5] , using the asymptotic behavior of the Bessel functions, that if α = 1/4 and n is even, the spectrum of the radially symmetric periodic-Dirichlet problem over [0, T ] × B n [a] for the wave operator D 2 tt − ∆ is made of eigenvalues with finite multiplicity, which accumulate only at −∞ and +∞. When α has the same value and n is odd, there may be eigenvalues having infinite multiplicity (for example λ = 0 has infinite multiplicity when n = 1 or 3).
It has been proved in [3] that if α = 1/4, n > 3 is odd and if we set q n = 1 π 2 (n − 1)(n − 3), then every element of the spectrum outside of [−2πq n , −q n ] is an isolated eigenvalue with finite multiplicity, and that 0 is not in the spectrum. Moreover, it follows from the methods of this paper that there exists an accumulation point of the spectrum on the interval [−2πq n , −q n ]. Similar results hold when α is an arbitrary rational number [3] .
In the case where α is irrational, little is known about the corresponding spectrum. A class of irrationals α for which the resolvent of the one-dimensional periodic-Dirichlet problem over [0, T ] × [0, a] contains a neighbourhood of the origin was defined independently and differently in [14] and [17] , the equivalence of their results being proved in [4] . This class, namely the irrational numbers with bounded partial quotients [21] , is studied in Section 2.
The aim of this paper is to consider the case of the radially-symmetric periodic-
, when α belongs to the same class of irrationals, and to combine the number theory techniques used in [4] and the asymptotic properties of the Bessel functions used in [5] and [3] to show in Theorem 1 of Section 3 that, for sufficiently large α with bounded partial quotients, 0 is not an accumulation point of the spectrum.
This result is combined with nonlinear techniques introduced in [15] to obtain, in Section 4, some existence conditions for the nonlinear problem (Theorems 2 to 5), which provide extensions of the results of [14] and [17] to radially symmetric solutions of the periodic-Dirichlet problem for semilinear wave equations on a ball.
Irrational numbers with bounded partial quotients
be the continued fraction decomposition of the real number α [11, 18, 19] 
with α n > 1 and we set a n = [α n ]. It can be shown [18] It is well known that the p n , q n are recursively defined by the relations
The following lemmas are proved, for example, in [4] . with 
is an interval and Lemma 1 clearly states that M (α) = sup M(α).
Lemma 2. M (α) is finite if and only if the sequence (a i ) i∈N of partial quotients of α is bounded.
Now let us define the set N (α) by
Clearly N (α) is an interval and N (α) ⊃ M(α). It is known [18, 20] 
Any α for which the sequence (a i ) i∈N of partial quotients of α is bounded is said to have bounded partial quotients. The reader can consult the interesting survey [21] on real numbers with bounded partial quotients which 'appear in many different fields of mathematics and computer science : Diophantine approximation, fractal geometry, transcendental number theory, ergodic theory, numerical analysis, pseudo-random number generation, dynamical systems, and formal language theory'. The set of irrational numbers with bounded partial quotients coincide with the set of numbers of constant type, which are the numbers α such thatα ≥ 1 r for some real number r ≥ 1 and all integers q ≥ 0, where θ denotes the distance between the irrational number θ and the closest integer. Also, 1
For a proof of the equivalence, see e.g. [13] .
By a classical theorem of Lagrange (see e.g. [11] ), all real quadratic irrationals have bounded partial quotients. In particular,
is the golden section. It follows from results of Borel [7, 8] and Bernstein [6] that the set of irrational numbers having bounded partial quotients is a dense uncountable and null subset of the real line, and from a result of Jarnik [12] , that any intersection of this set with a bounded interval has Hausdorff dimension one. Examples of transcendental numbers with bounded partial quotients are given by
for n ≥ 2 an integer [21] , and by continued fractions of the form
where each group of 2 j partial quotients 1 is followed by a group of 2 j partial quotients 2 (j = 0, 1, 2, . . . ) [2] .
If α is an irrational number, we need some properties on the behavior of the function M (α) under the action of the group of transformations T defined by
where a, b, c, d ∈ Z are such that ad − bc = 0. Notice that then
and
Proof. Let M ∈ N (α). Then we can find a sequence rj sj j∈Z+ of rational numbers such that, for each j ∈ N, one has
for all M ∈ N (α), and hence that
The second inequality in (4) follows from the first one and relations (2) and (3).
Lemma 3 has a few immediate consequences. 
The modular group is the group of transformations defined by (4) The problem consists in finding the conditions for the existence of weak radially symmetric solutions for the linear periodic-Dirichlet problem on a ball
Here, S
. The above problem can be written in the equivalent form, letting r = |x|, 
Equipped with the usual L 2 -norm · and inner product ·, · , H is a Hilbert space. We say that u ∈ H is a weak solution of (5) provided that
Let us first reproduce, for the reader's convenience, some results of [22] for the case where h = 0, i.e. for the linear eigenvalue problem
By a classical method of separation of variables, we set ϕ(t, r) = τ (t)ρ(r) and derive that ρ must satisfy the equation
where µ 2 = λ + 2kπ T 2 for any integer k ≥ 0, the corresponding functions τ k
being linear combinations of cos(2kπt/T ) and sin(2kπt/T ). The change of variables ψ(r) = r n−2
2 ρ(r) transforms (7) into
This is the classical eigenvalue problem for the Bessel equation of order
If J ν (x) denote the Bessel function of the first kind of order ν, then y = J ν (x) satisfies [23] ). Consequently, ψ(r) = J ν (µr), with µ such that J ν (µa) = 0, which gives the eigenvalues
is the j-th positive zero of J ν , and the corresponding eigenfuctions
Hence problem (6) has the eigenvalues and eigenfunctions is unbounded from above and below. We shall denote by
the spectrum of (6).
We recall, for the reader's convenience, a number of properties of the zeros of Bessel functions which will be used in this paper (see [1, 22, 23] ). (B1) J ν has an infinite sequence of distinct positive zeros (x ν,j )
Using (B4), we can obtain further estimates for
Therefore, given ε > 0, we can find j ε ∈ N such that
so that, given ε > 0, we can find j ε ∈ N such that
To simplify the notations, set, for n ≥ 1, j ≥ 1,
Then, for n ≥ 1, j ≥ 1, we have
Assume now that α is irrational and has a bounded sequence of partial quotients, so that, by the results of Section 2, M (α) < ∞. Set
Notice that it follows from Corollary 2 that
and hence
where m α is defined in (14) . Then 0 is not an accumulation point of Σ n α . Proof. a) n = 2. Assume that 0 is an accumulation point of Σ n α . Then we can find a sequence λ
if l → ∞. If we write (17) in the form
and observe that, by (12), 2c n,j l δ n,j l is bounded, and that c n,j l + 8α|k l | is bounded below, then necessarily we have
and hence also c n,
Using (12), we see that there exists l ε ∈ N such that
whenever l ≥ l ε . Combining this result with the definition of the function M (α), we see that 1
for each ε > 0, and hence
In other terms,
for all p, q ∈ Z + , and hence
Assume again by contradiction that 0 is an accumulation point of Σ n α . Then we can find a sequence λ
if l → ∞. Proceeding as in the first part of the proof, we deduce that
whenever l ≥ l ε . Using (13), we see that there exists l ε ∈ N such that
whenever l ≥ l ε . Reasoning as in the first part of the proof, we see that
Remark 1. We know that
As α is irrational, we see that, when n = 1 or n = 3, 0 is not an eigenvalue.
Remark 2. By the above proof, we can see that if 0 is an eigenvalue, its multiplicity is finite.
4. Application to the radially symmetric semilinear wave equation
is measurable on J for each u ∈ R and g(t, r, ·) is continuous on R for a.e. (t, r) ∈ J. Moreover, assume that g satisfies the linear growth condition
where c 0 ≥ 0 and h 0 ∈ H. As before, α = a/T is assumed to be irrational.
We consider the weak radially symmetric solutions of the semilinear wave equation on a ball
where h ∈ H. We recall that u ∈ H is a weak solution of this problem, provided 
Then L is a self-adjoint operator in H, with spectrum σ(L) = Σ n α given by (11). If we call N the Nemytski operator generated in H by g, we get the equivalent abstract equation
In view of Theorem 1 we can now apply the abstract results obtained in [4] . 
where m α is defined in (14) . Assume also that there exist constants β 0 , β 1 , γ and some h 1 ∈ H such that the following assumptions are satisfied. Then problem (20) has at least one weak solution for each h ∈ H.
Remark 3. It follows from inequality (15) that, in Theorems 2, 3, 5, condition (22) can be replaced by the weaker but more concrete inequality α > 4|(n − 1)(n − 3)| π M ({α}).
