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Abstract 
Microscope imaging and focusing technology plays an important role in the image measurement and computer 
vision. This paper proposes a novel time-domain focusing method. Firstly, edges of original image are detected 
through gradient operator and local threshold in small window. At the same time, dual-pixel edge effect will be 
suppressed. Then, the global threshold is used to eliminate the influence of noise. Finally, the normalized curve will 
be obtained through evaluation function. Experimental results show that the proposed time-domain focusing method 
can achieve accurate focusing results with effectively suppressing influence of noise, and owns the advantages of 
single peak and non-bias. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of [CEIS 2011] 
Keywords: Time-domain Focusing, edge detection, threshold, evaluation function 
1. Introduction
Focusing system is extremely important for microscope image acquisition, and focusing method is the
guarantee for the automatically capture and make the results accurate and reliable [1]. Focusing process is 
by calculating the value of the evaluation function and based on the evaluation function value to achieve 
accurate focus [2]. In the past two decades, many focusing methods were proposed and divided into time-
domain and frequency-domain focusing methods. Time domain focusing methods commonly used 
gradient square function [3], variance function, Sobel operator, and so on [4, 5]. Frequency domain 
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focusing methods can be performed with Fourier transform, wavelet transform [6], Hadamard transform, 
discrete cosine transform [7, 8]. Time-domain focusing method is relatively fast, simple, and easy to real-
time focusing [9], but more sensitive to noise. Frequency-domain methods can effectively suppress the 
noise interference to achieve precise focus, but it is relatively complex and difficult to real-time focusing. 
Compared with the traditional imaging systems, digital microscope depth of field is very small, and at the 
same time digital microscope images are vulnerable to noise. 
This paper presents a novel focusing method. It achieves edge intensities based on the Laplacian 
operator, and uses edge characteristics of image with local threshold in small window, so that it can 
eliminate the dual-pixel edge impact of Laplacian edge detection. At the same time, noise pollution level 
in microscopic image is used as the second threshold for edge pixel decision. The double threshold 
method can separate the edge pixels from the non-edge pixels, and suppress the influence of the noise. 
Experimental results show that the proposed method has not only the advantages of rapid focusing in the 
time-domain focusing methods and but also noise immunity in the frequency-domain focusing methods. 
2. Proposed time-domain focusing method
2.1. Local threshold segments and global threshold denoise 
After Laplacian operator edge detection of the original image I, an edge detection image L will be 
obtained. The traditional global threshold method does not take into account every part of an image 
texture and detail well, so the use of global threshold method can not precisely separate the edge point 
from the non-edge point. To suppress the dual-pixel edge in L, this paper uses local mean in small 
window as the threshold . For the edge pixel of d1 in the edge detection image L, it is first chosen as the 
center pixel and then a suitable window is selected for it. Secondly, the average pixel value of the window 
was calculated as the first threshold, denoted as T1. In order to accurately distinguish the edge pixels and 
non edge pixels, the window size must be appropriately determined. If the window size is large, the edge 
pixels can be suppressed out. The first threshold value of T1 is decided by Eq. (1). 
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where d1 indicates the value of the corresponding position in L, and M×N is the window size. Let S1 (i, j)
indicate the labeling result of the pixel d1 in L, then it is obtained by 
( ) ( )( )⎩⎨
⎧
<
≥
=
11
11
1 ,,0
,,1
,
Tjid
Tjid
jiS  （2）
Since the edge detection process does not consider image noise, the labeling results may contain the 
noise pixels. In order to remove the impact of noise pixels, here, the overall characterization of the image 
noise pollution level (standard deviation) is chosen as the second threshold, denoted as T2. Firstly, the 
mean of image will be calculated with Eq. (3), then the second tag T2 will be calculated by Eq.(4). 
Secondly, the standard deviation v of  the pixels in the M×N window will be obtained by Eq.(5).  
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where h×w is the size of the original image I.
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where m1 indicates the average value of the window. Finally, labeled result S2 of the image I will be 
obtained by using Eq. (6). If v is more than T2, the pixel is labeled 1, else labeled 0. And operator will be 
made between S1 and S2. Let  & indicate ‘and’ operation, the final result S obtained by Eq. (7). 
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2.2. Focusing evaluation function 
The classic time-domain focusing evaluation function include gray scale difference function, Sobel 
function, variance function [10, 11]. To verify the validity of the proposed method, the above three classic 
evaluation functions are selected. Focusing process is based on the results S and the original image I, and 
using the evaluation function to find the maximum of function F, three evaluation functions are shown in 
Eqs. (8) - (10).   
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where F represents the function value of image k, which is obtained by the focusing evaluation function, 
the value m2 in the Eq. (10) indicates the mean of the original image I.
(a)Focused image (b)Out-of-focus image (c)Focused image (d)Out-of-focus image 
Test sequence-1 Test sequence-2
Figure. 1: Test images
2663Xiangjun Liu et al. / Procedia Engineering 15 (2011) 2660 – 26644 Xiangjun Liu,et al/ Procedia Engineering 00 (2011) 000–000 
3. Experimental results and analyses 
In order to verify the validity of the proposed method, a large number of experiments are performed. 
Fig. 1 shows two different test microscope image sequences, selected in the experiments. These two 
groups of test image sequences are collected at different focal lengths, the images are from out-of-focus 
image to focused image, and then to defocused image. The size of the image in sequence-1 is 1280×1024; 
the size of the image in sequence-2 is 1024 × 768. The window size in the experiments is 3×3. 
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(a)The normalized curve 
of test sequence-1 
(b)The normalized 
curve of test sequence-
2
(a)Normalized curve of 
sequence-1 after adding 
Gaussian noise 
(b)Normalized curve 
of sequence-2 after 
adding Gaussian noise 
Figure. 2: Focused curves of test images Figure. 3: Focuseing curves in noisy images 
3.1. Experimental results and comparison 
In order to facilitate comparison, all focusing curves are normalized to scale 0 to 1. The above-
mentioned three evaluation functions are tested on the two groups, the experimental results of the two test 
sequences are shown in Fig. 2.
In Fig. 2 I1, I2 and I3 correspond to the schemes of gray scale difference function, Sobel operator 
evaluation function and variance function. The schemes P1, P2 and P3 denote three evaluation functions 
combing the proposed method in this paper. These algorithms are able to accurately identify the focused 
image is the image in the 6th of the two sequences. These focusing evaluation functions can meet the 
requirements of single peak and non-bias, but the focusing curve of the proposed method has better single 
peak, and it is more steeper. It implies that the proposed method can get better focuing results. 
3.2. Noise Immunity Test 
Microscope images can be contaminated by Gaussian noise, so the proposed method also tested under 
Gaussian noise. Before the experiments, the test sequences are first added to the Gaussian noise (which 
sequence-1 and sequence-2 are added Gaussian white noise with the mean of 0 and the variance of 0.01). 
the experimental results are given in Fig. 3. It also shows that theproposed method can work well with 
noisy images.  
4. Conclusions 
This paper has proposed a novel time-domain focusing method. To consider the dual-pixel effect of 
edge detection, the proposed method uses a local threshold within small window to separate edge pixels 
from non-edge pixels, and uses a global threshold to remove the influence of noise. The proposed method 
can accurately locate the boundary pixels, but also can effectively suppress the noise interference, the 
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normalized focusing curve has good single peak, higher sensitivity, and can also be apt to real-time 
implementation. 
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