Abstract. Although time-independent models provide very useful dynamical information with a reduced computational burden, going beyond the quasi-static approximation provides enriched information when dealing with TeraHertz (THz) frequencies. In this work, the THz noise of dual-gate graphene transistors with DC polarization is analyzed from a careful simulation of the time-dependent particle and displacement currents. From such currents, the power spectral density (PSD) of the total current fluctuations are computed at the source, drain and gate contacts. The role of the lateral dimensions of the transistors, the Klein tunneling and the positive-negative energy injection on the PSD are analyzed carefully. Through the comparison of the PSD with and without Band-to-Band tunneling and graphene injection, it is shown that the unavoidable Klein tunneling and positivenegative energy injection in graphene structures imply an increment of noise without similar increment on the current, degrading the (either low or high frequency) signal-to-noise ratio. Finally, it is shown that the shorter the vertical height (in comparison with the length of the active region in the transport direction), the larger the maximum frequency of the PSD. As a byproduct of this result, an alternative strategy (without length scaling) to optimize the intrinsic cut-off frequency of graphene transistors is envisioned.
Introduction
Although many new materials have been proposed as candidates to substitute the oldfashioned Silicon field effect transistors (FETs), a recent article concluded that : "many such saviours have come and gone, yet the reliable silicon CMOS continues to be scaled and to reach even higher performance levels " [1] . Among these new materials, graphene is expected to have a great potential impact in our society, in general, and in electronics, in particular [2, 3] . Graphene is a single 2D layer of carbon atoms with a hexagonal lattice [2] . It has a linear energy-momentum dispersion (which provides massless Dirac fermions), an extraordinary elasticity (allowing flexible electronics) and extremely large electrical conductivity (with electron velocities of 10 6 m/s) [4] . However, graphene has a zero bandgap implying a small on-off ratio for graphene digital FETs. In addition, reliable techniques to create a sizeable gap degrade a lot the properties mentioned above.
Therefore, it seems that successful graphene logic applications are not currently feasible. On the contrary, the large conductivity of graphene is very welcome for (small-signal) radio frequency applications (such as amplifiers or mixers) [3, 5, 6] which are not required to switch off and can benefit from the high mobilities offered by graphene.
Although the best performance of nowaday radio-frequency graphene transistors is still quite below the one obtained from Silicon and III-V HEMTs [3] , significant progress has been made since the experimental demonstration of the first GigaHertz graphene transistors in 2008 [7] . Most notably, a research group reported graphene FETs breaking the 100-GHz cut-off frequency (f T ) mark in 2010 [8] . Furthermore, only a few months later, researchers demonstrated [9] a graphene FET that has a f T of 300 GHz. On the theoretical side, a very simple estimation of the intrinsic cut-off frequency as the inverse of electron transit time shows that one can easily reach frequencies higher than 1 TeraHertz (THz) (active region shorter than 10 −6 m with electron velocity on the order of 10 6 m/s). Are such simple intrinsic high-frequency predictions really achievable? What noise is expected at such frequencies? Usually, predictions of the high-frequency behavior of graphene devices are studied through its simulations under quasi-static approximations, where the time derivative of the electric and magnetic fields is neglected. There are many successful examples in the literature on how quasi-static approaches are still capable of getting THz information of electron devices. Among many others, we mentioned those based on time-independent solutions of the Non-Equilibrium Green's function framework owing to the Klimeck's group with the NEMO simulator [10] or to Fiori and Iannaccone's group with the NANOTCAD ViDES simulator [11] . In this regard, the ab initio (time-independent ground-state) density functional theory (DFT) has also been successfully used in the literatures for such graphene THz predictions [12, 13] . The strategy of all these steady-state simulators, for example, for predicting the cut-off frequency is, first, simulating the values of currents and charges from their powerful quantum steady-state simulators, then, calculating transconductances and capacitances from the currents and charges dependence on the (gate) voltage, respectively, and finally, plugging these last calculations of transconductances and capacitances into an analytical expression of the cut-off frequency (usually obtained from a small-signal circuit model). In any case, the procedure of getting AC properties from time-independent (steadystate) simulations has been demonstrated to be very successful, providing very-valuable physical insight of the high frequency problems while greatly reducing the computational burden associated to explicit time-dependent simulations [14] . For example, these quasistatic approaches have clearly demonstrated that one of the most relevant drawbacks today for getting the expected theoretical THz cut-off frequencies in graphene transistors is the (extrinsic) resistance between the metallic 3D contact and the 2D graphene channel [15, 14] . This paper is aimed to carefully study the intrinsic THz performance of graphene transistors beyond the quasi-static approximation, by explicitly simulating the timedependent displacement and particle currents in the active region of graphene transistors. In our previous work, we have presented an original strategy to optimize radio frequency performance of gate-all around (GAA) quantum-wire Silicon FETs by modifying their lateral areas, without length scaling or mobility improvement [16] . We have seen that, in the definition of the duration of the total current peak due to an electron travelling along the device, there are scenarios where the exact transit time of the electron is not at all a relevant parameter for f T estimations. We have proved [16] that, for GAA quantum-wire Silicon FETs, the ultimate responsible of the high-frequency noise is not the electron transit time τ e , but a different time related to the duration of the total current peak τ i , while the electron is crossing the device. In this paper, we will show that similar arguments can be also applied to the intrinsic THz performance of graphene transistors. Along this work we refer to intrinsic modeling in order to emphasize that spurious effects (like the important drawbacks occasioned by the contact resistance mentioned above) are not considered in this work. We only deal with electron dynamics inside the device active region. The intrinsic Klein (Band-to-Band) tunneling and positive-negative energy injection on graphene transistors are carefully analyzed and we provide predictions on their effect on the graphene high-frequency performance. From the numerical simulations, we show that the unavoidable Klein tunneling and positive-negative energy injection in graphene structures increase the THz noise one order of magnitude without similar increment on the current, degrading the signal-to-noise ratio, in comparison with the simulation without Band-to-Band tunneling and only positive energy injection.
After this introduction, in section 2 and section 3, we provide some preliminary discussions about our simulation tool beyond the quasi-static approximation, i.e. through the explicit simulation of time-dependent particle and displacement currents. We also discuss the relation between electron dynamics and high-frequency spectrum depending on the fact of dealing with 2-terminal (resistor) or 3-terminal (transistor) devices. In section 4 and section 5, the BITLLES simulator [17] is used to study the intrinsic high-frequency performance of graphene FETs, in terms of semi-classical trajectories compatible with the energy-dispersion of the Dirac equation, Klein tunneling and positive-negative (kinetic) energy injection model.
Preliminary discussions
Since most of the predictions of high-frequency performance of graphene transistors have been obtained from the quasi-static approximation with time-independent models, some preliminary discussions about the formalism and what kind of new results can be accessible with this time-dependent (dynamic) simulation of particle plus displacement currents are mandatory.
The motivation for focusing our attention on the displacement current is the following. The particle current (i.e. the flux of electrons on a particular surface) is basically related to the injection rate of electrons from the contact and its order of magnitude is not modified when the input signal frequency of the device is increased. On the contrary, the displacement current (i.e. the time-derivative of the electric field on a particular surface) is roughly proportional to the input signal frequency. Therefore, at very low frequencies only the particle current is relevant, while the displacement current becomes negligible in front of the particle current. This is the typical working region of electronics. On the contrary, at frequencies high enough, the displacement current (proportional to the frequency growth) becomes the only relevant in front of the particle current. This is the working scenario for electromagnetic applications. Certainly, in the frontier between typical electronics and electromagnetism there is a region where both displacement and particle currents become relevant. Let us discuss first the role of the displacement current on the measured value of the current that we get in a laboratory. It is common to compute the electrical current on the (simulated) surface S D (S D =S 1 at the device contact) of the active region in figure 1 , while a real measurement is performed on the (non-simulated) surface S A in the ammeter. Then, is the current on S D equal to that on the ammeter? In fact, these currents will only be identical if we consider the total current I T (t) = I p (t) + I d (t), where I p (t) and I d (t) are respectively the particle and displacement components. Owing to the current conservation law, an integral of the total current density J T ( r, t) on a closed surface, for example, in the wire S = {S D , S A , S L } in figure 1 is zero. We have defined S L as the surface parallel to the transport direction in the cable. In particular, for a cable we can assume S L J T ( r, t)d s = 0, so finally we get
The measured total current in different parts
The important point is that we have to simulate the total current (not only the particle current) on S D if we want to ensure that the simulated result is equal to the measured one on S A .
The displacement and particle currents
The standard expression of the displacement current, I d (t), evaluated on a surface S j of the active region Ω in figure 1 is proportional to the time-derivative of the electric field:
where ( r) is the inhomogeneous electric permittivity, and E( r, t) is the electric field vector at the position r at the time t. The particle current expression, I p (t), computed on S j is
where J c ( r, t) is the current density vector at the position r at the time t, the sum N p is the number of electrons that have crossed the surface S j during time step of the simualtion ∆t, and q is the electron charge without sign. The function sign( v m ) is equal to 1 when one electron leaves the volume Ω through the surface S j , while sign( v m ) = −1 when the electron enters.
The Ramo-Shockley-Pellegrini theorem
In order to discuss in detail the relation between the total (particle plus displacement) current and the dynamics of electrons inside a semiconductor device, using Green's second identity to create another electrokinematics equations, we provide an alternative expression (named Ramo-Shockley-Pellegrini (RSP) theorem [18] ) for computing the time-dependent total current different from direct definitions of displacement current (equation (1)) and particle current (equation (2)). We consider the parallelepiped of volume Ω = L x · L y · L z limited by the closed surface S which is composed of six rectangular surfaces S = {S 1 , S 2 , . . . , S 6 } as seen in the device active region of figure 1. The total time-dependent current in a surface S j is defined by the RSP theorem as I T (t) = Γ q j (t) + Γ e j (t), and with:
where v m ( r m ) is the m-th electron velocity, V ( r, t) is the scalar potential at position r and time t. The vector function F j ( r) is defined through an expression F j ( r) = −∇φ j ( r), where φ j ( r) is its scalar potential. Let us note that the terms Γ q j (t) and Γ e j (t) cannot be interpreted as particle current and displacement current, respectively. In fact, the term Γ q j (t) includes itself the particle current and part of the displacement current altogether. For example, when an electron is not crossing a surface, say S j , Γ q j (t) = 0 while I p (t) = 0. The RSP theorem provides a very simple mathematical framework to answer this question. First, we focus on a 2-terminal device. The first version of the RSP theorem was presented by the work of Shockley [19] in 1938 and of Ramo [20] in 1939. They, separately, provided a simple expression for the computation of the total (particle plus displacement) current flowing through a vacuum tube, i.e. the typical electron devices at that time. A vacuum tube can be roughly modeled as two infinite metallic plates separated by air. According to the figure 2(a), we name S 4 the left plate and S 1 the right plate, assume that an electron is moving inside volume Ω. It can be demonstrated that we get F 4 ( r) ≈ −(1/L x ) · x when considering the volume Ω (the bottom and upper surfaces are much smaller than the lateral ones) which captures all the lines of the electric field generated in the active region by the moving electron [21] , where L x is the distance between plates and x is the unit vector in the transport direction perpendicular to the plates. Then, using equations (3) and (4) for just one electron moving with velocity v = {v x , 0, 0} in the transport direction, the total current on S 4 during 0 < t < τ e can be written as:
being q the (unsigned) electron charge. The current value is a constant while the electron is inside the Ω and its time-integral during τ e = L x /v x gives the expected transmitted charge −q. In addition, the currents † on S 1 and S 4 are equal at any time. In this particular case, the relevant time for the peak current τ i is roughly equal to the electron transit time τ e = L x /v x . Can we envision other scenarios where transient current collected on a particular surface is not related to the electron transit time? Below, we answer positively to this question. . . , S 6 } that is indicated in figure 1 . In volume Ω, the channel length L x = 20 nm, the surface S 3 (and S 6 ) are divided into S 3 (S 6 ) and S 3 (S 6 ). Length L x = 30 nm.
To go beyond the previous Ramo-Shockley result is mandatory to deal with, at least, a 3-terminal device that ensures the instantaneous current I S (t) in the source S is not equal to that I D (t) in the drain D, while still satisfying the instantaneous current conservation. For this reason, we consider the 3-terminal dual-gate FET, see, for example, volume Ω in figure 2(b) , where the top and bottom surfaces are no longer smaller than the lateral surfaces. For that geometry of the volume Ω, we get the expression
) 2 (being L y the vertical height and L z the width indicated in figure 1 ). F 4 ( r) is not constant neither in modulus nor in direction. We can write the current on S 4 due to one electron moving in x direction with velocity v x directly from equations (3) and (4) as,
We have seen clearly that the geometry of Ω has a clear influence on F 4 ( r), which, in turn, affects the current I 4 (t). Here, the electron transit time is different from the current peak duration, τ e > τ i . In the next section, we will analyze how the lateral surface of transistors (that do not affect the electron transit time τ e in the transport direction) effectively affects the shape of the current pulse τ i .
Time-dependent simulation of the total current in graphene structures
After the general discussion presented in the previous section, we now provide some simple results focus on graphene transistors. We consider an active region of dual-gate graphene FETs plotted in figure 3 . A large-area 2D graphene is placed as a channel, sandwiched
Figure 4: Lines of electric displacement in the cross-section of volume Ω due to a point charge q inside the graphene channel (with electric permittivity ε 2 and is located between topdielectric (ε 3 ) and bottom-dielectric (ε 1 )) (a) in case ε 2 ε 1 , ε 3 and (b) in case ε 2 ε 1 , ε 3 .
between a top-gate dielectric and a bottom-gate dielectric. The active region is defined as the volume Ω, which is limited by a closed surface S = {S 1 , S 2 , . . . , S 6 } with six surfaces defined the same as that in figure 1.
The role of different dielectric constants on the high-frequency behavior
In this preliminary study, we solve the 3D Poisson's equation for a moving electron within an arbitrary three-layer structure of figure 3, a graphene (with electric permittivity ε 2 ) channel is located between the first (bottom dielectric, electric permittivity ε 1 ) and third (top dielectric, electric permittivity ε 3 ) layers. More details are provided in Appendix A. The electric displacement lines in the 2D plane X-Y of volume Ω due to a point charge q inside the graphene channel are plotted in figure 4. In the case ε 2 ε 1 , ε 3 , shown in figure 4(a), the lines start from the point charge and tend to reach the bottom/top regions. However, the difference on the values of the dielectrics in the three regions implies a tendency of the electric lines to keep in region ε 2 . A moving electron inside the channel has a strong influence on surfaces S 1 or S 4 (right and left in the figure) and leads to a non-negligible displacement current there. On the contrary, displacement current on surface S 2 and surface S 5 in volume Ω, top and bottom in the figure 4(a), can be somehow neglected. Thus, in conclusion, although dealing with a 3-terminal device, the different dielectrics tend to provide an electric field similar to that found in a 2-terminal device.
On the contrary, when ε 2 ε 1 , ε 3 , most lines of the electric field tend to reach surface 
A fixed length L x = 20 nm and several lateral areas by changing height L y but constant width L z = 60 nm, are considered.
S 2 and surface S 5 in volume Ω, top and bottom in the figure 4(b) , providing a non-negligible current in the gates in a 3-terminal device. Thus, the instantaneous current on S 4 do not need to be equal to that on S 1 , while still satisfying instantaneous current conservation.
From this simple results, we conclude that a proper engineering design of the different electric permittivity allows to maximize/minimize the displacement current collected on the gates. In next subsection, we will show that this type of manipulation of the source, drain and gate currents can be also realized by modifying the lateral areas of the graphene FETs.
Source, gate and drain time-dependent total current in a 3-terminal device
We study now the dependence of the total current (for an electron traversing the graphene transistor) on the device geometry. In order to compute the current due to an electron with a trajectory r(t) = {v x · t, 0, 0} with velocity v x = 5 × 10 5 m/s moving in graphene FETs (the active region is volume Ω), as depicted in figure 3 , we define the time-dependent drain current as I D (t) = I S 1 + I S 3 + I S 6 , source current I S (t) = I S 4 + I S 3 + I S 6 , gate current I G (t) = I S 2 + I S 5 . These definitions of the gate, source and drain currents satisfy the requirement of I D (t) + I S (t) + I G (t) = 0, at any time, because we know that 6 j=1 I S j (t) = 0. Here S 3 and S 6 are the right half parts of S 3 and S 6 , respectively. S 3 and S 6 are respectively the rest part of S 3 and S 6 to ensure that S 3 +S 3 = S 3 (indicated in figure 3 ) and S 6 +S 6 = S 6 .
An electron moving inside the channel generates a time-dependent electric field E( r, t) on surface S 1 , which finally affects the drain current I D (t). The value of I D (t) plotted in figure 5(a) shows the dependence of the temporal pulse τ i of the current on the lateral area L y × L z . We emphasize that a unique trajectory, meaning a unique electron transit time τ e = L x /v x , with a fixed length L x = 20 nm, is used in all computations where only the lateral dimension L z is modified. We conclude from figure 5 that the shape of the current pulse (transient current) is strongly dependent on the lateral surface L y × L z . For the structure 20
we recover the old result of Ramo [20] and of Shockley [19] , i.e. a current constant in time. Due to the symmetry, the dependence of the source current (not plotted) on the geometry is exactly the same as that for the drain current (with a negative sign).
We observe a quite different behavior for the gate current. We observe two peaks, one positive and one negative, in the gate current. The positive part corresponds to increasing the electric field collected in the gate when the electron is approaching the center of the volume Ω, while the negative values correspond to decreasing the electric field on the gate surface when the electron is leaving. Between positive and negative parts the gate current has to cross the zero. Interestingly, the temporal distance between the maximum and minimum values of the gate current increases for larger lateral areas.
Before providing full numerical results with the BITLLES simulator, let us mention that a lot of information about the frequency spectrum of the current fluctuations can be anticipated from these simple results. On one hand, the Fourier transform of these currents provides direct information on the maximum frequencies of the corresponding spectrum. For example, as a general rule, higher frequencies are required to build sharp peaks associated to the currents of small lateral areas, while lower frequencies are required for the soft peaks associated to the current with large lateral areas.
Monte Carlo simulation of high-frequency graphene FETs
We have carried out simulations of graphene FETs using the BITLLES simulator [17] solving the Monte Carlo solutions of the Boltzmann equation (adapted for graphene structures) to verify the predictions anticipated in the previous section. Before analyzing the numerical results, let us discuss the device under study and the computation of the high-frequency spectrum by post-processing the data of the time-dependent total current.
Device definition
We are simulating the device in figure 3 . An ideal Ohmic contact is assumed in the drain and source contacts to ensure that the applied V DS directly translates into a difference of the source and drain Fermi levels, i.e. E f d = E f s − qV DS , being E f s and E f d the source and drain Fermi levels, respectively. The extrinsic role of the contact resistance mentioned in the introduction is directly disregarded in all the intrinsic results discussed in this work. In particular, we consider E f s = 0.05 eV with V T G = V BG = 0.05 V (being V T G top gate voltage and V BG bottom gate voltage), V S = 0 V and V D = 0.1 V .
Klein tunneling, band-structure and positive-negative energy injection
Due to the 2D nature of graphene, only two degrees of freedom specify the electron position, {x, z}. Equivalently, only two wave vectors {k x , k z } are needed. As a consequence of the honeycomb graphene structure, the relationship between the energy of electrons, E k and its wave vector |k| = k 2 x + k 2 z is:
where v f = 5 × 10 5 m/s is the Fermi velocity. This linear E k − k dispersion has several relevant differences with typical parabolic E k − k dispersion in Silicon that, at the end of the day, implies important differences with the typical Monte Carlo tools:
• Electrons with positive and negative (kinetic) energy in a gapless material: From the ± signs in equation (7), we notice that there are two possible energies for an electron with momentum |k|. In the literature, usually those electrons with negative energy are called holes and with positive energy called electrons. We do not use the name hole because here we simulate explicitly electrons in the conduction band (CB, positive kinetic energy) and electrons in the valence band (VB, negative kinetic energy). The graphene (kinetic) energy band structure has a zero (kinetic) energy at the Dirac point. Contrary to Silicon semiconductors, there is no energy gap between electrons with positive energy and electrons with negative energy. Injections from the contact have to consider electrons above and below the Dirac point, as illustrated in figure 6 (a). The details of the particular positive-negative (kinetic) energy injection model in the BITLLES simulator will be explained somewhere else.
• Transport equation in graphene: From equation (7) one can easily find the semi-classical equations of motion for electrons in graphene. Their dynamical behavior is similar to massless relativistic particles. However, their maximum velocity is not the speed of light, but v f . A simple understanding of graphene electrons under an applied bias (from drain to source) can be achieved by using the conservation of the total energy E and of the momentum k z in the z direction (no applied bias in that direction). If we define θ as the angle between k and k x , i.e. sin(θ) = k z /|k|, then the conservation of E and of z-momentum imply that an electron of total energy E moving from a location with potential energy U o till another point with U f has to satisfy the relation:
When an electron with positive kinetic energy E k moves with U o > U f (and with both U o < E and U f < E), then, it tends to reach the maximum velocity in the x direction and minimum in the z direction (dashed lines in the inset of figure 6(b) ) and the contrary if U o < U f . The opposite behavior (solid lines in the inset of figure 6(b)) is found for an electron with negative kinetic energy E k (with both U o > E and U f > E). All previous trajectories are compatible with using the sign + in equation (8) . On the contrary, if the electron trajectory involves changing from positive to negative kinetic energies because of Klein tunneling (either U o < E and U f > E or U o > E and U f < E), then, the sign − has to be used in equation (8) .
• Because of the energies available above and below the Fermi point, the typical gap barrier with forbidden energies found in Silicon is unachievable in graphene. This exotic phenomenon leads to a particular effect called Klein tunneling [22, 23] . When an electron impinges with sharp variations of the potential energies, there is a large probability that the electron tunnels from one band to another [22, 23] . This kind of band-to-band tunneling implies that the tunneling current is always relevant, resulting in a failure to get saturation near the pinchoff [24, 25] . The tunneling probability in the x direction is given by [26] :
where |F | is the magnitude of the local electric field in the x direction, and k z is the wave vector in z component. Similar probability expression is used for the tunneling in the z direction.
Simulation definition
All simulations of the device in figure 3 are performed with a DC polarization for the gate, source and drain bias. In any case, since we deal with an explicit time-dependent formalism, we will capture the intrinsic dynamics of the electrons in the active device region. Each bias point is simulated during T = 1000 ps, with a time step of ∆t = 0.7 f s. The Poisson equation is solved in the whole active device region depicted in figure 3 including L x , larger than Ω, with Dirichlet boundary conditions on the gates, source and drain surfaces and Dirichlet in the rest of boundaries. At each time step of the Monte Carlo simulation, ∆t, the total current I(t) in all surfaces of the volume Ω of figure 3 are computed, following equations (1) and (2). From these currents on the six faces of the volume Ω, the source, gate and drain currents are computed following the definitions given in section 3.2. Then, the frequency spectrum of current fluctuations is computed. The power spectral density (PSD) can be defined as the Fourier transform of the time-average definition of the autocorrelation function ∆R(τ ) [27, 28] :
where the current I(t) can be measured at the gate, source or drain. The value I is the time average value of current I(t) during a large period of time T :
Then, the Fourier transform of equation (10) gives the PSD of the noise S(ω):
Numerical results
We consider two different geometries for the graphene FET depicted in figure 3 . We define device A with a volume Ω A = 20 × (2 + 1 + 2) × 60 nm 3 and device B is
In both geometries, the length in the transport direction is L x = 20 nm (identical transit times), the height in the y direction of the 2D graphene sheet is 1 nm and width in the z direction is L z = 60 nm. The only difference is the height of the dielectrics drawn in figure 3 . All the rest physical parameters discussed in the previous section are identical for both structures.
In order to test the effect of the Klein tunneling and positive-negative (kinetic) energy injection discussed in the previous section, we consider high-frequency performance for three types of simulations for both structures. The results of the DC currents and low-frequency noise with or without Klein tunneling and with or without negative energy injection are summarized in table 1.
PSD without Klein tunneling and only positive energy injection
First of all, we consider a simulation without Klein-tunneling and only positive kinetic energy injection. This is a type of simulation similar to the one done for Silicon FETs. In figure 7 , we plot the PSD of current fluctuations for the two different geometries. First, we observe that the (maximum) frequencies where the PSD of the drain and source current fluctuations drops down to zero become different and with a difference of almost one order of the magnitude. Let us emphasize that, in principle, both geometries in figure 7 have roughly the same electron transit time τ e = L x /v x . A displacement of the noise spectrum to the higher frequency range can be achieved without changing the device active region L x = 20 nm nor its (average) velocity v x . The physical reason of this effect can be easily understood from the results of figure 5 for the drain and source currents and the explanation there. Sharp temporal peaks of the displacement currents requires higher frequencies, and vice versa. This very relevant effect will also appear in all the rest of simulations and its consequences in the cut-off frequencies will be mentioned in the conclusions.
In addition, in figure 7 we observe a large peak of the gate current for device A at frequency f = 10 T Hz, much larger than that of device B. This effect can also be clearly seen in the autocorrelation plotted in the inset of the figure. The sample B has a much lower value of the PSD of the gate current peak and its peak appears at a lower frequency f = 4 T hz. The basic features of these peaks of the gate current again can be straightforwardly understood from the results of figure 5 . The Fourier transform of the gate current drawn in figure 5 is basically a delta in the frequency of the oscillatory signal for device B and several deltas in the case of sample A. Notice the tendency to a multi peak spectrum in the PSD of device A. In both cases, no PSD appears at zero frequency because there is no particle current in the gate, but only displacement current that goes to zero when averaged in a long period of time. 
PSD with Klein tunneling and only positive energy injection
When the Klein tunneling is considered, but still only electron injection from above the Fermi Dirac point, the results in figure 8 are qualitatively very similar to the ones plotted in figure 7 . However, let us emphasize that the PSD is basically one order of magnitude larger now as written in table 1. The Klein tunneling with a "random" tunneling probability of being reflected or transmitted given by equation (9) (with the change from positive kinetic energy to negative kinetic energy or vice versa) introduces an important source of noise. These new source of noise cannot be avoided in graphene and is present even in the "ballistic" regime (no phonon or impurity scattering) considered in this work.
Looking at the DC currents in table 1, we realize that this noise increment is obtained, in fact, with a reduction of the DC current (the signal). The physical reason of the reduction is quite simple. Now, electrons from the drain are able to reach the source, even with an applied bias V DS = 0.1 V , because of the Klein tunneling. This new addition of flux of electrons has an opposite sign when compared to the conventional source-to-drain current. Certainly, the signal-to-noise ratio is greatly degraded because of the Klein tunneling. This is an important and unavoidable drawback for high-frequency applications of graphene, not usually noticed in the literature. 
PSD with Klein tunneling and positive-negative energy injection
Finally, in figure 9 , we plot the PSD for device A and B when, both, Klein tunneling and positive-negative energy injection are considered. The main features discussed for figure 7 and figure 8 are also present in these new results. Again we emphasize that the PSD increases two orders of magnitude, while the DC current is roughly a factor of 10 greater than that in the first case. For the noise, the new thermal injections from below the Fermi point implies larger noise. For the DC current, now, there is a combination of a decrement of the DC current due to Klein tunneling and an increment due to the source-to-drain injection from below of the Fermi Dirac point (greater than the drain-to-source injection). Let us mentioned that we do consider the effect of the Pauli principle in the injection model, but we do not consider it during the dynamics of electrons in the device active region. Therefore, the DC current is a little overestimated. In any case, the important degradation of the signal-to-noise ratio mentioned for the results of figure 8 is also present here. 
Conclusions
In this work, we open a new path to study the announced THz behavior of graphene transistors. Instead of using the extended strategy of providing high-frequency predictions from quasi-static simulations, we directly simulate the time-dependent particle and displacement currents in an intrinsic graphene FET . We just simulate explicitly the device active region, thus, all extrinsic effects due to (parasitic) resistances in the source, drain or gate contacts are directly ignored in this work. We only focus on the intrinsic high-frequency effects due to the exotic gapless linear (energy-wave vector) band structure of graphene. We use a Monte Carlo solution of the Boltzmann equation fully adapted to graphene FETs. In particular, the semi-classical transport equations for electrons above and below the Dirac (zero energy) point are adapted accordingly. In addition, the Klein tunneling is explicitly considered allowing electrons to transit from above to below the Dirac point, or vice versa.
A novel electron injection model for electrons with positive and negative kinetic energies are developed for graphene (including the thermal noise and Fermi Dirac statistic). From the simulations of the dynamics of the electrons inside the active region (under constant DC polarization in the gate, source and drain contact), we compute the measured total currents in the three FET terminals. From such time-dependent currents, the PSD of their fluctuations is computed as a Fourier transform of the current autocorrelation.
Particular features of high frequency behavior of graphene FETs are predicted from such PSD. We perform simulation with and without Klein tunneling, and injection from positive or both positive and negative (graphene injection) kinetic energies. From such simulations, we conclude that the unavoidable Klein tunneling and graphene injection provide an increment of noise at THz frequencies (and also at lower frequencies) when compared to simulations without Klein tunneling or graphene injection. Such increment of the noise is not compensated by a similar increment on the average DC current (interpreted here as the signal), providing an unavoidable degradation of the signal-to-noise ratio. Certainly, the use of a semi-classical simulation tool is an approximation, however, we have already tested with (Bohmian) quantum solutions of the Dirac equation that the extension towards quantum simulations tools will not provide important variations [29, 30, 31, 32] . The main approximation in this present work (common in most Monte Carlo simulations) is the fact that the Pauli principle (the exchange interaction between electrons) is not explicitly considered during the dynamics of electrons in the device active region.
The two geometries of the graphene FET studied in this work, device A and device B, have exactly the same length in the x (drain-source transport) direction. Therefore, both geometries imply the same transit time, τ e , but they have different temporal width of the peak current τ i , see figure 5 . However, the shorter the vertical height (in comparison with the length of the active region in the transport direction), the larger the maximum frequency of the PSD. This can be seen in figure 7 , figure 8 and figure 9 . From this result we can envision an alternative strategy (without length scaling) to optimize the intrinsic cut-off frequency of graphene transistors. It is argued from the usual (quasi-static approximation) predictions of the cut-off frequency, f T , that its value is inversely proportional to the transit time, f T ≈ 1/(2πτ e ), pointing out that the electron transit time as the ultimate limiting factor [3, 33] . This last result suggests to improve the material mobility and shorten the x transport direction when optimizing f T . However, in our work, we have shown that in fact a careful time-dependent analysis of the displacement current generated by a moving electron shows that, for some particular graphene FETs named here as device A (with lateral dimensions much shorter than their gate length), the limiting effective time is the current peak, τ i , which can be much smaller than τ e , This can be seen in figure 7, figure 8 and figure 9 . The same result can be anticipated from figure 5 .
Future work will be devoted to the analysis of the cut-off frequency computed from the explicit simulation of the time-dependent displacement and particle currents under smallsignal (AC polarization for the drain and gate contacts) conditions in graphene FETs with either semi-classical trajectories or (Bohmian) quantum trajectories solution of the Dirac equation. (1.3e)
It has been proved that the infinite series in the potential expressions can be trunkated and that the number of terms 10 ∼ 20 is sufficient enough to achieve a good precision [35] . In BITLLES, within reasonable limits for a rapid calculation, we define n = 100.
