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VANISHING OF COHOMOLOGY ASSOCIATED TO
QUANTIZED DRINFELD-SOKOLOV REDUCTION
TOMOYUKI ARAKAWA
Abstract. We prove a vanishing theorem of the cohomology arising from
the two quantized Drinfeld-Sokolov reductions (“+” and “−” reduction) intro-
duced by Feigin-Frenkel and Frenkel-Kac-Wakimoto. As a consequence, the
vanishing conjecture of Frenkel-Kac-Wakimoto is proved for the “−” reduction
and partially for the “+” reduction.
1. Introduction
In this paper we study the cohomology of the BRST complex of the quan-
tized Drinfeld-Sokolov reductions introduced by Feigin-Frenkel [6] and Frenkel-Kac-
Wakimoto [9] in their study of W -algebras.
Let g¯ = n¯−⊕ h¯⊕ n¯+ be a finite-dimensional complex simple Lie algebra. Let
g = g¯⊗C[t, t−1]⊕CK ⊕CD be the affine Lie algebra associated to g¯. Let ∆re+ be
the set of real positive roots of g, ∆¯+ ⊂ ∆re+ the set of positive roots of g¯, W the
Weyl group of g. Let κ ∈ C\{0} and let h∗κ denote the set of the weights of g of
level κ−h∨. Let Oκ be the Bernstein-Gelfand-Gelfand category of g of level κ−h
∨,
where h∨ is the dual Coxeter number of g¯. Let L(Λ), Λ ∈ h∗κ, be the simple module
of Oκ of highest weight Λ.
Let Ln¯± = n¯±⊗C[t, t−1] ⊂ g. Fix a nondegenerate character χ¯± ([18]) of n¯± as
in [9, 2.1]. It extends to a character χ± : Ln¯± → C by
χ+(X⊗t
n) = δn,−1χ¯+(X) (X ∈ n¯+, n ∈ Z),
χ−(X⊗t
n) = δn,0χ¯−(X) (X ∈ n¯−, n ∈ Z).
Let Cχ± be the one-dimensional representation of U(Ln¯±) defined by χ±. Then, the
semi-infinite cohomologyH•QDS(Ln¯±, V ) = H
∞
2 +•(Ln¯±, V⊗Cχ±), V ∈ Oκ, is called
cohomology of the BRST complex of the quantized Drinfeld-Sokolov reduction for
Ln¯± (“+” and “−” reduction) associated to V ([6, 9, 8]).
Let Vκ(g¯) = U(g)⊗U(g¯⊗C[t]⊕CK⊕CD)C be the universal affine vertex algebra
associated to g¯ of level κ − h∨. Then, the 0-th cohomology H0QDS(Ln¯+, Vκ(g¯)) is
the Feigin-Frenkel’s W -algebra Wκ(g¯) associated to g of level κ − h∨ ([6]). Their
realization of Wκ(g¯) gives a functor
V  HiQDS(Ln¯±, V ) (i ∈ Z) (1.1)
from Oκ to the category of Wκ(g¯)-modules ([6, 9, 8]).
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Let us now describe our result. Let WΛ ⊂ W be the integral Weyl group of a
weight Λ ∈ h∗. For Λ ∈ h∗κ, let O
[Λ]
κ be the full subcategory of Oκ whose objects
have all their local composition factors isomorphic to L(w ◦ Λ), w ∈ WΛ. Then,
Oκ =
⊕
Λ∈h∗κ/∼
O
[Λ]
κ , where ∼ is the equivalent relation defined by λ ∼ µ ⇔ µ ∈
Wλ ◦ λ. The main result of this paper is the following.
Main theorem . Let Λ ∈ h∗κ, κ ∈ C\{0}. Then,
(1) HiQDS(Ln¯−, V ) = {0} (i 6= 0) for all objects V in O
[Λ]
κ if 〈Λ, α¯∨〉 6∈ Z for all
α¯ ∈ ∆¯+,
(2) HiQDS(Ln¯+, V ) = {0} (i 6= 0) for all objects V in O
[Λ]
κ if 〈Λ, α∨〉 6∈ Z for all
α ∈ ∆re+ ∩ tρ¯∨(∆
re
−) = {−α¯+ nδ; α¯ ∈ ∆¯+, 1 ≤ n ≤ ht α¯}.
This result appears as Theorem 8.3 in this paper. This shows that the corre-
spondence V  H0QDS(Ln¯±, V ) defines an exact functor from O
[Λ]
κ to the category
of Wκ(g¯)-modules under the condition of Λ described as above. The irreducibility
of H0QDS(Ln¯±, L(λ)) will be studied in our forthcoming paper.
Frenkel-Kac-Wakimoto [9] applied the functor (1.1) to the principal admissible
representations of g of fractional levels κ− h∨. They conjectured that a vanishing
of cohomology holds for that case and that the functor (1.1) sends a principal
admissible representation to zero or to an irreducible “minimal” representations
of Wκ(g¯). Based on the vanishing conjecture, they calculated the characters and
fusion coefficients for conjectural “minimal” representations of Wκ(g). Our result
settles the vanishing conjecture of Frenkel-Kac-Wakimoto for the “−” reduction
and partially for the “+” reduction. Though our result for the “+” reduction
is partial, we remark that every conjectural irreducible “minimal” representation
is isomorphic to H0QDS(Ln¯+, L(Λ)) for some principal admissible weight Λ which
satisfies the condition of Main theorem (2), see Remark 8.6 (5).
This article is organized as follows. In section 2, we collect the necessary infor-
mation about the affine Lie algebra g and its representations. In section 3, we prove
Theorem 3.1 and Theorem 3.2 which is needed in the later arguments. In section 4,
we recall the definition of the cohomologyH•QDS(Ln¯±, V ) and define some operators
acting on the corresponding complex. In particular, we define the degree operator
which acts on H•QDS(Ln¯±, V ), V ∈ Oκ, semisimply. This is essentially the operator
−L±0 defined in [9, 3.1]. The difficulty dealing with this cohomology arises from the
fact that by construction the corresponding eigenspaces of complexes themselves
are not finite-dimensional in general. The results in section 5 are straightforward
generalization of [8, 14.2]. Thus, Theorem 5.7, which states the vanishing of the
cohomology with coefficient in Verma modules, was essentially proved in [8]. In sec-
tion 6, we prove the corresponding statement for the dual M(λ)∗ of Verma module
M(λ) (Theorem 6.8). Though the usual duality ([4]) of semi-infinite cohomology
cannot be applied for this cohomology, this is done by establishing the duality
HiQDS(Ln¯+,M(λ)
∗) ∼= H−iQDS(Ln¯−,M(t−ρ¯∨ ◦ λ))
∗,
HiQDS(Ln¯−,M(λ)
∗) ∼= H−iQDS(Ln¯−,M(w0 ◦ λ))
∗,
for i ∈ Z under the similar restriction of λ as in the main theorem. Here, ∗ is
the graded dual and w0 is the longest element of the Weyl group of g¯. This result
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is proved by using some spectral sequences. The duality above may explain why
the “−” reduction behaves “nicer”. In section 7, we estimate the eigenvalues of
degree operators on H•QDS(Ln¯±, V ). The results in this section play a crucial rule
in proving our main theorem when κ ∈ Q>0, that is, when the objects in Oκ do
not necessarily have finite length. Finally, we give the proof of our main theorem
in section 8.
Acknowledgments. I wish to thank Akihiro Tsuchiya for his continuous encour-
agement, Kiyokazu Nagatomo for his interest and encouragement, Kenji Iohara for
useful discussion, Hiroyuki Ochiai for reading the manuscript. I am grateful to
Edward Frenkel for his interests and valuable discussions.
2. Preliminaries
2.1. Affine Lie algebra. In the sequel, we fix a nonzero complex number κ, a
simple finite-dimensional complex Lie algebra g¯ and a Cartan subalgebra h¯. Let ∆¯
denote the set of roots, Π¯ a basis of ∆¯, ∆¯+ the set of positive roots, and ∆¯− = −∆¯+.
This gives the triangular decomposition g¯ = n¯−⊕ h¯⊕ n¯+. Let Q¯ denote the root
lattice, P¯ the weight lattice, Q¯∨ the coroot lattice and P¯∨ the coweight lattice.
Let ρ¯ be the half sum of positive roots, ρ¯∨ the half sum of positive coroots. For
α ∈ ∆¯+, the number 〈α, ρ¯∨〉 is called the height of α and denote by htα. Let W¯ be
the Weyl group of g¯, w0 the longest element of W¯ .
Let ( , ) be the normalized invariant inner product of g¯. Thus, ( , ) = 12h∨Killing
form, where h∨ is the dual Coxeter number of g¯. We identify h¯ and h¯∗ using the
form. Then, α∨ = 2α/(α, α), α ∈ ∆¯.
Let g = g¯⊗C[t, t−1]⊕CK ⊕CD be the affine Lie algebra associated to (g¯,( , )),
where K is its central element and D is the degree operator (see [13]). The bilinear
form ( , ) is naturally extended from g¯ to g. Set X(n) = X⊗tn, X ∈ g¯, n ∈ Z. The
subalgebra g¯⊗C ⊂ g is naturally identified with g¯.
Fix the triangular decomposition g = g−⊕ h⊕ g+ in the standard way. Thus,
h = h¯⊕CK ⊕CD,
g− = n¯−⊗C[t
−1]⊕ h¯⊗C[t−1]t−1⊕ n¯+⊗C[t
−1]t−1,
g+ = n¯−⊗C[t]t⊕ h¯⊗C[t]t⊕ n¯+⊗C[t].
Let h∗ = h¯∗⊕CΛ0⊕Cδ be the dual of h. Here, Λ0 and δ are dual elements of K
and D respectively. For λ ∈ h∗, the number 〈λ,K〉 is called the level of λ. Let h∗κ
denote the set of the weights of level κ− h∨:
h∗κ = {λ ∈ h
∗; 〈λ+ ρ,K〉 = κ},
where, ρ = ρ¯+ h∨Λ0 ∈ h∗. Let λ¯ be the restriction of λ ∈ h∗ to h¯∗.
Let ∆ be the set of roots of g, ∆+ the set of positive roots, ∆− = −∆+. Then,
∆ = ∆re ⊔∆im, where ∆re is the set of real roots and ∆im is the set of imaginary
roots. Let Π be the basis of ∆re, ∆re± = ∆
re ∩∆±, ∆im± = ∆
im ∩∆±. Let Q be the
root lattice, Q+ =
∑
α∈∆+
Z≥0α ⊂ Q.
LetW ⊂ GL(h∗) be the Weyl group of g generated by the reflections sα, α ∈ ∆re,
defined by sα(λ) = λ − 〈λ, α
∨〉α. Then, W = W¯ ⋉ Q¯∨. Let W˜ = W¯ ⋉ P¯∨, the
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extended Weyl group of g. For µ ∈ P¯∨, we denote the corresponding element of W˜
by tµ. Then,
tµ(λ) = λ+ 〈λ,K〉µ−
(
〈λ, µ〉+
1
2
|µ|2〈λ,K〉
)
δ (λ ∈ h∗).
Let W˜+ = {w ∈ W˜ ; ∆re+ ∩ w
−1(∆re−) = ∅}. Then, W˜ = W˜+ ⋉W .
The dot action of W˜ on h∗ is defined by w ◦ λ = w(λ + ρ)− ρ (λ ∈ h∗).
For Λ ∈ h∗, let RΛ = {α ∈ ∆re; 〈Λ + ρ, α∨〉 ∈ Z}, RΛ+ = R
Λ ∩∆re+ , Π
Λ = {α ∈
RΛ+; sα(R
Λ
+\{α}) ⊂ R
Λ
+}. It is known that R
Λ is a subroot system of ∆re with the
basis ΠΛ ([20, 16]). Let QΛ =
∑
α∈ΠΛ Zα ⊂ Q, Q
Λ
+ =
∑
α∈ΠΛ Z≥0α. For µ =∑
α∈ΠΛ mαα ∈ Q
Λ
+, mα ∈ Z≥0, set htΛ(µ) =
∑
α∈ΠΛ mα. Let W
Λ = 〈sα;α ∈ RΛ〉
be the integral Weyl group corresponding to Λ. Then, Rw◦Λ = RΛ for w ∈ WΛ.
2.2. BGG category of g. For a g-module V (or for simply a h-module V ), let
V λ = {v ∈ V ;hv = λ(h)v for h ∈ h} be the weight space of weight λ. Let P (V ) =
{λ ∈ h∗;V λ 6= {0}}. If dim V λ <∞ for all λ, then we set
V ∗ =
⊕
λ
HomC(V
λ,C) ⊂ HomC(V,C). (2.1)
The formal character chV of V is defined as chV =
∑
λ e
λ dimC V
λ.
Let Oκ be the full subcategory of the category of left g-modules consisting of
objects V such that (1) V is locally finite over g+, (2) V =
⊕
λ∈h∗κ
V λ and dimC V
λ <
∞ for all λ, (3) there exists a finite subset {µ1, . . . , µn} ⊂ h
∗
κ such that P (V ) ⊂⋃
i
µi −Q+.
The correspondence V  V ∗ defines the duality functor in Oκ. Here, g acts on
V ∗ by (Xf)(v) = f(Xtv), where X 7→ Xt is the Chevalley antiautomorphism. For
a subalgebra a ⊂ g, we set
at = {Xt;X ∈ a} ⊂ g.
Let M(λ) ∈ Oκ, λ ∈ h∗κ, be the Verma module of highest weight λ and L(λ)
its unique simple quotient. Let O
[Λ]
κ , Λ ∈ h∗κ, be the full subcategory of Oκ whose
objects have all their local composition factors isomorphic to L(w ◦ Λ), w ∈ WΛ.
By [19], Oκ splits into the orthogonal direct sum Oκ =
⊕
Λ∈h∗κ/∼
O
[Λ]
κ , where ∼ is the
equivalent relation defined by λ ∼ µ ⇔ µ ∈ Wλ ◦ λ. Orthogonal here means that
ExtiOκ(M,N) = 0 for M ∈ O
[Λ]
κ , N ∈ O
[Λ′]
κ , i ≥ 0, when Λ 6= Λ′ in h∗κ/ ∼.
3. Some results on Oκ
3.1. For w ∈ W˜ , let gw = g+ ∩ w(g−) ⊂ g+. Then, gtw = g− ∩ w(g+) ⊂ g−. In
this section we shall prove the following two theorems which will be needed in the
later arguments.
Theorem 3.1. Let λ ∈ h∗. Suppose that 〈λ+ρ, α∨〉 6∈ Z≥1 for all α ∈ ∆re+∩w(∆
re
− ).
Then, M(λ) is cofree over gw.
Theorem 3.2. Let w ∈ W˜ and Λ ∈ h∗κ such that 〈Λ + ρ, α
∨〉 6∈ Z for all α ∈
∆re+ ∩ w(∆
re
−). Then, any object in O
[Λ]
κ is free over gtw.
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3.2. Let us start with the following lemma:
Lemma 3.3. Let m be an adh-stable subalgebra of g−. Let V be a module over
m⊕ h ⊂ g such that V =
⊕
λ∈h∗ V
λ and P (V ) ⊂
⋃
i
µi −Q+ for some finite subset
{µ1, . . . , µn} ⊂ h∗. Suppose that V = mV . Then, V = {0}.
Proof. Suppose that V 6= {0}. Then, there exists µ ∈ P (V ) such that µ+α 6∈ P (V )
for any α ∈ Q+. But this contradicts V = mV . 
Proposition 3.4. Let m be an adh-stable subalgebra of g−. Then, for V ∈ Oκ,
the following conditions are equivalent:
(1) V is free over m.
(2) H1(m, V ) = 0.
Proof. Clearly (1) implies (2). Let us show (2) ⇒ (1). Let {v¯j ; j ∈ J} be a basis
of H0(m, V ) = V/mV and let vj , j ∈ J , be an inverse image of v¯j in V . Since
V/mV is naturally a h-module, we may suppose that each vj is a weight vector
of V . We claim that V =
∑
j∈J U(m)vj . Indeed, V =
∑
j∈J U(m)vj + mV . Let
V¯ = V/
∑
j∈J U(m)vj . Then, V¯ = mV¯ and P (V¯ ) ⊂ P (V ). Thus, V¯ = {0} by
Lemma 3.3.
Let V1 =
⊕
j∈J U(m)vj , the free U(m)-module with a basis {vj ; j ∈ J}. Let
h act semisimply on V1 so that the natural map π : V1 ։ V is a homomorphism
of (m⊕ h)-module. Let M = kerπ. Then, M =
⊕
λM
λ and P (M) ⊂ P (V ) +
P (U(m)). Here, h acts on U(m) by adjoint. Now suppose that H1(m, V ) = 0.
Then, by the long exact sequence
· · · → H1(m, V )→ H0(m,M)→ H0(m, V1)→ H0(m, V )→ 0
of m-homology, it follows that H0(m,M) = 0, that is, M = mM . Hence M = {0}
by Lemma 3.3. 
3.3. Arkhipov’s twisting functor. Let Sw be the Arkhipov’s semiregular module
corresponding to w ∈ W ([2], see also [1, 21]). It is a U(g)-bimodule and
Sw = U(gw)
∗⊗U(gw)U(g) (as a left U(gw)-module and a right U(g)-module)
= U(g)⊗U(gw)U(gw)
∗ (as a left U(g)-module and a right U(gw)-module).
Here, U(gw)
∗ is considered to be a U(gw)-bimodule by (fx)(n) = f(xn), (xf)(n) =
f(nx), x ∈ gw, f ∈ U(gw)∗, n ∈ U(gw).
If V is a g-module and w ∈ W˜ , we obtain a new g-module by twisting the action
on V as X ·v = w−1(X)v, X ∈ g. The module obtained in this way we shall denote
by φw(V ).
Arkhipov [2] defined a twisting functor Tw : O
[Λ]
κ → O
[w◦Λ]
κ , w ∈ W , by
Tw(V ) = Sw⊗U(g)φw(V ).
Let w = sj1 . . . sjℓ be a reduced expression of w ∈ W . Then, we have
Tw = Tsj1 ◦ · · · ◦ Tsjℓ . (3.1)
We extend the functor Tw : O
[Λ]
κ → O
[w◦Λ]
κ for w ∈ W˜ as follows: For x ∈ W˜+
and a g-module V , let Tx(V ) be the g-module obtained from φx(V ) by twisting the
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action as D · v = (D + 〈x(ρ) − ρ,D〉 id)v and X · v = Xv (X ∈ [g, g], v ∈ φx(V )).
Then, Tx(M(λ)) =M(x ◦ λ) (x ∈ W˜+). Set for w˜ = xw ∈ W˜ (x ∈ W˜+, w ∈W ),
Tw˜(V ) = Tx (Tw(V )) . (3.2)
Note that
Tw(V ) = U(gw)
∗⊗U(gw)φw(V ) (3.3)
as U(gw)-modules.
3.4. Proof of Theorem 3.1 and Theorem 3.2.
Proof of Theorem 3.1. By the proof of [1, Proposition 6.3 (i)], one sees that
M(λ) = Tw
(
M(w−1 ◦ λ)
)
(if 〈λ+ ρ, α∨〉 6∈ Z≥1 for all α ∈ ∆
re
+ ∩ w(∆
re
−) ) (3.4)
for w ∈ W˜ . Since M(λ), λ ∈ h∗, is free over w−1(gw) ⊂ g−, Theorem 3.1 immedi-
ately follows from (3.3) and (3.4). 
Proof of Theorem 3.2. It is easy to see that Proposition reduces the case when
w ∈ W . We shall proceed by induction on ℓ(w) for w ∈W .
The case when ℓ(w) = 1 follows from [17, Lemma 4.1]. Let w = ysα, α ∈ Π,
ℓ(w) = ℓ(y) + 1. Set β = y(α) ∈ ∆re+ . Then,
∆re+ ∩ w(∆
re
−) = ∆
re
+ ∩ y(∆
re
−) ⊔ {β}, (3.5)
gtw = g
t
y ⊕Cx−β , [g
t
w, g
t
y] ⊂ g
t
y. (3.6)
Here, x−β is a root vector of g of root −β.
Let Λ be as in Theorem and V ∈ O
[Λ]
κ . By (3.5) and the induction hypothesis,
V is free over gty. We shall show that V/g
t
yV is free over Cx−β :
Let V ′ = φy(Ty−1(V )). Since Ty−1(V ) = φy−1
(
U(gty)
∗⊗U(gty)V
)
, it follows that
V ′ = U(gty)
∗⊗U(gty)V . The freeness of V over g
t
y implies that
(V ′)g
t
y = C1∗⊗U(gty)V
∼= V/gtyV (3.7)
where (V ′)g
t
y = H0(gty, V
′) ⊂ V ′ and 1∗ ∈ U(gty)
∗ is the dual element of 1 ∈ U(gty).
We claim that (3.7) is an isomorphism of Cx−β-modules. Indeed, one can show
that x−β acts on V
′ = U(gty)
∗⊗U(gty)V as
x−β(f⊗v) = (ad
∗(x−β)f)⊗v + f⊗x−βv (f ∈ U(g
t
y)
∗, v ∈ V ), (3.8)
where (ad∗(x−β)f)(n) = −f([x−β , n]).
Because Ty−1(V ) ∈ O
[y−1◦Λ]
κ and 〈y−1 ◦Λ, α〉 6∈ Z, it follows that Ty−1(V ) is free
over Cx−α by [17, Lemma 4.1], and thus V
′ is free over Cx−β . Therefore, (V
′)g
t
y ⊂
V ′ is also free over Cx−β since U(Cx−β) = C[x−β ] is a principal ideal domain.
Hence we conclude that V/gtyV is free over Cx−β , proving Hi(Cx−β , V/g
t
yV ) = 0
for i 6= 0. But then the Hochschild-Serre spectral sequence for the ideal gty ⊂ g
t
w
proves that Hi(g
t
w, V ) = 0 for i 6= 0. This proves Theorem 3.1 by Proposition
3.4. 
Remark 3.5. Let w ∈ W˜ and Λ ∈ h∗κ as in Theorem 3.2. Then, one can prove
that the functor Tw defines an equivalence of categories O
[w−1◦Λ]
κ
∼
→ O
[Λ]
κ such that
Tw(M(w
−1 ◦ λ)) =M(λ), Tw(L(w−1 ◦ λ)) = L(λ) for λ ∈ WΛ ◦ Λ.
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n n¯ n+ n− b n
t
Ln¯+ n¯+ n¯+⊗C[t] n¯+⊗C[t−1]t−1 Ln¯+⊕ h˜ Ln¯−
Ln¯− n¯− n¯−⊗C[t]t n¯−⊗C[t
−1] Ln¯−⊕ h˜ Ln¯+
Table 1. Notations
4. The BRST complex
In this section we collect necessary information from [8, 9, 6, 4] about the BRST
complex of the quantized Drinfeld-Sokolov reductions.
4.1. Notations. Let n denote Ln¯+ or Ln¯−. Here, Ln¯± = n¯±⊗C[t, t−1] ⊂ g as in
Introduction.
Let n¯ = n ∩ g¯ and n¯t = nt ∩ g¯. Then, g¯ = n¯⊕ h¯⊕ n¯t. Set n± = n ∩ g± and
nt± = n
t ∩ g±. Then, n = n−⊕ n+ and nt = nt−⊕ n
t
+.
Let ∆¯(n) =
{
∆¯+ (for n = Ln¯+),
∆¯− (for n = Ln¯−).
For an adh-stable subspace m of g, let
∆re(m) = {α ∈ ∆re; gα ∩ m 6= {0}}, where gα ⊂ g is the root space of root α.
Then, ∆re = ∆re(n) ⊔∆re(nt), ∆re± = ∆
re(n±) ⊔∆re(nt±).
Let
h˜ = h¯⊗C[t, t−1]⊕CK ⊕CD
be the Heisenberg subalgebra of g. Let b = n⊕ h˜ ⊂ g. Then, g = nt⊕ b = n⊕ bt.
Set b− = b∩g−, b+ = b∩(h⊕ g+) so that b = b−⊕ b+. Similarly , let bt− = b
t∩g−
and bt+ = b
t ∩ (h⊕ g+). Then, g− = n−⊕ bt− = n
t
−⊕ b− and h⊕ g+ = n+⊕ b
t
+ =
nt+⊕ b+ (see Table 1).
Let
B = U(b)⊗Λ(n),
where Λ(n) is the Grassmann algebra of n. We regard B as a C-algebra containing
U(b) and Λ(n) as its subalgebras such that [X,ω] = ad(X)(ω) ∈ Λ(n) for X ∈ b and
ω ∈ Λ(n). Then, B = U(b)·Λ(n) = Λ(n)·U(b). LetN = U(n)⊗Λ(n) = U(n)·Λ(n) =
Λ(n) · U(n) ⊂ B. Similarly, we define algebras B± = U(b±)⊗U(n±) ⊂ B, N± =
U(n±)⊗U(n±) ⊂ N , Bt = U(bt)⊗Λ(nt), N t = U(nt)⊗Λ(nt), Bt± = U(b
t
±)⊗Λ(n
t
±),
N t± = U(n
t
±)⊗Λ(n
t
±), w(B) = U(w(b))⊗Λ(w(n)) (w ∈ W˜ ) and so on.
Let t : B → Bt be the algebra anti-isomorphism induced by the Chevalley anti-
isomorphism of g.
4.2. The Clifford algebra. Let I¯ = {1, 2, . . . , rank g¯}. Choose a basis {Ja; a ∈ I¯⊔
∆¯} of g¯ such that Jα ∈ g¯α, (Jα, J−α) = 1 and (Jα)
t = J−α (α ∈ ∆¯). Let c
c
a,b be the
structure constant with respect to this basis. Then, cγα,β = −c
−γ
−α,−β (α, β, γ ∈ ∆¯+).
In the sequel, we identify n∗ with nt via ( , ) (observe (Ln¯±)
t = Ln¯∓).
Let Cl be the Clifford algebra associated to n⊕ n∗ = n⊕ nt and its natural sym-
metric bilinear form. Denote by ψα(n), α ∈ ∆¯, n ∈ Z, the generators of Cl which
correspond to the elements Jα(n) = (J−α(−n))∗. Then,
{ψα(m), ψβ(n)} = δα+β,0δm+n,0 (α, β ∈ ∆¯,m, n ∈ Z).
Here, {x, y} = xy + yx. The algebra Cl contains Λ(n),Λ(nt) as its subalgebras and
Cl = Λ(nt)⊗Λ(n) as C-vector spaces.
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Let F(n) be the irreducible representation of Cl generated a vector 1 such that
ψα(n)1 = 0 (α ∈ ∆¯, n ∈ Z, α+nδ ∈ ∆re+). Then, F(n) = Λ(n
t
−)⊗Λ(n−) as C-vector
spaces. Let
Fp(n) =
∑
i−j=p
Λi(nt−)⊗Λ
j(n−) ⊂ F(n) (p ∈ Z). (4.1)
Then, F(n) =
∑
p∈Z F
p(n). By definition,
ψα(n)F
i(n) ⊂ F i−1(n) and ψ−α(n)F
i(n) ⊂ F i+1(n) (α ∈ ∆¯(n), n ∈ Z).
Obviously, F(n) ∼= F(nt) as Cl-modules, but their gradings are opposite.
Let t : Cl → Cl be the algebra anti-isomorphism defined by ψα(n) 7→ ψ−α(−n)
(α ∈ ∆¯, n ∈ Z). Then, there is a unique none-degenerate bilinear form 〈 , 〉F :
F(n) × F(n) → C such that 〈1,1〉F = 1, 〈ωv, v
′〉F = 〈v, ω
tv′〉F , ω ∈ Cl, v ∈
F(n), v′ ∈ F(n). It is none-degenerate on F i(n)×F i(n).
4.3. The complex C(n, V ). For V ∈ Oκ, let
C(n, V ) = V⊗F(n) =
∑
i∈Z
Ci(n, V ), where Ci(n, V ) = V⊗F i(n).
Define the operator dstn on C(n, V ) by
dstn =
∑
α∈∆¯(n),n∈Z
Jα(−n)ψ−α(n)−
1
2
∑
α,β,γ∈∆¯(n)
k+l+m=0
cγα,βψ−α(k)ψ−β(l)ψγ(m) (4.2)
Here, Jα(−n) acts on the first factor V and ψα(n) acts on the second factor F(n).
Then, (dstn )
2 = 0, dstn C
i(n, V ) ⊂ Ci+1(n, V ). The cohomology
H
∞
2 +•(n, V ) = H•(C(n, V ), dstn ).
is called the semi-infinite cohomology of n with coefficients in V ([4]).
Define χn ∈ n∗ ⊂ Cl by
χn =
∑
α∈Π¯
ψ−α(1) (for n = Ln¯+), χn =
∑
α∈Π¯
ψα(0) (for n = Ln¯−).
(χn was denoted by χ± in Introduction). Let dn = d
st
n + χn. Then, χ
2
n = 0,
{χn, dn} = 0 and χnCi(n, V ) ⊂ Ci+1(n, V ). In particular, d2n = 0. Define
H•QDS(n, V ) = H
•(C(n, V ), dn). (4.3)
It is called the cohomology of the BRST complex of the quantized Drinfeld-Sokolov
reduction for n associated to V ([6, 9, 8]).
4.4. The weight space decomposition. The space C(n, V ) is naturally a h-
module, see (4.1). Let C(n, V ) =
⊕
λ∈h∗ C(n, V )
λ be its weight space decomposi-
tion. Then, dimC(n, V )λ <∞ for all λ ∈ h∗ and V ∈ Oκ. We have:
dstn C(n, V )
λ ⊂ C(n, V )λ, (4.4)
χnC(n, V )
λ ⊂
∑
α∈Π¯
C(n, V )λ−α+δ (for n = Ln¯+), (4.5)
χnC(n, V )
λ ⊂
∑
α∈Π¯
C(n, V )λ+α (for n = Ln¯−). (4.6)
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By (4.4), the complex (C(n, V ), dstn ) is a direct sum of finite-dimensional subcom-
plexes C(n, V )λ, λ ∈ h∗. Therefore, H
∞
2 +•(n, V ), V ∈ Oκ, admits a weight space
decomposition: H
∞
2 +•(n, V ) =
⊕
λ∈h∗ H
∞
2 +•(n, V )λ, dimH
∞
2 +•(n, V )λ <∞ (λ ∈
h∗).
Note that 〈 , 〉F induces a non-degenerate paring C(n, V
∗)×C(n, V )→ C which
is non-degenerate on Ci(n, V ∗)λ × Ci(n, V )λ, i ∈ Z, λ ∈ h∗. Thus,
Ci(n, V ∗) = Ci(n, V )∗ (4.7)
as C-vector spaces, where ∗ is defined in (2.1). Let
dtn = d
st
nt + χ
t
n ∈ EndC(n, V ). (4.8)
Here, dstnt acts on C(n, V ) by the identification C(n, V ) = C(n
t, V ), and
χtn =
∑
α∈Π¯
ψα(−1) (for n = Ln¯+), χ
t
n =
∑
α∈Π¯
ψ−α(0) (for n = Ln¯−).
Then, (dtn)
2 = 0, dtnC
i(n, V ) ⊂ Ci−1(n, V ), and
(dnf)(v) = f(d
t
nv) (f ∈ C(n, V
∗), v ∈ C(n, V )) (4.9)
under the identification (4.7).
4.5. The action of B on C(n, V ). In the sequel we follow [9] for the definition of
the normal ordering : :. Thus, : ψα(n)ψβ(m) :=
{
ψα(n)ψβ(m) (α+ nδ ∈ ∆
re
−),
−ψβ(m)ψα(n) (α+ nδ ∈ ∆re+).
and so on. We have:
: ψα(n)ψβ(m) := − : ψβ(m)ψα(n) : (α, β ∈ ∆¯, n,m ∈ Z)
Let
Ĵa(n) = Ja(n) +
∑
β,γ∈∆¯(n)
k∈Z
cγa,β : ψγ(n− k)ψ−β(k) : (a ∈ ∆¯(n) ⊔ I¯ and n ∈ Z),
(4.10)
D̂ = D+
∑
α∈∆¯(n),n∈Z
n : ψα(n)ψ−α(−n) : . (4.11)
Then, for V ∈ Oκ, the correspondences
π : B = U(b)⊗Λ(n) → EndC C(n, V )
Ja(n) 7→ Ĵa(n) (a ∈ ∆¯(n) ⊔ I¯ , n ∈ Z)
K 7→ κ id
D 7→ D̂
ψα(n) 7→ ψα(n) (α ∈ ∆¯(n), n ∈ Z)
(4.12)
defines a representation of B on C(n, V ). We have:
Ĵα(n) = {d
st
n , ψα(n)}
(
α ∈ ∆¯(n), n ∈ Z
)
, (4.13)
[dstn , Ĵa(n)] = 0 (a ∈ ∆¯(n) ⊔ I¯ , n ∈ Z), (4.14)
[χn, Ĵα(n)] = 0 (α ∈ ∆¯(n), n ∈ Z), (4.15)
C(n, V )λ = {v ∈ C(n, V );π(h)v = 〈λ+ h∨Λ0, h〉v (h ∈ h)}. (4.16)
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Let Bt act on C(n, V ) via the identification C(n, V ) = C(nt, V ). The represen-
tation of Bt obtained in this way we shall denote by πt. Set Ĵ−α(n) = π
t(J−α(n))
(α ∈ ∆¯(n), n ∈ Z). Observe π|h˜ = π
t
|h˜
, and under the identification (4.7),
(π(b)f)(v) = f(πt(bt)v) (b ∈ B, f ∈ C(n, V ∗), v ∈ C(n, V )). (4.17)
We have:
[dstn , Ĵ−α(n)] =
∑
β∈∆¯(n),b∈I¯⊔∆¯(nt)
k∈Z
cbβ,−α : ψ−β(k)Ĵb(n− k) : −nkαψ−α(n) (4.18)
for α ∈ ∆¯(n), n ∈ Z, where kα = κ− h∨ −
∑
β,γ∈∆¯(n)
cγα,βc
−γ
−α,−β ∈ C, and
[χn, Ĵa(n)] =
∑
β,γ∈∆¯(n)
cγa,βχn(Jγ(−1))ψ−β(n+ 1) (for n = Ln¯+) (4.19)
[χn, Ĵa(n)] =
∑
β,γ∈∆¯(n)
cγa,βχn(Jγ(0))ψ−β(n) (for n = Ln¯−) (4.20)
for a ∈ ∆¯(nt) ⊔ I¯ and n ∈ Z.
4.6. The degree operator DWn . Define
DWn = D̂+ π(ρ¯
∨) (for n = Ln¯+),
DWn = D̂+
(
1
2
|ρ¯∨|2κ− 〈ρ¯, ρ¯∨〉
)
id (for n = Ln¯−).
Set
hλn = 〈λ, ρ¯
∨ +D〉 (for n = Ln¯+), h
λ
n = 〈tρ¯∨ ◦ λ, ρ¯
∨ +D〉 (for n = Ln¯−).
Then, DWn acts as the multiplication by h
λ
n ∈ C on the weight space C(n, V )
λ,
λ ∈ h∗κ. Let C(n, V )a = {v ∈ C(n, V );D
W
n v = av} for a ∈ C. Clearly, C(n, V ) =⊕
a∈C C(n, V )a and
C(n, V )a =
⊕
λ∈h∗
hλn=a
C(n, V )λ. (4.21)
By (4.4), (4.5) and (4.6), it follows that dstn C(n, V )a ⊂ C(n, V )a and χnC(n, V )a ⊂
C(n, V )a. Therefore,
H•QDS(n, V ) =
⊕
a∈C
H•QDS(n, V )a, (4.22)
where H•QDS(n, V )a = H
•(C(n, V )a, dn).
Remark 4.1. (1) The operator DWn is the semisimplification of −L
±
0 defined in
[9, 3.1] up to constant shift.
(2) The eigenspace C(n, V )a of D
W
n is not necessarily finite-dimensional.
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4.7. The Weyl group action. The group W˜ acts naturally on Cl. Let W˜ act on
U(g)⊗Cl by w(u⊗ω) = w(u)⊗w(ω).
Let w ∈ W˜ . If V is a U(g)⊗Cl-module, we obtain a new U(g)⊗Cl-module by
twisting its action on V as A · v = w−1(A)v. The module obtained in this way we
shall also denote by φw(V ). Then, the action π|h˜ of h˜ is well-defined on φw(C(n, V )).
By direct calculation, one gets the following proposition.
Proposition 4.2. For w ∈ W˜ and v ∈ C(n, V ),
π(h) · φw(v) = φw
(
π(w−1(h))v + 〈ρ, w−1(h)− h〉v
)
(h ∈ h),
ĥ(n) · φw(v) = φw(ĥ(n)v) (h ∈ h¯, n ∈ Z\{0})
where φw(v) denotes the image of v in φw(C(n, V )).
5. Cohomology associated to Verma modules
In this section we review the results obtained in [8, 14.2] for our case.
5.1. The decomposition of C(n,M(λ)). Fix λ ∈ h∗. Let vλ be the highest weight
vector of M(λ). Let |λ〉 = vλ⊗1 ∈ C(n,M(λ)). Then,
dstn |λ〉 = 0, χn|λ〉 = 0. (5.1)
Proposition 5.1. The map defines by
N−⊗Bt− −→ C(n,M(λ))
n⊗b 7−→ π(n) · πt(b)|λ〉
(5.2)
gives an isomorphism of C-vector spaces.
Proof. Observe that M(λ) = U(n−)U(b
t
−)vλ. Thus, by comparing the dimension
of weight spaces of both sides, it follows that it is sufficient to show that (5.2) is
surjection. By definition,
π(N−)π(B−)|λ〉 = U(n−) · Λ(n−) · U(b
t
−) · Λ(n
t
−)|λ〉.
But we have U(bt−) ·Λ(n−) = Λ(n−) ·U(b
t
−). This can be seen by the commutation
relations
[Ĵa(z), ψβ(z)] = −
∑
β,γ∈∆¯(n)
c−βa,−γψγ(n+m) (a ∈ ∆¯(n
t) ⊔ I¯ , β ∈ ∆¯(n), n,m ∈ Z).
On the other hand, Λ(n−) · Λ(nt−)|λ〉 = (Cvλ)⊗F(n). Thus, it is enough to show
that
U(n−) · U(b
t
−) · ((Cvλ)⊗F(n)) =M(λ)⊗F(n).
But U(bt−)vλ is a free b
t
−-submodule of M(λ). Thus, U(b
t
−) · ((Cvλ)⊗F(n)) =(
U(bt−)vλ
)
⊗F(n). Similarly, we get U(n−) ·
(
U(bt−)vλ
)
⊗F(n) =M(λ)⊗F(n). 
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5.2. The subcomplex C(n, λ)0. We define the subspace C(λ)0 = C(n, λ)0 of
C(n,M(λ)), λ ∈ h∗κ, by
C(λ)0 = π
t(Bt)|λ〉 (5.3)
Since πt defines one-dimensional representation of Bt+ on C|λ〉, it follows that
C(λ)0 = π
t(Bt−)|λ〉 = U(b
t
−) · Λ(n
t
−) · |λ〉 = Λ(n
t
−) · U(b
t
−) · |λ〉.
Proposition 5.2. C(λ)0 = B
t⊗Bt+C|λ〉.
Proof. It is sufficient to show that the multiplication map Bt−⊗C|λ〉 → π
t(Bt−)|λ〉 =
C(λ)0 is an injection. But this easily follows form Proposition 5.1. 
By [8, 14.2], C(λ)0 is a subcomplex of C(n,M(λ)). This can be seen from (5.1)
and the commutation relations (4.18), (4.19), (4.20).
Let (C(λ)0)a = C(λ)0 ∩ C (n,M(λ))a, a ∈ C. The following Proposition is easy
to see.
Proposition 5.3. For λ ∈ h∗, C(λ)0 =
⊕
a∈hλn+Z≤0
(C(λ)0)a and (C(λ)0)a is finite-
dimensional for all a.
Define the subspace C(n−)
′ of C(n,M(λ)) by
C(n−)
′ = π(N−)|λ〉 = U(n−) · Λ(n−) · |λ〉 = Λ(n−) · U(n−) · |λ〉.
Then, C(n−)
′ ∼= N− as C-vector spaces. This can be seen in the same way as
Proposition 5.2. By (5.1), (4.13), (4.14), (4.15) and the fact
{χn, ψα(n)} = χn(Jα(n)) (α ∈ ∆¯(n), n ∈ Z), (5.4)
it follows that C(n−)
′ is a subcomplex of C(n,M(λ)). It is easy to see that this
complex does not depend on λ ∈ h∗κ.
Proposition 5.4. [8, 14.2] The map in Proposition 5.1 defines an isomorphism
C(n,M(λ))
∼
→ C(n−)
′⊗C(λ)0
of complexes.
Though the following Proposition is proved in [8, 14.2] in slightly different setting,
the same proof applies.
Proposition 5.5 ([8, 14.2]). (1) Hi (C(λ)0) = {0} for i 6= 0.
(2) Hi(C(n−)
′) = Hi(C(n−)
′, dstn ) =
{
C (i = 0)
{0} (i 6= 0).
Remark 5.6. In the proof of Proposition 5.5 (1), one uses the fact that
P (C(λ)0) ⊂ {µ ∈ h
∗
κ; 〈λ− µ, ρ¯
∨〉 ∈ Z≥0} (for n = Ln¯+),
P (C(λ)0) ⊂ {µ ∈ h
∗
κ; 〈µ− λ, ρ¯
∨〉 ∈ Z≥0} (for n = Ln¯−)
to assure the convergency of the spectral sequence described in [8, 14.2.8].
Proposition 5.4 and Proposition 5.5 imply:
Theorem 5.7. For λ ∈ h∗, HiQDS (Ln¯±,M(λ)) = {0} (i 6= 0).
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Remark 5.8. Set chHiQDS (n, V ) = trHiQDS(n,V ) q
D
W
n when dimHiQDS (n, V )a < ∞
for all a. It is easy to see that chH0QDS (n,M(λ)) =
qh
λ
n∏
i≥1(1−q
i)rank g¯
for λ ∈ h∗, see
[8, 14.2].
6. Cohomology associated to duals of Verma modules
In this section we prove the vanishing of HiQDS(n,M(λ)
∗) for i 6= 0 under the
certain restriction of λ.
6.1. Relative complex. For λ ∈ h∗, define the subspace C(λ)0 = C(n, λ)0 of
C(n,M(λ)∗) by
C(λ)0 =
{
v ∈ C (n,M(λ)∗) ;
Ĵα(n)v = ψα(n)v = 0
(α ∈ ∆¯(n), n ∈ Z, α+ nδ ∈ ∆re(n+))
}
.
It is the relative complex (with respect to the differential dstn ) considered in [10]. By
(4.13), (4.14) and (5.4), it follows that dnC(λ)
0 ⊂ C(λ)0. Thus, it is a subcomplex
of C(n,M(λ)∗).
Proposition 6.1. For λ ∈ h∗, C(λ)0 =
(
M(λ)∗⊗Λ(n−)
)n+
⊂ C(n,M(λ)∗) and
the restriction of dn on C(λ)
0 is dn− = d
st
n−
+ χn. Here, n+ acts on Λ(n−) via the
identification n− = n/n+, and d
st
n−
is the differential of n−-homology, that is,
dstn− =
∑
α+nδ∈∆re(n−)
Jα(n)ψ−α(−n)
−
1
2
∑
α+kδ,β+lδ∈∆re(n−)
cγα,βψ−α(−k)ψ−β(−l)ψγ(k + l).
Proof. Clearly, C(λ)0 is contained in the subspace
M(λ)∗⊗Λ(n−) =
{
v ∈ C(n,M(λ)∗);ψα(n)v = 0 (α ∈ ∆¯(n), n ∈ Z, α+ nδ ∈ ∆
re
+)
}
.
It is easy to see that the operators Ĵα(n) (α ∈ ∆¯(n), n ∈ Z, α+ nδ ∈ ∆
re
+) preserve
this subspace and their action coincide with the one via the identification n− =
n/n+. Hence, it follows that C(λ)
0 =
(
M(λ)∗⊗Λ(n−)
)n+
as C-vector spaces. But
then, by the proof of [22, Theorem 2.2], it follows that the restriction of dstn to this
subspace is dstn− . 
Define a subspace C(λ)t0 = C(n, λ)
t of C(n,M(λ)) by
C(λ)t0 = B⊗B+C|λ〉,
see Proposition 5.2. Then, χtnC(λ)
t
0 ⊂ C(λ)
t
0. We view C(λ)
t
0 as a complex with
differential dtn, where d
t
n is defined in (4.8).
Proposition 6.2. For λ ∈ h∗, C(λ)0 = (C(λ)t0)
∗
as a complex.
Proof. follows from (4.7), (4.17) and Proposition 5.1. 
Proposition 6.3. For λ ∈ h∗,
H•QDS (n,M(λ)
∗) = H•(C(λ)0)
(
= H•
((
C(λ)t0
)∗))
.
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Proof. The proof can be done using the corresponding statement to Proposition 5.4.
Or one can apply [22, Theorem 2.2]. Indeed, by Proposition 6.1, the complex C(λ)0
is nothing but the E•,01 -row of the Hochschild-Serre spectral sequence for n+ ⊂ n in
[22, Theorem 2.2]. But since M(λ)∗ is a cofree n+-module, it follows that E
•,q
1 = 0
for q 6= 0. Thus this spectral sequence collapses at E2 = H•(C(λ)0) = E∞. 
We have:
(DWn f)(v) = f(D
W
n v) (f ∈ C(λ)
0 =
(
C(λ)t0
)∗
, v ∈ C(λ)t0).
Let (C(λ)t0)a = {v ∈ C(λ)
t
0;D
W
n v = av}. Then, d
t
n(C(λ)
t
0)a ⊂ (C(λ)
t
0)a and
C(λ)t0 =
⊕
a∈hλn+Z
(C(λ)t0)a. Observe that the eigenspace (C(λ)
t
0)a is not finite-
dimensional in general (compare Proposition 5.3). Below we shall define a subspace
N (λ)t0 = N (n, λ)
t
0 ⊂ C(λ)
t
0 so that the quotient C(λ)
t
0/N (λ)
t
0 is a direct sum of
finite-dimensional eigenspaces of DWn . The definition is different for n = Ln¯+ and
n = Ln¯−.
6.2. The subspace N (λ)t0 for n = Ln¯+. Let n = Ln¯+. Observe that
n ⊃ tρ¯∨(n+) ⊃ n+, b ⊃ tρ¯∨(b+) = h˜+⊕ tρ¯∨(n+) ⊃ b+,
tρ¯∨(b+) ∩ b− = tρ¯∨(n+) ∩ n− = span{Jα(n);α ∈ ∆¯+,− htα ≤ n ≤ −1}.
Therefore, we have inclusions of algebras B ⊃ tρ¯∨(B+) ⊃ B+. Notice that χtn ∈
tρ¯∨(B+). Define
C¯(λ)t = tρ¯∨(B+)⊗B+C|λ〉.
It is a subspace of C(λ)t0 spanned by the vectors of the form
ψαr1 (−m1) . . . ψαrp (−mp)Ĵαs1 (−n1) . . . Ĵαsp (−ns)|λ〉
with αri , αsi ∈ ∆¯+, 1 ≤ mi ≤ htαri , 1 ≤ ni ≤ htαsi . By definition, χ
t
nC¯(λ)
t ⊂
C¯(λ)t and
C¯(λ)t =
⊕
a∈hλn+Z≥0
C¯(λ)ta, where C¯(λ)
t
a = C¯(λ)
t ∩ (C(λ)t0)a. (6.1)
Define the subspace N¯ (λ)t of C¯(λ)t by
N¯ (λ)t =
∑
〈µ−λ,ρ¯∨〉>0
(
C¯(λ)t
)µ
.
Then, tρ¯∨(B+) · N¯ (λ)t ⊂ N¯ (λ)t. In particular, χtnN¯ (λ)
t ⊂ N¯ (λ)t. Define
N (λ)t0 = B⊗tρ¯∨ (B+)N¯ (λ)
t ⊂ C(λ)t0. (6.2)
Then,
χtnN (λ)
t
0 ⊂ N (λ)
t
0. (6.3)
Observe that C¯(λ)t/N¯ (λ)t is spanned by the image |λ〉 of |λ〉. We have
dtn|λ〉 = 0, (6.4)
Ĵi(n)v = 0 (i ∈ I¯ , n > 0), Ĵα(n)|λ〉 = ψα(n)|λ〉 = 0 (α ∈ ∆¯+, n ≥ − htα), (6.5)
C(λ)t0/N (λ)
t
0 = B⊗tρ¯∨ (B+)C|λ〉. (6.6)
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6.3. The subspace N (λ)t0 for n = Ln¯−. Let n = Ln¯− and w0 be the longest
element of W¯ . Then,
n ⊃ w0(n
t
+) ⊃ n+, b ⊃ w0(b
t
+) ⊃ b+.
Thus, B ⊃ w0(Bt+) ⊃ B+. Notice χ
t
n ∈ w0(B+). Define
C¯(λ)t = w0(B
t
+)⊗B+C|λ〉 ⊂ C(λ)
t
0.
It is the span of the vectors of the form
ψ−αr1 (0) . . . ψ−αrp (0)Ĵ−αs1 (0) . . . Ĵ−αsp (0)|λ〉
with αri , αsi ∈ ∆¯+. We have:
C(λ)t0 = B⊗w0(Bt+))C¯(λ)
t, (6.7)
χtnC¯(λ)
t ⊂ C¯(λ)t and
C¯(λ)t = C¯(λ)t
hλn
. (6.8)
Define the subspace N¯ (λ)t of C¯(λ)t by
N¯ (λ)t =
∑
〈λ−µ,ρ¯∨〉>0
(
C¯(λ)t
)µ
Then, w0(B
t
+) · N¯ (λ)
t ⊂ N¯ (λ)t, in particular, χtnN¯ (λ)
t ⊂ N¯ (λ)t. Define
N (λ)t0 = B⊗w0(Bt+))N¯ (λ)
t ⊂ C(λ)t0. (6.9)
We have
χtnN (λ)
t
0 ⊂ N (λ)
t
0, (6.10)
C(λ)t0/N (λ)
t
0 = B⊗w0(Bt+))C|λ〉. (6.11)
Here, |λ〉 is the image of |λ〉 in C¯(λ)t/N¯ (λ)t:
dtn|λ〉 = 0, Ĵi(n)v = 0 (i ∈ I¯ , n > 0),
Ĵ−α(0)|λ〉 = ψ−α(0)|λ〉 = 0 (α ∈ ∆¯−).
6.4. N (λ)t0 is a null subcomplex. Let
(
C(λ)t0/N (λ)
t
0
)
a
be the DWn -eigenspace
of C(λ)t0/N (λ)
t
0 of eigenvalue a ∈ C. The following proposition is easy to see by
(6.6) and (6.11).
Proposition 6.4. For λ ∈ h∗, C(λ)t0/N (λ)
t
0 =
⊕
a∈hλn+Z≤0
(
C(λ)t0/N (λ)
t
0
)
a
and(
C(λ)t0/N (λ)
t
0
)
a
is finite-dimensional for all a ∈ C.
The proof of the following proposition will be given in 6.6 and 6.7.
Proposition 6.5. (1) Let n = Ln¯+ For λ ∈ h∗, dstntN (λ)
t
0 ⊂ N (λ)
t
0. Moreover, if
〈λ + ρ, α∨〉 6∈ Z≥1 for all α ∈ ∆re+ ∩ tρ¯∨(∆
re
−), then H•
(
N (λ)t0, d
st
nt
)
≡ 0. (2) Let
n = Ln¯−. For λ ∈ h∗, dstntN (λ)
t
0 ⊂ N (λ)
t
0. Moreover, if 〈λ + ρ, α
∨〉 6∈ Z≥1 for all
α ∈ ∆¯+, then H•
(
N (λ)t0, d
st
nt
)
≡ 0.
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By (6.3), (6.10) as Proposition 6.5, we have an exact sequence 0 → N (λ)t0 →
C(λ)t0 → C(λ)
t
0/N (λ)
t
0 → 0 of complexes. Therefore, we get the following exact
sequence of complexes:
0→
(
C(λ)t0/N (λ)
t
0
)∗
→
(
C(λ)t0
)∗
→ (N (λ)t0)
∗ → 0, (6.12)
where ∗ is defined in (2.1).
Proposition 6.6. Let λ ∈ h∗ be as in Proposition 6.5. Then,
HiQDS (n,M(λ)
∗)a = HomC
(
Hi
(
C(λ)t0/N (λ)
t
0
)
a
,C
)
for all i and a ∈ C.
Proof. We first claim that
H•
(
(N (λ)t0)
∗
)
≡ 0. (6.13)
Considering the spectral sequence described in [9, 3.2], it is enough to show that
H•
(
(N (λ)t0)
∗, dstn
)
≡ 0. But since the action of dstn is compatible with the weight
space decomposition, this is equivalent to H•
(
N (λ)t0, d
st
nt
)
≡ 0. Hence Proposition
6.5 proves (6.13).
Now consider the long exact sequence induced by (6.12). Then, by (6.13), we
get H•
(
(C(λ)t)
∗)
= H•
((
C(λ)t0/N (λ)
t
0
)∗)
. But Proposition 6.4 implies
Hi
((
C(λ)t0/N (λ)
t
0
)∗)
a
= HomC
(
Hi
(
C(λ)t0/N (λ)
t
0
)
a
,C
)
,
for a ∈ C. Thus, Proposition 6.3 proves the proposition. 
6.5. The cohomology H•QDS (n,M(λ)
∗).
Proposition 6.7. Let λ ∈ h∗.
(1) Let n = Ln¯+. For all i ∈ Z and a ∈ C,
Hi
(
C(λ)t0/N (λ)
t
0
)
a
∼= H−iQDS (Ln¯−,M(t−ρ¯∨ ◦ λ))a .
(2) Let n = Ln¯−. For all i ∈ Z and a ∈ C,
Hi
(
C(λ)t0/N (λ)
t
0
)
a
∼= H−iQDS (Ln¯−,M(w0 ◦ λ))a .
Proof. (1) By Proposition 5.4 and Proposition 5.5 (2), we have
H•QDS
(
nt,M(t−ρ¯∨ ◦ λ)
)
= H•(B⊗B+C|t−ρ¯∨ ◦ λ〉, dnt).
Observe that
dtnφtρ¯∨ (v) = φtρ¯∨ (dntv), D
W
n φtρ¯∨ (v) = φtρ¯∨ (D
W
nt v) (6.14)
for v ∈ C(nt,M(t−ρ¯∨ ◦ λ)), see Proposition 4.2. Therefore,
H•QDS
(
nt,M(t−ρ¯∨ ◦ λ)
)
a
∼= H•
(
φtρ¯∨
(
B⊗B+C|t−ρ¯∨ ◦ λ〉
)
, dtn
)
a
.
for a ∈ C. Moreover, the action of Ĵα(n), (α ∈ ∆¯+, n ∈ Z) is well-defined on
φtρ¯∨ (C(n
t,M(t−ρ¯∨ ◦ λ))), and we have
Ĵα(n)φtρ¯∨ (v) = φtρ¯∨ (Ĵα(n+ htα)v) (α ∈ ∆¯, n ∈ Z). (6.15)
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Thus, by Proposition 4.2 and (6.15), it follows that
φtρ¯∨
(
B⊗B+C|t−ρ¯∨ ◦ λ〉
)
= B⊗tρ¯∨ (B+)C|λ〉.
Here, C|λ〉 is the one-dimensional representation of tρ¯∨(B+) appeared in (6.6).
Then, by (6.4) and (6.6), we conclude C(λ)t0/N (λ)
t
0 = tρ¯∨
(
B⊗B+C|t−ρ¯∨ ◦ λ〉
)
as
complexes. (2) can be similarly proved using
dtnφw0(v) = φw0(dnv), D
W
nt φw0(v) = φw0(D
W
n v), (6.16)
Ĵα(n)φw0(v) = φw0(ŵ0(Jα)(n)v) (α ∈ ∆¯, n ∈ Z). (6.17)
for v ∈ C(n,M(w0 ◦ λ)). 
Theorem 6.8. Let λ ∈ h∗.
(1) Suppose 〈λ+ ρ, α∨〉 6∈ Z≥1 for all α ∈ ∆re+ ∩ tρ¯∨(∆
re
−). Then, for all a ∈ C,
HiQDS (Ln¯+,M(λ)
∗)a
∼=
{
HomC
(
H0QDS (Ln¯−,M(t−ρ¯∨ ◦ λ))a ,C
)
(i = 0)
{0} (i 6= 0).
(2) Suppose 〈λ+ ρ, α∨〉 6∈ Z≥1 for all α ∈ ∆¯+. Then, for all a ∈ C,
HiQDS (Ln¯−,M(λ)
∗)a
∼=
{
HomC
(
H0QDS (Ln¯−,M(w0 ◦ λ))a ,C
)
(i = 0)
{0} (i 6= 0).
Proof. follows from Proposition 6.6, Proposition 6.7 and Theorem 5.7. 
6.6. Proof of Proposition 6.5 (1).
Step 1 Define the subspace F¯ pC¯(λ)t, p ≤ 0, of C¯(λ)t by
F¯−pC¯(λ)t =
⊕
a≥hλn+p
C¯(λ)ta ⊂ C¯(λ)
t.
Then, by (6.1),
· · · ⊂ F¯−pC¯(λ)t ⊂ · · · ⊂ F¯ 0C¯(λ)t = C¯(λ)t,
⋂
p
F¯ pC¯(λ)t = {0}.
Notice that P
(
F¯ pC¯(λ)t
)
⊂ {µ ∈ h∗κ; 〈µ− λ, ρ¯
∨〉 ≥ −p}. Thus,
F¯ pC¯(λ)t ⊂ N¯ (λ)t for p ≤ −1, (6.18)
N¯ (λ)t =
(
N¯ (λ)t ∩ F¯−1C¯(λ)t
)
⊕
∑
〈λ−µ,ρ¯∨〉<0
(
C¯(λ)t
)µ
hλn
, (6.19)
where
(
C¯(λ)t
)µ
a
=
(
C¯(λ)t
)µ
∩ C¯(λ)ta.
Define the subspace F pC(λ)t0, p ≤ 0, of C(λ)
t
0 by
F pC(λ)t0 = B⊗tρ¯∨ (B)F¯
pC¯(λ)t.
Then,
· · · ⊂ F−pC(λ)t0 ⊂ · · · ⊂ F
0C(λ)t0 = C(λ)
t
0,
⋂
p
F pC(λ)t0 = {0},
P
(
F pC(λ)t
)
⊂ {µ ∈ h∗κ; 〈µ− λ, ρ¯
∨〉 ≥ −p}, (6.20)
F pC(λ)t ⊂ N (λ)t0 for p ≤ −1. (6.21)
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Let F p(C(λ)t0)
µ = F pC(λ)t0 ∩ (C(λ)
t
0)
µ. Then, by (6.20), for a given µ ∈ h∗,
F p(C(λ)t0)
µ = {0} for p ≪ 0. Hence, {F p(C(λ)t)µ} defines a convergent filtration
bounded below on each subcomplex (C(λ)t)µ, µ ∈ h∗.
Proposition 6.9. Let λ ∈ h∗.
(1) dstnt F¯
pC¯(λ)t ⊂ F¯ pC¯(λ)t + F p−1C(λ)t0.
(2) dstntF
pC(λ)t0 ⊂ F
pC(λ)t0.
Proof. (1) follows from the commutativity of dstnt with D
W
n and the fact that the
operators Ĵα(−n), ψα(−n) ( α ∈ ∆¯+, n > htα) and ĥ(−n) (h ∈ h¯, n > 0) have
negative eigenvalues with respect to the adjoint action of DWn . (2) follows from (1)
and the definition of F pC(λ)t0. 
Consider the spectral sequence Er ⇒ H• (C(λ)t0, d
st
nt) corresponding to the fil-
tration {F pC(λ)t0}. We have: E
1
p,• = H•
(
F pC(λ)t0/F
p−1C(λ)t0, d
st
nt
)
.
Let
C(λ)′ =
∑
p
F pC(λ)t0/F
p−1C(λ)t0,
N (λ)′ = Im :
∑
F pN (λ)t0/F
p−1N (λ)t0 →֒ C(λ)
′,
where F pN (λ)t0 = N (λ)
t
0 ∩ F
pC(λ)t0.
Proposition 6.10. dstntN (λ)
′ ⊂ N (λ)′, and if λ ∈ h∗ satisfies 〈λ + ρ, α∨〉 6∈ Z≥1
for all α ∈ ∆re+ ∩ tρ¯∨(∆
re
−), then H• (N (λ)
′, dstnt) ≡ 0.
Proposition 6.10 will be proven in Step 3. Note that Proposition 6.10 implies
Proposition 6.5 (1). Indeed, by (6.19), (6.21) and Proposition 6.9, dstntN (λ)
′ ⊂
N (λ)′ implies dstntN (λ)
t
0 ⊂ N (λ)
t
0, and by (6.21) again, H• (N (λ)
′, dstnt) ≡ 0
implies that Er degenerates at the E1-term itself and that H• (C(λ)
t
0, d
st
nt) =
H• (C(λ)
t/N (λ)t, dstnt), that is, H• (N (λ)
t, dstnt) ≡ 0.
Step 2 Let
C¯(λ)′ = Im :
∑
p
F¯ pC¯(λ)t/F¯ p−1C¯(λ)t →֒ C(λ)′.
Then, C(λ)′ = B⊗tρ¯∨ (B)C¯(λ)
′ and C¯(λ)′ is a subcomplex of C(λ)′ by Proposition
6.9 (1). Observe that by definition, it is the following quotient complex of C(λ)t:
C¯(λ)′ = C(λ)t/ span
{
Ĵα(−n)v, ψα(−n)v, Ĵi(−m)v,
;α ∈ ∆¯+, n > htα, i ∈ I¯ ,m > 0, v ∈ C(λ)t
}
. (6.22)
Proposition 6.11. Hi
(
C¯(λ)′, dstnt
)
= H
∞
2 −i (tρ¯∨(g−),M(λ)).
Proof. By the duality of the standard semi-infinite cohomology ([4]), we have
H
∞
2 −i (tρ¯∨(g−),M(λ)) = H
∞
2 +i (tρ¯∨(g+),M(λ)
∗)
∗
. (6.23)
Thus, it is sufficient to show that H•
(
(C¯(λ)′)∗
)
= H
∞
2 +• (tρ¯∨(g+),M(λ)
∗).
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Let m = tρ¯∨(g+) ∩ g− = tρ¯∨(n+) ∩ n−. Since M(λ)∗ is tρ¯∨(g+) ∩ g+-cofree, by
[22, Theorem 2.1] it follows that
H
∞
2 +i (tρ¯∨(g+),M(λ)
∗)
=
{0} (i > 0),H−i ((M(λ)∗⊗Λ(m))tρ¯∨ (g+)∩g+ , dstm) (i ≤ 0)
where tρ¯∨(g+)∩g+ acts on Λ(m) via the identification m = tρ¯∨(g+)/ (tρ¯∨(g+) ∩ g+)
and dstm is the differential of m-homology, i.e,
dstm =
∑
α∈∆¯+,
− htα≤n<0
Jα(n)ψ−α(−n)−
1
2
∑
α,β,γ∈∆¯+
− htα≤k<0,− htβ≤l<0
cγα,βψ−α(−k)ψ−β(−l)ψγ(k + l).
On the other hand, by (6.22) and (4.17), we have
(C¯(λ)′)∗ =
(
M(λ)∗⊗Λ(m)
)tρ¯∨ (g+)∩g+
⊂
(
M(λ)∗⊗Λ(n−)
)n+
. (6.24)
This can be proved in the same way as Proposition 6.1. Therefore, by Proposition
6.1, it is now sufficient to check that dstn− acts as d
st
m on the right-hand-side of (6.24).
But this is easy to see. 
Step 3 Define the subspace F ′
p
C(λ)′, p ≤ 0, of C(λ)′ by
F ′
p
C(λ)′ = B⊗tρ¯∨ (B+)F¯
′pC¯(λ)′,
where
F¯ ′
p
C¯(λ)′ =
⊕
µ
〈µ−λ,ρ¯∨〉≥−p
F¯ ′
p
(C¯(λ)′)
µ
⊂ C¯(λ)′.
Then, similarly as in the step 1, we have:
N (λ)′ = F ′
−1
C(λ)′ (6.25)
· · · ⊂ F ′
−p
C(λ)′ ⊂ · · · ⊂ F ′
0
C(λ)′ = C(λ)′,
⋂
F ′
p
C(λ)′ = {0}, (6.26)
F ′
p
(C(λ)′)µ = {0} (p≪ 0). (6.27)
Since dstnt F¯
′pC¯(λ)′ ⊂ F¯ ′
p
C¯(λ)′ and tρ¯∨(B+)F¯ ′
p
C¯(λ)′ ⊂ F¯ ′
p
C¯(λ)′, it follows that
dstntF
′pC(λ)′ ⊂ F ′pC(λ)′. In particular, dstntN (λ)
′ ⊂ N (λ)′.
Let E′
r ⇒ H•(C(λ)′, dstnt) be the corresponding spectral sequence. We have:
E′
1
p,• = H•
(
F ′
p
C(λ)′/F ′
p−1
C(λ)′, dstnt
)
. Notice that F¯ ′
p
C¯(λ)′/F¯ ′
p−1
C¯(λ)′ is a
subcomplex of F ′pC(λ)′/F ′p−1C(λ)′ and that
F¯ ′
p
C¯(λ)′/F¯ ′
p−1
C¯(λ)′ =
⊕
µ
〈µ−λ,ρ¯∨〉=−p
(C¯(λ)′)µ
as a complex.
Consider φtρ¯∨
(
B⊗B+C|µ〉
)
⊂ φtρ¯∨ (C(n,M(µ)) as a complex with differential
dtn as in the proof of Proposition 6.7.
Proposition 6.12. Let λ ∈ h∗.
F ′
p
C(λ)′/F ′
p−1
C(λ)′ =
⊕
µ
〈µ−λ,ρ¯∨〉=−p
φtρ¯∨
(
B⊗B+C|t−ρ¯∨ ◦ µ〉
)
⊗(C¯(λ)′)µ
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as a complex.
Proof. is similar to that of Proposition 6.7. Indeed, we have
F ′
p
C(λ)′/F ′
p−1
C(λ)′ = B⊗tρ¯∨ (B+)
(
F¯ ′
p
C¯(λ)′/F¯ ′
p−1
C¯(λ)′
)
=
⊕
µ
B⊗tρ¯∨ (B+)
(
F¯ ′
p
C¯(λ)′/F¯ ′
p−1
C¯(λ)′
)µ
,
and
(
F¯ ′
p
C¯(λ)′/F¯ ′
p−1
C¯(λ)′
)µ
is a direct sum of copies of C|µ〉 as a tρ¯∨(B+)-module.

Proposition 6.13. Let λ as in Proposition 6.5 (1). Then,
H•
(
F ′
p
C(λ)′/F ′
p−1
C(λ)′, dstnt
)
= {0} (p 6= 0).
Proof. By Theorem 3.1, the assumption on the weight λ implies M(λ) is is cofree
over tρ¯∨(g−) ∩ g+. Since M(λ) is obviously free over tρ¯∨(g−) ∩ g−, [22, Theorem
2.1] implies
H
∞
2 +i (tρ¯∨(g−),M(λ))
µ
=
{
Cλ (i = 0 and µ = λ)
{0} (otherwise).
Thus Proposition 6.11 and Proposition 6.12 prove the proposition. 
By Proposition 6.13, E′
r
degenerates at the E1-term itself, i.e,
H•
(
C(λ)′, dstnt
)
= H•
(
F ′
0
C(λ)′/F ′
−1
C(λ)′, dstnt
)
= H•
(
C(λ)′/N (λ)′, dstnt
)
.
Here the last equality follows from (6.27). This implies H• (N (λ)′, dstnt) ≡ 0. Propo-
sition 6.10 is proved. Thus, Proposition 6.5 (1) is proved. 
6.7. Proof of Proposition 6.5 (2). We omit the most of the proof of (2). Indeed,
its proof is simpler than (1): By (6.8), step 1 in the previous section is not needed
for this case and the argument in step 2 is replaced by the following proposition.
Proposition 6.14. Let λ ∈ h∗.
(1) C¯(λ)t = M¯(λ¯)⊗Λ(n¯+)∗ ⊂ M(λ)⊗F . Here, M¯(λ¯) is the Verma module of
g¯ of highest weight λ¯ identified with U(n¯−)vλ ⊂M(λ).
(2) dstnt C¯(λ)
t ⊂ C¯(λ)t and
Hi
(
C¯(λ)t, dstnt
)
= H−i
(
n¯+, M¯(λ¯)
)
,
where C¯(λ)t =
∑
i C¯
i(λ)t, C¯i(λ)t = C¯(λ)t ∩ C(λ)t.
Proof. (1) follows from the fact that Ĵ−α(0) acts as J−α(0) onM(λ)⊗C1. (2) easily
follows form (1). Indeed,
dstnt |C¯(λ)t =
∑
α∈∆¯+
Jα(0)ψ−α(0)−
1
2
∑
α,β,γ∈∆¯+
cγα,βψ−α(0)ψ−β(0)ψγ(0).
Thus, by [3, Proposition 4.7], it follows that Hi
(
C¯(λ)t, dstnt
)
= H−i
(
n¯+, M¯(λ¯)
)
. 

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7. Estimate on DWn -eigenvalues
In this section we shall give an estimate of DWn -eigenvalues of H
•
QDS(n, V ) for
V ∈ O
[Λ]
κ under the restriction on Λ as in Introduction. The results in this section
will be needed when κ ∈ Q>0. Let Cκ,+ = {Λ ∈ h∗κ; 〈Λ+ρ, α
∨〉 ≥ 0 for all α ∈ RΛ+},
the set of dominant weights of level κ− h∨. Then, Oκ =
⊕
Λ∈Cκ,+
O
[Λ]
κ if κ 6∈ Q≤0.
7.1. The use of the standard semi-infinite cohomology. In [9, 3.2], it was
shown that there exists a converging spectral sequence Ep,qr ⇒ H
•
QDS(n, V ), V ∈
Oκ, such that E
•,q
1 = H
∞
2 +q(n, V ) and the corresponding filtration is compati-
ble with the action of DWn . Let H
∞
2 +i(n, V )a be the eigenspace of D
W
n with the
eigenvalue a ∈ C. Then,
H
∞
2 +i(n, V )a =
⊕
λ∈h∗
hλn=a
H
∞
2 +i(n, V )
λ
. (7.1)
The following proposition is clear.
Proposition 7.1. HiQDS (n, V )a 6= {0} only if H
∞
2 +i(n, V )a 6= {0} (V ∈ Oκ, i ∈ Z,
a ∈ C ).
7.2. The formal character. For λ ∈ h∗, let I(λ) be the irreducible representation
of h˜ of highest weight λ + h∨Λ0. Since the category of highest weight h˜-modules
is completely reducible, C(n, V ), V ∈ Oκ, decomposes into a direct sum of I(λ):
C(n, V ) ∼=
⊕
λ∈h∗κ
B•λ(n, V )⊗I(λ). Here,
Biλ(n, V )
= {v ∈ Ci(n, V ); ĥ(n) · v = 0, ĥ(0) · v = λ(h)v, (h ∈ h¯, n > 0), D̂ · v = λ(D)v},
= {v ∈ Ci(n, V )λ; ĥ(n) · v = 0 (h ∈ h¯, n > 0)}. (7.2)
Note that dimB•λ(n, V ) < ∞ by definition. By the commutativity of d
st
n with the
action of h˜, it follows that
H
∞
2 +•(n, V ) ∼=
⊕
λ∈h∗κ
H•(B•λ(n, V ))⊗I(λ) (V ∈ Oκ). (7.3)
Here, H•(B•λ(n, V )) = H
•(B•λ(n, V ), d
st
n ).
Remark 7.2. By [12], it follows that the sum in the right-hand-side in (7.3) is taken
over λ ∈ h∗κ such that |λ+ ρ|
2 = |Λ + ρ|2 for V ∈ O
[Λ]
κ .
The following is clear by (7.1), (7.3) and Proposition 7.1.
Lemma 7.3. The DWn -eigenvalues of H
i
QDS (n, V ), V ∈ Oκ, are contained in the
set ⋃
λ∈h∗
Hi(B•
λ
(n,V ))6={0}
hλn − Z≥0.
Define chH•(B•λ(n, V )) =
∑
i∈Z z
i dimHi(B•λ(n, V )). Then, by (7.3),∑
λ
chH•(B•λ(n, V ))e
λ =
∏
α∈∆im+
(1− e−α)dim gα chH
∞
2 +•(n, V ), (7.4)
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where chH
∞
2 +•(n, V ) =
∑
i∈Z z
i
∑
λ∈h∗ e
λ dimH
∞
2 +i(n, V )λ.
7.3. The estimate on DWn -eigenvalues.
Lemma 7.4. Let Λ ∈ h∗. For w ∈ W˜ , the following conditions are equivalent
(1) 〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆re+ ∩ w(∆
re
−).
(2) w−1(RΛ+) ⊂ ∆
re
+ .
Proof. (1) is equivalent to RΛ+ ∩ ∆
re
+ ∩ w(∆
re
−) = ∅. On the other hand, (2) is
equivalent to RΛ+ ⊂ ∆
re
+ ∩w(∆
re
+ ). But these two conditions are equivalent. 
Lemma 7.5. Let Λ ∈ h∗κ such that{
〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆re+ ∩ tρ¯∨(∆
re
−). (if n = Ln¯+)
〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆¯+. (if n = Ln¯−).
Then, hΛn − h
µ
n ∈ Z≥htΛ(Λ−µ) for all µ ∈ Λ−Q
Λ
+.
Proof. Let n = Ln¯+. Notice that t−ρ¯∨(∆
re
+) ∩ ∆¯+ = ∅. Thus, by the assumption
and Lemma 7.4, t−ρ¯∨(α) ∈ ∆
re
+\∆¯+ for all α ∈ Π
Λ. Hence, 〈t−ρ¯∨(α),D〉 ∈ Z≥1 for
all α ∈ ΠΛ, and thus, 〈t−ρ¯∨(µ),D〉 ∈ Z≥htΛ(µ) for µ ∈ Q
Λ
+. But
hΛn − h
µ
n = 〈Λ− µ, ρ¯
∨ +D〉 = 〈t−ρ¯∨(Λ− µ),D〉. (7.5)
Therefore the assertion follows. The n = Ln¯− case follows from the formula
hΛn − h
µ
n = 〈Λ− µ,D〉. (7.6)
and the fact that RΛ+ ⊂ ∆
re
+\∆¯+. 
Proposition 7.6. Let Λ ∈ h∗κ be as in Lemma 7.5. Then, for all i ∈ Z and
V ∈ O
[Λ]
κ , DWn -eigenvalues of H
i
QDS (n, V ) is contained in the set⋃
µ∈WΛ◦Λ
[V :L(µ)] 6=0
hµn − Z≥|i|.
Here, [V : L(µ)] is the multiplicity of L(µ) in V in the sense of [3].
Proof of Proposition 7.6 is given at the end of this section.
Lemma 7.5 and Proposition 7.6 imply:
Corollary 7.7. Let κ ∈ Q>0. Suppose that Λ ∈ Cκ,+ satisfies the condition in
Lemma 7.5. Then, for all i ∈ Z and V ∈ O
[Λ]
κ , DWn -eigenvalues of H
i
QDS (n, V ) is
contained in the set hΛn − Z≥|i|.
Lemma 7.8. Let Λ ∈ Cκ,+, κ ∈ Q>0. Then, for a given N ∈ Z≥0 and V ∈ O
[Λ]
κ ,
there exists a finitely generated submodule M of V such that [V/M : L(µ)] = 0 if
htΛ(Λ − µ) ≤ N .
Proof. Let {0} = V0 ⊂ V1 ⊂ V2 ⊂ . . . be a highest weight series of V , that is, a
filtration of V such that (1) V =
⋃
Vi, (2) Each subquotient Vi/Vi−1 is a quotient of
M(µi) for some µi ∈ h∗, and (3) µj − µi 6∈ Q+ for i < j. Since V ∈ O
[Λ]
κ , it follows
that µi ∈ WΛ ◦ Λ for all i. We may assume that Vi 6= {0} for all i, because there
is nothing to show if V is finitely generated. Since {λ ∈WΛ ◦ Λ; htΛ(Λ− λ) ≤ N}
is a finite set, there exists an integer k such that htΛ(Λ − µi) > N for all i > k.
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Let M = Vk. Then, P (V/M) ⊂
⋃
i>k µi − Q+, and therefore, [V/M : L(µ)] = 0 if
htΛ(Λ − µ) ≤ N . 
Proposition 7.9. Let Λ ∈ Cκ,+, κ ∈ Q>0. Suppose that Λ satisfies satisfies the
condition in Lemma 7.5. Let V ∈ O
[Λ]
κ and suppose a ∈ C is given.
(1) There exists a finitely generated submoduleM of V such that H•QDS(n, V )a
∼=
H•QDS(n,M)a.
(2) There exists a quotient M ′ of V such that (M ′)∗ is finitely generated and
H•QDS(n, V )a
∼= H•QDS(n,M
′)a.
Proof. By Corollary 7.7, we may assume that a ∈ hΛn − Z≥0. Let N = h
Λ
n − a.
(1) By Lemma 7.8, there exists a finitely generated submodule M of V such that
[V/M : L(µ)] = 0 if htΛ(Λ− µ) ≤ N . Then, by Lemma 7.5 and Proposition 7.6, it
follows that
H•QDS(n, V/M)a = {0} (a ≥ h
Λ
n −N) (7.7)
Consider the exact sequence 0 → M → V → V/M → 0 in O
[Λ]
κ . It induces the
long exact sequence of semi-infinite cohomology. Clearly, its restriction to a DWn -
eigenspace remains exact. Thus, (1) follows from (7.7). (2) is similarly proved as (1).
Indeed, letM be a finitely generated submodule of V ∗ such that [V ∗/M : L(µ)] = 0
if htΛ(Λ−µ) ≤ N . Then, 0→ (V ∗/M)∗ → V →M∗ → 0 and [(V ∗/M)∗ : L(µ)] = 0
if htΛ(Λ − µ) ≤ N . 
7.4. Proof of Proposition 7.6. Let wn =
{
tρ¯∨ (if n = Ln¯+)
w0 (if n = Ln¯−)
and m = gt
wn
.
Thus, m =
{
tρ¯∨(g+) ∩ g− (if n = Ln¯+)
n¯− (if n = Ln¯−).
Note m ⊂ n− for the either case.
Let Λ ∈ h∗κ be as in Lemma 7.5. Then, any objects in O
[Λ]
κ is free over m by
Theorem 3.2. Therefore,
ch(V/mV ) =
∏
α∈∆re(m)
(1− eα) chV (V ∈ O[Λ]κ ). (7.8)
For V ∈ O
[Λ]
κ , Λ ∈ h∗κ, define [V :M(µ)] ∈ Z, µ ∈ W
Λ ◦ Λ, by
chV =
∑
µ∈WΛ◦Λ
[V :M(µ)] chM(µ).
Recall
chM(λ) =
eλ∏
α∈∆im−
(1− eα)dim gα
∏
α∈∆re−
(1− eα)
.
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Proposition 7.10. Let Λ ∈ h∗κ be as in Lemma 7.5. Then, for any V ∈ O
[Λ]
κ ,∑
λ∈h∗
chH•(B•λ(n, V ))e
λ
≤
∏
α∈∆im−
(1− eα)dim gα ch(V/mV )
∏
α∈∆re(n−)\∆re(m)
(1 + z−1eα)
∏
α∈∆re(nt−)
(1 + zeα)
=
∏
α∈∆re(n−)\∆re(m)
(1 + z−1eα)
∏
α∈∆re(nt−)
(1 + zeα)∏
α∈∆re−\∆
re(m)
(1− eα)
∑
µ∈WΛ◦Λ
[V : M(µ)]eµ
where inequity ≤ means that each coefficient of zieλ of the left-hand-side is smaller
than or equal to that of the right-hand-side.
Proof. Consider the (obvious semi-infinite analogue of) Hochschild-Serre spectral
sequence for the subalgebra m ⊂ n. It is easy to check that the corresponding
filtration is bounded upper on each C(n, V )λ, λ ∈ h∗. By definition,
Ep,q1 = H−q
(
m, V⊗Λ
∞
2 +p (n/m)
)
.
Here, Λ
∞
2 +p (n/m) =
∑
i−j=p
Λint−⊗Λ
j (n−/m) and m acts on Λ
int− via the identifi-
cation nt− = n
∗
+ = (n/n−)
∗
. Clearly, we have
chH
∞
2 +•(n, V ) ≤
∑
p,q
zp+q
∑
λ
eλ dimH−q
(
m, V⊗Λ
∞
2 +p (n/m)
)λ
. (7.9)
Since V is a free m-module, so is V⊗Λ
∞
2 +p (n/m), p ∈ Z. Thus,
Ep,q1 =
{(
V⊗Λ
∞
2 +p (n/m)
)
/m (q = 0)
{0} (q 6= 0).
(7.10)
By (7.9) and (7.10), we get
chH
∞
2 +•(n, V ) ≤ ch(V/mV ) · chΛ
∞
2 +• (n/m) ·
∏
α∈∆re(m)
(1− eα).
Here, we have set chΛ
∞
2 +• (n/m) =
∑
i z
i
∑
λ e
λ dim
(
Λ
∞
2 +i (n/m)
)λ
. It is easy to
see that
chΛ
∞
2 +• (n/m) =
∏
α∈∆re(n−)\∆re(m)
(1 + z−1eα)
∏
α∈∆re(nt−)
(1 + zeα).
Therefore, (7.4) and (7.8) prove the Proposition. 
Proof of Proposition 7.6. Suppose Hi(Bλ(n, V )) 6= {0} for some λ ∈ h∗. Since
∆re(m) = wn(∆
re
+)∩∆
re
− , we have ∆
re
−\∆
re(m) = ∆re− ∩wn(∆
re
−) = −∆
re
+ ∩wn(∆
re
+).
Therefore, by Proposition 7.10, λ has the form as
λ = µ−
∑
α∈∆re+∩wn(∆
re
+ )
mαα, with
∑
mα ≥ |i|, (7.11)
with µ ∈WΛ ◦ Λ such that [V :M(µ)] 6= 0. We claim that (7.11) implies
hλn ≤ h
µ
n − |i|. (7.12)
VANISHING OF COHOMOLOGY ASSOCIATED TO QUANTIZED REDUCTION 25
Indeed, for the n = Ln¯− case (7.12) easily follows from (7.6) and the fact that
∆re+∩w0(∆
re
+)∩∆¯+ = ∅. To see (7.12) for the n = Ln¯+ case, notice that t−ρ¯∨(∆
re
+)∩
∆¯+ = ∅, and, therefore, 〈t−ρ¯∨(α),D〉 ≥ 1 for any α ∈ ∆
re
+ ∩ tρ¯∨(∆
re
+). Then, (7.12)
follows from (7.5).
By Proposition 7.6, we have shown that DWn -eigenvalues of H
i
QDS (n, V ) is con-
tained in the set
⋃
µ∈WΛ◦Λ
[V :M(µ)] 6=0
hµn − Z≥|i|. But [V : M(µ)] 6= 0 implies there exists
µ′ ∈WΛ ◦ Λ such that [V : L(µ′)] 6= 0 and µ′ − µ ∈ QΛ+. Thus, Proposition follows
from Lemma 7.5. 
8. Vanishing of cohomology
8.1. Vanishing of cohomology associated to projective modules and in-
jective modules. For a given Λ ∈ h∗κ, let O
[≤Λ]
κ be the full subcategory of O
[Λ]
κ
consisting of module V such V λ = {0} unless λ ∈ Λ − Q+. Then, every finitely
generated object of O
[≤Λ]
κ is an image of some projective object of O
[≤Λ]
κ by [20,
2.10]. Let ∆O
[≤Λ]
κ be the full subcategory of O
[≤Λ]
κ consisting of modules V that
admits a Verma flag, i.e, a finite filtration
V = V0 ⊃ V1 ⊃ · · · ⊃ Vk = {0}
such that each successive subquotient Vi/Vi+1 is isomorphic to some Verma mod-
ule. It is known that an object V in O
[≤Λ]
κ belongs to ∆O
[≤Λ]
κ if and only if
Ext1Oκ(V,M(λ)
∗) = {0} for all M(λ)∗ ∈ O
[≤Λ]
κ . In particular, projective objects in
O
[≤Λ]
κ are objects in ∆O
[≤Λ]
κ .
Theorem 8.1. For a given Λ ∈ h∗κ, H
i
QDS(n, V ) = {0} (i 6= 0) for all V ∈
∆O
[≤Λ]
κ .
In particular, HiQDS(n, P ) = {0} (i 6= 0) for all projective objects in O
[≤Λ]
κ .
Proof. We prove by induction on the length k(V ) of the Verma flag of V . We
have already proved the k(V ) = 1 case in Theorem 5.7. Let k(V ) ≥ 2. Then,
there exits an exact sequence 0 → V1 → V → M(µ) → 0 (µ ∈ h
∗
κ) in
∆O
[≤Λ]
κ .
Thus, the corresponding long exact sequence and the induction hypothesis prove
the proposition. 
Similarly, let ∇O
[≤Λ]
κ be the full subcategory of O
[≤Λ]
κ consisting of modules V
such that V ∗ ∈ ∆O
[≤Λ]
κ .
Theorem 8.2. Let Λ ∈ h∗κ such that{
〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆re+ ∩ tρ¯∨(∆
re
−) (if n = Ln¯+),
〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆¯+ (if n = Ln¯−).
Then, HiQDS(n, V ) = {0} (i 6= 0) for all V ∈
∇O
[≤Λ]
κ . In particular, HiQDS(n, I) =
{0} (i 6= 0) for all injective objects in O
[≤Λ]
κ .
Proof. The assumption on Λ implies HiQDS(n,M(λ)
∗) = {0} (i 6= 0) for λ ∈WΛ ◦Λ
by Theorem 6.8. Thus, the theorem can be proved similarly as Theorem 8.1. 
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8.2. Main theorem.
Theorem 8.3. Let κ ∈ C\{0} and Λ ∈ h∗κ.
(1) Suppose that 〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆re+ ∩ tρ¯∨(∆
re
−). Then,
HiQDS(Ln¯+, V ) = {0} (i 6= 0)
for all V ∈ O
[Λ]
κ .
(2) Suppose that 〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆¯+. Then,
HiQDS(Ln¯−, V ) = {0} (i 6= 0)
for all V ∈ O
[Λ]
κ .
Proof of Theorem 8.3 when κ ∈ C\Q≥0. We may assume that V ∈ O
[≤Λ]
κ . Since
κ ∈ C\Q≥0, the cohomological dimension of V ∈ O
[≤Λ]
κ is finite, that is, there
exists a projective resolution
0→ Pn → Pn−1 → · · · → P0 → V → 0
of V in O
[≤Λ]
κ . Let Nk = Im ∂k. Then, 0 → Nk+1 → Pk → Nk → 0. Thus, by the
long exact sequence of semi-infinite cohomology, we get Hi(Nk) ∼= Hi+1(Nk+1) for
i > 0 by Theorem 8.1. This implies Hi(V ) = Hi+n(Pn) = {0} for all i > 0. The
proof of Hi(V ) = {0} for i < 0 is similar. 
When κ ∈ Q>0, some modification of the proof is needed:
Proposition 8.4. Let κ ∈ Q>0 and let Λ ∈ h∗κ be as in Theorem 8.2. Let V ∈ O
[Λ]
κ .
(1) For a given a ∈ C, there exist an object N in O
[Λ]
κ such that HiQDS(n, V )a =
Hi+1QDS(n, N)a for all i > 0.
(2) For a given a ∈ C, there exist an object N ′ in O
[Λ]
κ such that HiQDS(n, V )a =
Hi−1QDS(n, N
′)a for all i < 0.
Proof. (1) By Proposition 7.9, there exists finitely generated submodule V ′ of V
such that
HiQDS(n, V )a
∼= HiQDS(n, V
′)a. (8.1)
for the given a. Since V ′ is finitely generated, there exists some projective object
P of O
[Λ]
κ and an exact sequence 0 → N → P → V ′ → 0 in O
[Λ]
κ . Therefore, we
get HiQDS(n, V
′) ∼= Hi+1QDS(n, N) for all i > 0 by Theorem 8.1. By (8.1), this implies
HiQDS(n, V )a
∼= Hi+1QDS(n, N)a for all i > 0. (2) can be similarly proved by using
Theorem 8.2. 
Proof of Theorem 8.3 when κ ∈ Q≥0. We may assume Λ ∈ Cκ.+. It is sufficient to
show that HiQDS(n, V )a = {0} (i 6= 0) for all V ∈ O
[Λ]
κ and a ∈ C.
Fix a ∈ C. By applying Proposition 8.4 (1) repeatedly, it follows that, for any
r > 0, there exists an object Nr of O
[Λ]
κ such that
HiQDS(n, V )a
∼= Hi+rQDS(n, Nr)a (i > 0).
This forces HiQDS(n, V )a = {0} for i > 0 by Corollary 7.7. The proof for i < 0 is
similar. 
The following is straightforward from Theorem 8.3 and Remark 5.8.
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Corollary 8.5. Let Λ be as in Theorem 8.3. Then, the correspondence V  
H0QDS(n, V ) defines an exact functor from O
[Λ]
κ to the category of Wκ(g)-modules.
In particular,
chH0QDS(n, V ) =
∑
µ∈WΛ◦Λ
[V :M(µ)]
qh
µ
n∏
i≥1(1− q
i)rank g¯
for V ∈ O
[Λ]
κ .
Remark 8.6.
(1) Let κ ∈ C\Q. Then, any Λ ∈ h∗κ such that Λ¯ ∈ P¯ satisfies the condition of
Theorem 8.3 (1)
(2) It was proved in [9] that H•QDS(Ln¯−, L(λ)) ≡ 0 if 〈λ, α
∨〉 ∈ Z≥0 for some
α ∈ Π¯.
(3) Suppose that 〈Λ + ρ, α∨〉 6∈ Z for all α ∈ ∆¯+. Then, by Corollary 8.5 and
Remark 3.5, it follows that
chH0QDS(Ln¯−, L(λ)) = chH
0
QDS(Ln¯−, L(w ◦ λ))
for w ∈ W¯ and λ ∈WΛ ◦ Λ.
(4) A principal admissible weight Λ ([15]) is called non-degenerate if 〈Λ +
ρ, α∨〉 6∈ Z for all α ∈ ∆¯+. By Theorem 8.3 (2), it follows thatHiQDS(Ln¯−, L(Λ)) =
{0} (i 6= 0) if Λ is a non-degenerate principal admissible weight. This was
conjectured by Frenkel-Kac-Wakimoto ([9, Conjecture 3.4−]).
(5) Let κ = p/q, p ∈ Z≥h∨ , q ∈ Z≥h, (p, q) = 1, (q, r∨) = 1, where h is the
Coxeter number of g¯ and r∨ = max{2/(α, α);α ∈ Π¯}. Then, κ − h∨ is a
principal admissible number ([15]). Set
Λλ,µ = λ− κµ+ (κ− h
∨)Λ0 (λ ∈ P¯
p−h∨
+ , µ ∈ P¯
∨q−h
+ ),
where P¯ p−h
∨
+ = {λ ∈ P¯ | 0 ≤ 〈λ, α
∨〉 ≤ p − h∨ (∀α ∈ ∆¯+)} and P¯
∨q−h
+ =
{µ ∈ P¯∨ | 0 ≤ 〈α, µ〉 ≤ q − h (∀α ∈ ∆¯+)}. Let
˙Prκ = {Λλ,µ; (λ, µ) ∈ P¯
p−h∨
+ × P¯
∨q−h
+ } ⊂ h
∗
κ.
Then, ˙Prκ is a subset of the set of principal admissible weights of g of level
κ− h∨. Note that (κ− h∨)Λ0 = Λ0,0 ∈ ˙Prκ.
It is easy to see that any element of ˙Prκ satisfies the condition of Theorem
8.3 (1). Thus,
HiQDS(Ln¯+, L(Λ)) = {0} (i 6= 0) for Λ ∈ ˙Prκ (8.2)
by Theorem 8.3 (1). This proves the conjecture of Frenkel-Kac-Wakimoto
[9, Conjecture 3.4+] partially. Note that (8.2) in particular implies
HiQDS(Ln¯+, L((κ− h
∨)Λ0)) = {0} (i 6= 0).
It is expected that H0QDS(Ln¯+, L((κ− h
∨)Λ0)) is a rational VOA and that
the modules {H0QDS(Ln¯+, L(Λ)); Λ ∈
˙Prκ} exhaust the simple objects of
the vertex operator algebra H0QDS(Ln¯+, L((κ− h
∨)Λ0)), see [9].
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