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Abstract
Numerous software applications exist to assist researchers with qualitative content
analysis. Despite the increased number of these applications, researchers continue to
argue that there has been little progress in computer-aided content analysis over the last
few decades. Although more sophisticated algorithms for automated thematic discov-
ery have been available, mainstream adoption has been limited. The main contributing
factor has been a lack of trust in automation and a lack of interactivity provided by
algorithms. Interactivity is seen as a means by which a researcher can incorporate
domain knowledge to better contextualise the automatically derived themes for their
own research. This research was designed to directly address issues relating to trust
and interactivity associated with thematic discovery algorithms. The central hypothesis
was to evaluate whether the use of interactive thematic discovery algorithms that are
able to incorporate domain knowledge improves the ability for a content analyst to
respond to their research questions.
Recent thematic discovery algorithms such as Non-negative Matrix Factorisation
(NMF) and Latent Dirichlet Allocation (LDA) are particularly suited to the task of
finding latent themes within document collections. NMF produces a matrix decompo-
sition where the resulting two matrices only contain positive values and simultaneously
groups together both the words and the documents that belong to themes. LDA is a
generative model that represents a document as a mixture of themes, each of which is
afforded a different probability distribution. Both algorithms possess features that are
not found in other statistical procedures such as Latent Semantic Analysis and k-means
clustering. NMF and LDA are not hard clustering solutions and have the capacity to
assign documents to multiple themes.
v
This research developed and evaluated an interactive content analysis tool for qual-
itative research data that uses thematic discovery algorithms. In order to achieve
this, the themes derived by manual coders were compared with the themes derived
with the aid of a thematic discovery algorithm. A key finding was that fine-grained
themes that were based on specific domain related relationships was missing from the
list of themes derived by the thematic discovery algorithm. While interactivity was
seen as a means for content analysts to provide the additional relationships such as
domain knowledge to the algorithm, the nature of the interactivity was ill-defined and
was determined from a carefully designed experiment. The types of interactivity that
qualitative content analysts required was the ability to create themes by specifying
the words that make up a theme, the ability to merge themes and the ability to split
themes. An interactive variant of NMF and LDA, namely Penalised Non-negative Ma-
trix Factorisation (PNMF) and Dirichlet-Forrest Latent Dirichlet Allocation (DF-LDA)
that matched the interactivity requirements were selected and evaluated by recruited
experiment participants. The performance of both algorithms was comparable and via
analysis of participant usage of the algorithms, evidence in support of the research
hypothesis was gathered. Participants via an iterative process were able to supply
domain knowledge to the algorithms and discover themes that were directly related to
their research questions.
Numerous design guidelines for the implementation of thematic discovery algo-
rithms as qualitative content analysis aids emerged from the analysis of experiment
results. These design guidelines formed the basis for the development of an Evaluation
Model for Interactive Content Analysis which was made up of four key categories,
namely: Trust, Interpretability, Theme Coherence and Interactivity. A Conceptual
Framework for Interactive Content Analysis was also proposed that provides a theoret-
ical foundation for a qualitative analysis process where interaction occurs between
the analyst and the thematic discovery algorithm. The Conceptual Framework for
Interactive Content Analysis incorporates an interactive feedback loop as a means for
the researcher to provide their domain knowledge to an algorithm and set the context
to answer their research questions.
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Chapter 1
Introduction
Content analysis is a systematic approach to the identification and interpretation of
themes within text. Content analysis is an important and essential analysis and in-
ference technique that is employed by researchers involved in qualitative research. A
variety of qualitative research methodologies dictate the use of content analysis with
most researchers performing content analysis manually by reading all of the textual
research data. Content analysis completed entirely in a manual manner is tedious and
time consuming, and the content analysis process could be greatly enhanced by the
use of computational aids. In particular, recent developments in thematic discovery
algorithms (a form of unsupervised machine learning) could play an important role
in identifying the key themes present in a collection of textual documents. However,
the use of algorithms and advanced computational techniques as qualitative content
analysis aids has not achieved mainstream acceptance and adoption. It is becoming
imperative to use advanced computational aids as the size of text-based research data
continues to increase. The research presented in this thesis aims to address issues
affecting the adoption of computational techniques for qualitative content analysis by
proposing the use of recent thematic discovery algorithm.
In this introductory chapter, the research significance will be established by ex-
ploring the predominant reasons for the lack of adoption of advanced computational
techniques (more specifically recent advances in thematic discovery algorithms). This
will allow the key research gaps to be identified along with a clearly articulated central
hypothesis and supporting research questions. The research background, motivation
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and scope will also be briefly discussed. An overview of each chapter in the thesis is
also provided.
1.1 Overview
Researchers, particularly within social sciences and humanities, encounter and also
create diverse textual datasets within their qualitative research studies, which require
analysis. Data originates from traditional sources such as workshops, focus groups,
interviews and surveys where content analysis is performed on open-ended textual
data in order to either verify or generate a theory. In recent years however, with the
proliferation of social media, researchers are able to gain access to larger datasets
from blogs and microblogging networks such as Twitter. In many instances it is
impossible for a researcher or even a team of researchers to read each textual response
and perform analysis manually. The need for computational aids to assist in the process
of qualitative content analysis is therefore becoming important.
In recent years two algorithms have been introduced with properties that are ideally
suited to the task of grouping similar documents or shorter textual responses together,
namely Non-negative Matrix Factorisation (NMF) (Seung and Lee, 2001) and Latent
Dirichlet Allocation (LDA) (Blei et al., 2003). Both algorithms are able to simultane-
ously group words and documents into themes (also known as clusters or topics) and
allow documents to be assigned to more than one theme. While advances have mainly
focused on improvements in the speed, accuracy and convergence of the algorithms,
some research is beginning to emerge on how humans interpret themes (Chang et al.,
2009), and utilise these algorithms within social sciences research (Ramage et al.,
2009). A number of extensions to NMF and LDA that support interactivity have also
been proposed.
How can recent advances in text analysis and theme discovery algorithms help
researchers to make sense of the diverse existing and newly created textual document
collections? The research outlined in this thesis addresses this question by reviewing
recent advances in thematic discovery algorithms and by investigating the extent to
which these algorithms are able to serve as inductive content analysis aids.
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1.2 Background
Krippendorff (2012) describes content analysis as a “careful, detailed, systematic ex-
amination and interpretation of a body of material to identify patterns, themes, biases
and meanings”. The Neuendorf (2002) definition of content analysis states that content
analysis is “the use of replicable and valid methods for making specific inferences
from text to other states or properties of its source”. Researchers usually adhere to
a qualitative methodology such Phenomenology, Grounded Theory or Ethnography
while conducting research with content analysis being performed as a key data analysis
step. The data analysis step of many qualitative methodologies require theme and
pattern extraction (Creswell, 2012, p 78-79) and would benefit from the thematic
discovery algorithms proposed within this research.
Figure 1.1: The basic functions of Computer-aided Qualitative Data Analysis Software
(CAQDAS) tools, reproduced from Silver and Patashnick (2011).
Content analysis historically has been viewed as tedious, time-consuming and de-
moralising (Danielson and Mullen, 1965). Although Computer-aided Qualitative Data
Analysis Software (CAQDAS) is available, the main focus of such software has been
to facilitate manual coding and serve as text retrieval systems (Lewins and Silver,
2007; Silver and Fielding, 2008). Figure 1.1, reproduced from Silver and Patashnick
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(2011), shows the functionality that is currently available in popular CAQDAS like AT-
LAS.ti (ATLAS.ti Scientific Software Development GmbH, 2013), and NVivo (QSR
International, 2013). The inclusion of exploratory data analysis tools that incorporate
advanced computational techniques in particular, is lacking in current CAQDAS (see
Section 2.3: A Survey of the Functionality of Content Analysis Software). Tools
with more sophisticated algorithms such as CATPAC (Doerfel and Barnett, 1999)
and Leximancer (Smith and Humphreys, 2006), which perform semantic and cluster
analysis have been available but are still not used widely. The content analyst is
nevertheless still required to read all of the textual content in order to identify the main
themes. Though ten years old at the time of writing this thesis, the criticism of Berg
(2004, p 372) that no progress has been made in the last few decades is still relevant.
1.3 Factors Affecting the Lack of WideSpread Usage of Computa-
tional Aids
In this section, I will discuss seven factors that have contributed to the lack of widespread
usage of computational aids to support qualitative content analysis. Essentially quali-
tative researchers do not trust the derived output of computational techniques because
the algorithm being used is not disclosed, no support for interacting with the algorithm
is provided and the derived themes may be of poor quality and may not answer the
research question. This impedes the researchers’ ability to trust the derived output and
present credible research findings.
CAQDAS in general also has issues that have had a negative impact on adoption.
According to di Gregorio (2010), CAQDAS is not used in everyday practise by senior
practitioners. The main reasons put forward by di Gregorio (2010) include the claim
that CAQDAS is not user-friendly; it requires significant institutional training and
support; and a considerable investment of time by the researcher. In many cases where
CAQDAS has been used, the usage is at a very superficial level - mainly to perform
data management (Lu and Shulman, 2008). According to Fielding (1998), there is little
use of Boolean retrieval which is readily available in most CAQDAS. In the following
subsections, seven concerns raised about CAQDAS will be discussed.
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1.3.1 Lack of Transparency
Content analysts have a sceptical view software products that promise theme discovery
but do not describe or expose their algorithms (Krippendorff, 2004). The lack of
transparency into the algorithms being used in many of the programs has reduced the
credibility that a researcher has in the derived themes and has resulted in a lack of trust
in the software program. The use of a form of artificial intelligence in QualRus (The
Idea Works, Inc., 2013) is described as controversial as no disclosure is made about the
nature of the technique used to suggest codes (tags or classifications) with Lewins and
Silver (2006, p 273) going on to say that “the functioning of this aspect of the software
needs to be well understood early on in order to make effective and appropriate use of
the available tools”.
Semantic Validity is important in establishing credibility. Semantic Validity is the
degree to which textual statements (document, paragraphs, text segments) correspond
to the predetermined themes that they have been mapped to. Certain commercial
software packages do not display the derived themes in a manner that the analyst can
explore and gather supporting evidence. In some cases the algorithm being used is able
to either map a theme to the documents within the theme or map the words that belong
to a theme but not both the words and documents that belong to a theme together. The
lack of ability of these algorithms to provide the theme output in the form of both
words and documents makes it difficult for researchers to gather supporting evidence
for the presence of a theme. Graphical depictions which represent clusters of groups
of documents with circles and lines to connect documents are harder to interpret than
textual representations which show document titles and main keywords (Hearst, 2009,
p 209). It is difficult to know what a document is actually about without at least reading
some of the text (Kleiboemer et al., 1996).
1.3.2 Lack of Interactivity
The incorporation of interactivity is also an issue that has not been addressed directly in
relation to content analysis. Denzin and Lincoln (2005, p 638) describe interactivity in
terms of the lack of support for situated and contextualized analysis from an analyst’s
perspective. They make a valuable point when they say “Software programs for the
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qualitative researcher need to be interactive, allowing for many different interpretive
spaces to emerge, spaces that connect patterns with meanings and experience”. Inter-
activity is seen as a means by which a content analyst can provide domain knowledge
specifically related to the research question that the analyst is seeking to answer. The
content analyst needs to use thematic discovery algorithms in an iterative manner by
reviewing the derived themes, using additional domain knowledge as required and
repeating the process. There is however very limited research that details the exact
nature of the required interactivity.
1.3.3 Lack of Accurate Comparative Studies
There has generally been a lack of studies comparing themes derived from manual
coding with the themes derived with the assistance of computational aids, in particular
thematic discovery algorithms. Certain studies have used the term “computer-aided”
liberally to encompass a number of techniques. The Conway (2006) study compared
the coding results obtained by humans with computer-assisted coding in the analysis of
political campaign coverage in newspapers. Conway concluded that the two processes
yielded significantly different results with the computer-aided coders able to discover
broader areas of coverage as opposed to the more nuanced results obtained by manual
coders. However, the study used a limited and very basic text-search interface which
cannot be generalised to larger bodies of text. Nevertheless, such studies have led
to assumptions about computer-aided analysis that has led to a complacency regarding
further research in the direction whilst at the same time qualitative researchers continue
to distrust such analysis.
1.3.4 Ability to Address Research Questions
Analysts use a model (known as an analytical construct), to operationalise the knowl-
edge that the analyst has in relation to the context of the research. The analytical
construct is a key element in Krippendorff’s conceptual foundation for content analysis
(Krippendorff, 2004, p 35). The analytical construct is used by the analyst to make the
appropriate inferences in order to answer the research questions. In simplistic terms,
the analytical construct can be thought of as a set of rules that the analyst employs.
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When an algorithm is used to aid content analysis, it in-part serves as an analytical
construct. Most algorithmic approaches rely on word frequency and proximity to
determine similarity but this may not always be a valid assumption for all types of
content analysis scenarios (Weitzman, 2005). There is a fear that researchers will
be misled by focusing on quantity (frequency counts) instead of the actual meaning,
whether frequent or not (Odena, 2012). In many instances an algorithm may derive
statistically valid themes, but these themes may be of no relevance to the research
questions the analyst is seeking to answer (Krippendorff, 2004).
1.3.5 Accessibility and Usability
While natural language processing and machine learning researchers publish new al-
gorithms for text analysis, the source code for these algorithms is rarely released.
This essentially means that these algorithms will never be used by qualitative content
analysts. Even if the source code is released, considerable data processing skills are
still required to convert data into the correct format and execute these algorithms from
a command line interface. The lack of documentation combined with the absence of a
user-friendly interface puts these algorithms out of the reach of most qualitative content
analysts. Ramage et al. (2009) choose to directly address this issue by integrating
the LDA algorithm with Microsoft Excel, a spreadsheet software package that most
researchers have access to and are familiar with.
1.3.6 Quality of Derived Themes
A major obstacle to the adoption and user acceptance of thematic discovery algorithms
outside of the algorithm development community is trust (Mimno et al., 2011). The-
matic discovery algorithms sometimes produce themes that are of poor quality (i.e.,
themes that are made up of a mix of unrelated words) (Mimno et al., 2011). This
greatly reduces user confidence (Mimno et al., 2011) and the use of these algorithms
in real-world tasks (Newman et al., 2010). A derived theme that has poor quality
(e.g., a theme with the main words being: banana, sky, canoe, furious) can still have
statistical significance but be of no real value to end users (Newman et al., 2010).
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1.3.7 Research Methodology Bias
In the 1990’s desktop computers became more readily accessible and affordable. This
resulted in the widespread use of computers and incorporation of the desktop computer
into everyday-life activities. CAQDAS and computational techniques to aid content
analysis began to emerge at this time as well. In 1990 Strauss and Corbin (1990)
published their book on the Grounded Theory methodology which was widely read
by qualitative practitioners. As a result, Grounded Theory heavily influenced the
features that were included in qualitative software (Kelle et al., 1995). Qualitative
content analysts were concerned that the epistemologies of the software developers
would influence the data analysis tools and bias the analysis towards a particular
methodology (di Gregorio, 2010). CAQDAS were thought of as “presupposing a
way of doing research” and blamed for de-contextualising the research data (Lu and
Shulman, 2008, p 180). Most CAQDAS include generic tools that are applicable to a
range of methodologies (Tesch, 1990) but concerns about methodology bias towards
Grounded Theory (Glaser and Strauss, 1967) in particular is still present.
1.4 Thematic Discovery Algorithms
In the previous section, issues affecting the widespread adoption of computational aids
for qualitative content analysis were identified. These issues were many, complex and
varied. As it is not possible to address all of these issues within the scope of a single
thesis, I will concentrate on the most significant issues that can be addressed by recent
advances in thematic discovery algorithms. I have therefore chosen to focus on the
three issues that directly affect trust namely transparency, interactivity and quality. I
propose the use of two very well known thematic discovery algorithms namely Non-
negative Matrix Factorization (NMF) (Seung and Lee, 2001) and Latent Dirichlet
Allocation (LDA) (Blei et al., 2003). Although NMF and LDA are motivated from
different mathematical perspectives, NMF from linear algebra and LDA from proba-
bilistic graphical models, both algorithms have properties that make them applicable
to support the qualitative content analysis process:
• Both NMF and LDA produce themes that are present in a document collection.
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The output of both algorithms can be interpreted as a network that links docu-
ments to themes and themes to words. The link values are only positive. This has
an advantage over previous techniques such as Latent Semantic Analysis (LSA)
(Landauer and Dumais, 1997) where negative values produced were difficult to
interpret. The themes derived from NMF and LDA are easily interpretable and
this will essentially allow content analysts to gather supporting evidence for the
existence of a theme.
• Both NMF and LDA don’t only place a document into a single theme, they rather
place a document into all of the themes that are relevant. NMF and LDA are not
hard clustering algorithms like k-means clustering in which a choice must be
made about which theme or topic to place the document within (Hearst, 2009,
p 209). Documents are simultaneously about multiple topics (e.g., “Should an
article on government controls on RU486 be placed in a cluster on pharmaceu-
ticals or one on women’s rights, religion, or politics?” (Hearst, 2009, p 209)).
Figure 1.2, reproduced from Blei (2012), provides an illustration of the topics
within a corpus and the words within a single document that contribute to the
various topics.
• The “theory of meaning” behind the mathematical models underpinning both
NMF and LDA have been published and are highly cited. Both algorithms have
also been implemented in a variety of programming languages and are available
under an open source license. This has enabled a good level of transparency with
both algorithms being continually extended and evaluated.
• Various extensions also exist that facilitate the addition of domain knowledge by
allowing users to provide information about documents that should be grouped
together in the same theme. These variants are examples of semi-supervised
algorithms and support the addition of domain knowledge via constraints (Basu
et al., 2008). These algorithms have the potential to meet the interactivity re-
quirements of qualitative content analysts.
• Numerous Theme Coherence metrics have been proposed (Mimno et al., 2011;
Newman et al., 2010; Stevens and Buttler, 2012) for NMF and LDA. These
metrics have the potential to identify themes that are of poor quality.
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Figure 1.2: An illustrated overview of Thematic Discovery Algorithms, reproduced
from Blei (2012).
1.5 Research Significance
The significance of the proposed research relates to the widespread use of qualita-
tive content analysis, the emergence of large document collections from social media
sources and the growing demand for computational techniques that remove the need
for researchers to perform analysis manually (Burnap et al., 2013). There is a lack of
published research studies that focus on the evaluation of computational techniques
(specifically thematic discovery algorithms) applied to qualitative content analysis.
Various issues also exist that have in the past impeded the use of computational tech-
niques.
Numerous researchers have criticised the computer-aided content analysis tech-
niques currently being used because of a lack of interactivity and inability to in-
corporate the domain knowledge of the analyst (Denzin and Lincoln, 2005, p 638).
Interactivity is largely seen as a way to contextualise the analysis to better answer the
research questions being asked by the content analysts. Within the proposed research,
theme discovery is evaluated as an interactive and iterative process. The proposed
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research is significant because the findings have the potential to make thematic discov-
ery algorithms (NMF and LDA) more contextually relevant, accessible and credible to
content analysts.
As far as I am aware, this is the first research that addresses the issues that have
contributed directly to the lack of widespread usage of computational aids to qualitative
content analysis. This research proposes the use of thematic discovery algorithms
(NMF and LDA) and extensions to these algorithms that support interactivity. The
findings of this research have the ability to transform the way qualitative content anal-
ysis is performed. In particular the proposed interactive thematic discovery algorithms
have the ability to not only improve the trust and credibility that a researcher has in the
derived themes but will also enable researchers to answer questions related directly to
their research and gather supporting evidence.
1.6 Research Motivation
I am motivated to bring together two diverse discipline areas by applying thematic
discovery algorithms as computational aids to qualitative content analysis. Content
analysis is often described as tedious and time-consuming. Although computer-aided
qualitative content analysis software is widely used (Neuendorf, 2002), the main focus
of such software has been to facilitate manual coding and serve as text retrieval systems
(Lewins and Silver, 2007; Silver and Fielding, 2008). The content analyst is neverthe-
less still required to read all of the textual content in order to identify the main themes.
The main motivation behind this research is to simplify the workflow surrounding
theme discovery and encourage the use of more sophisticated algorithmically aided
techniques.
I am also motivated to address issues that have had a negative impact on the use of
computational techniques for qualitative content analysis. I am particularly interested
in improving the content analyst’s trust and confidence in the themes derived with the
assistance of a thematic discovery algorithm. This is important because the use of the-
matic discovery algorithms does not solely rely on the availability of these algorithms
and their ability to incorporate domain knowledge but by the willingness of content
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analysts to use these computational aids. Increased confidence can only be achieved
if the proposed algorithms and their output can be substantiated with evidence. This
will improve the research credibility and increase confidence in thematic discovery
algorithms thereby promoting the use of these advanced computational aids.
1.7 Hypothesis and Research Questions
In this research I will address the lack of transparency and interactivity in algorithms
used as computational aids for qualitative content analysis. As a hypothesis I propose
that:
• Performing conventional content analysis with thematic discovery algorithms
that allow the inclusion of domain and contextual information via an interactive
and iterative process improves the semantic validity of the themes produced in
relation to the context of the research study.
To assess the above mentioned hypothesis, I need to consider the suitability and
applicability of thematic discovery algorithms as qualitative content analysis aids. This
can be achieved by comparing the themes derived from manual coding with the themes
derived with the aid of a thematic discovery algorithm. I will also allow themes derived
via NMF and LDA to be rated by the research participants. This leads to Research
Question 1.
Interactivity is seen as essential to allow analysts to use their domain knowledge to
better contextualise the derived themes in relation to their research questions thereby
improving semantic validity. Interactivity however is ill-defined with no studies specif-
ically seeking to identify the types of manipulations that are required. Within this
research I must therefore determine the interactivity requirements. This is reflected in
Research Question 2.
Once the interactivity requirements are known, I then need to select and evaluate
algorithms that meet these requirements. This supports the inclusion of Research
Question 3.
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I also need to determine whether the use of algorithms that support the addition of
domain knowledge via an interactive and iterative process leads to improved semantic
validity. This need is reflected in Research Question 4.
In order to support the hypothesis, I need to address the following research ques-
tions:
• Research Question 1. Are thematic discovery algorithms such as NMF and LDA
suitable computational aids for inductive content analysis?
• Research Question 2. What are the types of interactivity that content analysts
require when using a theme discovery algorithm such as NMF and LDA?
• Research Question 3. How do semi-supervised variants of NMF and LDA meet
the interactivity requirements of qualitative content analysts?
• Research Question 4. Does the addition of domain knowledge via an interactive
and iterative process improve a researchers ability to address research questions?
1.8 Research Scope
Content analysis as a research methodology is applicable to a variety of media (audio,
video, images, etc) but within this research it will be restricted to data of a textual
nature. The scope of this research is limited to the evaluation of algorithms that are
able to support summative and conventional (inductive) content analysis as opposed
to directed (deductive) content analysis. Algorithms such as Non-negative Matrix
Factorisation and Latent Dirichlet Allocation are able to discover latent themes within
textual data and are therefore appropriate algorithmic aids for content analysis studies
where no a priori coding scheme is required. Directed content analysis on the other
hand, involves content analysts mapping textual responses to categories from a pre-
defined coding scheme. Directed content analysis is a classification task and more
suitable to supervised learning algorithms such as Support Vector Machines (Cortes
and Vapnik, 1995). The evaluation of supervised learning algorithms as computational
aids to directed content analysis is beyond the scope of this research.
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1.9 Chapter Summary
In this chapter I identified and discussed issues that have affected the adoption of
computational aids for qualitative content analysis. The key contributing factor was
found to be a lack of interactivity. Interactivity was seen largely as a means by which a
researcher could add domain knowledge. The lack of interactivity in turn affected the
ability for researchers to trust the findings uncovered using a computational technique.
Recent algorithms however have features that are suitable to support theme discov-
ery in textual document collections and interactive variants of these algorithms have
emerged.
In this thesis I aim to evaluate thematic discovery algorithms within the context
of qualitative content analysis. I was able to construct a clear hypothesis relating to
the use of thematic discovery algorithms and the impact interactivity has on semantic
validity. Four key research questions were also posed to help address the central
hypothesis.
Figure 1.3: A flowchart of the main thesis chapters that address research questions.
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1.10 Structure of the Thesis
This section contains an outline of the thesis structure. Figure 1.3 shows the key
chapters in this thesis that address the four research questions introduced in Section
1.7.
In Chapter 2, I conduct a comprehensive literature review into the use of computa-
tional techniques as aids for qualitative content analysis. Various aspects of qualitative
content analysis and thematic discovery algorithms are also explained. Within the
literature review, research gaps are identified and mapped to the research questions
proposed in this chapter. Key metrics for the evaluation of thematic discovery algo-
rithms are also introduced as they will be used in the experiments.
In Chapter 3, the research design and chosen research methodology are outlined.
The rationale for selecting the design-based research methodology is detailed. Three
experiments are then designed, with each experiment seeking to answer specific re-
search questions. The first experiment seeks to explore the suitability of thematic
discovery algorithms as computational aids for qualitative content analysis, compare
the themes derived by human coders with the themes derived by an algorithm and
determine interactivity requirements. The second experiment uses the interactivity
requirements obtained from the first experiment and evaluates two thematic discovery
algorithms that meet these requirements with content analysts. In the first and second
experiments, the evaluation is conducted using a small corpus mainly to allow partici-
pants to be able to complete their analysis in a short timeframe. In the third experiment,
I allow researchers to analyse their own datasets using interactive thematic discovery
algorithms.
Chapter 4 contains a description of the first experiment (Experiment 1: Deter-
mining Interactivity Requirements) in terms of the dataset, participants and methods
of evaluation. The results of the experiment are also reported and analysed in a
systematic manner. Numerous design guidelines relating to the use of theme discovery
algorithms as qualitative content analysis aids emerge from the analysis. Interactivity
requirements of theme discovery algorithms are determined from the analysis.
In Chapter 5, I use the design guidelines that emerged from the analysis of data
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received in the first experiment and construct a theoretical model for the use of the-
matic discovery algorithms as aids to the qualitative content analysis process. I also
develop an evaluation framework for interactive content analysis. A survey instrument
is developed with a set of questions for each of the criteria in the evaluation framework.
The survey is primarily developed for use in the second experiment.
In Chapter 6, I select and evaluate interactive variants of thematic discovery algo-
rithms against the criteria determined in Chapter 4 (Experiment 1: Determining In-
teractivity Requirements). The theory behind semi-supervised algorithms that support
instance level constraints is also summarised. The mathematical underpinning for each
algorithm is also explained. Finally two algorithms are selected for evaluation in the
second experiment.
Chapter 7 details the second (Experiment 2: Semantic Validity Enhancement)
and third (Experiment 3: Interactive Content Analysis for Qualitative Researchers)
experiments in which the two interactive variants of thematic discovery algorithms are
evaluated. The chapter explains the experimental design for each experiment including
information about the datasets used, the participant recruitment and the evaluation
process. The results for both experiments are evaluated and a comparative review of
the results obtained from both algorithms is presented. As with Chapter 4, additional
design guidelines that emerge during analysis are documented.
Chapter 8 presents the results and finding of the research conducted and docu-
mented within this study. Chapter 8 discusses the findings emerging from all three
experiments. The Design Guidelines for the use of interactive thematic discovery
algorithms as aids for qualitative content analysis are consolidated from all three ex-
periments. The final version of the Conceptual Framework for Interactive Content
Analysis and the Evaluation Model for Interactive Content Analysis are presented.
Research implications and future research directions are also discussed.
Chapter 2
Literature Review
The aim of this study is to address issues affecting the adoption of computational
techniques for qualitative content analysis by proposing the use of recent thematic
discovery algorithms that support interactivity. In order to achieve this aim, a thorough
understanding of the factors that have impeded the uptake of algorithmic computational
aids must first be obtained. The primary focus of this Literature Review chapter is
to uncover issues impeding the uptake of algorithmic computational aids for quali-
tative content analysis and identify recent algorithmic advancements that are able to
adequately address these issues. The main issues identified include lack of analyst
trust in computational techniques and lack of support for interactivity within these
computational techniques.
The Literature Review begins with a brief history of content analysis, then seeks
to explore and analyse various definitions for qualitative content analysis. Three types
of qualitative content analysis (i.e., Summative, Conventional and Directed) are then
described and mapped to various machine learning algorithms (Supervised, Unsuper-
vised and Semi-Supervised), with Conventional (also known as Inductive) content
analysis being selected as the focus of the research, and documented within this thesis.
The next section in this Literature Review highlights the need for computational
aids in the qualitative content analysis process. Various prior studies, comparatively
analysing the results obtained by content analysts not using computational aids with
those using computational aids are then reviewed with the aim of uncovering addi-
tional reasons for the lack of mainstream usage. A review of various computer aided
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qualitative software packages is also included in this Literature Review to highlight
the functionality and type of algorithms that are not currently implemented and read-
ily available for use by content analysts. A section on qualitative content analysis
frameworks and methodologies is included to gain an understanding of the analysis
and coding process from a data analysis and methodological perspective, again with a
concentration on identifying where computational aids may fit into the workflow of a
content analyst. Reliability and validity are then discussed in the context of qualitative
content analysis evaluation.
The final section of this Literature Review chapter focuses on algorithms that are
able to address the issues identified as impeding the uptake of computational aids for
qualitative content analysis by introducing theme discovery algorithms. The Non-
negative Matrix Factorisation (NMF) and Latent Dirichlet Allocation (LDA) algo-
rithms are detailed because both algorithms allow corpus documents to belong to
multiple themes and have variants that are able to incorporate domain knowledge
and support interactivity. The chapter concludes with a discussion on metrics and
evaluation approaches for NMF and LDA and identifies shortcoming in relation to
applying these evaluation techniques in the context of qualitative content analysis.
2.1 Defining Content Analysis
It is important to gain a clear understanding of content analysis and the different
approaches to content analysis that are currently being used. This serves to provide
a good foundation for the Literature Review. This section begins by first providing
a background on the emergence of content analysis and a brief history of content
analysis. Various definitions of content analysis are considered in terms of the types of
activity they encompass. Three types of content analysis (Summative, Conventional
and Directed) are introduced and mapped to various machine learning algorithms.
As computational aids to address all the types of content analysis is not feasible,
Conventional content analysis is selected as the research focus for this thesis. The
Miles and Huberman Data Analysis framework (1994), which proposes a content
analysis workflow that is of a generic nature and supports all three types of content
analysis is then introduced.
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2.1.1 The History of Content Analysis
The emergence of content analysis can be traced back to the introduction of the printing
press, a time at which the church started to analyse non-religious printed material.
As a technique, content analysis became more popular with the mass production and
distribution of newspapers in the 20th century (Krippendorff, 2004, p. 3). The first
qualitative newspaper analysis sought to answer a rhetorical question: ’Do newspapers
now give the news?’ (Speed, 1893; cited in Krippendorff, 2004). In this study news-
papers between 1881 - 1893 were analysed and it was found that coverage focus had
changed from religion and science to gossip and sports. As mass media continued to
infiltrate society, content analysis was extended to study other types of media including
radio, television and movies.
In the 1930’s the survey research method became popular and this lead to an
abundance of open responses that required analysis. Notable content analysis studies in
the 1930’s include Woodward’s (1934; cited in Krippendorff, 2004) use of qualitative
analysis of newspapers as a technique for opinion research and McDiarmid’s (1937;
cited in Krippendorff, 2004) analysis of US presidential inauguration speeches.
According to Riffe and Freitag (1997; cited in Neuendorf, 2002), over a 24 year
period there was a sixfold increase in content analysis related articles published within
Journalism and Mass Communications Quarterly, which is a prominent journal, fo-
cussing on mass media. By the mid 80’s, content analysis had been incorporated in
to 84 percent of journalism masters degree programs in the US (Fowler, 1986; cited
in Neuendorf, 2002). Content analysis is now used as a qualitative research method
in diverse domains including communications research, political science, criminology,
psychology, sociology, business, literary analysis and education.
The use of computers to aid with the qualitative analysis of textual content dates
back to the 1960’s. Most researchers at the time viewed manual content analysis as
a time-consuming, tedious and demoralising task (Danielson and Mullen, 1965) and
inter-coder reliability issues were encountered when large datasets were analysed. It
was presumed that computers would eliminate the need for multiple coders.
The General Inquirer, a mainframe based software application (Stone et al., 1966)
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was the first software to focus on content analysis. The General Inquirer performed
word counts and also contained various dictionaries that were used to assess valence,
emotion and cognitive orientation (Neuendorf, 2002, p. 231). A personal computer
compatible version of the General Inquirer is still available. The dictionary based
approach can still be found in many current qualitative analysis software applications.
Diction is the most prominent of these applications (Hart, 2001), which contains 33
dictionary lists made up of 10,000 words and can search documents for evidence of five
main semantic features (activity, optimism, certainty, realism and commonality). Other
examples include DIMAP (Litkowski, 1997) and LIWC (Pennebaker et al., 2007).
2.1.2 The Definition of Content Analysis
The simplest definition of content analysis is perhaps provided by Weber (1990) who
describes content analysis as a means by which to categorise text. The definition
provided by Bogdan and Biklen (1998), “. . . the coding and data interpretation of
various forms of human communication”, extends the Weber (1990) definition by
incorporating a context for analysis. Krippendorff (2012) starts to reflect that content
analysis is a scientific method by describing content analysis as a “careful, detailed,
systematic examination and interpretation of a body of material to identify patterns,
themes, biases and meanings”. Neuendorf (2002) however provides the most compre-
hensive definition of content analysis by articulating the requirement for reliability and
validity within his definition which states that content analysis is “the use of replicable
and valid methods for making specific inferences from text to other states or properties
of its source”.
In attempting to evaluate the use of more recent and sophisticated algorithms to
aid the content analysis process, the definitions of content analysis serve to guide the
important topics that must be covered within this Literature Review. This includes
the exploration of pattern and theme discovery algorithms in the context of coding,
data interpretation, inference, reliability and validity. Krippendorff (2012) provides
a definition that incorporates the purpose of content analysis which is described as
a technique to make inferences from a phenomena where observation can’t be made
directly.
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2.1.3 Types of Qualitative Content Analysis
Leading on from the Weber (1990) definition of content analysis, in which text is coded
into explicit categories to represent meaning and described using statistics, I sought a
more formal and specific categorisation of widely used approaches to content analysis.
Hsieh and Shannon (2005) articulate this categorisation and find that there are three
distinct approaches to qualitative content analysis namely: Summative, Conventional
and Directed. The differences between these content analysis approaches has arisen
from coding scheme selection, the origination of codes and the trustworthiness of the
approach (Hsieh and Shannon, 2005). Table 2.1, which is adapted from Hsieh and
Shannon (2005) summarises the differences and maps the approaches to appropriate
machine learning algorithms. Figure 2.1 which is reproduced from Elo and Kyngas
(2008) illustrates the differences between conventional (inductive) and directed (de-
ductive) content analysis. In the sub-sections that follow, a brief overview of each
approach is presented along with an introduction to the main types of machine learning
algorithms that match the approach. It is not feasible to focus on computational-aids
that address the issues relating to all three approaches to content analysis, particularly
as each approach maps to different types of algorithms. In order to reduce scope, this
research is only focused on algorithms for conventional content analysis.
Summative Content Analysis
The goal of summative content analysis is to explore word usage in context (Hsieh
and Shannon, 2005). Summative content analysis begins with the calculation of word
frequency counts as a way to quantify word usage and then proceeds with the iden-
tification of words that need to be studied (Kondracki et al., 2002). Occurrences of
the selected words are then located usually via a search and analysed in terms of their
contextual usage. If however the analysis is purely quantitative it is referred to as
manifest content analysis as no inferred meaning within the text is explored (Potter and
Levine-Donnerstein, 1999). Summative content analysis however seeks to go beyond
pure word counts to achieve latent content analysis where meaning is discovered from
the context in which words are used (Babbie, 1992; cited by Hsieh and Shannon, 2007).
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Figure 2.1: Comparing conventional and directed content analysis, reproduced from
Elo and Kyngas (2008).
2.1. DEFINING CONTENT ANALYSIS 23
Conventional Content Analysis
Conventional content analysis is best suited to studies that are required to describe a
phenomenon but for which limited existing theory and literature exist. A researcher
conducting content analysis derives the coding categories directly from the raw textual
data. The themes are said to “emerge” or “flow” from the data (Hsieh and Shannon,
2005). No predefined coding schemes are used in conventional content analysis. Con-
ventional content analysis is also known as inductive content analysis (Boyatzis, 1998;
Elo and Kyngas, 2008; Mayring, 2000).
Within conventional content analysis, researchers participate in what is known as
“open coding”. Text is read, line-by-line, with the researcher highlighting and tagging
words that are representative of concepts. After the initial coding process, the tags or
labels are grouped together into higher-level categories, which form the initial coding
scheme. Qualitative methodologies like Grounded Theory and Phenomenology use
conventional content analysis but go further to generate a theory or a theoretically
connected approach from the raw textual data.
Directed Content Analysis
Directed content analysis is employed when an existing theory needs to be validated
or conceptually extended. Directed content analysis is able to either find supporting or
non-supporting evidence for a theoretical framework. With directed content analysis
the researcher approaches the data with a predefined set of analytic codes and cate-
gories known as a coding scheme, which has been derived to support existing theories.
The researcher is required to read and classify text to a specified category. Directed
content analysis is also referred to as deductive content analysis (Boyatzis, 1998; Elo
and Kyngas, 2008; Mayring, 2000; Potter and Levine-Donnerstein, 1999).
2.1.4 The Qualitative Content Analysis Process
In the previous section, three approaches to content analysis are described. In this
section I focus on the workflow of the content analyst and introduce a framework that
is general in nature and able to be used by all three of the approached introduced in the
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Table 2.1: Coding differences between the three approaches to content analysis,
adapted from Hsieh and Shannon (2005).
Coding Approach Study Begins With Derivation of Codes Algorithms
Summative Keywords Keywords identified
before and during
analysis.
Frequency counts and
concordances.
Conventional Observation Categories developed
during analysis.
Unsupervised and
semi-supervised
algorithms: NMF,
LDA and clustering
algorithms such as
k-means.
Directed Theory Categories derived
from pre-existing
theory prior to analysis.
Supervised
classification
algorithms: Support
Vector Machines,
Decision Trees and
Naı¨ve Bayes.
previous section (Summative, Conventional and Directed). The Miles and Huberman
Framework for Qualitative Data Analysis (1994) breaks the qualitative content analysis
process down into four concurrently interacting streams (see Figure 2.2) namely: Data
Collection, Data Display, Data Reduction, Drawing Conclusions and Verification.
Figure 2.2: Qualitative Data Analysis Framework, reproduced from Miles and
Huberman (1994, p. 11).
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Data Reduction
The Data Reduction stream encapsulates all areas of analysis. Within this stream,
summarisation and coding are the key foundational activities. Coding is the process
of assigning labels (or codes) to text segments (words, phrases, sentences, etc). Codes
facilitate the process of identifying patterns and deriving themes from the summarised
data. Initially descriptive, low inference codes are applied while the content analyst
immerses themselves in the data. As familiarity with the data grows, higher-order
interpretive codes are assigned. These higher-order codes are either prescribed, mean-
ing that they have emerged from a theory (directed content analysis) or been derived
from the data itself (conventional content analysis). Irrespective of whether directed or
conventional content analysis is employed, a definition or clear meaning needs to be
attached to the code. This definition is essential to operationalise the code within the
context of the research and the data being analysed. The key indicators that place a text
segment within a category must be identifiable and documented to ensure reliability
and provide an audit trail.
Data Display
The Data Display encompasses how the data is laid out, organised and summarised
for perusal by a content analyst. Miles and Huberman (1994) stress that the “display
of data” is crucial to the process of conducting qualitative analysis. Better display in
essence leads to improved and valid conclusions (Miles and Huberman, 1994, p. 11).
Drawing Conclusions and Verification
Miles and Huberman (1994) advocate the use of abstraction and comparison in drawing
and verifying research findings. Abstraction is the process via which lower-level
concrete concepts are grouped together into higher level abstract (or more general)
concepts. Comparison is seen as a fundamental technique for the identification of
patterns. Comparison essentially leads to greater abstraction and the conceptualisation
of higher level concepts.
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2.2 Issues Affecting the Uptake of Computer-Aided Content Anal-
ysis
Miles and Huberman (1994) conducted a survey to get an indication of the types of
functions qualitative researchers were using computers for within their research activ-
ity. Seventy five percent of respondents were found to use computers for data entry,
search and retrieval, coding assistance and concept building tasks. A more recent
survey (Lewins and Silver, 2006) revealed that the six main features used in computer-
assisted content analysis were word processing, text retrievers, textbase managers,
code-and-retrieve programs, code-based theory builders and conceptual network di-
agramming applications. Current commercial software such as ATLAS.ti (ATLAS.ti
Scientific Software Development GmbH, 2013), NVivo (formerly NUD*IST) (QSR
International, 2013) all originated from academic settings and were designed to aid
the manual coding and retrieval process for qualitative research methodologies, with
Grounded Theory being the main contributor (Lonkila, 1995). Common features shared
by these applications include the ability to easily divide text into segments, attach
codes, create hierarchical categories and retrieve category listing. These applications
took advantage of the personal computer revolution that began in the 90’s and changed
the way data were created, stored, archived and disseminated Neuendorf (2002). The
key advantage brought to content analysis by these applications was the creation of
an “audit trail” for substantiating findings with evidence (Roberts, 1997). Qualitative
software has also helped researchers to structure their findings in a coherent manner
(Weitzman and Miles, 1995, p. 330). Some of these tools also allow multi-coder
collaboration and serve as project management tools to support the lifecycle of a
qualitative analysis project.
While there is no debate that computers reduce coding time and it is rare to find
content analysis being undertaken without the use of a computer in some form (Neuen-
dorf, 2002, p. 125-126), the uptake of more sophisticated techniques however has been
sporadic. Techniques that are able to discover themes are not widely used. Certain
software products that find themes are being used, the most notable being Leximancer
(Smith and Humphreys, 2006), but many researchers find the lack of transparency
of the methods used to be a hindrance in proving the credibility of research findings
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(Krippendorff, 2012). The optimism of researchers in the 1960’s who went on to
predict that computers would provide a ’fresh start’ for content analysis has certainly
not come to fruition. Berg (2004, p. 372), the author of a book on qualitative analysis
is of the opinion that little advancement has occurred in computer-aided data analysis
software over the past few decades. This is supported by a survey conducted by Lewins
and Silver (2006) which found the main focus to be on data management.
Though dated the opinion expressed by Weitzman and Miles (1995, p. 10) is still
the view held by most qualitative researchers, “There is no computer program that will
analyse your data . . . Computers don’t analyse data; people do.”,. Neuendorf (2002, p.
40) sees the notion of completely automated analysis as a “chimera”, a view supported
by Diefenbach (2001). Many qualitative researchers see the human contribution as
exceedingly important (Denzin and Lincoln, 2005, p. 638). Denzin and Lincoln (2005)
believe that the wider use of automated techniques has not been successful because
of a failure to incorporate situational and contextual factors. The problem is further
succinctly articulated by Denzin and Lincoln (2005): “Software programs for the
qualitative researcher need to be interactive, allowing for many different interpretive
spaces to emerge, spaces that connect patterns with meaning and experience”. It is
evident from these findings that algorithms designed to support content analysis must
provide the analyst with a means by which to adapt the algorithm for the appropriate
context and incorporate domain knowledge. This follows on from the view that the
analytical construct (Krippendorff, 2012, p. 34), a key element in content analysis
conceptual foundation, serves as the component that is being replaced or aided by an
algorithm. An analytical construct is a model that operationalises the coding rules
employed by an analyst with the aim of answering specific contextualised research
questions. Providing algorithmic support for the analytical construct is central to the
research presented in this thesis.
Ramage et al. (2009) are among the first researchers to consider the mainstreaming
of theme discovery algorithms (the Latent Dirichlet Allocation algorithm in this case)
within the social sciences domain. Their research is particularly relevant given the
context of the research documented within this thesis. Ramage et al. (2009) found that
within social science areas, the predominant methods used for text analysis are word
frequency counts and tag clouds. In trials with the School of Education at Stanford,
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two issues affecting the adoption were encountered namely: accessibility and trust
(Ramage et al., 2009). Accessibility can be accounted for by the technical barriers
imposed in terms of how users can use these mostly command line driven algorithms.
The accessibility problem in this case was attempted to be solved with the introduction
of a toolkit that integrates with Microsoft Excel: The Topic-Modelling Toolkit. Trust
however is difficult to solve as this can only be achieved if the algorithms are able to
support research findings with evidence. Researchers therefore need to interact with
these algorithms.
While the lack of interactivity has emerged as the main contributing factor for
the lack of uptake of computational aids for content analysis in general and more
specifically the thematic discovery algorithms, interactivity in terms of the type of
functionality it must encompass is not defined. This is first research gap that the
research within this thesis seeks to address. The main research questions being: What
are the types of interactivity that content analysts require when using theme discovery
algorithms?; and does the addition of domain knowledge via an interactive and iterative
process improve a researchers ability to address research questions?
2.2.1 Human versus Computer-Aided Coding Comparative Studies
A few case studies have been published that compare human and computer-aided
coding results. Conway (2006) conducted a case study to compare the coding results
obtained by humans with computer-assisted coding in the analysis of political cam-
paign coverage in newspapers. Conway found the results yielded by the two processes
to be significantly different. Computer-aided coders were able to discover broader
areas of coverage as opposed to the more nuanced results obtained by coders who
manually read all of the text. Schnurr et al. (1993) compared computer analysis of
open-ended free speech, and also found low agreement. Nacos et al. (1991) however
found a satisfactory correlation between human and computer-aided analysis for politi-
cal news coverage. Penn-Edwards (2010) compared human-coded themes found using
Phenomenology as a methodology with the concepts produced by Leximancer (Smith
and Humphreys, 2006) and found a strong correlation.
The results of the above mentioned comparative studies are well referenced in
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many highly regarded publications on qualitative data analysis (Denzin and Lincoln,
2005; Neuendorf, 2002; Krippendorff, 2012) and this has led researchers to think that
computational techniques do not produce good results. The use of the term ’computer-
aided’ in the above-mentioned studies is extremely broad and gives no indication of the
actual software, techniques or algorithms being used. A review of each of these case
studies revealed that the common computer-aided technique being used was ’search’.
The Conway study used a coding scheme that contained specific terms for example,
politics. The human coders, who manually reviewed the entire set of documents
were able to associate more words with a category even though this was not directly
specified. The computer-aided coders however searched the large corpus using very
specific words (e.g., politics and politician). The Lexus-Nexus database was being
used in the study and it is was not possible to infer the underlying search engine being
used.
In general there is a lack of published comparative research studies on the differ-
ences arising between manual coding and coding completed with the aid of thematic
discovery algorithms with the Penn-Edwards (2010) paper being an exception. Within
this research I have deduced from the literature that it is important to uncover and
account for some of the differences between manual coding and coding completed
with the aid of thematic discovery algorithms, as this in itself will identify key areas
for improvement in thematic discovery algorithms. A key research question I will
be seeking to answer is “Are thematic discovery algorithms such as NMF and LDA
suitable computational aids for inductive content analysis?” I will address this research
question by conducting a comparative study and identifying the differences between
themes derived by a human-coder and the themes derived with the aid of NMF and
LDA. This will allow us to gauge the suitability of thematic discovery algorithms as
suitable aids to the qualitative content analysis process.
2.3 A Survey of the Functionality of Content Analysis Software
Numerous studies that compare qualitative content analysis software applications have
been published over the past three decades (Silver and Fielding, 2008; Miles and Hu-
berman, 1994). These studies have focussed on comparing qualitative content analysis
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software packages according to their ability to support search, manual coding, theory
building and basic concordance analysis. There has generally been no review and
comparison of the algorithms that have been embedded within these software applica-
tions to support qualitative content analysis. I am particularly interested in identifying
algorithms that are currently not available within the commercially available qualitative
content analysis software applications. I have therefore extended the review criteria
to include support for the different types of Machine Learning algorithms including
Unsupervised Learning, Semi-supervised Learning, Supervised Learning and Active
Learning. As it is envisaged that most of the larger datasets being analysed will
originate from a social media source, I also include the ability to import social media
data via an Application Programmable Interface (API) in the review criteria. An
additional criterion is also included to differentiate between applications that need to be
installed on the analysts’ desktop computer versus those that are available as a service
(i.e., Software as a Service available in the cloud). Table 2.2 contains a description of
the criteria used in the comparative survey.
The following software products were selected for review against the criterion
described in Table 2.2: Qualrus (The Idea Works, Inc., 2013), DiscoverText (Vision
Critical Communications, Inc., 2013; Shulman, 2011), QDAMiner (Provalis Research,
2013), MAXQDA (VERBI GmbH, 2013), ATLAS.ti (ATLAS.ti Scientific Software
Development GmbH, 2013), NVivo (QSR International, 2013) and Leximancer (Lexi-
mancer, 2013).
In Table 2.2, each software application is mapped to the functionality that it con-
tains. The findings can be summarised as following:
• All of the reviewed software applications, except for Leximancer, contain the
traditional functionality found in qualitative content analysis software which
includes support for search, coding, theory building and concordance analysis.
• QDAMiner, Leximancer and DiscoverText are the only applications that incor-
porate unsupervised learning algorithms. DiscoverText in particular includes
Latent Dirichlet Allocation (a thematic discovery algorithm that will be reviewed
later in this Chapter). Leximancer uses a proprietary clustering algorithm that
supports overlap between clusters.
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• QDAMiner and DiscoverText are the only applications that support supervised
learning algorithms. Both of these applications allow analysts to label a subset
of the data and then create a model that can be used to predict labels for the rest
of the dataset.
• QualRus and DiscoverText are the only applications to use active learning al-
gorithms (Settles, 2012). DiscoverText uses algorithms that ask the analyst for
labelling input in order to reduce the amount of manual labelling that would
need to be completed if a supervised learning algorithm was used to build a
classification model. QualRus learns as the analyst tags content according to a
coding scheme and then recommends tags for content that has not been coded.
The algorithm that QualRus uses is not published and referred to as AI.
• Semi-supervised algorithms are not supported by any of the qualitative content
software applications. Semi-supervised variants of theme discovery algorithms
are important as they would provide for a form of interactivity between the
analyst and the algorithm. The lack of support for semi-supervised algorithms
in current qualitative software applications substantiates the research focus doc-
umented within this thesis. Particularly semi-supervised algorithms can allow
analysts to interactively supply domain knowledge in order to better contextu-
alise the analysis thereby allowing research questions to be answered.
Out of all the software reviewed, DiscoverText incorporates the most number of
algorithms. I believe that DiscoverText is able to do this because the application is a
web-based cloud application (i.e., Software as a Service). The cloud-based architecture
is better able to support the execution of computational- and memory-intensive algo-
rithms. This has a distinct advantage over desktop-based applications. DiscoverText
also offers integration with numerous social media sites and allows analysts to import
data from these social media sources for further analysis. This is something that the
cloud-architecture also facilitates.
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Table 2.2: Criteria for evaluating Computer-aided Qualitative Data Analysis Software
(CAQDAS).
Functionality Description
Search and Retrieval Supports content search and filtering via boolean and
wildcard search operators. Also allows filtering of coded
segments (e.g., displaying codes that are placed in close
proximity of each other and overlapping codes).
Manual Coding Allows the analyst to highlight segments of text (or other
media) and assign codes.
Theory Building Contains a graphical tool that allows connections to be
made between codes and allows higher-order classification
and conceptual structures to be built.
Concordance Analysis Offers thesaurus support to allows users to identify words
with similar meaning, word frequency tables and the ability
to view keywords and phrases in context (KWIC) lists.
Unsupervised Learning Incorporates Unsupervised Machine Learning algorithms
such as clustering algorithms (e.g, k-means, Multidi-
mensional Scaling, Non-negative Matrix Factorisation and
Latent Dirichlet Allocation) to support Inductive Content
Analysis.
Supervised Learning Incorporates Supervised Machine Learning algorithms
for classification (e.g, Naı¨ve Bayes and Support Vector
Machines).
Semi-supervised Learning Incorporates Semi-Supervised Machine Learning algo-
rithms which use both labelled and unlabelled data for either
classification or clustering.
Active Learning Incorporates Active Machine Learning algorithms which
ask the user to label key data instances in order to build
classification models faster.
Social Media Integration Allows datasets to be imported via various popular social
media APIs (e.g., Twitter, DisQus and Facebook).
Cloud-Based This refers to the delivery architecture being a cloud-based
Software as a Service application.
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Table 2.3: Comparative analysis of functionality included in Computer-aided Qualitative Data Analysis Software (CAQDAS).
Functionality NVivo ATLAS.ti MAXQDA QualRus QDAMiner Discover Text Leximancer
Search and Retrieval X X X X X X
Manual Coding X X X X X X
Theory Building X X X X X
Concordance Analysis X X X X X X X
Unsupervised Learning X 1 X 2
Supervised Learning X 3 X 4
Semi-supervised Learning
Active Learning X 5 X 6
Social Media Integration X X
Cloud-Based (SaaS) X
1Uses Latent Dirichlet Allocation.
2Unsuppervised clustering with overlap between themes using proprietary algorithm.
3Specifically supports Naı¨ve Bayes and k-Nearest Neighbour classification via WordStat extension.
4Allows users to train algorithms for categorisation.
5Uses proprietary artificial intelligence that analyses coding and makes coding suggestions..
6Utilises Active Learning algorithms to reduce training time for supervised learning algorithms.
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2.4 A Conceptual Foundation for Content Analysis
Krippendorff (2004) proposed the conceptual foundation for content analysis, which
provides an approach to content analysis that takes into account both the data being
analysed and the context as conceived by the analyst. The conceptual foundation
for content analysis provides a good foundation for incorporating theme-discovery
algorithms within the content analysis process. The conceptual foundation for content
analysis is research methodology neutral.
The conceptual foundation is made up of the following six elements:
Data Data is the media that must be analysed. In the case of the research presented in
this proposal, the media is restricted to be of a textual nature.
Research Questions The research questions play an important role in establishing the
context for analysis.
Context Context provides a view into the text from the analysts’ perspective. The
context also serves to relate the data (text) to the research questions. There is
no specific limit of the number of varied contexts that may be applied to a given
dataset.
Analytical Constructs Analytical constructs are the models that an analyst employs
within a specific context in order to answer the research questions.
Inferences The analytical construct allows the analyst to make inferences in support
of the research hypothesis.
Validating Evidence The evidence that allows the content analysis findings to be
scrutinised and deemed valid.
Figure 2.3, reproduced from Krippendorff (2012, p. 30), provides a visual rep-
resentation of Krippendorff’s conceptual foundation. The Analytical Construct is an
essential component of the conceptual foundation and requires specific focus within the
research framed in this research proposal, which seeks to investigate algorithms to aid
conventional content analysis. An analytical construct in its simplest form is a model or
function with a collection of rules that an analyst uses to draw inferences from text. The
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Figure 2.3: Conceptual Foundation of Content Analysis, reproduced from
Krippendorff (2012, p. 30).
analytical construct is based on the analysts’ knowledge of the domain and the context
in which the analysis needs to be performed. The analyst also brings knowledge of the
techniques that have been a success or a failure in the past. The rules a human analyst
uses within an analytical construct are extremely complex but nonetheless need to
be shared with other analysts in an unambiguous manner as multiple coders may be
required. There have been attempts to capture these rules in the form of if-then rules
and dictionaries with success in specialised domain areas (Stone et al., 1966) .
In trying to support the content analysis process with a computational approach
it is evident that the algorithm needs to be thought of as a substitute or aid for the
analytical construct (i.e., the model of analysis). This brings the “theory of meaning”
that governs the algorithm to the forefront. Many content analysts use computer-aided
techniques or text-mining software but are not aware of the assumptions that have led to
the development of the algorithm. Current statistical associative techniques (neuronal
networks, latent semantic analysis, etc) base their “theory of meaning” on the premise
that categories of words occur in proximity of each other. These techniques also require
a corpus that contains a representative sample of what a human would encounter. The
assumptions contributing to the “theory of meaning” may either not be appropriate
for the research context or the dataset may not be a representative sample of human
language (i.e., large enough for latent concepts to be uncovered). If this is the case, it
would be beneficial to allow the analyst to incorporate their domain knowledge within
the algorithm.
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2.5 Qualitative Research Methodologies
This section seeks to explore Qualitative Research Methodologies with the aim of
gaining insight into where computer-aided analysis may be usefully applied as an
analytic induction aid. Qualitative Research Methodologies essentially encompass
differing philosophical approaches to the collection and analysis of research data. This
section has been included because it is very common to find a researcher adhering to a
specific methodology while conducting content analysis.
The literature review has thus far provided a broad introduction to conventional
(i.e., inductive) content analysis. This section covers popular qualitative research
methodologies where conventional content analysis is applied. The direct application
and evaluation of thematic algorithms as aids to qualitative research methodologies is
out of the scope of the research presented in this thesis, but seen as a future research di-
rection (see Chapter 8, section 8.5.2). In this section the fundamentals of the qualitative
methodology are covered to gain insight into the methodology and an understanding
of where conventional analysis is being undertaken by the researcher as part of the
methodology as well as where the use of thematic discovery algorithms are applicable.
This section has not been written to provide an in depth overview of the qualitative
research methodologies being discussed.
Various Qualitative Research Methodologies exist such as Narrative, Phenomenol-
ogy, Grounded Theory, Ethnography and Case Study. Table 2.4, reproduced from
(Creswell, 2012, p 78-79), details the focus and data analysis strategy of each method-
ology. It is evident that for textual data analysis all of the methodologies mentioned
in Table 2.4, require some form of theme and pattern extraction and would bene-
fit from the theme discovery algorithms proposed within this research. All of the
methodologies also tend to follow the conventional (inductive) approach to content
analysis. In the sub-sections that follow I will focus only on Grounded Theory as
it is a prominently used qualitative research methodology for conventional content
analysis. Grounded Theory has also heavily influenced the development of numerous
qualitative data analysis software applications and is currently the research method
that is most targeted in terms of the design of computer-aided data analysis software
(Lonkila, 1995).
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Table 2.4: Characteristics of five qualitative approaches, reproduced from Creswell
(2012, p 78-79).
Methodology Focus Data Analysis Strategies
Narrative Research Exploring the life of an
individual.
Analysing data for stories, “resto-
rying” stories, developing themes,
often using a chronology.
Phenomenology Understanding the
essence of the
experience.
Analysing data for significant state-
ments, meanings units, textual and
structural description, description
of the ’essence’
Grounded Theory Developing a theory
grounded in data from
the field.
Analysing data through open cod-
ing, axial coding, selective coding.
Ethnography Describing and
interpreting a culture-
sharing group.
Analysing data through descrip-
tion of the culture-sharing group,
themes about the group.
Case Study Developing an in-
depth description and
analysis of a case or
multiple-cases.
Analysing data through description
of the case and themes of the case
as well as cross-case themes.
2.5.1 Grounded Theory
We first begin with a definition of Grounded Theory. Grounded Theory is a research
approach or strategy that aims to inductively generate a theory on the basis of evidence
uncovered as a result of being immersed in data (Glaser and Strauss, 1967). Grounded
Theory encompasses theory generation and theory verification. Analytical induction is
used within this research strategy to identify the concepts emerging from data. More
formally analytical induction can be seen as the “systematic examination of similarity
between cases to develop concepts or ideas” (Punch, 2005).
While induction is key to the development of higher level concepts, deduction
also plays an important part in theory verification. Kelle et al. (1995), describes
this process as data-driven inductive hypothesis generation (analytical induction) fol-
lowed by deductive hypothesis examination (theory verification). In more traditional
qualitative analysis, data analysis is conducted in discrete steps and analysis only
commences when data collection is completed. Within a Grounded Theory approach,
the data collection and analysis cycles are iterative - smaller datasets are collected and
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Table 2.5: The three stages of Grounded Theory analysis.
Grounded Theory Analysis Stages Coding Technique
Stage 1: Conceptual Category Discovery Open Coding
Stage 2: Mapping Relationships Axial Coding
Stage 3: Accounting for Relationships Selective Coding
further data collection is guided by findings emergent in the data. Theory generation is
therefore dependent upon progressive verification. This essentially provides an audit
trail on how a researcher or content analyst has drawn certain conclusions and allows
the research finding to be scrutinised.
Grounded Theory Analysis
Grounded Theory can also be viewed as a technique that has the purpose of uncovering
core or highly abstracted categories that are evidenced within and supported by the
data being analysed. Within this context, there are three distinct stages or levels within
a Grounded Theory analysis, which includes the discovery of conceptual categories,
mapping relationships between categories and accounting for the relationships. Each
of these three stages is supported by a different coding technique. Table 2.5 serves as
a map between the stages of Grounded Theory analysis and the types of coding: open
(substantive), axial (theoretical) and selective (core).
Open Coding
Open coding occurs when no a priori determined coding scheme is used. Descriptive
codes or category labels are assigned to text segments as a content analyst reads each
item within the dataset. Labelling is a mental process that relies upon the content
analyst’s ability to constantly make comparisons and abstractions. According to Punch
(2005) the content analysts, needs to ask themselves the following questions while
engaged in Open Coding: “What is the data an example of?”; “What does the data
signify?”; and “Which category does this piece of date indicate?’. The process of
mapping codes to text segments, via analytical induction creates a set of empirical
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indicators. This is referred to as the concept indicator model within Grounded The-
ory literature. Open coding needs to move analysis beyond isolating and naming
categories, as a technique it must allow the researcher to discover the contributing
indicators of a category and facilitate the beginnings of theory development (Lonkila,
1995).
Open coding is conducted without a predefined set of categories or themes, rather
the researcher seeks to read all of the text while making a decision on whether the
text should be mapped to a category of theme. Within the open coding process, con-
ventional content analysis is being performed making thematic discovery algorithms
suitable content analysis aids.
Axial Coding
Axial coding is also known as theoretical coding and relies on concept indicator model
that is established during the Open coding process. Axial coding is a technique aimed
at uncovering the connections and relationships between the items that map to a par-
ticular category. Content analysts often conduct Axial coding in parallel with Open
coding, switching seamlessly between the two forms of coding.
Selective Coding
Selective coding occurs after Open and Axial coding are complete and the researcher
has a thorough overview of the identified categories, the empirical evidence that places
textual content (items) within a category and the relationships that exist between cate-
gories and items within categories. The researcher is required to identify the category
that is core within the research context and make it the focal point of theory generation
and validation.
Computer-Aided Support for Grounded Theory Analysis
Grounded Theory has heavily influenced the development of numerous qualitative
data analysis software applications and is the research method that is most targeted
in terms of the design of computer-aided data analysis software (Lonkila, 1995). In
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particular software to support qualitative data analysis that has been the outcome of
research into computer-aided techniques to improve qualitative data analysis such as
ATLAS.ti (ATLAS.ti Scientific Software Development GmbH, 2013) and NVivo (for-
merly known as NUD*IST) (QSR International, 2013) have focused on features to
support the assignment and retrieval of codes (or tags).
Denzin and Lincoln (2005) offer the opinion that most data analysis software is
limited in scope and only includes code and retrieval functionality without the ability
to incorporate situational and contextual factors. There is also a lack of support for
automated techniques to assist with open coding. In many regards the researcher is
still required to read each line of text manually although the corpus under study can
be searched for the presence of keywords and phrases and relevant results assigned to
a category. It is the aim of the research presented within this thesis to propose the use
of theme discovery algorithms thereby reducing the need for the analyst to read every
line of text which is increasingly becoming impossible due to the large amount of data
being generated particularly due to social media.
2.6 Evaluation of Manual Content Analysis
Reliability and validity are two criteria used to evaluate the quality of research findings
emerging from manual content analysis. Reliability and validity play a crucial role
in establishing the credibility of both the research findings and the researcher. A
lack of trust was found to be one of the contributing factors to the lack of uptake
of computational aids for content analysis and the main reason for this was because
researchers were unable to credibly defend their research findings with supporting
evidence. Both reliability and validity are discussed in the sub-sections that follow.
2.6.1 Reliability
Krippendorff (2004) describes reliability as “the degree to which members of a des-
ignated community agree on the readings, interpretations, responses or uses of given
texts or data”. Reliability provides a means by which to gauge the trustworthiness
of the findings from content analysis research. Reliability however does not ensure
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validity because high levels of consensus and correlation within the coding team does
not guarantee that their inferences can be substantiated with evidence. Reliability
becomes increasingly essential when multiple human coders are used. A measure
of inter-coder reliability aids with the identification of factors giving rise to inter-
coder differences including the lack of coder training, existence of sampling errors
and systemic disagreements between coders. Krippendorff (2004) recommends the
use of three or more human coders within a content analysis research study with dis-
cussions held post-coding to assist with the reconciliation of discrepancies. Stability,
reproducibility and accuracy contribute to the reliability of content analysis and each
of these will be discussed.
Stability
Stability deals with intra-observer disagreement. Intra-observer disagreement refers to
the differences in coding detected when a coder is asked to re-code the data after the
lapse of a specified period of time. Factors contributing to intra-observer disagreement
include changes in cognition and experience on behalf of the coder.
Reproducibility
Reproducibility relates to the inter-observer differences that arise when multiple coders
are used. A reliability data matrix is able to highlight the units (in this case text
statements) that were differently classified and provides a foundation for further dis-
cussion among coders to reach consensus. The factors that contribute to inter-observer
disagreement include differences in skill level, experiences as well as lack of coding
instructions and unambiguous coding schemes (definitions).
Accuracy
Accuracy is the “degree to which a process conforms to its specifications and yields
what it is desired to yield” (Krippendorff, 2012) . It is not easy to achieve accuracy in
content analysis because a gold-standard is required. One attempt that aims to achieve
this is to compare the codes assigned by a trainee with that of an expert.
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2.6.2 Validity
Validity is a measure of how strongly the conclusions or inferences made within a
content analysis study can be backed up with evidence. Validity serves an indicator of
quality and reinforces the trustworthiness of research finding. The three main types
of validity are Face Validity, Social Validity and Semantic Validity (Krippendorff,
2012). Face Validity is concerned with the plausibility of the content analysis research
findings while Social Validity is achieved from community discussion and acceptance.
Essential to this research however is Semantic Validity. Semantic Validity is the degree
to which units of analysis (document, paragraphs, text segments) correspond to the
themes that they have been mapped to.
The criteria used in manual content analysis will be placed in the context of criteria
developed the effectiveness of algorithms for conventional content analysis presented
in the next section.
2.7 Algorithms for Conventional Content Analysis
Leading on from the need for more sophisticated algorithms for content analysis, I will
now review two recently proposed algorithms namely Non-negative Matrix Factorisa-
tion (NMF) (Seung and Lee, 2001) and Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) as potential aids to conventional content analysis. These two algorithms have
properties that are suited to the task of grouping similar documents or textual responses
together. Both algorithms are able to simultaneously group words and documents into
themes (also known as clusters, or topics) and allow documents to be assigned to more
than one theme. NMF is a geometric model and other geometric models have been
shown to produce good results even if the amount of data is small (Turney, 2001).
Essentially these algorithms use different techniques to achieve similar goals and are
ideally suited to assist with conventional content analysis. Interactive variants of both
LDA and NMF have also been developed. The following three features of the results
produced by the NMF and LDA algorithms are useful within the context of content
analysis:
Simultaneous document and word clustering Unlike generic clustering algorithms
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such as k-means, NMF and LDA are able to simultaneous group documents and
the words into themes (or clusters). This is a useful feature as it allows both
the main words and the documents (text responses) that belong to a theme to be
displayed.
Parts based representation NMF and LDA produces a parts based (or sum of parts),
low rank representation of a dataset. These algorithms are not hard clustering
solutions and are able to map documents and words to multiple themes. This
feature is a natural fit for documents, which then cover multiple topics.
Positive matrix decompositions Unlike Latent Semantic Analysis (LSA), which is
based on Singular Value Decomposition (SVD), NMF and LDA do not produce
results that contain negative values. The preservation of positive values in the
resulting decompositions is easier to interpret especially for datasets that are rep-
resented by positive attributes such as word frequency counts (i.e., documents).
Both algorithms are included for evaluation in the research experiments docu-
mented in this thesis because while they produce similarly structured output, the qual-
ity of the output may vary based upon the length of documents; the size of the doc-
ument collection; the fact that both stem from fundamentally different mathematical
frameworks and that they incorporate interactivity using different techniques.
2.7.1 Applying NMF and LDA as Content Analysis aids
In the sub-sections that follow a detailed explanation for both algorithms from a “the-
ory of meaning” and from a mathematical perspective will be presented.. As an
introduction however, I will review the output produced by the two algorithms and
discuss why NMF and LDA are suitable algorithmic aids for conventional content
analysis. The application of NMF and LDA as appropriate aids to conventional content
analysis is proposed within this thesis. Both NMF and LDA produce results that
map themes to words and themes to documents. This allows the main words and
documents found in a theme to be easily obtained from the data structures derived
from the algorithms.
Figure 2.4 shows two resulting themes produced by NMF. Within each theme, the
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main keywords and documents belonging to the theme are ranked by a weighting.
Document 3, by nature of the words that it contains is allowed to be placed in both
Theme 1 and Theme 2. The display mimics a Keyword in Context (KWIC) list with
the distinction that a separate list is displayed for each theme.
Figure 2.4: The display of themes derived from the LDA and NMF algorithms.
The output illustrated in Figure 2.4 provides the analyst with a high-level overview
of the themes that may be present in the content as opposed to just a list of frequently
used words provided for manifest content analysis. The inclusion of the documents
within a theme serves as evidence for the usage of the main words occurring in a
theme and is applicable to the more latent variant of summative analysis. This feature
allows each of the main words present in a theme to be explored within the context of
where they have been used in a document. The output from NMF matches a request
from Ryan and Bernard (2000): “Investigators should be able to code a section of text
using Grounded Theory and then identify the key words associated with each theme”.
Ryan and Bernard (2000) also request access to the matrices produced and require
the ability to search for additional occurrences of keywords as a feature in qualitative
content analysis software.
There is potential for the derived themes produced by algorithms like NMF and
LDA to aid with analysis and theory building in various Qualitative Research Method-
ologies. In particular Grounded Theory Analysis is comprised of three different types
of coding: Open, Axial and Selective. In the first instance the use of a theme discovery
algorithm might remove the need for each line of text to be read, coded and then sorted
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in category (Open coding). The display of the main words and documents belonging
to a theme has the potential to greatly assist the content analyst with comparative
and abstraction tasks. The resulting themes may also aid the process of finding and
mapping relationships (Axial coding). At the moment, software supports the Axial
coding process by providing diagramming tools, but the analyst is still required to
find the relationships (Lewins and Silver, 2006). Selective coding involves identifying
the core category. The core category may emerge from the resulting themes. Theme
size (i.e., the number of documents placed within a theme) and theme overlap (i.e.,
determined by counting documents that map to multiple themes) may also aid with the
identification of the core category.
2.7.2 Non-negative Matrix Factorisation
Paatero and Tapper (1994) were the first to investigate the notion of positive matrix
decompositions. The first computationally feasible Non-negative Matrix Factorisation
(NMF) algorithm, however was proposed by Seung and Lee (2001). NMF has been
applied to a range of pattern recognition tasks (Liu et al., 2006) such as text mining
(Shahnaz et al., 2006; Xu et al., 2003) and face recognition (Guillamet and Vitria`,
2002).
The non-negative matrix factorisation algorithm takes matrix A ∈ Rmn and a
positive integer k < min{m, n} indicating the number of themes, and finds non-
negative matrices W ∈ Rmk and H ∈ Rkn such that,
A ≈ WH (2.1)
The product of W and H is an approximation of A and the aim of the NMF is to
minimise the difference between A and WH . This is achieved by minimising the cost
function, ||A−WH||2 with respect to W and H with the constraint that all entries in
theW andH matrices must remain positive. The cost function that NMF is minimising
is the square Euclidean distance between two non-negative matrices.
The solution to minimise the Euclidean distance between two non-negative matri-
ces, ||A −WH||2, with respect to both W and H is non-convex. Non-convex means
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that there are no algorithms that are able to directly find a global minimum. There are
however algorithms that are able to find local minimums, such as Gradient Descent.
Haµ ← Haµ + ηaµ[(W TV )aµ − (W TWH)aµ] (2.2)
NMF can be solved using Gradient Descent but convergence to a solution is slow (i.e.,
the ability to reduce ||A −WH||). The Gradient Descent update rule for H is shown
in Equation 2.2, where ηaµ is a small positive number. The multiplicative update rules
for the NMF algorithm proposed by Seung and Lee (2001) improved convergence by
diagonally rescaling W and H with:
ηaµ =
Haµ
(W TWH)aµ
(2.3)
This leads to the following multiplicative update rules for the NMF algorithm:
Haµ ← Haµ (W
TV )aµ
(W TWH)aµ
(2.4)
Wia ← Wia (V H
T )ia
(WHHT )ia
(2.5)
The pseudo-code for the multiplicative update rule is detailed in Listing 2.1. The
.* and ./ operators stand for element by element multiplication and division, supported
in Matlab.
Listing 2.1: Pseudo-code for the multiplicative update NMF algorithm.
f u n c t i o n [W,H] = nmf (A)
W = rand (m, k ) ; % i n i t i a l i z e W as random dense m a t r i x
H = rand ( k , n ) ; % i n i t i a l i z e H as random dense m a t r i x
f o r i = 1 : n u m b e r o f i t e r a t i o n s
H = H . ∗ (W’ ∗ A) . / (W’ ∗ W ∗ H ) ;
W = W . ∗ (A ∗ H’ ) . / (W ∗ H ∗ H ’ ) ;
end
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The k parameter must be less than the number of attributes in the dataset being
factorised. The W and H matrices are randomly initialised and the NMF algorithm
iteratively attempts to minimise the squared Euclidean distance objective (also known
as a cost function).
Table 2.6 contains a sample dataset consisting of eight short documents (i.e., D1 -
D8). Two themes are present in this dataset namely Theme 1: Content Analysis and
Theme 2: Research Methodology. Documents D7 and D8 belong to both Theme 1
and Theme 2. In order to apply the NMF algorithm to the dataset, a Document-Term
matrix was constructed. In the Document-Term matrix, each column represents a word
found in the dataset and each row maps the word to a document. The Document-Term
matrix stores the number of times each word appears for each document. Equation 2.6,
shows the Document-Term matrix produced for the sample dataset, after stop words
(in this case as, a and for) were removed and words were stemmed.
Table 2.6: Sample dataset for illustrating properties of the NMF and LDA algorithms.
Theme ID Document
Theme 1: Content Analysis
D1 Qualitative Content Analysis
D2 Inductive Content Analysis
D3 Directed Content Analysis
Theme 2: Research Methodology
D4 Grounded Theory as a Research Methodology
D5 Phenomenology as a Research Methodology
D6 Ethnography as a Research Methodology
Theme 1 and Theme 2
D7 Research Methodology and Content Analysis
D8 Research Methodologies for Inductive Content
Analysis
The NMF algorithm takes the Document-Term matrix, requires the number of
themes (k) to be specified and outputs a decomposition made up of a feature matrix,
W (Equation 2.8) and a coefficient matrix H (Equation 2.9). For this example, k was
specified as 2. The W matrix maps Themes to Words. The H matrix maps Themes
to Documents indicating how each document spans a theme and to what extent via a
weight value.
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analysi content ethnographi methodolog direct research qualit phenomenolog theori induct ground
D1 1 1 0 0 0 0 1 0 0 0 0
D2 1 1 0 0 0 0 0 0 0 1 0
D3 1 1 0 0 1 0 0 0 0 0 0
D4 0 0 0 1 0 1 0 0 1 0 1
D5 0 0 0 1 0 1 0 1 0 0 0
D6 0 0 1 1 0 1 0 0 0 0 0
D7 1 1 0 1 0 1 0 0 0 0 0
D8 1 1 0 1 0 1 0 0 0 1 0

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A ≈ WH (2.7)
W =

Theme1 Theme2
D1 0.69 0.00
D2 0.76 0.00
D3 0.69 0.00
D4 0.00 0.91
D5 0.00 0.81
D6 0.00 0.81
D7 0.62 0.70
D8 0.76 0.70

(2.8)
H =

analysi content ethnographi methodolog direct research qualit phenomenolog theori induct ground
Theme1 1.39 1.39 0.00 0.07 0.27 0.07 0.27 0.00 0.00 0.58 0.00
Theme2 0.01 0.01 0.25 1.22 0.00 1.22 0.00 0.25 0.28 0.04 0.28
 (2.9)
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Table 2.7 displays each theme and the top words and documents grouped into the
theme ranked by the weights produced by the NMF algorithm. D7 and D8 are included
in both themes. All weights are also positive.
Table 2.7: Display of simultaneous word and document clustering produced by NMF.
Theme 1: Content Analysis
content [1.39] analysi [1.39] induct [0.58] qualit [0.27] direct [0.27]
D2: Inductive Content Analysis [0.77]
D8: Research Methodologies for Inductive Content Analysis [0.76]
D3: Directed Content Analysis [0.70]
D1: Qualitative Content Analysis [0.70]
D7: Research Methodology and Content Analysis [0.63]
Theme 2: Research Methodology
research [1.22] methodolog [1.22] theori [0.28] ground [0.28]
ethnographi [0.25] phenomenolog [0.25]
D4: Grounded Theory as a Research Methodology [0.92]
D6: Ethnography as a Research Methodology [0.82]
D5: Phenomenology as a Research Methodology [0.82]
D8: Research Methodologies for Inductive Content Analysis [0.70]
D7:Research Methodology and Content Analysis [0.70]
2.7.3 Latent Dirichlet Allocation
The Latent Dirichlet Allocation (LDA) algorithm was introduced by Blei and Ng in
2003 with suggested uses in document modeling, text classification, and collaborative
filtering. LDA is a generative model that simultaneously clusters documents and words
by fitting the data to a known model via parameter refinement - this is similar in
concept to Dirichlet process clustering. Within the LDA generative model, a document
is made up of a mixture of topics each of which has a different probability distribution.
LDA finds themes within a document collection which within the literature is known
as Topic Modelling. LDA has been used to analyse scientific document collections
(Griffiths and Steyvers, 2004), news archives (Wei and Croft, 2006) and ebook libraries
(Mimno and McCallum, 2007) with good evaluation results.
LDA assumes that semantic information can be derived from word co-occurrences
and that dimension reduction is essential. While Latent Semantic Analysis (LSA)
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represents words and documents as points in a Euclidean space and is based upon
linear algebra, within LDA, the semantic properties of words and documents are ex-
pressed in terms of probability distributions (Steyvers and Griffiths, 2007). LDA has a
distinct advantage over the spatial representation provided by LSA as themes are easily
interpreted and all probabilities are positive in value.
LDA is a generative hierarchical Bayesian network made up of three layers - doc-
uments, words and a hidden layer which models latent topics. The number of topics
must be specified as a parameter. Documents d and words w are linked via a latent vari-
able z. LDA infers the structure of the hidden variable z by fitting the Dirichlet priors α
and β to the document and topic distributions. This involves calculating the posterior
probability distribution of the hidden variable (z), which is intractable to determine
exactly (Blei et al., 2003). While the LDA model is simple to represent and understand,
complex inference approximation techniques that rely on Gibbs sampling (sampling
from a high dimensional probability distribution) such as variation maximization (Blei
et al., 2003) are required to calculate the posterior probability distribution.
In the LDA model w = w1 . . . wN is a corpus containing N words, with d =
d1 . . . dN being the document indices of each word and z = z1 . . . zN being the hidden
topic assignments of each word. Each topic t = 1 . . . T is represented by a multinomial
φt over the word vocabulary. The φ’s are fitted with a Dirichlet prior with hyperparam-
eter β. Each document j = 1 . . . D is multinomial θj over topics also fitted with a
Dirichlet prior with a hyperparameter α. The factor model for LDA is shown in Figure
2.5. The generative model is:
P (w, z, φ, θ|α, β, d) ∝ (
T∏
t
p(φt|β))(
D∏
j
p(θj|α))(
N∏
i
φzi(wi)θdi(zi)) (2.10)
where φzi(wi) is the wi-th element in vector φzi , and θdi(zi) is the zi-th element in
vector θdi . The LDA generative model is defined by the following equations:
θ ∼ Dirichlet(α) (2.11)
zi|θ(di) ∼Multinomial(θ(di)) (2.12)
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φ ∼ Dirichlet(β) (2.13)
wi|zi, φ ∼Multinomial(φzi) (2.14)
Figure 2.5: Factor model for the Latent Dirichlet Allocation algorithm.
A procedural view of the LDA probabilistic model is as follows:
1. Get k multinomials φk from Dirichlet prior β for each topic k
2. Get D multinomials θd from Dirichlet prior α for each document d
3. For each document d in the corpus and word wdi in the document:
(a) Get a topic zi from the multinomial θd;(p(zi| − α))
(b) Get a word wi from the multinomial φz;(p(wi|zi,−β))
Table 2.8 shows the topics discovered by the LDA algorithm from the sample corpus in
Table 2.6. The topics are comparable to the themes produced by NMF, with D7 and D8
placed in both topics. Equation 2.15 show the resulting topic to document probability.
Equation 2.16 shows the word to topic probability.
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θd =

Theme1 Theme2
D1 0.2 0.8
D2 0.2 0.8
D3 0.2 0.8
D4 0.83 0.16
D5 0.6 0.4
D6 0.8 0.2
D7 0.5 0.5
D8 0.42 0.57

(2.15)
φz =

analysi content ethnographi methodolog direct research qualit phenomenolog theori induct ground
Theme1 0.00 0.00 0.07 0.38 0.00 0.38 0.00 0.00 0.07 0.00 0.07
Theme2 0.33 0.33 0.00 0.00 0.06 0.00 0.06 0.06 0.00 0.13 0.00
 (2.16)
54 CHAPTER 2. LITERATURE REVIEW
Table 2.8: Display of simultaneous word and document clustering produced by LDA.
Theme 1: Research Methodology
research [0.38] methodolog [0.38] theori [0.07] ground [0.07] ethnographi [0.07]
D4: Grounded Theory as a Research Methodology [0.83]
D6: Ethnography as a Research Methodology [0.80]
D5: Phenomenology as a Research Methodology [0.60]
D7: Research Methodology and Content Analysis [0.50]
D8: Research Methodologies for Inductive Content Analysis [0.43]
Theme 2: Content Analysis
content [0.33] analysi [0.33] induct [0.13] qualit [0.06]
D3: Directed Content Analysis [0.80]
D2: Inductive Content Analysis [0.80]
D1: Qualitative Content Analysis [0.80]
D8: Research Methodologies for Inductive Content Analysis [0.57]
D7: Research Methodology and Content Analysis [0.50]
2.8 Semi-supervised Variants of NMF and LDA
While the NMF and LDA algorithms are useful computational aids to the qualitative
content analysis process, I still need to address the need for analyst interactivity with
the algorithms. Interactivity is required as it provides a means for the analyst to provide
domain knowledge and better contextualise the output of the algorithms in order to
answer the research questions at hand. Variants of NMF and LDA have been proposed
that allow constraints in the form of must-link and cannot-link criteria to be placed
on documents and words. In this section the mathematics underpinning the inclusion
of must-link and cannot-link constraints in NMF and LDA variants will be discussed.
In Chapter 6 the interactive variants of NMF and LDA will be reviewed against the
interactivity requirements determined in Chapter 4.
Up to this point I have only considered thematic discovery algorithms such as NMF
and LDA that work in a solely unsupervised manner. This means that both NMF and
LDA are able to derive the main themes in text without any additional label information
being provided. The only mandatory parameters that need to be provided are the
number of themes (k) for both NMF and LDA; and the β and θ multinomial parameters
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for LDA. Both NMF and LDA are examples of unsupervised algorithms. Unsupervised
algorithms operate on an unlabeled collection of data and produces groups of items
from the data with the items placed in a group being similar to one another. The
thematic discovery algorithm that I have introduced share this property but at the same
time, do not produce hard clustering solutions. Instead NMF and LDA are both able to
place the items in a dataset (in our case documents) within multiple themes - a useful
and required feature for qualitative content analysis.
Supervised algorithms require training. Supervised algorithms are suited to di-
rected content analysis which I excluded from the scope of the research presented
in this thesis. I only discuss supervised algorithms here, in order to set the context
for semi-supervised algorithms which I require to support interactivity. Supervised
learning algorithms are usually associated with classification tasks. A subset of the
data is labeled (e.g., a class label) and this subset of the data is used to train a model.
The model is then subsequently used to predict the class of new or unseen data.
Semi-supervised algorithms can be viewed as a combination of unsupervised and
supervised learning algorithms. Semi-supervised learning algorithms are able to derive
clusters in an unsupervised manner but are also able to take into consideration addi-
tional information supplied to the algorithm. The additional domain knowledge can
either be precomputed or supplied interactively by a user. Semi-supervised algorithms
allow the user to explore data so that they are able to gain a better understanding. I
will briefly discuss Semi-supervised clustering algorithms to gain an understanding of
constraint clustering, a concept crucial to understanding the types of interactivity that
these algorithms support. I will review thematic discovery algorithms that are variants
of both NMF and LDA that function in a semi-supervised manner.
It is also important to be aware of Active Learning (Settles, 2012, p 2) algorithms.
With semi-supervised algorithms, it is always the user that must take the initiative to
provide the extra domain knowledge. Active Learning algorithms seek out examples
in the dataset that if labelled or additional information was known would improve the
derived solution and pose these as queries to the user. Active Learning algorithms are
closely related to semi-supervised learning algorithms and facilitate two-way interac-
tion.
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2.8.1 Constrained Clustering
In this section Constrained Clustering is introduced because the terminology used
by interactive variants of NMF and LDA utilse the same terminology for describing
constraints. Clustering algorithms identify patterns in datasets without the provision
of any supervisory information and play an important role in data mining. Clustering
essentially divides a dataset into sets of objects known as a cluster, which share similar
features. While clustering algorithms are unsupervised, the developers of the algo-
rithms sought to improve the quality of the generated clusters. One way of achieving
that was to provide additional information to the algorithm. The provision of extra
information or domain knowledge to a clustering algorithm is known as either con-
strained clustering or semi-supervised learning in the algorithm development literature
(Wagstaff and Cardie, 2000).
The following types of additional information can be passed to a Constrained
Clustering algorithm:
• Cluster labels
• Additional criterion to define the similarity between items in a cluster
• User preferences on items that should be placed in the same cluster
The first researchers to design algorithms that used additional domain knowledge
were Wagstaff and Cardie (2000) where they introduced the idea of clustering with
instance level constraints. Wagstaff et al. (2001) extended their ideas and produced a
constrained k-means clustering algorithm. Instance level constraints requires informa-
tion to be provided relating to pairs of objects in a cluster. These are also known as
pairwise constraints and enforce rules about objects that belong to a cluster. The rules
force the clustering algorithm to learn problem specific distance metrics that are able
to produce clusters.
Pairwise constraints are implemented in the form of:
Must-link Constraints A pairwise constraint on 2 data objects that enforces a rule
that the 2 objects must be placed in the same cluster;
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Cannot-link Constraints A pairwise constraint on 2 data objects that enforces a rule
that the 2 objects must not be placed together in the same cluster.
Instance level constraints as proposed by Wagstaff and Cardie (2000) have benefi-
cial properties. Must-link and cannot-link constraints both encode equivalent relations.
This means that the relationship between data objects set in the constraints are sym-
metric, reflexive and transitive. The transitive property is of particular importance.
Transitivity uses the set of must-link and cannot link constraints to infer additional
constraints (Bilenko et al., 2004; Wagstaff et al., 2001). Instance level constraints
essentially form a network between nodes (data objects) and links (constraints). If two
separate components in the network have objects that have a must-link constraint then
the two components will be joined.
In constraint clustering the addition of constraints does not serve to improve the ob-
jective function of the clustering algorithm. This occurs because the objective function
tries to find a good clustering solution while the constraints work to achieve smaller
subsets of good clusters that are guided by added domain knowledge.
Constraint clustering has been proposed for use in interactive settings with users
providing domain knowledge iteratively (Cohn et al., 2003). The provision of domain
knowledge encoded as constraints in this case serves as feedback, with the algorithm
using this feedback to refine the derived clusters while satisfying the constraints. The
user-algorithm model works as follows:
1. A user runs the algorithm in an unsupervised manner;
2. The algorithm produces clusters which the user reviews;
3. The user provides feedback to improve the clusters by specifying constraints;
4. The algorithm uses the constraints to improve the clustering;
5. Steps 2 to 4 are repeated until the user is satisfied with the clustering.
2.8.2 NMF Interactive Variants
In this section, I will explore the mathematical theory that governs the inclusion of ad-
ditional constraints in NMF. I introduce this first because the NMF algorithms I discuss
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in the sections that follow are based upon this foundation. Tikhonov regularisation is
used to incorporate Auxiliary constraints into the NMF algorithm. This involves the
inclusion of regularisation penalty terms on W and H in the NMF cost function.
Auxiliary constraints have been included in NMF (Berry et al., 2007) in order to:
• Compensate for uncertain and incomplete data
• Enforce desired characteristics
• Incorporate prior knowledge
The NMF cost function with penalty terms on W and H is written as:
‖A−WH‖2F + αJ1(W) + βJ2(H) (2.17)
The penalty terms J1(W) and J2(H) are used to encode application-dependent
constraints (Berry et al., 2007) . Regularisation parameters α and β are included. This
cost function takes the standard form of Tikhonov regularisation.
An example smoothness constraint that penalises the columns of W takes the form
(Pauca et al., 2006):
J1(W) = ‖W‖2F =
∑
i
‖wi‖22 (2.18)
As long as J1(W) and J2(H) have partial derivatives with respect to wij and hij ,
the penalised cost function can be minimised using an extended multiplicative update
rules algorithm.
W
(t)
ij = W
(t−1)
ij ·
(AHT )ij
(W(t−1)HHT )ij + α
∂J1(W)
∂wij
(2.19)
H
(t)
ij = H
(t−1)
ij ·
(WTA)ij
(WτWH(t− 1))ij + β ∂J2(H)∂hij
(2.20)
It has been shown that for small values of α and β that the amended multiplicative
update rules have similar convergence issues (Chen and Cichocki, 2005; Pauca et al.,
2006). It should be noted that while the inclusion of the regularisation term serves to
2.8. SEMI-SUPERVISED VARIANTS OF NMF AND LDA 59
enforce constraints (i.e., must-link or cannot-link), the regularisation term may violate
the cost or objective function (Basu et al., 2008).
Graph Regularised Non-negative Matrix Factorisation
The standard NMF algorithm does not take into consideration the intrinsic geometrical
structure inherent in the data. Cai et al. (2011) designed Graph Regularised Non-
negative Matrix Factorisation (GNMF) to address this issue. GNMF constructs a
nearest neighbour graph to encode geometrical information. Graph Laplacian regu-
larisation is then used to add the geometric information as a penalty term to the NMF
objective function. GNMF seeks to find “a parts based representation space in which
two data points are sufficiently close to each other if they are connected in the graph”
(Cai et al., 2011).
The GNMF affinity graph for a dataset with N data points, contains a vertex for
each data point xj with and edges placed between xj and its p nearest neighbors. Cai
et al. (2011) suggest the following edge weighting techniques for the graph:
0-1 weighting Wjl = 1 if and only if nodes j and l are connected by an edge. This
weighting constitutes a must-link constraint and can be entered by a user.
Dot-product weighting If nodes j and l are connected, set the weight to Wjl = xTj xl
Wjl provides a measure of closeness between two data points xj and xl. The low
dimensional representation of xj with respect to the new basis is zj = [vj1, · · · , vjk]T .
The Euclidean distance can then be used to measure the “dissimilarity” between the
low dimensional representations of two data points with respect to the new basis:
d(zj, zl) = ‖zj − zl‖2 (2.21)
The weight matrix W can then be incorporated into a regularisation term:
1
2
N∑
j,l=1
‖zj − zl‖2Wjl (2.22)
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=
N∑
j=1
zTj zjDjj −
N∑
j,l=1
zTj zlWjl (2.23)
= Tr(VTDV )− Tr(VTWV ) (2.24)
= Tr(VTLV ) (2.25)
where Tr (·) is the trace of a matrix and D is a diagonal matrix whose entries are
column sums (or row, since W is symmetric) of W, Djj =
∑
l
Wjl. L = D −W,
which is called Graph Laplacian.
With the inclusion of the regularisation term, GNMF minimizes the following
objective function:
O1 = ‖X− UVT‖2 + λTr(VTLV ) (2.26)
where λ ≥ 0 is a the regularization parameter.
The GNMF multiplicative update rules are as follows:
uik ← uik (XV)ik
(UVTV)ik
(2.27)
vjk ← vjk (X
TU+ λWV)jk
(VUTU+ λDV)jk
(2.28)
GNMF supports the inclusion of domain knowledge via an affinity graph which con-
tains positive weights between data points. This indicates support for must-link con-
straints but cannot-link constraints are not supported.
Penalised Matrix Factorisation
Wang et al. (2008) designed Penalised NMF (PNMF) to incorporate the constrained
clustering ideas of Bilenko et al. (2004). Penalised NMF includes a regularisation
penalty term that is similar to the penalty term included in GNMF, but that supports
both must-link and cannot-link constraints.
PNMF minimizes the following objective function:
O1 = ‖X− UVT‖2 + λTr(VT θV ) (2.29)
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where λ ≥ 0 is a the regularization parameter and
θij =

1, for must-link constraints
−2, for cannot-link constraints
0, otherwise
(2.30)
Semantic Kernels and Kernel Non-negative Matrix Fatorisation
The thematic discovery algorithms that have been introduced thus far, have performed
a factorisation on a term-document matrix, namely matrix A. The term-document
matrix is also referred to as a bag-of-words (BOW) model or a Vector Space Model
(VSM). In order to overcome the shortcomings of the BOW model, semantic kernels
have been used to embed additional background knowledge in matrix A.
Kernel methods, embed a dataset in a feature (vector) space, performing the re-
quired task (e.g., thematic discovery, conventional clustering or classification) in the
new feature space. A kernel is essentially a similarity matrix between all the objects in
the dataset. The kernel is defined as the dot product in the new feature space. Kernels
are useful for finding good representations of objects in a dataset.
In the BOW model, a document d is defined as follows:
φ : d→ φ(d) = (tf(t1, d), tf(t2, d), . . . , tf(tD, d)) ∈ RD (2.31)
where tf(ti, d) is the frequency of term ti in document d, and D is the size of the
dictionary of words.
The aim of the semantic kernel is to place documents that are related close to one
another in the resulting feature space. The BOW model by itself is not able to capture
word similarity. A kernel is used to transform the document vector. Kernels keep the
mapping between objects implicit and use what is known as the kernel trick. This
allows the inner product between two documents d1 and d2 to be computed using the
original data:
φ(d1)SS
Tφ(d2)
T = φ˜(d1)φ˜(d2)
T (2.32)
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The matrix S is called the semantic matrix:
S = RP (2.33)
where R is a diagonal matrix containing the term weightings and P is a proximity
matrix which is used to define the similarity between terms in the dataset. The term
weighting matrixR for example could be computed using inverse document frequency.
Proximity matrix can be obtained from an external source such as WordNet, Wikipedia
or manually constructed.
Wang and Domeniconi (2008) construct a thesaurus from Wikipedia and create
a proximity matrix. Wang and Domeniconi (2008) provide an example to illustrate
the use of the proximity matrix. Document d1 includes the word puma. Document d2
contains the word cougar. The BOW representations of d1 and d2 are given in Equation
6.23. The document vectors from d1 and d2 do not share any common words. Equation
6.23 shows the proximity matrix constructed from a thesaurus based on Wikipedia
which defines the similarity between “puma” and “cougar” as one. Equation 6.24
illustrates the updated term vectors of documents d1 and d2, obtained by multiplying
the original document vectors with the proximity matrix.
R =

Puma Cougar Feline
d1 2 0 0
d2 0 1 0
 (2.34)
P =

Puma Cougar Feline
Puma 1 1 0.4
Cougar 1 1 0.4
Feline 0.4 0.4 1
 (2.35)
S = RP =

Puma Cougar Feline
d1 2 2 0.8
d2 1 1 0.4
 (2.36)
Kernels can be used within matrix factorisations. In particular, Zhang et al. (2006)
introduce the idea of applying a kernel to the term-document matrix A prior to the
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decomposition into two non-negative matrix factors Wφ and H:
φ(A) = WφH (2.37)
The kernel that is applied to the term-document matrix A can take the form of the
semantic kernel introduced in this section. The proximity matrix in this case could
either originate from an external source or as domain knowledge provided by a quali-
tative content analyst. The semantic kernel is however restricted to produce φ(A) with
only positive values. This means that this approach will only be able to enforce must-
link relationships although this would not be enforced via a regularisation term. The
advantage is that the cost function is not violated by a regularisation penalty term as is
the case in constrained clustering (Basu et al., 2008).
2.8.3 LDA Interactive Variants
While LDA can derive statistically significant themes, these may not be meaningful or
relevant to the analyst’s modeling goals. This has led to the development of extensions
to LDA that allow domain knowledge to be taken into consideration. In the subsequent
sub-sections two of these models will be discussed namely Dirichlet Forest LDA (DF-
LDA) (Andrzejewski et al., 2009) and Logic-LDA (Andrzejewski et al., 2011).
Dirichlet Forest LDA
Dirichlet Forest LDA (DF-LDA) (Andrzejewski et al., 2009) is an extension to the
LDA probabilistic model that allows for the addition of domain knowledge via the
specification of must-link and cannot-link sets of words. Andrzejewski et al. (2009)
designed DF-LDA because users or analysts usually have knowledge of which words in
a theme should have a high or low probability. A motivating example is provided from
the Wish corpus (Goldberg et al., 2009) which is made up of 89,574 New Years wishes
(NYC Times Square website). Thematic analysis was conducted using LDA and Topic
10 included a theme combining “college” and “cancer”: Andrzejewski et al. (2009)
Topic 10 go school cancer into well free cure college
. . . graduate . . . law . . . surgery recovery
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designed DF-LDA, to provide an analyst with the ability to specify the sets of words
that should not be placed together in the same theme after reviewing the derived
themes. This process would then be repeated with the analyst incorporating additional
rules, re-running the algorithm and reviewing the derived themes. Andrzejewski et al.
(2009) envisioned that this process would “guide the recovery of latent topics”, a
feature not directly supported in standard LDA.
DF-LDA supports the inclusion of domain knowledge and uses the terminology
from constrained clustering (Basu et al., 2008). DF-LDA allows must-link and cannot-
link primitives to be defined for sets of words. As DF-LDA is a probabilistic model,
the must-link and cannot-link primitives do not specify hard constraints. In this context
must-link is used to group together a set of words with similar probability while
cannot-link describes words that should not be placed together in a theme with high
probability. In this sense must-link and cannot-link primitives can be thought of as
preferences.
Standard LDA is unable to support must-link and cannot-link primitives due to the
Dirichlet prior that is used to generate the topic-word multinomial (φ). DF-LDA uses a
Dirichlet Forest prior to generate φ which is a mixture of Dirichlet Tree structures (q)
that is able to encode must-link and cannot-link primitives (Minka, 1999; Dennis III,
1991). The resulting probabilistic model, shown as a factor graph in Figure 2.6 is as
follows:
θ ∼ Dirichlet(α) (2.38)
zi|θ(di) ∼Multinomial(θ(di)) (2.39)
q ∼ DirichletForest(β, η) (2.40)
φ ∼ DirichletTree(q) (2.41)
wi|zi, φ ∼Multinomial(φzi) (2.42)
where β is a hyperparameter and η ≥ 1 is a weighting for the domain knowledge. It
should also be noted that the specified domain knowledge may be overwritten, if not
reflected in the corpus. The inference within the DF-LDA model is obtained using
collapsed Gibbs sampling. Andrzejewski et al. (2009) also demonstrate the ability of
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DF-LDA to generalise beyond the defined rules (i.e., support for Transitivity).
Higher level constructs can also be created using must-link and cannot-link prim-
itives such as Merge and Split. A summary of supported domain rules is included in
Table 6.4.
Figure 2.6: Factor model for the DF-LDA algorithm, reproduced from (Andrzejewski
et al., 2009).
2.8.4 Logic-LDA
Andrzejewski et al. (2011) also propose a flexible framework for building extensions
to the LDA probabilistic model. Logic-LDA allows general domain knowledge, de-
scribed using First Order Logic (FOL) to be incorporated into LDA. Logic-LDA was
motivated by the fact that while many extensions to the LDA model (variants) were
developed, the process of developing these extensions was both time consuming and
difficult. The creation of LDA extensions to support the addition of domain knowledge
or side information in particular required knowledge of Graphical Models and Machine
Learning.
Andrzejewski et al. (2011) designed the Logic-LDA framework to make it easier
to build extensions to LDA and also put this ability within the reach of domain ex-
perts. Logic-LDA allows domain experts, in our case a qualitative content analyst, to
describe their background knowledge in FOL which is then incorporated in the LDA
probabilistic model.
FOL is made up of sentences or formulas that are constructed using four symbols
namely (Domingos and Lowd, 2009):
Constants Objects that exist in the domain of interest.
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Variables The range or values that objects take on in the domain.
Functions Mappings from tuples of objects to objects (e.g., MotherOf).
Predicates Relations between objects in a domain (e.g., Friends) or attributes (e.g.,
Smokes).
Logic-LDA implements a Fold · all model, which converts the FOL rules into a
Markov Random Field. Fold · all includes predicates for each of the standard LDA
variables. The FOL rules make up a weighted knowledge base containing L pairs
where each rule ψl is an FOL clause, and λl ≥ 0 is a weighting that can be set manually
to represent the importance of ψl:
KB = {(λ1, ψ1), . . . , (λL, ψL)} (2.43)
The Markov Random Field is then included in the LDA probabilistic model. This
allows domain knowledge, encoded using FOL rules, to directly influence the values of
the hidden topics z and indirectly influence φ and θ. Fold ·all model is a generalisation
of a Markov Logic Network (MLN) (Richardson and Domingos, 2006).
The KB is combined into the LDA model, by defining a Markov Random Field over
latent topic assignments z, topic-word multinomials φ, and document-topic multino-
mials θ. In this model words w, documents d, and side information o are treated as
observed. In the resulting Markov Random Field the conditional probability P (z, φ,
θ|α, β, w, d, o, KB) is proportional to
exp(
L∑
l
∑
g∈G(ψl)
λl1g(z, w, d, o))× (
T∏
t
p(φt|β))(
D∏
j
p(θj|α))(
N∏
i
φzi(wi)θdi(zi))
(2.44)
As you can see the first term introduces a prior from the KB into the LDA model with
the remaining terms identical to LDA. This is illustrated in the factor graph in Figure
2.7, reproduced from Andrzejewski et al. (2011), which includes a “mega factor node”
corresponding to the first term of the equation.
The Fold · all model includes the following FOL rules allows an analyst to specify
domain knowledge in the form of:
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Figure 2.7: Fold · all factor graph with “mega” logic factor (indicated by arrow)
connected to d, z, w, o, reproduced from (Andrzejewski et al., 2009).
• a set of words that must be placed in the same topic
• a set of words that must not be placed in the same topic
• sentences within documents that must be included
• sentences within documents that must not be included in a topic
2.9 Evaluation of Computer-Aided Content Analysis
Traditionally, LDA has been evaluated with the perplexity metric (Blei et al., 2003),
which gives an indication of how surprised a model is when evaluated against data from
an unseen held-out test dataset. The Latent Dirichlet Allocation (LDA) algorithm was
first introduced in 2003 and evaluated using perplexity. LDA variants and extensions
that were introduced after 2003 also continued to utilise perplexity.
In general there has also been a lack of user-focused evaluation for the output
of clustering algorithms Guyon et al. (2009). The work of Chang et al. (2009) was
however the first published study that evaluated the interpretability of LDA by hu-
mans. Two experiments were conducted using Amazon Mechanical Turk. The first
experiment displayed the main words for a topic with one randomly selected word
(Word Intrusion) and users were required to identify the intrusion word. The second
experiment displayed three documents within a topic and one randomly selected doc-
ument (Topic Intrusion). The findings of Chang et al. (2009) are significant as they
demonstrated that traditional metrics were not able to capture whether the main words
with in a theme were coherent. Chang et al. (2009) go on to say that traditional metrics
68 CHAPTER 2. LITERATURE REVIEW
are negatively correlated with the measures of topic quality as determined by humans.
While these are useful experiments, the main words need to be evaluated with the main
documents in a theme. This is required in content analysis evaluations where semantic
validity is important and the documents serve as evidence.
Chang et al. (2009) were the first to conduct experiments with human evaluators.
A key finding of the Chang study was that perplexity (i.e., the probability of held out
documents) was not a good predictor of human judgements. These findings challenged
other researchers to conduct experiments that involved human evaluations and propose
metrics that had a higher correlation with human judgements.
Coherence metrics are designed to quantify the degree of similarity between the top
weighted words in a theme. Within this section three metrics namely the UCI (Mimno
et al., 2011), UMass (Newman et al., 2010) and Distributional Semantics (Aletras
and Stevenson, 2013) metrics will be discussed along with there design rational and
related human evaluations. These measures are able to be computed automatically
from the themes derived from the LDA and NMF algorithms. Within the context of
evaluating the LDA and NMF algorithms as computational aids for qualitative content
analysis, it is important to note that both these metrics have been shown to correlate
well with human judgements and provide a means to distinguish between themes that
can be interpreted by a human as opposed to those that are simply artifacts of statistical
inference (Newman et al., 2010; Mimno et al., 2011).
Within all metrics theme coherence is computed as the sum of pairwise distri-
butional similarity calculated over the set of top weighted words, V . Coherence is
calculated as
Coherence(V ) =
∑
(vi,vj)∈V
score(vi, vj, ) (2.45)
where  is included as a smoothing factor to ensure that Coherence returns real num-
bers.
2.9.1 The UCI Metric
Newman et al. (2010), were motivated by the findings of Chang et al. (2009) due to the
differences in perplexity and human judgements. Newman et al. (2010) also wanted to
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increase the usage of LDA in real-world tasks and saw the production of ’junk’ themes
(e.g., a theme with a main words being: banana, sky, canoe, furious) to be the largest
hindrance. These ’junk’ themes had some statistical significance but were of no real
value to end users. As a step in addressing this issue Newman et al. (2010) designed
experiments to empirically evaluate the value of a derived theme to a human evaluators
and designed a metric that was able to correlate well with human judgements.
The user study involved 70 humans, evaluating a total of 497 themes with each
theme being evaluated by between nine (9) to 15 users. A total of 5773 theme evalua-
tions was conducted with each theme being evaluated for usefulness on a scale of 1 to
3. Within this study the human evaluators were shown a list of the top words occurring
in the theme and also allowed to provide a theme label.
Themes that received a high score by human evaluators were characterised by a set
of semantically related words, which the human evaluators were able to easily label
(e.g., space, earth, moon, science, scientific, light, nasa, planet, mass). Low scoring
themes on the other hand were made up of typographical errors, useless first names and
general words (e.g., soon, gave, returned, replied, appeared, arrived). Newman et al.
(2010) stress the point that the low scoring themes are not simply an artifact produced
by the algorithm, rather they can be justified by inspecting the theme and found it to
contain stable and robust statistical features.
The UCI metric is extrinsic in nature as it uses word probabilities that have been
calculated from an external corpus such as Wikipedia. The word probabilities are
calculated using the word co-occurrence frequencies obtained from running a sliding
window (usually 10 words in length) over the text within an external corpus. The use of
an external corpus is justified as a means to reduce noise that manifests as usual word
statistics. The UCI measure relies on Pointwise Mutual Information (PMI). PMI is an
appropriate measure because it provides a way to measure the coherence between a set
of words. The intuition behind PMI is that a set is coherent because of the relatedness
of most of the words that occur in the set.
The UCI measure uses Pointwise Mutual Information (PMI) to calculate the score
between word pairs:
Score(vi, vj, ) = log
p(vi, vj) + 
p(vi)p(vj)
(2.46)
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2.9.2 The UMass Metric
Mimno et al. (2011), also motivated by the findings of Chang et al. (2009) set out
to design a metric to measure theme coherence. Mimno’s proposed metric differed
from Newman et al. (2010) in the sense that is was designed to be used with highly
domain-specific datasets where external corpus statistics are not readily available. As
an additional motivation Mimno wanted to address a major obstacle to the adoption
and user acceptance of LDA outside of the algorithm development community namely:
trust. According to Mimno, the presence of themes that are of poor quality (i.e., themes
that are made up of a mix of unrelated words) greatly reduces user confidence.
Mimno et al. (2011) conducted an expert-driven annotation study. The goal of the
study was to get expert users to annotate a set of themes with the aim of capturing the
characteristics of what an expert determined to be a good theme. Two experts from the
National Institute of Neurological Disorders and Stroke (NINDS) participated in the
study which derived themes from 300,000 grant and related paper abstracts from the
National Institute of Health (NIH). Each theme was presented to the expert users with
a list of the 30 top words displayed in order of the probability that they belonged to the
theme. The expert users were required to categorise each theme in terms of being of
good quality, intermediate quality and bad quality.
Mimno et al. (2011) was able to use the themes that were annotated by experts
and extract the salient characteristics for themes of poor or intermediate quality. The
following categories were proposed:
Chained Themes: Chained themes contain words that are connected to every other
word but not all the word pairs make sense to the user. An example is “acid,
fatty and nucleic” which are really two themes chained together via the word
“acid”. This set of words when viewed by a user looks like two separate themes
namely “acids produced when fats are broken down” and “building blocks of
DNA and RNA”.
Intruded Themes: Intruded themes are good quality themes that are intruded with a
set of unrelated words.
Random Themes: The top words in a Random theme are completely unrelated.
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Unbalanced Themes: In an Unbalanced theme, the top words are related but the
theme also either contains very general or specific terms.
Table 2.9: UMass Coherence Scores for topics from the NIH Corpus, reproduced from
Mimno et al. (2011).
UMass Score Top Words from a Theme
-167.1 students, program, summer, biomedical, training,
experience, undergraduate, career, minority, student,
careers, under-represented, medical students, week,
science
-252.1 neurons, neuronal, brain, axon, neuron, guidance,
nervous system, cns, axons, neural, axonal, cortical,
survival, motor
-357.2 aging, lifespan, globin, age related, longevity, human,
age, erythroid, sickle cell, beta globin, hb, senesscene,
adult, older, ler
The UMass measure is an intrinsic measure and only uses word count information
from the corpus used to determine the themes. Table 2.14, reproduced from (Mimno
et al., 2011), shows Coherence Scores for topics derived from the NIH Corpus -
Coherence Scores closer to zero represent higher coherence. This measure is important
as it is able to confirm whether the themes derived by the NMF and LDA algorithms,
exist within the corpus. The UMass metric is shown to be a good indicator of chained,
intruded and random themes. The UMass metric uses the co-occurrence of words
within the dataset and is similar to PMI except that it uses summation instead of a
weighted average of log values because using a uniform weighting resulted in a better
correlation with user theme quality ratings. The 20 best scoring themes were rated by
the expert users as ’good’. 15 of the worst 20 scoring themes were rated by expert
users as ’bad’.
The UMass metric is calculated using document co-occurrence:
Score(vi, vj, ) = log
D(vi, vj) + 
D(vj)
(2.47)
where D(x, y) is a frequency count of the number of documents containing the words
x and y and D(x) is a frequency count of the number of documents containing the
word x.
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2.9.3 Metrics based on Distributional Semantics
The Coherence metric proposed by Aletras and Stevenson (2013) uses distributional
semantic similarity to measure the coherence between the top words of a theme. The
intuition is supported by the distributional hypothesis (Harris, 1954) which states that
words with similar meaning tend to occur together in a similar context.
Aletras and Stevenson (2013) constructed a semantic space using Wikipedia as
an external corpus. Word co-occurrence information was obtained using a five word
window but the raw co-occurrence frequencies were not used as they did not produce
good results. The words were weighted using PMI. The semantic space is used to
obtain a vector of context features for each word within a theme. Similarity between
the pair of context vectors is then measured by either the cosine of the angles between
the vectors or the using the Dice or Jaccard coefficients. A reduced semantic space was
also constructed by reducing the number of words thereby creating a semantic space
with a smaller basis.
Within the user study, participants were presented with the top 10 words for each
theme and asked to rate each theme on a 3-point scale: Useless (i.e., the theme contains
random and unrelated words), Average (i.e., only some of the theme words are coherent
and interpretable) and Useful (i.e., the theme is semantically coherent, meaningful and
interpretable). Each participant was assigned up to 100 themes to rate from a document
collection with the New York Times (26 participants), 20 Newsgroups (24 participants)
and Genomics (12 participants) collections being used in the study. Spearman correla-
tion was used to measure inter-annotator agreement. The inter-annotator scores were
0.70 for the New York Times collection, 0.64 for the 20 Newsgroups collection ad 0.54
for the Genomics collection.
Aletras and Stevenson (2013) were able to illustrate a good correlation between the
distributional semantics metric and inter-annotator agreement scores obtained from the
user study. The distributional semantics metric was also comparative to the UCI Metric
and for certain data collections outperformed the UCI Metric.
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2.9.4 Aggregate Coherence Metrics
Stevens and Buttler (2012) built upon the work on Mimno et al. (2011) and Newman
et al. (2010) and introduced the use of aggregated coherence metrics as a way to
compare different algorithms. Coherence measures for each generated theme can be
added together to create an aggregate measure that is more appropriate for comparing
the overall coherence of all themes generated when a particular number of themes is
specified as a parameter (Stevens and Buttler, 2012).
The average coherence provides a overview of theme quality in terms of coherence
but as this is an average this aggregate measure does not take into consideration the
disparity between topics that are of high quality and those that are of low quality. The
use of entropy as an aggregate coherence measure is also proposed to address this
issue. Entropy is calculated without the inclusion of  and log.
2.9.5 Research Gaps in Theme Evaluation
Chang et al. (2009) were the first to compare human judgements with intrinsic statisti-
cal calculations such as perplexity. Their work served as the motivation for design of
user studies and led to the development of numerous theme coherence metrics that had
an improved correlation with the human judgements. The user studies however in all
cases only provided the user with the list of the top-n words occurring in the theme.
Evaluating only the top-n words of a theme might not be conducive to qualitative
content analysis as highly related set of words that are common knowledge would be
favoured over less known concepts that were being used together in a domain specific
corpus. The coherence metrics have been designed to favour themes which represent a
single coherent concept Mimno et al. (2011).
Mimno et al. (2011) identified the salient characteristics of themes that human
annotators found to be of intermediate and poor quality. Chained and Intruded themes
(described in the previous section) in particular may rate better if users are able to
see the use of the words in-context as additional relationships between words may be
revealed. This is important within the context of qualitative content analysis.
Qualitative content analysts need to support the presence of a theme with validating
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evidence. In order to achieve this goal, the qualitative content analyst would need to
analyse a theme based upon the top-n words and where these words occur within the
documents that are mapped to the theme. User studies that involve qualitative content
analysts need to be designed to allow the in-context use of the top-n words in a theme
and this will be addresses in the design of experiments detailed in Chapter 3. The
rating of themes after this in-context analysis are then suitable to be compared with the
Theme Coherence metrics and if a correlation exists, Theme Coherence metrics would
have the potential to be a valuable indicator of derived theme quality.
2.10 Summary and Research Direction
The Literature Review was conducted to gain an understanding of the qualitative con-
tent analysis process, outline the factors contributing to the lack of widespread usage
of algorithms as computational aids and propose thematic algorithms that have the
potential to address the issues affecting uptake. The leading issues were a lack of
interactivity and transparency of the computational techniques and a lack of quality
in the derived thematic output. All of these issues contributed to a lack of trust
in computational techniques. The trust in particular was traced back to a lack of
transparency into the internal mechanics of algorithms that were used within software
that promised to find themes and concepts within text. This lack of transparency was
viewed negatively because of its direct affect on the credibility of research findings.
Interactivity was seen as a way to support the incorporation of domain knowledge. The
types of interactivity however was not clearly defined within the available literature and
will need to be determined in experiments involving qualitative researchers.
Within this Literature Review, four main research gaps were found and encapsu-
lated within the following research questions:
• Research Question 1. Are thematic discovery algorithms such as NMF and LDA
suitable computational aids for inductive content analysis?
• Research Question 2. What are the types of interactivity that content analysts
require when using a theme discovery algorithm such as NMF and LDA?
2.10. SUMMARY AND RESEARCH DIRECTION 75
• Research Question 3. How do semi-supervised variants of NMF and LDA meet
the interactivity requirements of qualitative content analysts?
• Research Question 4. Does the addition of domain knowledge via an interactive
and iterative process improve a researchers ability to address research questions?
In the Research Methodology chapter that follows, a series of experiments are
designed with the aim of answering Research Questions 1 – 4.
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Chapter 3
Research Methodology
In the preceding chapter, which contained the Literature Review, four main research
questions were articulated to target various research gaps that exist in using computa-
tional aids for qualitative content analysis. This chapter describes the research design
and the experimental and empirical methods that were used to answer the four key
research questions. All of the experiments were designed to contextualise the research
specifically for qualitative content analysis. A design-based research methodology is
chosen in order to meet the requirements of the research study documented within
this thesis. The rationale for choosing the design-based research methodology is also
outlined within this chapter.
Three experiments were designed to answer all four of the key research questions.
These include an experiment to determine the interactivity requirements of algorithms
for qualitative content analysis (Experiment 1), an experiment to evaluate whether
interactive thematic discovery algorithms improve a researchers ability to address to
research questions (Experiment 2) and an experiment to evaluate the use of interactive
thematic discovery algorithms with qualitative research practitioners (Experiment 3).
Within this chapter, the the high-level rationale for each experiment is discussed.
Participant recruitment, dataset selection and evaluation techniques are also briefly
outlined to ensure reproducibility. The follow-up chapters that contain detailed exper-
iment design and analysis of results for each experiment are also referenced.
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3.1 Introduction
In the Literature Review, transparency and interactivity were identified as the key
issues impeding the use of computational techniques for qualitative content analysis.
Both transparency and interactivity were found to directly affect a content analyst’s
ability to trust advanced computational techniques. Thematic discovery algorithms
such as Non-negative Matrix Factorisation (NMF) and Latent Dirichlet Allocation
(LDA) were proposed as computation aids. Both the NMF and LDA algorithms were
selected because they are able to map textual responses to multiple themes - NMF and
LDA are not hard clustering solutions. This is seen as a key advantage especially in
relation to qualitative content analysis. The thematic results produced from these two
algorithms are easier to interpret than previous algorithms that were used such as k-
mean clustering and Latent Semantic Analysis (LSA) (Landauer, 2007). This chapter
focuses on the experiments designed to evaluate the suitability of thematic discovery
algorithms as qualitative content analysis.
In this research I seek to address issues relating to the use of computational aids
for qualitative content analysis by proposing and evaluating various interactive the-
matic discovery algorithms. In this chapter a series of three experiments are described
that have been designed to address the research hypothesis and answer the following
research questions:
1. Research Question 1. Are thematic discovery algorithms such as NMF and LDA
suitable computational aids for inductive content analysis?
2. Research Question 2. What are the types of interactivity that content analysts
require when using a theme discovery algorithm such as NMF and LDA?
3. Research Question 3. How do semi-supervised variants of NMF and LDA meet
the interactivity requirements of qualitative content analysts?
4. Research Question 4. Does the addition of domain knowledge via an interactive
and iterative process improve a researchers ability to address research questions?
Interactivity was seen as the means for an analyst to supply additional domain
knowledge to an algorithm, but the exact type of interaction and manipulation required
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by the analyst was not clearly defined or comprehensively studied in the literature.
The first experiment designed within this chapter will therefore determine the nature
of the required interactivity. Once this is known, in the next experiment I will select
an appropriate interactive variant of the thematic discovery algorithms for evaluation
within the context of qualitative content analysis. The third experiment will then
extend the evaluation by allowing qualitative researchers to use the thematic discovery
algorithms on their own datasets.
3.2 Rationale for Selecting the Design-based Research Methodol-
ogy
The Design-based research methodology (also known as design experiments and de-
velopment research) has been selected in order to meet the requirements of the research
hypothesis and research questions outlined Chapter 1 and substantiated in Chapter
2. The design-based research methodology is suitable when technology-enhanced
solutions are sought to address issues in collaboration with practitioners. The ap-
plication of the design-based research methodology has led to the development of
technological products that are able to solve real-world issues (Van den Akker et al.,
2006). In the research conducted and documented in this thesis, interactive algorithms
(i.e., the technological solutions) are proposed and evaluated by qualitative content
analysts (i.e., the practitioners). The design-based research methodology also fosters
the conceptualisation of guiding principles for the design of technological solutions.
The ability to conceptualise guiding principles is crucial to the success of the research
proposed in this thesis and has allowed significant theoretical contributions to be made.
Brown (1992) sees design-based research as a methodology that is able to:
• address complex problems in collaboration with practitioners
• facilitate the integration of technological affordances within design principles
• promote reflection to test and refine solutions
The design-based approach is made up of four phases as illustrated in Figure 3.1,
reproduced from Reeves (2006). The design-based research methodology is suitable
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where iterative cycles are required to implement and evaluate different elements of
the identified research gaps. Data collected at each iteration is analysed and upon
reflection guiding principles are derived and refined. The interpretation of the data
and reflection upon the findings leads to a deeper understanding of the problem being
addressed providing a link between theory and practise (Collins et al., 2004).
Figure 3.1: The four phases of Design-based research.
The design-based approach is made up of four phases as illustrated in Figure 3.1,
reproduced from Reeves (2006). The mapping of research activities to the phases of
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design-based research for this research study is summarised in Table 3.1. The reflective
phase is particularly crucial to identify and propose design guidelines for algorithmic
aids to support interactive qualitative analysis and develop a criterion-based evaluation
framework for interactive content analysis.
Table 3.1: Research activity mapped to phases within the Design-based Research
Methodology
Phase Research Activity
Analysis of practical problems in collab-
oration with participants.
Observe how analysts conduct content
analysis with the aid of algorithms.
Identify and account for the differences
in human versus computer-aided analysis
using theme discovery algorithms.
Development of solutions informed by
technological innovation.
Identify and evaluate algorithms to im-
prove computer-aided content analysis.
Iterative cycles of testing and refinement
of solutions in practice.
Trial algorithms within a user-friendly
interface to aid content analysis.
Reflection to produce ”design principles”
and enhance solution design.
Utilise feedback and results from analysis
to guide design principles.
3.3 Research Design
Taking into account the identified research questions from the Literature Review, it
it evident that it would not be possible to address all of the research questions and
the hypothesis in a single study or experiment. Rather, the research design needed
to incorporate a series of experiments to fulfill the research questions. Particularly
Research Questions 1 and 2 need to be responded to first and the findings used to
inform the selection of interactive algorithms. The selected algorithms were then used
to address Research Questions 3 and 4. Table 3.2, maps the experiments to there
relevant research questions.
Experiment 1 and Experiment 2 rely on remote surveying techniques (i.e., analysis
of participant derived themes, tracking and analysis of interaction within an online
interface to an algorithm and analysis of questionnaire responses). Remote surveying
techniques were selected over techniques such as interviewing because the aims of
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Table 3.2: Mapping research questions to experiments.
Experiments Research Question
Experiment 1: Interactivity
Requirements
RQ 1. Are thematic discovery algorithms such
as NMF and LDA suitable computational aids
for inductive content analysis?
RQ 2. What are the types of interactivity that
content analysts require when using a theme
discovery algorithm such as NMF and LDA?
Experiment 2: Semantic Va-
lidity Enhancement
RQ 3. How do semi-supervised variants
of NMF and LDA meet the interactivity
requirements of qualitative content analysts?
RQ 4. Does the addition of domain knowledge
via an interactive and iterative process improve
a researchers ability to address research
questions?
Experiment 3: Interactive
Content Analysis for Qualita-
tive Researchers
RQ 4. Does the addition of domain knowledge
via an interactive and iterative process improve
a researchers ability to address research
questions?
both Experiment 1 and Experiment 2 were able to be met by using these techniques.
Taking into consideration the number of participants recruited (i.e., 30) and the fact
that three experiments were required, it would have not been possible to logistically
conduct interviews. All three of the experiments have been designed to ensure that the
outcomes will be relevant to the context of qualitative content analysis. This has been
achieved by:
Recruiting qualitative content analysts as participants. The success of the exper-
iments relies heavily on the recruited participants, the feedback they give and
their evaluation of the interactive algorithms. It was essential for all participants
to have experience in conducting qualitative analysis either manually or with
the aid of a software package or other computational technique. This serves
to contextualise the research findings specifically for qualitative content anal-
ysis This is key to differentiate this research from prior user studies involving
thematic discovery algorithms (Mimno et al., 2011; Newman et al., 2010; Ale-
tras and Stevenson, 2013). I have essentially chosen the design-based research
methodology (Reeves, 2006) because I need to address complex problems in
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collaboration with practitioners.
Incorporating keyword-in-context thematic evaluation. In the Literature Review,
three user studies that evaluated thematic discovery algorithms were introduced
and discussed (Mimno et al., 2011; Newman et al., 2010; Aletras and Stevenson,
2013). It was found in all of the user studies that the user was only presented
with the top-n words occurring in the theme when required to perform an evalu-
ation. This is not conducive particularly within the context of qualitative content
analysis where evidence to support research findings is important. A qualitative
content analyst needs to support the presence of a theme with validating evidence
and this can only be achieved if the content analyst is given the ability to review
the documents that map to a theme and where the main words within a theme
appear in the documents. This is a necessity to uphold research credibility.
In each of the experiments designed within this chapter, the content analyst was
therefore required to evaluate a theme based upon the top-n words and where
these words occur within the documents that are mapped to the theme. This
in-context approach strategically focuses the experiments designed within this
chapter to be relevant to qualitative content analysis.
Recruited participants were only allowed to participate in a single experiment be-
cause no overlap among participants was supported between Experiments 1, 2 and
3. Participants in all experiments were provided with step-by-step instructions on
completing the research tasks associated with the experiment they were assigned to
complete.
Figure 3.2 illustrates the key experiments, the research questions that these experi-
ments have been designed to address and the chapters within this thesis that document
the experiments and discuss the results.
3.3.1 Experiment 1: Determining Interactivity Requirements
Experiment 1 has been designed to identify the interaction and manipulation tech-
niques that qualitative content analysts require and access the suitability of thematic
discovery algorithms as aids to the content analysis process. The latter is achieved by
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Figure 3.2: A flowchart illustrating the main thesis chapters that address research
questions.
conducting a comparative study to identify the key differences between themes found
by manual coders and themes derived with the aid of a theme-discovery algorithm.
Experiment 1 was designed to address the following research questions:
• RQ 1. Are thematic discovery algorithms such as NMF and LDA suitable com-
putational aids for inductive content analysis?
• RQ 2. What are the types of interactivity that content analysts require when
using a theme discovery algorithm such as NMF and LDA?
As the aim of this experiment is to identify the requirements for interactive content
analysis algorithms the sample size was selected using the mathematical model of
problem discovery rates proposed by Nielsen and Landauer (1993). Using the math-
ematical model of problem discovery rates Nielsen and Landauer (1993) to select the
number of required participants is justified because comparable research participants
were recruited and were directed to perform the same task (i.e., discover themes with
the aid of an algorithm). Based upon the mathematical model, ten participants per
group was enough to uncover 98% of issues because the inclusion of additional par-
ticipants would reveal fewer and fewer new requirements with the major requirements
being identified by at least five participants. The comparative study in Experiment 1
uses two groups of participants namely Group A and Group B with each group made
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up of ten participants.
Due to the nature of the dataset used in the Experiment, participants were recruited
with a research background in Education. Participants were initially recruited via an
email that was sent to a mailing list for postgraduate students (i.e., at a Masters and
PhD level) and academics employed within the Faculty of Education at Queensland
University of Technology (QUT). Participants with postgraduate qualifications involv-
ing qualitative analysis in an Education-related domain were also recruited via email
from local university departments focusing on instructional design (i.e., Educational
Designers, Learning Designers and Instructional Designers). The recruited researchers
were not involved in either Experiment 2 or Experiment 3.
Both Group A and Group B were emailed the research task and required to find the
main themes in a small textual dataset. Participants from both Group A and Group B
were able to complete the research task at a convenient time using their own computer.
Instructions were provided to both groups of participants explaining how to complete
the required research tasks. Participants within Group A were instructed to read every
item of text manually and then assign related text responses to a theme. Participants
in Group B were required to use a theme-discovery algorithm to derive themes via a
web-based interface. Participants in Group B were required to rate the derived themes
after being allowed to inspect the main keyword from the theme and also view where
these words occurred within the text responses.
The interactivity enabled for Group B was limited to the ability to vary the number
of derived themes. Changes made to the number of themes were tracked. Participants
from Group B were required to complete a survey which was designed to gather
interactivity requirements from participants.
The research findings from Experiment 1 were fed directly into Experiment 2.
Once the types of interactivity was known, algorithms that match the criteria were
then selected and used in Experiment 2.
In the evaluation, the themes derived by Group A and Group B were compared.
This analysis forms an essential element in the identification of differences arising
from the themes derived by manual coders and coders using the thematic discovery
algorithm and allows us to evaluate whether thematic discovery algorithms are suitable
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computational aids. These findings are detailed in Chapter 4: Determining Interactivity
Requirements. The qualitative and quantitative responses to the survey on interactivity
will also be analysed.
Chapter 4 contains the detailed setup and analysis of Experiment 1. Additional
details regarding the dataset and participant recruitment is also included in Chapter 4.
3.3.2 Experiment 2: Semantic Validity Enhancement
Experiment 2 has been designed to test the central hypothesis proposed within this
thesis. This hypothesis involves determining whether allowing content analysts to
incorporate domain knowledge within theme discovery algorithms improves the se-
mantic validity of the derived themes in relation to the research that the qualitative
researcher is conducting. Experiment 2 was designed to address the following research
questions:
• RQ 3. How do semi-supervised variants of NMF and LDA meet the interactivity
requirements of qualitative content analysts?
• RQ 4. Does the addition of domain knowledge via an interactive and iterative
process improve a researchers ability to address research questions?
Experiment 2 was designed as a between-subjects evaluation because two inter-
active variants of thematic discovery algorithms were required to be evaluated by
participants. The choice of a between-subjects study favoured the comparative nature
of Experiment 2. If a single algorithm had been selected prior to Experiment 1,
a within subjects study that allowed participants to evaluate a single algorithm on
multiple datasets would have been employed. A larger within subjects experiment
was deemed outside of the scope of the overall research study in this thesis and seen as
potential future research direction. The criteria for the selection of the algorithms were
determined in Experiment 1 and the review against the criteria is detailed in Chapter 6:
Interactive Content Analysis Algorithms. Participants were not aware of the algorithm
they were assigned to evaluate.
The researchers recruited for Experiment 2 were not involved in either Experiment
1 or Experiment 3. Participants were divided into two groups Group A (interactive
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NMF variant algorithm) and Group B (interactive LDA variant algorithm). Both Group
A and Group B were made up of ten participants each based upon the same reason as
for the selection of the sample size in Experiment 1 namely, using the mathematical
model of problem discovery rates that was proposed by Nielsen and Landauer (1993).
As with Experiment 1, participants were recruited with a research background in
Education due to the nature of the chosen dataset. Participants for both groups were
initially recruited via an email that was sent to a mailing list for postgraduate students
(i.e., at a Masters and PhD level) and academics employed within the Faculty of Edu-
cation at Queensland University of Technology (QUT). Participants with postgraduate
qualifications involving qualitative analysis in an Education related domain were also
recruited via email from local university departments with instructional design staff
(i.e., Educational Designers, Learning Designers and Instructional Designers).
Participants from both Group A and Group B were able to complete the research
task at a convenient time using their own computer. Instructions were provided to
both groups of participants explaining how to complete the required research tasks.
Members of Group A and Group B were provided with access to an algorithm via a
web-based interface and given the research questions that they needed to address. In
addition to finding the main themes present in the dataset, the participants were given
defined research questions. The participants from both groups were allowed to rate
the derived themes in terms of theme coherence and relevance to the provided research
questions. Both groups of participants were given access to view the top-n words in a
theme via keyword-in-context functionality.
All interactions with the algorithm were tracked. This allowed data on the number
of iterations and type of manipulations to be collated for further analysis. Participants
were also required to provide feedback and complete a questionnaire. Development
of the questionnaire is reported in Chapter 5: Conceptual Foundations for Interactive
Qualitative Content Analysis.
Experiment 2 provided a rich set of data for analysis which included:
• The questionnaire results were used to develop a model of how quality, trust,
interactivity and interpretability related to each other when algorithms are used
to support qualitative content analysis.
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• Theme coherence, research relevance ratings and interactions (creation, merging
and splitting of themes) were evaluated and compared according to whether the
theme quality improved with interactivity and whether the themes became more
relevant to the research question?
• Theme quality ratings were also compared to Topic Coherence measures (Mimno
et al., 2011; Newman et al., 2010; Aletras and Stevenson, 2013; Stevens and
Buttler, 2012) that have been used in recent studies to evaluate and compare LDA
and NMF. Theme coherence measures score a theme by measuring the degree
of similarity between high scoring words in a theme and have been shown to
distinguish between themes that are semantically interpretable versus those that
are artefacts of statistical inference. Topic coherence is calculated as the sum
of pairwise distributional similarity scores over a set of theme words and was
introduced in the Literature Review (Chapter 2). The theme coherence scores
were calculated and compared with the participant theme quality ratings. The
following theme coherence measures were used:
– UCI Metric (Newman et al., 2010), which is an extrinsic metric because
the word probabilities are calculated using an external corpus which will
be Wikipedia for the purpose of this experiment.
– UMass Metric (Mimno et al., 2011) which is an intrinsic metric because it
calculates probabilities from the corpus being used.
3.3.3 Experiment 3: Interactive Content Analysis for Qualitative Researchers
Experiment 3 has similar aims as Experiment 2 but is more focused on exploring the
process a researcher follows while using an interactive thematic algorithm to respond
to research questions. Experiment 3 was designed as an extension to Experiment 2
with the aim of addressing two issues associated with Experiment 1 and Experiment
2. In Experiment 1 and Experiment 2, the size of the dataset analysed was restricted
because the research task had to be completed within an hour. In Experiment 2 partici-
pants completing the research task were provided with research questions and asked to
construct rules (create themes, merge themes and split themes) that were then passed
to the interactive thematic discovery algorithms with the aim of deriving themes that
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were relevant to the research questions outlined for the research task. Experiment 3
provides the opportunity for researchers to provide their own research questions that
they wish to address with the assistance of an interactive thematic discovery algorithm.
Within the experiment, two researchers were recruited and required to supply and
analyse datasets emerging from their own qualitative research studies. Only two re-
searchers were recruited due the in-depth nature of the study and the time commitment
required. Participants with a PhD and experience in conducting qualitative content
analysis were recruited.
The design-based iterations completed with both researchers included:
• Allowing the researchers to review, rate and provide feedback on themes derived
using a non-interactive variant of a thematic discovery algorithm.
• Analysing the researcher feedback and asking follow-up questions where re-
quired.
• Allowing the researchers to come up with research questions specific to their
provided dataset.
• Based upon themes not present in the themes derived using a non-interactive
variant, assisting the researchers in constructing a set of create theme, merge
theme and split theme rules that would aid with the discovery of themes relevant
to the research questions.
• Allow researchers to review the derived themes and adapt the rules as necessary.
Tracking was enabled in the interactive environment. Participants were required
to evaluate derived themes by reviewing the main keywords in context. Of partic-
ular interest was the participant rating of each theme in terms of research question
relevance, and the correlation with Theme Coherence metrics. The evaluation and
analysis of the results are detailed in Chapter 7: Evaluation of Interactive Content
Analysis Algorithms.
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3.4 The Application of Design-based Research
This section describes the application of the design-based research methodology by
matching research tasks to each phase of the methodology:
Phase 1: Analysis of practical problems in collaboration with participants
The literature review in Chapter 2 provided an initial analysis of the issues im-
peding the adoption of computational techniques as aids for qualitative content
analysis (i.e., the problem in the context of applying the design-based research
methodology). Experiment 1 was then designed to gain a deeper understanding
of whether thematic discovery algorithms were conducive as qualitative content
analysis aids (i.e., the technological solution in the context of the of applying
the design-based research methodology). Experiment 1 allowed the themes
derived by manual coders to be compared to the themes derived with the aid
of a thematic discovery algorithm, revealing additional insight into the features
of the algorithms that are both beneficial and lacking. Experiment 1 produced
results that allowed the interactivity requirements to be determined.
Phase 2: Development of solutions informed by technological innovation
Experiment 1 provided an understanding of the interactivity requirements. Avail-
able algorithms were evaluated against the required criteria and an NMF and
LDA variant were then selected for evaluation in Experiment 2 (i.e., the selec-
tion of potential technological solution). In Experiment 2, participants were
given access to a simple user interface which supported the required forms of
interactivity (i.e., the implementation of the technological solution).
Phase 3: Iterative cycles of testing and refinement of solutions in practice
Experiment 1, Experiment 2 and Experiment 3 represent separate iterations in
the application of design-based research methodology, each of which focused on
a defined set of aspects to be evaluated and led to the refinement of the technolog-
ical solution being delivered. Experiment 1 provided research results that served
to guide the direction of Experiment 2 in terms of the algorithms that needed
to be evaluated in order to meet the interactivity requirements of qualitative
content analysts. Experiment 3 included in-depth collaboration with qualitative
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researchers further evaluating interactive thematic discovery algorithms but with
a focus on gaining a deeper understanding of the process a content analyst uses
to add domain knowledge via the supported interactivity of thematic discovery
algorithms. Five design-based iterations were conducted with each of the two
participants recruited for Experiment 3.
Phase 4: Reflection to produce “design principles” and enhance solution design
Reflection occurred after the analysis of results produced by all experiments.
The reflective activity aided with the interpretation of results and allowed various
design guidelines to emerge, which are documented in Chapter 4, Chapter 5 and
Chapter 7. The design guidelines were substantiated with data and served as
a theoretical underpinning for the conceptual framework and evaluation model
that were developed to address interactive content analysis (see Chapter 5).
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3.5 Theory Development
The experiments have been designed to yield results from which significant theoretical
contributions can be made. In particular, design guidelines for directly addressing
issues affecting the uptake of thematic discovery algorithms as computational aids for
qualitative content analysis will be gathered from the results of Experiment 1. I was
able to adapt the Krippendorff Conceptual Framework for Content Analysis (Krip-
pendorff, 2012) to support algorithmic analytical constructs and develop an evaluation
framework for interactive content analysis.
3.6 Summary
The design-based research methodology was selected because it allowed complex
problems to be addressed in collaboration with participants in an iterative manner.
It was not possible to design a single experiment to address all the research ques-
tions and, as such, three experiments whose results address different aspects of the
research questions were designed. The experiments include, Experiment 1: Interactiv-
ity Requirements, Experiment 2: Semantic Validity Enhancement and Experiment 3:
Interactive Content Analysis for Qualitative Researchers. All of the experiments were
designed to go beyond prior comparative studies (Conway, 2006; Schnurr et al., 1993;
Penn-Edwards, 2010; Chang et al., 2009; Mimno et al., 2011; Stevens and Buttler,
2012; Newman et al., 2010) and be relevant for qualitative content analysis.
In the next chapter, the setup of Experiment 1: Interactivity Requirements is de-
tailed with a full analysis of the findings.
Chapter 4
Determining Interactivity Requirements
In the previous chapter (Chapter 3: Research Methodology), three experiments were
designed in order to address the research questions posed within this thesis. This
chapter focuses on describing the implementation, data analysis and research findings
from Experiment 1: Determining Interactivity Requirements. This experiment entailed
providing a dataset to a group of manual coders (Group A) and a group of coders aided
by a thematic discovery algorithm (Group B) and requiring both groups to find the
main themes in the dataset. A detailed description of all aspects of the experiment
design is described for both Group A and Group B. This includes the interface design,
participant tracking, participant feedback, theme quality ratings and interactivity re-
quirements questionnaire. Research findings from the comparison of themes derived
by Group A and Group B and the interactivity requirements questionnaire are then
analysed and discussed.
The experiment provided a rich set of qualitative and quantitative data and I was
able to define the key types of interaction that qualitative content analysts require in
thematic discovery algorithms. Within the analysis, I was also able to identify key
design guidelines for the use of thematic discovery algorithms as qualitative content
analysis aids.
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4.1 Introduction
Experiment 1 was designed to evaluate the suitability of thematic discovery algorithms
as aids for qualitative content analysis and determine the types of interactivity that are
required by qualitative content analysts in order to answer research related questions
when using thematic discovery algorithms. Experiment 1 seeks to answer Research
Question 1 and Research Question 2 (see Table 3.2). The experiment consists of two
groups of participants, each provided with a small dataset of textual responses. Group
A consisted of manual coders, while participants in Group B were provided with access
to a thematic discovery algorithm.
The inclusion of manual coders (Group A) in the experiment allows for a com-
parison of the themes derived by both the manual coders and the algorithmically
aided coders. I chose a comparative study in order to reveal deficiencies in either
of the approaches and provide additional insight into the types of interactivity that, are
necessary.
4.2 Experiment Design
Participants in Group A were required to manually read the corpus, assign the text
response to a theme and provide a reason for why they assigned the response to a
particular theme. Participants in Group B were given access to the NMF algorithm
via a simple web-based frontend called the Theme Explorer. All user interaction and
feedback within the web-based application was tracked. Participants in Group B also
had to complete a questionnaire to determine the types of interactivity that they found
useful within the context of qualitative content analysis.
There was no overlap among the participants recruited for Experiment 1 with the
participants recruited for Experiment 2 and Experiment 3. A sample size of ten was
selected for each group using the mathematical model of problem discovery rates that
was proposed by Nielsen and Landauer (1993).
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4.3 Particpant Recruitment
Participants were recruited with experience in conventional content analysis and a
research background in Education due to the nature of the dataset. Participants were
initially recruited via an email that was sent to a mailing list for postgraduate students
(i.e., at a Masters and PhD level) and academics employed within the Faculty of Edu-
cation at Queensland University of Technology (QUT). Participants with postgraduate
qualifications involving qualitative analysis in an Education related domain were also
recruited via email from local university departments with instructional design staff
(i.e., Educational Designers, Learning Designers and Instructional Designers). Each
recruited participant was only able to participate a single experiment. The profile of
recruited participants is listed in Table 4.1.
Table 4.1: Profiles for participants recruited for Experiment 1.
Group A Group B
Experience in Education Sector 10 10
Highest Qualification - Masters 4 3
Highest Qualification - PhD 2 4
4.4 Participant Environment
Participants from both Group A and Group B were able to complete the research task
at a convenient time using their own computer. Participants in Group A were emailed
a Microsoft Word document containing the survey text responses and blank theme
templates (see Figure 4.1). Participants in Group B were emailed login details to access
the web-based user interface to use the thematic discovery algorithm. Participants in
Group B were provided with instructions on using the user interface and completing
the research task (see Figure 4.2).
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4.5 Dataset
The dataset consisted of 100 free text responses to the survey question from a larger
study on First Year Mathematics and Science Teacher Professional Development. The
survey questions was: “What types of support does your school provide to beginning
science or mathematics teachers?”. The length of responses varied from between one
line to four lines of text. The total word count was 1397, taking up four pages of
A4 size (i.e 158 lines). The corpus was chosen because it contained a good spread
of respondents views, the text responses were all able to be red in approximately 10
minutes with the remaining 50 minutes being available for manual coders (Group A) to
group text into themes. Appendix A contains an excerpt from the dataset. The dataset
was also selected because participants with a background in education and teacher
professional development were able to be recruited via mailing lists at Queensland
University of Technology.
4.6 Materials and Implementation
In this section, the materials provided to Group A and B are discussed. Group A were
provided with a Microsoft Word document that contained the dataset and provided
templates for creating themes. Group B were provided with access to a web-based
interface.
4.6.1 Group A
Each of the ten participants in Group A were provided with the full dataset. In the
dataset, each response was assigned a numeric unique identifier. The Microsoft Word
document also included blank templates (see Figure 4.1) which the participants were
instructed to group responses that they felt belonged to a common theme. The par-
ticipants were instructed to use as many templates as required and were able to easily
create templates as needed. Within the template, the participants were required to label
the theme and provide a reason for placing responses within the theme.
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Figure 4.1: Example theme template provided to manual coders (Group A).
4.6.2 Group B
Each of the ten participants in Group B were given access to the thematic discov-
ery algorithm (NMF) via a web-based tool called the Theme Explorer which was
designed and implemented to facilitate the experiment. The user interface for the
Theme Explorer was incorporated into Drupal, a popular content management system.
Drupal was selected because it included user account management, login, tracking and
questionnaire modules. Drupal also has a flexible module architecture that facilitated
the integration of the NMF algorithm with a user interface.
Interface Design
Within the Theme Explorer, participant instructions were displayed and a simple inter-
face was provided for the participant to adjust the number of themes to be derived (see
Figure 4.2) - the only limited interactivity provided in Experiment 2.
Each theme was displayed with a numerically incremented theme name, for exam-
ple “Theme 1”. For each theme the top weighted words and responses were displayed
(see Figure 4.3).
Participants were able to view where the top weighted words were present in the
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Figure 4.2: Instructions provided to Group B participants in Experiment 1.
Figure 4.3: The user interface to display derived themes for Group B participants in
Experiment 1.
responses as a form of keyword-in-context interpretation aid. Clicking on any of the
main words in a theme highlights the instances of the word present in the top responses
within the theme (see Figure 4.4).
Participants were able to rate each theme in terms of quality on a 1 - 5 scale. Free
text feedback could also be given for each derived theme (see Figure 4.5).
Once participants had located what they thought was the ideal number of themes
(the model selection parameter k), they were required to label (i.e, give the theme a
title), rate and, as appropriate, provide feedback on the derived themes. They were also
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Figure 4.4: The keyword-in-context tool for Group B participants in Experiment 1.
Figure 4.5: The theme rating, feedback and labelling widgets for Group B participants
in Experiment 1.
then presented with a questionnaire where they could detail the types of interactivity
that they felt were important within the context of qualitative content analysis (see
Figure 4.6).
Dataset Pre-processing
Pre-processing was performed on the dataset prior to the execution of the thematic
discovery algorithm. Stop words (i.e., common words in the English language such
as the, is, a, and are) were first removed from each response in the corpus prior to
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Figure 4.6: The online questionnaire interface provided to Group B participants in
Experiment 1.
the stemming of words using a Porter-Stemmer algorithm (e.g., “argue”, “argued”,
“argues”, “arguing” are all reduced to the “argu” stem which is neither a word or a
root word). Stemmed word and frequency counts were then used to populate the term-
document matrix.
Algorithm Initialisation
As convergence of the NMF algorithm is not guaranteed and dependent upon the ini-
tialisation of the W and H matrices (see Section 2.7.2), the Nonnegative Double Singu-
lar Value Decomposition (NNDSVD) method proposed by Boutsidis and Gallopoulos
(2008) was used. The NNDSVD method has been shown to speedup convergence
and reduce the reconstruction error of the A matrix (i.e., the original term-document
matrix). The original multiplicative algorithm suffers from slow convergence which
is undesirable given that I require participants to interactively inspect themes while
updating the number of themes to be derived. A projective gradient NMF algorithm
Lin (2007) was chosen because the algorithm converges to a solution in a shorter
timeframe which meant that theme display after an interaction was more responsive
for participants.
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Activity Tracking
All participant activity with the Theme Explorer was logged. The key elements that
were tracked to facilitate analysis of the derived themes and participant feedback were:
• Participant login and access to the system
• The number of themes to be derived at each iteration
• The generated themes including the top weighted words and responses for each
theme
• Theme quality rating, theme feedback and proposed theme label for each theme
in the final iteration
4.7 Analysis
4.7.1 Analysis of Manually Coded Themes
The ten participants in Group A completed the manual coding exercise. Each partici-
pant was provided with the full corpus with each response assigned a numeric unique
identifier and templates for assigning responses to the themes in a Microsoft Word
document. The participants were instructed to use as many templates as required. An
example template that was completed by a participant in Group A is shown in Figure
4.7.
The number of themes as identified by the participants in Group A varied from
between five (5) to eleven (11). Table 4.2 contains the labels for themes manually
derived by the participants in Group A. The grouping of the responses into themes was
very dependent upon the individual participant, what they thought was important and
what they determined were the criteria that defined how responses should be grouped
together.
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Figure 4.7: Example theme template completed by manual coders in Group A.
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Table 4.2: Themes derived by Participants in Group A.
Participant 1:
Mentoring
Induction
Support
Support Program
Beginning Teachers
HOD Support
Participant 2:
Formal Support - Peer meetings/support groups
Lack of support
Formal support - Introduction program
Formal Support - Mentoring program
Informal support - general
Classroom Peer evaluation
Support admin
Informal support - peer/buddy
Professional associations
Peer mentoring
Formal Support - Mentoring HOD/Experienced
Resources - Time release PD
Resources teaching
Resources - Teaching load
Communications formal
Miscellaneous
Participant 3:
Induction
Mentoring
Beginning teachers
Heads of Dept
Pedagogy
Miscellaneous
Participant 4:
Workload balance
Mentoring
Induction
Professional/academic development
Communication
Feedback
Continued on next page
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Table 4.2 – continued from previous page
Participant 5:
Mentoring
Reduced Load
Head of Department or Deputy Principal
Support
Formal Induction/New Teacher Support
Program
No or limited support
Supervision/Lesson Observation and
Feedback
Demonstrations/Shadowing/
Observations of Other Experienced
Teachers
Formal Professional Development
(beyond induction program)
Other/Unclear
Staff meetings/Staff(room) support
Access to Professional Bodies/Access to
Teaching Resources
Participant 6:
Induction Program
Mentoring Program
Head of Department (HOD) Support
Reduced Workload
Professional Development
Beginning Teacher Program
Collaborative Working
Principal/Deputy Principal Involvement
Behaviour Management
Participant 7:
Workload balance
Mentoring
Induction
Collegial Support
Professional Development
In-service
Participant 8:
Resources
Mentoring
Induction
Collaboration
Observations
Load Reduction
Professional Development
Continued on next page
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Table 4.2 – continued from previous page
Participant 9:
Support
Resources
Peer Mentoring
Mentoring
Load Management
Beginning Teachers
Experienced Teachers
Participant 10:
HOD Support
Collegial Support
In-service
Workload Balance
Observations
Professional Development
Overlap among the manually derived themes was also present. This was revealed
by viewing each manually coded theme as a set of responses and visualising the theme
overlap with the aid of a Venn diagram. Figure 4.8 illustrates that overlap among
themes was very common. It seemed natural for participants to not assign a response
to a single theme, rather preferring to assign the response to all related themes. This
substantiated the selection of algorithms that do not enforce hard non-overlapping
themes namely thematic discovery algorithms such as NMF and LDA.
The importance of using thematic discovery algorithms that support overlap among
themes justifies to the first design guideline (Design Guideline 1). Widely used hard
clustering algorithms such as k-means are inappropriate as computational aids for
qualitative content analysis because they will not reveal overlap to the analyst and
important relationships amongst themes are therefore not easily recognised by the
analyst.
Design Guideline 1:
Algorithms used as aids to qualitative content analysis need to support the
generation of overlap among themes.
Common themes found by participants included Support, Mentoring, Induction
and Professional Development. These themes included documents which had words in
common.
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Figure 4.8: Venn diagrams illustrating theme overlap present in themes manually
coded by participants in Group A.
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Participants involved in the manual coding process were also able to find themes
where the documents/responses were grouped together because they contained a set
of fragments that belonged to a set or where relationships existed between the words
in the documents which were not directly reflected in the word usage between the
documents. As an example the theme Workload Balance was created by a participant
with the following rationale: “referred to reduction of timetable, efforts to lighten
teaching load for beginning teachers, release time for professional development”. The
algorithms that qualitative content analysts use therefore need to be able to take into
consideration these relationships when producing themes in order to start producing
themes that humans are capable of producing after reading documents. This condition
is reflected in Design Guideline 2.
Design Guideline 2:
Algorithms used as aids to qualitative content analysis need to allow the
analyst to supply sets of related words as domain knowledge in order to
produce themes that humans are able to uncover.
4.7.2 Analysis of Algorithmically Derived Themes
Participants in Group B specified the number of themes as between five (5) and nine-
teen (19) after reviewing the derived themes for various values of k. There was no
general consensus for a specific number of themes. This is in accordance with the
themes derived by manual coders (i.e., Group A) though the number of themes had a
larger range of values.
Table 4.3 contains the themes derived by Group B. Key themes from the final
iteration of Group B participants were Support, Mentoring, Induction and Professional
Development. These themes were also present in the themes derived by manual coders
(i.e., Group A). Themes such as Mentoring were found by the NMF algorithm due to
common words being present within the responses.
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Table 4.3: Themes derived by Participants in Group B
Participant 1:
Beginning Teacher
Induction Programs
Teacher
Support
Mentor
Participant 2:
Beginning Teachers
Policy Induction
Time Management
Time Management
Personalised Beginning Teacher Learning Plan
Participant 3:
Beginning teachers
Support for beginning teachers
Issues with provision of support for
beginning teachers
Support as part of the induction program
for beginning teachers
Mentoring for beginning teachers
Support from co-teachers and other staff
Overall teacher support
Responsibility of HOD and support
Assessment and feedback of beginning
teacher performance
Development programs for beginning
teachers in maths
Participant 4:
Range of Approaches
Induction Program
Issues
Practical support and feedback
Organised mentoring
Support from other staff
School-level
Continued on next page
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Table 4.3 – continued from previous page
Participant 5:
Induction Programs
Mentoring
Teachers
Support
HoD Support
Supervisor Support
Feedback
Teacher
Shadowing
Assessment and feedback
Participant 6:
Induction
Mentoring
Support
Mentors
Support 2
Teachers
Feedback
Buddying and Shadowing
Professional Development
HOD Support
Continued on next page
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Table 4.3 – continued from previous page
Participant 7:
Beginning Teachers
Support
Beginning Teachers 2
Induction Program
Mentoring
Support (colleagues)
Overall teacher support
HOD
Feedback
Professional Development
Participant 8:
induction
mentoring
teacher
support
mentor
assistance
HoD
observe
participate
support
Inservice
meetings
participation
planning
workload
mentor
support
induction
Buddy
Continued on next page
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Table 4.3 – continued from previous page
Participant 9:
Beginning Teachers
Induction Programs
Teaching area
Lesson support and Observation
Mentoring
Staff Assistance
Teachers
Feedback
Teacher
Participant 10:
Programs for beginning teachers
Induction Programs by HODs
Teaching areas
Support
Mentoring
Staff support
Not all of the derived themes in the final iteration were rated as having the same
quality. Textual feedback provided by participants also indicated that not all themes
that the algorithm derived for a particular value of k were of the same quality. Some
participants even said that it was difficult to select an appropriate value for k (i.e., the
number of themes) because it was hard to retain the themes that were of a good quality
across iterations. Recently, metrics such as the UCI metric (Newman et al., 2010)
and the UMass metric (Mimno et al., 2011) have been proposed for the evaluation
of topic modelling algorithms (NMF and LDA). These metrics have been shown to
correlate with human similarity judgements and would provide a way to communicate
theme quality to the content analyst. These metrics should be displayed with the
derived themes to indicate theme coherence and aid the content analyst in selecting
an appropriate value for k (Design Guideline 3).
Design Guideline 3:
Display metrics that indicate the theme coherence of a derived theme to aid
the content analyst.
Themes based upon set membership were present in the themes derived by manual
coders but were not present in the themes derived by NMF. Examples of such themes
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include Communication, Resources and Workload Balance.
Participants in Group B indicated that they wanted to map words that serve as
synonyms in the context of the corpus such as “support” and “assist”. This feedback
substantiates the inclusion of Design Guideline 2.
Participants in Group B found it difficult to use the top weighted words in a theme
to help interpret what the theme was about especially when words that were part of a
phrase or multi-word expression were included as single words. Examples included
Induction Program and Professional Development. This occurs because a bag-of-
words approach is taken in the creation of the term-document matrix. The words
serve as features in this model and it is possible to incorporate phrases and multi-word
expressions. This should be considered as it would improve theme interpretability
(Design Guideline 4).
Design Guideline 4:
Include phrases or multi-word expressions as features in the bag-of-words
model to allow the top weighted phrases or multi-word expressions in a theme
to be displayed in order to improve theme interpretation.
4.7.3 Comparison of Manual and Algorithmically Derived Themes
This section will compare the themes found manually with those derived with the
assistance of the NMF algorithm. In particular, I am interested in the themes that
the manual coders were able to discover that were not present in the themes derived by
the NMF algorithm and vice versa. This will provide insight into where improvements
can be made in the algorithms and also reveal the strengths of the algorithm. Themes
derived by the manual coders are listed in Table 4.2 and themes derived with the aid of
a thematic discovery algorithm are listed in Table 4.3.
There was no consensus on the number of themes by both Group A (between 5 -
12 themes) and Group B (5 - 19 themes) participants. The range of themes selected by
Group B participants was however larger. This can perhaps be explained by the fact
that participants in Group B had to explore the themes produced for a multiple values
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of k and select the most appropriate.
Common themes found by both groups include Mentoring, Support, Professional
Development and Induction. The manual coders were also able to find themes re-
lating to Workload Management, Communication, Resources, and Collegial Support.
Themes on Communication, Workload Management and Resources which were made
up of documents with items that belonged to a set or mapped together by other types
of relationships, were not found by the NMF algorithm.
Aspects of themes such as Workload Management and Collegial Support were
found with the NMF algorithm, when the specified number of themes was increased.
The participant that selected 19 themes was able to find and label themes such as
Workload, Buddy and Inservice. Not all of the documents that were mapped to these
themes by the manual coders were present in the NMF derived themes, but these
themes were present when the number of themes to be derived was increased to be
between 15 and 20. However, only one participant specified 19 as the number of
themes to be generated. This finding supports the inclusion of Design Guideline 5,
which focuses on using additional algorithms to aid the analyst in finding a good
approximation of the number of themes present.
Themes that were present only in the NMF derived themes and not the manually
coded themes included themes such as “Assessment and feedback of beginning teacher
performance”, “Personalised Beginning Teacher Learning Plans” and “Responsibility
of HOD and support”. These themes however were only found when the specified
number of themes exceeded 10.
4.7.4 Finding the Number of Themes
Participants in Group B were provided access to the NMF algorithm via the Theme
Explorer web interface, shown in Figure 4.3. Limited interactivity was provided with
the number of themes to derive being the only parameter participants were allowed
to change (k). The number of themes specified must be less than or equal to the
number of documents in the dataset. This limit is imposed by the dimensionality of
the factorisation where the W matrix is n x k and the H matrix is k x m. Client
side validation (i.e validation programmed with Javascript) was included to prevent
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participants from entering a value for k that exceeded n, the number of documents in
the dataset.
Each time a participant changed the value of k, this was logged to a tracking
database. The value for k and the top weighted words and documents in all of the
generated themes were stored. Figure 4.8 contains values that participants selected for
k at each iteration before they settled on a final value for the number of themes.
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Figure 4.9: Group B participant selection of the number of themes (k) in Experiment 1.
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The large and uneven fluctuations in the values of k strongly suggest that it was
a time-consuming and tedious task for participants to find what they perceived as an
appropriate number of themes. Participants started with the default value of ten and
then incrementally went up to about 50 before going back down to approximately five
themes and finally settling on between six and twelve themes. This was a lengthy
process given that within the iterations, each participant had to review the derived
themes.
Allowing participants to change the value of k can be viewed as a limited form
of interactivity with the algorithm. Parameter selection and fine-tuning is a difficult
task, even for machine learning experts. Due care must be taken in exposing algorithm
parameters directly via a user interface and where possible other algorithms should be
used to guide the user in identifying good parameter selections. In the case of selecting
an appropriate value for k in NMF, numerous parameter initialisation techniques have
been proposed. These techniques should be used to determine a good starting point
that is presented to the content analyst in order to reduce the time spent exploring the
parameter space. Design Guideline 5 addresses this issue.
Design Guideline 5:
Use parameter initialisation techniques to aid content analysts with parameter
selection (e.g., specifying the number of themes) for thematic discovery
algorithms.
4.7.5 Determining Interactivity Requirements
Participants in Group B had to complete a questionnaire (see Figure 4.6) after they
settled on an appropriate value for the number of themes and rated each of the themes.
The questionnaire was designed to gauge whether additional interactivity would be
useful in the context of using the NMF algorithm as an aid to qualitative content
analysis. All Group B participants completed the questionnaire.
Question 1a asked participants to rate on a scale of 1 to 7 whether it was very
difficult (1) or very easy (7) to use the top weighted words of the theme to gauge
the essence of the theme. All participants gave a rating or 4 or above, with seven
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participants giving a rating of 5 or above. The top weighted words were also used by
participants to label themes.
It is evident that the display of the top weighted words in a theme played a role in
helping the participants interpret the themes and this is reflected in Design Guideline
6. Allowing participants to click on the top weighted words and view where they were
used within the textual responses may also have contributed to helping the participant
interpret the theme, although this was not directly mentioned in the questionnaire. The
inclusion of tools that facilitate in-context analysis such as keyword-in-context tools
also led to improved theme interpretation, facilitating an enhanced understanding of
the theme and providing evidence for validity (Design Guideline 7).
Design Guideline 6:
Allow content analysts to view the top weighted words from a theme as a
means by which to interpret themes at a high level.
Design Guideline 7:
The inclusion of keyword-in-context tools is important to facilitate theme
interpretation and support evidence gathering.
Question 1b was used to determine if the documents within a theme were mean-
ingfully grouped together. A total of nine participants gave a rating of 4 or above, with
five participants giving a rating of 5 on a scale of 1 (very difficult) to 7 (very easy).
This question also related to the quality rating that participants gave each theme. NMF
derived clusters were generally of good quality receiving a quality rating of usually
between 3–5 on a scale of 1–5. It is important to also note that some themes were
of a low quality (i.e., not containing text responses that were meaningfully grouped
together). A participant used Q3 to raise this issue: “For Q1 above, my response
represents the mid point of a range of experience - something you should take into
account when analysing this data”. This issue is addressed in Design Guideline 4.
Question 2 contained a series of questions to gauge how frequently participants
wanted to use interactivity in terms of deleting documents from a theme, moving
documents between themes, merging themes and splitting themes. In most cases five
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or more participants gave a rating of 5 or above on a scale of 1 (very rarely) to 7
(very frequently). The largest variance in participant rating was received for merging
(2 participants gave a rating of 1) and splitting (3 participants gave a rating of 1).
Only one participant did not complete Question 3. In regard to Question 3 on
the Questionnaire, “What other manipulation and/or interaction techniques can you
suggest?” the free text responses were collated, grouped together and labeled. Use-
ful insight was also gained by collating and analysing the responses to Q4, “Please
provide general feedback/comments relating to the automatically derived themes”. An
inductive qualitative approach was employed, with each participant text response given
a label. Text responses with the same or similar label were than grouped together. A
summary of main labels substantiated with participant feedback are listed below:
Creation of themes
Participants wanted to create their own themes by entering the main words they felt
belonged to a theme.
“I would have added my own themes based on various aspects of the question - my
themes covered mentoring and induction ... i would have included at least assessment”
“The ability to “teach” or otherwise interact with the software would have helped to
generate more meaningful themes.”
Mapping words together
Participants requested the need to enter synonyms and related words (e.g., assist
and support).
“to be able to generate your own set of synonyms to allow contextualisation of
meanings for a specific research group would be really good.”
Specifying phrases
Participants requested the need to specify multi-expression words or phrases (e.g.,
“Induction Program and Beginning Teachers”).
Word Weighting
Participants were confused by what the weights (of both the top weighted words
and top weighted documents) meant.
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“i didn’t know what the numbers meant”.
“The numbers in brackets were at first misleading because I thought they might be
averages of some sort”.
Viewing multiple top weighted words in-context
Participants required the ability to click on and highlight multiple of the main
keywords in a theme at the same time using the keywords-in-context functionality.
“Highlight multiple words - can only highlight one at a time.”
Theme Quality
Participants did not find all themes for a given k value to be of the same quality.
“Not all returned themes are of the same quality.”
“Generally the derived themes worked excellently.”
“They were a good trigger - even when they were not obvious they prompted
thinking/new ideas.”
Parameter Selection
Participants did not know how to choose an appropriate value for the number of
themes.
“It was very difficult to determine the correct number of themes.”
“I had no idea on how to select the number of themes.”
“The larger the number of themes specified the harder it was to determine what the
themes were about.”
Visualization
Participants thought it would be useful to view a visual representation of the derived
themes.
“A visual map. Able to drag and drop responses for fine tuning themes (response
able to be included in multiple themes).”
Interactivity
Interaction was viewed to be key for the analysis of qualitative textual data.
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“at a first glance the data it was interesting, and may be helpful for beginning
researchers to give them an idea of how to interpret and group responses into themes.
But without the ability to interact with the software in a meaningful way, it would be
less useful for those undertaking frequent/detailed coding of comments.”
Sub-clustering of themes
Participants raised important points relating to sub-clustering a theme as a form of
interactivity:
“Some theme titles were hard to define because the cluster may require the title
to be more generic/broad or at times more specific. When there is a large group of
responses, I felt that you were safer to choose a broad theme so that it applies across all
responses, therefore, influencing my results. This is why being able to further cluster
would be useful.”
“It would be good to be able to add filters and regroup clusters manually as some-
times, interpretations need to be made in context which the system may not necessarily
pick up because the keywords were not generated. Sometimes, you may actually
not want some respondents to be included such as when you only want the student
dialogue. It would also be good to have sub-clusters and then define the themes/sub-
themes from these (perhaps drag and drop responses).”
Additional Participant Requests
The following items were also requested by participants in Group B:
• Move documents around between themes
• Delete words, documents and themes
• Cross matching with other themes to show relationships and correlations
• Search for a word or phrase and see in what themes it appears
Taking into consideration participant feedback, the results of the questionnaire and
the comparison between the themes derived by the manual and thematic discovery
algorithm aided groups of participants, the interactivity requirements are summarised
in Table 4.4.
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Table 4.4: Interactivity requirements for algorithms used to support qualitative content
analysis.
Interactive Requirement Description
Create a New Theme Allow participants to specify the words
that make up a new theme.
Specify sets of words Allow participants to specify words that
are synonyms or related.
Merge Themes Allow participants to map words from
the separate themes together to merge
themes.
Split Themes Allow participants to specify words from
a theme that must be place in separate
themes.
Sub-cluster a Theme Allow participants to apply a thematic
discovery algorithm to a theme.
We are now able to add Design Guideline 8 which reflects the need for interactivity:
Design Guideline 8:
Algorithms that aid qualitative content analysis need to support interactivity
which is defined in terms of allowing analysts to specify new themes (i.e.,
theme seeding), merge themes, split themes and sub-cluster themes.
4.7.6 Theme Labelling
Participants in both Group A and Group B were required to label or give an appropriate
title to a theme. This additional information was collected to assist in the comparison
of themes. The labelling also provided an understanding of the strategies that humans
use in labelling themes and will be useful for recommending and implementing appro-
priate algorithms with the aim of improving theme interpretation particularly for large
datasets.
Analysis of the Theme Labelling Strategies used by Group A
In all cases the manual coders were able to clearly label themes in a manner which
made the themes more interpretable without the need to read all of the responses that
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were assigned to a theme. No single labelling strategy was used, with each participant
employing a variety of strategies and selecting an appropriate strategy based upon the
theme makeup. The participants performing manual coding used various strategies to
label themes which included:
• using individual words that occurred with high frequency in a theme
• phrases or multiple words that occurred frequently within the documents as-
signed to a theme
• sets of words with similar meaning or related by a common concept
• adding a prefix to assign the theme to a hierarchy
Themes such as Mentoring and Induction were labelled using the word that
occurred with a relatively high frequency across the documents assigned to the theme.
A few participants also used multiple words or phrases to label the themes. In this
case Mentoring was labelled as “Mentoring Program” and Induction as “Induction
Program”. Not all of the documents mentioned the word “program” directly but these
participants perceived the text responses within the Induction andMentoring themes
as being part of a program being offered.
Phrases or multiple words that occurred together were also used as labels. Ex-
amples include “Professional Development” and “Beginning Teachers”. Themes that
were made up of documents grouped together based upon a membership to a set
or other types of relationships were assigned a label that was representation of the
type of relationship or set. “Teaching Resources” was used to describe the different
types of resources that were being made available to beginning teachers. “Workload
Balance” or “Workload Management” was used to describe themes relating to activities
to involving timetabling and other activities to reduce workload.
A participant used the labels as a way to assign themes to a hierarchical structure.
The theme labels were prefixed with the parent category. Examples include “Formal
Support: Mentoring Program” and “Formal Support: Induction Program”.
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Analysis of the Theme Labelling Strategies used by Group B
Common themes such as “Support”, “Mentoring” and “Induction” were labelled by
using one of the top weighted words. Variants also existed where participants added
the word “program” to the label, for example “Induction Program”. Labels that were
made up of phrases or multiple words that were present in the documents assigned
to the theme were also used to label the theme even though the words making up the
phrase were represented separately in the list of top weighted words (e.g., “Beginning
Teachers”). All of these strategies were used by the manual coders as well.
A number of participants in Group B however employed more descriptive labelling
strategies. Examples include “Issues with provision of support for beginning teach-
ers”, “Assessment and feedback of beginning teacher performance” and “Personalised
Beginning Teacher Learning Plan”. The strategy was not used by any participants in
Group A. It is difficult to justify whether the use of NMF or the manner in which
the themes were displayed and the ability to highlight keywords-in-context within the
Theme Explorer interface aided participants in Group B to produce more descriptive
labels.
4.8 Discussion
Based upon the findings from Experiment 1, the research questions can be addressed
as follows:
Research Question 1. Are thematic discovery algorithms such as NMF and
LDA suitable computational aids for inductive content analysis?
The results from Experiment 1 show that thematic discovery algorithms are conducive
aids to the qualitative content analysis process. In particular, two properties of the the-
matic discovery algorithms were found to be beneficial to qualitative content analysis
namely the support for overlap among themes (i.e., soft clustering) and the ability to
produce themes where both the main words and documents belonging to a theme can be
reviewed (i.e., the simultaneous clustering of both words and documents). In analysing
the themes derived by the manual coders, there was strong evidence of overlap among
themes. Participants in Group B also found the keyword-in-context tool to a useful
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tool for theme review. The keyword-in-context functionality is only feasible because
thematic discovery algorithms support the simultaneous clustering of both words and
documents.
Themes such as Professional Development, Mentoring and Induction were
found by participants in both Group A (manual coders) and Group B (NMF assisted
coders). More fine-grained themes such asWorkload Balance andCollegial Support
were more prevalent in the themes that were manually discovered by participants from
Group A. These themes were grouped together because the manual coders were aware
of the relationships between words within the textual responses relevant to the domain
area of the dataset. Another way to look at this is to imagine the manual coder
being aware of a set of keywords that all belonged to or were related to Collegial
Support. The words that the manual coders were able to associate together served
as the background knowledge that allowed text responses within a particular theme to
be placed together. The thematic discovery algorithms by default lack this ability but
this substantiates the need for interactivity as a mechanism for an analyst to provide
additional domain knowledge.
Research Question 2. What are the types of interactivity that content analysts
require when using a theme discovery algorithm such as NMF and LDA?
A clear understanding of the required types of interactivity were able to be determined
in Experiment 1 from Group B participant feedback and completion of the question-
naire. The types of interactivity include the ability to:
Create Themes
Participants wanted to specify the words that must be included in a theme such
as synonyms (e.g., support and assist) or words that were part of a set (e.g.,
Supervisor Support: HODS, principal, deputy) and view the resulting theme.
Merge Themes
Participants wanted the ability to merge the output of two themes.
Split Themes
Participants wanted the ability to split a theme into 2 separate themes by speci-
fying the words for each new theme.
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Sub-cluster a Theme
Participants wanted the ability to run the thematic discovery algorithm on the
text responses in a theme, to then view the sub-themes.
4.9 Summary
Within this chapter the data collected in Experiment 1: Determining Interactivity
Requirements, were analysed and discussed. The interactivity requirements to make
thematic discovery algorithms more useful within the context of qualitative content
analysis were identified. In Chapter 6, various extensions to thematic discovery algo-
rithms are evaluated against these requirements. A series of design guidelines emerged
from the analysis. These design guidelines form the foundation for the conceptual
foundation and evaluation model for interactive content analysis which is developed in
Chapter 5.
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Chapter 5
Conceptual Foundations for Interactive
Content Analysis
After having viewed interactive content analysis from an empirical perspective in the
previous chapter, I now build on the intuitions gained and view it from a theoretical
perspective. I first review and extend the Conceptual Framework for Content Analysis
(Krippendorff, 2004) to support the incorporation of interactive thematic discovery
algorithms. I then group together the design guidelines that emerged from our analysis
of Experiment 1 results to develop an evaluation framework for interactive content
analysis. The proposed evaluation framework is made up of four interrelated concepts:
Interactivity, Interpretability, Theme Coherence and Trust. Each concept is
explained in detail and from this discussion I have gained an insight into the interac-
tive qualitative content analysis process which has led to the emergence of additional
design guidelines for consideration.
Finally a questionnaire based upon the proposed evaluation framework is designed
with a series of questions included for each of the concepts. The questionnaire serves
to gauge how each of the criteria in the evaluation framework relate to each other. The
questionnaire was designed to be used in Experiment 2: Semantic Validity Enhance-
ment.
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5.1 Overview
In trying to address the main contributing factors affecting the adoption of thematic
discovery algorithms, I need a new theoretical model for content analysis. The model
needs to build upon the conceptual foundation proposed by Krippendorff (2004) and
include a feedback loop between the analyst and the algorithm. Initial research into
thematic discovery algorithms have focused on speed, convergence and automated
evaluation of derived themes using purely statistical metrics. In order to address issues
relating to quality, transparency and interactivity, an evaluation framework that will
allow the suitability of thematic discovery algorithms as an aid to qualitative content
analysis from the analyst’s perspective need to be developed. In this chapter I aim to
make these theoretical contributions.
5.2 Conceptual Foundation for Content Analysis
Krippendorff describes content analysis as a “research technique for making replicable
and valid inferences from text” Krippendorff (2004, p 88). The definition proposed by
Krippendorff places the emphasis of performing content analysis on the researcher’s
ability to draw inferences and this is reflected in the Krippendorffs’ Conceptual Frame-
work for Content Analysis (shown in Figure 5.1, which was reproduced from Krippen-
dorff (2004, p 30)).
We will first begin by providing an overview to Krippendorffs Conceptual Frame-
work. The Conceptual Framework consists of the following elements:
Text Text is the data that the researcher is seeking to analyse. I also refer to this source
as a corpus, collection of documents or dataset.
Research Question The research question or questions seek to guide the analysis that
the researcher is required to perform.
Context The context is the knowledge of the circumstances that have formed the
setting for the research study that researcher applies to the analysis in order to
answer the research questions.
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Figure 5.1: Conceptual Foundation of Content Analysis, reproduced from
Krippendorff (2004).
Analytical Construct In manual content analysis, the analytical construct can be thought
of as the rules of inference that the researcher applies while reading the text,
to place the text in an appropriate context so that the research questions can
be answered. Krippendorff (2004, p 88) describes the analytical construct as
operationalising the context. When using an algorithm for interactive content
analysis, the algorithm serves as the analytical construct.
Inferences This is the process by which the researcher applies the analytical construct
and makes the appropriate inferences to answer the research question.
Validating Evidence This means that there is evidence to validate and justify the
inferences drawn from the content analysis.
It is important to note that the Conceptual Foundation supports a “many worlds”
approach. This approach implies that researchers are able to answer many different
research questions using the same dataset but in doing so will have to set an appropriate
context and analytical construct and still be able to support their inferences with the
aid of validated evidence.
Krippendorff (2004, p 88) designed the Conceptual Foundation to foster long-term
systematic improvements in content analysis and to serve the following three purposes:
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• To guide the conceptualisation and design of research studies using content
analysis (i.e., prescriptive)
• To facilitate the comparison of published research studies using content analysis
(i.e., analytical)
• To form a criterion or performance standard against which researchers can eval-
uate their ongoing content analysis studies (i.e., methodological)
5.3 Thematic Discovery Algorithms as Analytical Constructs
Within the conceptual foundation proposed by Krippendorff, when a thematic discov-
ery algorithm is used to aid content analysis, the algorithm is playing the role of the
analytical construct. Krippendorff criticises the use of computational methods that
“have no relationship to any context in which given texts would arguably make sense”
and goes on to say that “sophisticated statistical techniques will yield something, but
this does not guarantee that the results refer to anything. Analytical constructs must
model the contexts they have chosen” Krippendorff (2004, p 35). These statements
substantiate the need for interactivity with qualitative content analysis algorithmic aids.
The Krippendorff conceptual foundation however does not model the interaction
that needs to occur between the analyst and the algorithm. In the next section, I will
propose a model that supports interaction.
5.4 Conceptual Foundation for Interactive Content Analysis
Krippendorff’s Conceptual Framework is applicable to the manual content analysis
process. I propose a new conceptual framework for content analysis that includes
support for interaction between the analyst and the thematic discovery algorithm. The
framework I propose is applicable to analysis conducted with interactive computa-
tional aids. Within the context of this research, the computational aid is primarily
unsupervised algorithms such as NMF or LDA and semi-supervised variants that allow
interactivity.
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The Conceptual Foundation for Interactive Content Analysis allows an algorithm
to be used as an analytical construct, catering for the inclusion of interactivity and
tools to aid interpretation. An interactive feedback loop is incorporated as a means
for the researcher to provide their domain knowledge to an algorithms (serving as
an analytical construct) in order to set the appropriate context to answer the required
research questions.
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Figure 5.2: Conceptual Foundation for Interactive Content Analysis.
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The proposed framework includes both the analyst and the thematic discovery
algorithm (see Figure 5.2). Within the model, the analyst has background knowledge
relevant to the research context and is aware of the research questions. Thematic
discovery algorithms serve as analytical constructs in the model and process the text
that must be analysed. The analyst does not directly read or interact with the text
collection. The thematic discovery algorithm derives themes which the analyst is able
to interpret. The themes may not be relevant or pertain to the research questions so the
analyst has the ability to interact with the algorithm. This is achieved via interaction
parameters that support the types of interactivity determined as part of Experiment
1. These allow the analyst to supply domain knowledge to the thematic discovery
algorithm. The output of the algorithm is again reviewed by the analyst. This process
can continue until the analyst is satisfied that all of the research questions are answered.
In the model, this is represented as a loop between the analyst and the analytical
construct.
It is important to note that it is not the analytical construct that makes inferences.
This task is still solely the responsibility of the analyst and the analytical construct is
merely used as an aid to the process. The derived output from the thematic discovery
algorithm then serves to provide supporting evidence for the content analysis findings.
5.5 An Evaluation Model for Interactive Content Analysis
In Chapter 4, I conducted an experiment to address Research Question 1, which in-
volved accessing the suitability of thematic discovery algorithms for qualitative content
analysis. While analysing the results from the experiment, eight (8) design guidelines
emerged. Table 5.1 contains a summary of these guidelines. In this section I will
use these design guidelines to develop an evaluation framework for interactive content
analysis.
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Table 5.1: Design Guidelines for Interactive Qualitative Analysis Software.
Guideline Description
Design Guideline 1: Algorithms used as aids to qualitative content analysis need to support
the generation of overlap among themes.
Design Guideline 2: Algorithms used as aids to qualitative content analysis need to allow the
analyst to supply sets of related words as domain knowledge in order to
produce themes that humans are able to uncover.
Design Guideline 3: Display metrics that indicate the theme coherence of a derived theme to
aid the content analyst.
Design Guideline 4: Include phrases or multi-word expressions as features in the bag-
of-words model to allow the top weighted phrases or multi-word
expressions in a theme to be displayed in order to improve theme
interpretation.
Design Guideline 5: Use parameter initialisation techniques to aid content analysts with
parameter selection (e.g., specifying the number of themes) for thematic
discovery algorithms.
Design Guideline 6: Allow content analysts to view the top weighted words from a theme as
a means by which to interpret themes at a high level.
Design Guideline 7: The inclusion of keyword-in-context tools is important to facilitate
theme interpretation and support evidence gathering.
Design Guideline 8: Algorithms that aid qualitative content analysis need to support
interactivity which is defined in terms of allowing analysts to specify
new themes (i.e., theme seeding), merge themes, split themes and sub-
cluster themes.
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The design guidelines when grouped together fall into three categories namely
Theme Coherence, Interpretability and Interactivity. The category title, description
and initial design guidelines that map to the categories are included below:
Theme Coherence
Used to make a decision on whether the themed instances are similar in a meaningful
way.
• Design Guideline 1: Algorithms used as aids to qualitative content analysis need
to support the generation of overlap among themes.
• Design Guideline 4: Include phrases or multi-word expressions as features in the
bag-of-words model to allow the top weighted phrases or multi-word expressions
in a theme to be displayed in order to improve theme interpretation.
Interpretability
Used to decide whether the concepts defined within the themes at all levels are easy
to recognise from the main keywords and instances (i.e., documents/posts/survey re-
sponses).
• Design Guideline 3: Display metrics that indicate the theme coherence of a
derived theme to aid the content analyst.
• Design Guideline 5: Use parameter initialisation techniques to aid content an-
alysts with parameter selection (e.g., specifying the number of themes) for the-
matic discovery algorithms.
• Design Guideline 6: Allow content analysts to view the top weighted words from
a theme as a means by which to interpret themes at a high level.
• Design Guideline 7: The inclusion of keyword-in-context tools is important to
facilitate theme interpretation and support evidence gathering.
Interactivity
Used to determine whether interactivity is useful and able to improve both interpretabil-
ity and trust.
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• Design Guideline 2: Algorithms used as aids to qualitative content analysis need
to allow the analyst to supply sets of related words as domain knowledge in order
to produce themes that humans are able to uncover.
• Design Guideline 8: Algorithms that aid qualitative content analysis need to
support interactivity which is defined in terms of allowing analysts to specify
new themes (i.e., theme seeding), merge themes, split themes and sub-cluster
themes.
In Chapter 1 and Chapter 2, I discussed the main issues that affected the adop-
tion of computational techniques as aids to qualitative content analysis. I found that
qualitative content analysts were not able to trust the output that was derived using
computational aids. The main contributing factors were due to the lack of transparency
and interactivity provided by the computational techniques due to the poor quality
of the derived themes where thematic discovery algorithms were used. The three
main categories of design guidelines that emerged from the results of Experiment
1 (Interactivity Requirements) are directly related to and address these three issues.
Theme Coherence relates to theme quality. Interpretability addresses transparency
as the related design guidelines seek to provide the analyst with tools to understand
and find supporting evidence for the derived themes. The mapping is obvious for the
Interactivity category.
We are now able to propose an evaluation framework for thematic discovery al-
gorithms used as aids to support inductive content analysis. The framework includes
Theme Coherence, Interpretability and Interactivity categories and relates these cat-
egories to Trust (see Figure 5.3). I include Trust in the model as each of the three
categories together contribute to an analysts confidence in the derived themes, ability
to obtain supporting evidence and promote credible findings. I formally define Trust as
as a “means to determine the analysts’ confidence in the resulting themes and whether
the analyst will use the derived themes as a basis for qualitative research findings”.
This is the first iteration of the evaluation framework and will be built upon from the
findings of Experiment 2 and 3.
While all of the categories contribute to an analysts ability to trust the derived
themes, it is not clear if they all contribute equally. Interactivity and Interpretability
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Figure 5.3: Evaluation Framework for Conceptual Foundation of Interactive Content
Analysis.
also contributes to Theme Coherence and this is reflected in the graphical representa-
tion of the framework in Figure 5.3. In this chapter, I will design a questionnaire to
determine how the categories of the model contribute to one another. The questionnaire
will be used in Experiment 2.
The evaluation framework that I propose is similar to a criteria-based framework
developed to evaluate algorithms that generate hierarchical taxonomies from text (Chuang
and Chien, 2005). To the best of my knowledge, it is the only framework that includes
qualitative attributes for text clustering. There are a number of key differences between
the framework I propose and the criteria-based framework developed by Chuang and
Chien (2005):
• “Cohesiveness” was renamed to “Theme Coherence” to be aligned with the
metrics used.
• Instead of “Readability”, “Isolation” and “Hierarchy” I include “Interpretabil-
ity”.
• “Navigation” is not required.
• I propose an evaluation framework that incorporates “Trust” and mandate that
the thematic discovery algorithms incorporate “Interactivity”.
In the subsections that follow, I will discuss in detail each of the evaluation frame-
work categories. This discussion also leads to the discovery of additional design
guidelines, particularly relating to Trust.
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5.5.1 Theme Coherence
The first criterion from the Chuang and Chien (2005) framework is “Cohesiveness”
which relates to cluster quality and more specifically that the documents in a cluster
have been grouped together in a semantically similar manner. As I use the UCI
(Newman et al., 2010) and the UMass (Mimno et al., 2011) Coherence metrics to
gauge theme quality in both an intrinsic and extrinsic manner, to remain consistent in
our terminology I rename the criterion from Cohesiveness to Coherence.
The term “semantic” also has multiple meanings for qualitative content analysts
which may differ from the intent of the word in the “semantically similar” context. As
content analysts need to understand the criteria within the framework without confu-
sion, we interpret “semantically similar” to mean “grouped together in a meaningful
way”. This interpretation is more specific and will cause less confusion.
Validity is a measure of how strongly the conclusions or inferences made within
a content analysis study can be backed up with evidence. The main types of validity
are Face Validity, Social Validity and Semantic Validity. Within the context of using
a thematic discovery algorithm as an aid to content analysis I are concerned with
Semantic Validity. Semantic Validity is the degree to which the documents correspond
to the themes that they have been mapped to.
Theme Coherence via the UCI and UMass metrics provides a measure of theme
quality. Participants from Group B in Experiment 1 highlighted the fact that not all
themes were of the same quality. The metrics can also be used to determine the order
in which the derived themes should be displayed to the analyst and also be used to filter
out themes that are of poor quality (e.g., a theme with a main words being: banana,
sky, canoe, furious (Newman et al., 2010)).
5.5.2 Interpretability
In the proposed framework, the Readability criteria have been renamed to Interpretabil-
ity. Readability was defined as the recognition of the concepts contained within the
clusters. The primary reason for renaming the Readability to Interpretability is that
the analyst must be provided with tools and if possible additional algorithms that serve
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to help the analyst interpret the themes derived by theme-discovery algorithms. It is
only from using these tools that the analyst is able to understand and make appropriate
inferences from the themes. The inclusion of tools to assist with interpretation such
as keyword-in-context functionality has the ability to improve the transparency of the
derived themes as the analyst can see the main words in a theme and review where
these words have occurred. This essentially facilitated the gathering of evidence to
support research findings. This view is supported by Krippendorff (2004, p 88) who
says that “Qualitative researchers support their interpretations by weaving quotes from
the analysed text. . . ”.
Interpretation tools also assist the analyst in determining whether themes contain
documents that have been meaningfully grouped together or are unrelated. This is par-
ticularly important from the perspective of a content analyst as even if the documents
have been grouped together in a meaningful manner, the theme itself may not be of
relevance in answering the research question.
Understanding and sensemaking were also considered as alternative titles but were
rejected on the basis that the analyst would first need to interpret the themes before
they will be able to gain an understanding. I am also interested in qualitative content
analysis software as a whole and the tools that aid with interpretability are an essential
feature.
A number of the Design Guidelines that emerged from the analysis of Experiment
1 directly map to Interpretability. These include Guidelines 5, 6 and 7 which relate to
the display of the top weighted words in a theme and the ability to view the occurrences
of these words in the documents that belong to the theme (keywords-in-context).
As it was shown that manual coders naturally derived overlapping themes, I have
avoided algorithms that partition the texts into no overlapping clusters and have instead
focused on algorithms such as NMF and LDA that allow texts to be mapped to multiple
themes (Design Guidelines 1). Isolation which was defined as the crispness of the
derived cluster is no longer relevant. Allowing the analyst to view overlap and under-
stand the relationship between themes is relevant and mentioned in Design Guidelines
2. Overlap, however does not warrant a top level criterion in the framework as it can
be mapped to Interpretability. Hierarchy and Navigation have been removed from the
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framework as they were specifically related to the hierarchical clustering algorithms
used for taxonomy generation.
5.5.3 Interactivity
I will define the Interactivity criterion by first excluding the elements that do not belong
to this criterion. The Design Guidelines that formed the basis for the Interpretability
quality criteria also provide a form of interactivity for the content analyst. Giving the
content analyst the ability to see the occurrences of a top weighted word in a theme
via the keyword-in-context functionality is also a form of interactivity. However, the
Interactivity and Interpretability criteria have not been combined. It is beneficial to
separate the Interactivity and Interpretability criteria. Interactivity in the context of
the proposed quality is specifically related to direct interactivity with the main theme-
discovery algorithm (e.g., NMF or LDA). The Interpretability criterion on the other
hand is restricted to interactivity that allows the analyst to explore and understand the
output of an algorithm.
Adding interactivity to an algorithm does not mean exposing an algorithm’s param-
eters via a user interface and allowing analysts to explore this space. In Experiment
1, participants were allowed to change the value of k which determined the number
of themes that were generated. It took participants multiple iterations to find what
they thought was a good value for k and in most cases the value of k was too small
to discover themes that were comparable to the themes found by the manual coders.
Parameter tuning is a task best handled by an optimisation algorithm. In the case of
finding the best number of themes there are a few algorithms and metrics that can
help determine the ideal number of themes that exist in a corpus. The algorithms and
metrics should be used to help guide the analyst with certain parameter still exposed
via a simple and intuitive interface. This is detailed in Design Guideline 3.
In the context of the evaluation framework, Interactivity is initially defined as
feedback that a content analyst can supply to the algorithm to improve the relevance
of the derived themes in relation to specific research questions. Interactivity provides
a means for content analysts to use domain knowledge in order to answer research
questions. Domain knowledge can take many forms and a key objective of Experiment
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1 was to determine the types of interactivity that content analysts require. The need for
the incorporation of domain knowledge particularly in the form of deeper relationships
that exist between words and documents as well as words that belong to a set (e.g., set
of teaching resources) arose from a need to get algorithms to generate the themes that
manual coders were able to find in the corpus (Design Guideline 2). The key Design
Guidelines that emerged from Experiment 1 that directly related to Interactivity were
Design Guidelines 2, 3, and 8.
The questionnaire completed by participants in Group B, the group using the NMF
algorithm provided insight in the types of interactivity that content analysts require. In
the next chapter (Chapter 6), interactive variants of NMF and LDA that meet the inter-
activity requirements will be selected for evaluation in a between-subjects experiment
(i.e., Experiment 2: Semantic Validity Enhancement). The types of interactivity that
were rated favourably were the ability to:
• Create themes by specifying the words that belong to a theme
• Split or further cluster themes
• Merge themes
• Sub-cluster themes
Interactivity should not solely be defined by the feedback provided by a content
analyst. Human-algorithm interaction is important but there are also numerous reasons
why this may be impractical. In certain situations the content analyst may not have the
required background knowledge to specify the additional relationships. In essence
the content analysts will be looking for what they think is present and this might
not be comprehensive even if the analyst is aware of the research questions. This
becomes a challenging problem particularly as the corpus being analysed grows in
size. Interactivity therefore also needs to be defined in terms of both human-algorithm
and algorithm-human interaction. Algorithm-human interaction is an emerging sub-
area of Machine Learning known as Active Learning (Settles, 2012, p 2).
Many deeper and more complex relationships may exist between the words in a
corpus. Not all of these may be relevant to the research question and it would be
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impractical to automatically provide all of these relationships to the algorithm. A more
suitable approach would be to use Active Machine Learning techniques to determine
the most relevant relationships and pose these as questions to the content analyst.
The content analyst is therefore not overwhelmed with browsing through a myriad of
relationships and only needs to be concerned with the most informative relationships.
This leads to the inclusion of an additional design guideline, namely Design Guideline
9 which suggests that interactivity should not solely be based on the content analyst
providing domain knowledge to the algorithm.
Design Guideline 9:
Interactivity should not be one-way between the analyst and the algorithm,
models of interactivity based on Active Machine Learning techniques must
also be leveraged to facilitate algorithm-analyst interactivity.
Participants from Group B in Experiment 1: Determining Interactivity Require-
ments, also highlighted the fact that not all themes were of the same quality. Using
metrics the algorithm should be able to suggest/ask the user to provide additional
feedback on whether themes should be included.
5.5.4 Trust
Trust can be defined by the confidence the analyst has in the themes produced by an
algorithm. Trust is important as it will be the ultimate decider of whether the analyst
chooses to publish the research results that were obtained with the aid of an algorithm.
Trust will also influence whether the algorithm will be used in future research studies.
Ultimately it is trust that will help bring to the mainstream the algorithms that aid
content analysts.
Traditionally trust in the findings from qualitative content analysis in research
studies was based upon the tenants of Reliability and Validity. Reliability is the degree
to which members of a designated community agree on the readings, interpretations,
responses or uses of given texts or data (Krippendorff, 2004). Validity on the other
hand can be thought of as a measure of how strongly the interpreted research findings
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can be backed up with evidence. Qualitative content analysis software and the algo-
rithms that form the basis of the software need to address both Reliability and Validity.
Trust is the only category that has not directly emerged from any of the Design
Guidelines developed in Experiment 1, though the experiment was not designed to
directly identify issues relating to trust. I therefore need to critically analyse the
elements that make up Reliability and propose relevant design guidelines.
Reliability issues originally arose with the use of multiple coders. Coder differ-
ences usually stemmed from a lack of training or systemic disagreements between
coders. Post-coding discussion is a crucial and necessary part of the process to assist
with the reconciliation of discrepancies. I have thus far only considered a single coder
using an algorithm as a computational aid but this needs to be addressed. Allowing
analysts to interact with the algorithm adds a dimension of complexity to the issue. The
additional feedback provided by the analyst serves to drive the algorithm in different
ways while iterative feedback is seen as a way to improve semantic validity and an-
swer research questions. This has the potential to complicate post-coding discussions
and reconciliation if the feedback (i.e., the transactions with the algorithm) are not
documented.
One solution to this problem is to store all analyst iterations with the algorithm
including the domain knowledge they are supplying and a reason for doing so (i.e.,
in the form of an annotation). This would facilitate post-coding discussions between
analysts and provide insight into the domain knowledge being added by the multiple
content analysts. This requirement is defined in Design Guideline 10.
Design Guideline 10:
Content analysts should provide a reason for providing additional domain
knowledge to an algorithm so that this can be stored and scrutinised at a later
stage in post-coding and reconciliation discussions.
A summary of the elements that make up Reliability are detailed below which
substantiates the inclusion of Design Guideline 10.
Stability
Stability relates to intra-observer disagreement. This is the differences in coding that
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occurs when a coder is asked to re-code the data at a later stage. The differences
generally occur due to changes in cognition and experience. Within the context of
providing domain knowledge to an algorithm, it seems natural that as time passes
and the content analysts experience grows so too will the domain knowledge that is
provided to the algorithm. Design Guideline 10 provides a means to compare the
domain knowledge supplied.
Reproducibility
Reproducibility issues arise from differences in skill level and experience that exist
between multiple coders. Each coder in a team will have different domain knowledge
and this will need to be stored and analysed in any consensus discussion. Again,
Design Guideline 10 will provide a means to compare the domain knowledge supplied.
The other criteria in the framework, Theme Coherence, Interpretability and
Interactivity, all influence the level of trust (confidence) a content analyst has in the
algorithm.
• For instance, a high level of Theme Coherence for instance increases the an-
alysts’ confidence that the documents are assigned to a theme in a meaningful
manner.
• The Interpretability criterion focuses on providing tools to help the analyst un-
derstand the themes and gather supporting evidence. If the analyst has support-
ing evidence for the presence of a theme, they are more likely to feel confident
and begin to trust the algorithm. Supporting evidence also improves validity.
• Interactivity allows the analyst to provide feedback to the algorithm in the
form of domain knowledge that the analyst can supply to improve the relevance
of the themes to the research question. Interactivity allows the algorithm to not
behave like a black-box thereby improving trust in the algorithm.
5.6 Designing a Questionnaire for the Evaluation Model
In this section, a questionnaire is designed to facilitate the application of the Evaluation
Model. The questionnaire includes a series of questions designed for each of the
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categories in the evaluation model. The questionnaire serves to gauge quantitatively
how the categories relate to each other as well as the importance the analysts place on
each of the four categories. The questionnaire was designed to be used in Experiment
2: Semantic Validity Enhancement. The model and questionnaire provide the first
steps towards a set of structurally related concepts that can be used in empirical studies
to evaluate thematic discovery algorithms as inductive content analysis aids.
The questionnaire is a combination of Likert Scale and free text questions. Each
section is mapped to a category, such as Theme Coherence, Interpretability, Trust
and Interactivity. The Likert Scale questions use Strongly Agree to Strongly Dis-
agree as the rating scale (i.e., Strongly Agree, Agree, Neutral, Disagree and Strongly
Disagree).
5.6.1 Questionnaire Section 1 - Theme Coherence Questions
Theme Coherence is seen as a way to determine the quality. The key questions that
therefore needed to be asked of participants were related to the whether the responses
were grouped together in a meaningful manner (Q1), whether the themes were easy to
interpret (Q2), and whether the themes were relevant to the research question (Q4).
Initially the first question used the word “semantic” but as the word had multiple
connotations within the content analysis community, this was replaced with the word
“meaningful”.
The Likert Scale questions relating to Theme Coherence are:
1. Similar survey responses were grouped (i.e., themed) together in a meaningful way.
2. Themes that were meaningfully grouped together, were easier to interpret and un-
derstand.
3. The derived themes were relevant to the research question.
The free text feedback question regarding Theme Coherence is:
4. Please provide general comments and feedback on the way survey responses were
grouped together.
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5.6.2 Questionnaire Section 2 - Interpretability Questions
The questions in the Interpretability section were designed to gauge the usefulness of
tools that aid the participant in interpreting and understanding the derived themes. The
questions in this section therefore focus on the the list of the main words derived from
the theme and the use of the keyword-in-context tool (Q5 and Q6). A question was
also included to determine the relationship between the Interpretability and Trust
categories of the Evaluation Model for Interactive Content Analysis (Q7). Initially the
word ”trust” was used in the question but this was replaced by “confidence” because
in a social context “trust” has multiple connotations while “confidence” is specifically
related to the participant have a belief in the competence of the tool in this context.
A free text question to gather feedback and ideas from participants was also included
(Q8).
The Likert Scale questions relating to Interpretability are:
5. I was able to get an indication of the type of survey responses that were grouped
together in a theme by reviewing the main keywords (the words displayed above
the responses) from the theme.
6. I was able to understand and interpret a theme by reviewing where the main key-
words occurred within the survey responses (text) for a theme.
7. The ability to interpret a theme improved my confidence in the output (derived
themes) of the software program.
The free text feedback question regarding Interpretability is:
8. What improvements to the software program, display of themes and interactivity
would improve theme interpretation?
5.6.3 Questionnaire Section 3 - Trust Questions
The questions in the Trust section were designed to gauge the participants trust in the
derived themes. A direct question about trust is not included, rather trust is gauged
by questions on whether the participant would use the derived themes as a basis for
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their own research (Q9), whether the participant would recommend the use of the
software to other researchers (Q10) and whether the participant after reviewing themes
had confidence in the software program (Q11). “Software program” was used instead
of “algorithm” to prevent participant confusion. A free text question was included to
gather the reasons why a participant would recommend the software to other qualitative
researchers (Q12).
The Likert Scale questions relating to Trust are:
9. I would use the derived themes as a foundation for my qualitative content analysis
research.
10. Reviewing where the main keywords (the words displayed above the responses)
occurred within the survey responses for a theme improved my confidence in the
software program.
11. I would recommend the use of the software program as a content analysis aid to
other researchers.
The free text feedback question regarding Trust is:
12. Why would you recommend/not recommend the software program as a qualitative
content analysis aid?
5.6.4 Questionnaire Section 4 - Interactivity Questions
The Interactivity section of the questionnaire has the most questions. The first set of
questions were designed to gauge the usefulness of each type of interactivity that was
to be included in the software being evaluated namely theme creation, theme merging
and theme splitting (Q13, Q14 and Q15). The second set of questions in the Inter-
activity section were designed to determine the strength of the relationship between
Interactivity and other categories in the Evaluation Model for Interactive Content
Analysis namely Theme Coherence, Interpretability and Trust (Q16, Q17, Q18
and Q19).
The Likert Scale questions relating to Interactivity are:
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13. The ability to define your own themes by entering keywords was useful to discover
survey responses that were relevant to the research question.
14. The ability to merge themes was a useful aid for conducting qualitative content
analysis.
15. The ability to split themes was a useful aid for conducting qualitative content
analysis.
16. Interactivity (e.g., defining new themes; merging and splitting themes) increased
my confidence in the derived themes.
17. Interactivity (e.g., defining new themes; merging and splitting themes) improved
my ability to interpret themes.
18. Incorporating interactivity into the software program improved the meaningful-
ness of the survey responses placed within a theme.
19. Incorporating interactivity (e.g., defining new themes; merging and splitting themes)
improved your ability to answer the qualitative research question.
The free text feedback questions regarding Interactivity are:
20. List the types of interactivity that you think are important within the context
of qualitative content analysis and explain whether you think interactivity is
required for answering a research question.
21. General comments and feedback.
5.7 Summary
In this chapter, I proposed both a conceptual foundation and evaluation framework for
interactive content analysis. The conceptual foundation for interactive content analysis
supports the use of thematic discovery algorithms as the analytical constructs. The
proposed evaluation framework was made up of four categories including: Trust,
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Interpretability, Interactivity and Theme Coherence. Each category was sub-
stantiated with design guidelines that were developed in Chapter 4: Determining In-
teractivity Requirements. In discussing each category, additional design guidelines all
emerged and have been documented within this chapter.
A questionnaire for the evaluation framework was developed and will be used in
Experiment 3: Semantic Validity Enhancement. Each section in the questionnaire tar-
gets a category in the framework and seeks to gauge how the categories are structurally
related.
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Chapter 6
Algorithms for Interactive Content Analysis
In Chapter 4, I obtained a specification for the types of interactive manipulations
that qualitative content analysts require when using thematic discovery algorithms.
The aim of this chapter is to find semi-supervised thematic discovery algorithms that
match these requirements. In this chapter, I will therefore summarise both NMF and
LDA variants that support interactivity from a mathematical perspective, look at how
interactivity is incorporated into the algorithm and evaluate each algorithm against the
interactivity requirements determined in Chapter 4.
I will also focus on mapping the interactivity specification to the terminology used
to define interactivity within the semi-supervised and constraint clustering research
communities. Finally, I select one NMF and one LDA algorithm that meets the inter-
activity requirements for evaluation in Experiment 2 and Experiment 3 (Chapter 7).
6.1 Overview
In Chapter 4, Experiment 1 was described and the results analysed. One of the key
research questions I was able to answer was: “What are the types of interactivity that
content analysts require when using a thematic discovery algorithm such as NMF and
LDA?”. In the experiment I allowed participants to use the NMF algorithm to derive
themes and then complete a questionnaire. All of the transactions the participants made
with the algorithm were tracked. These transactions, the Likert Scale questions and
the open-ended questions from the questionnaire were analysed. The outcome of this
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analysis was a set of requirements for interactive content analysis. These requirements
form a specification for the types of interactive manipulations that variants of NMF
and LDA need to support. Table 6.1 summaries the interactivity requirements.
Table 6.1: Interactivity Requirements for Algorithms Used to Support Qualitative
Content Analysis.
Interactivity Requirement Description
Create a New Theme Allow participants to specify the words
that make up a new theme.
Specify sets of words Allow participants to specify words that
are synonyms or related.
Merge Themes Allow participants to map words from
the separate themes together to merge
themes.
Split Themes Allow participants to specify words from
a theme that must be place in separate
themes.
Sub-cluster a Theme Allow participants to apply a thematic
discovery algorithm to a theme.
6.2 Mapping Interactivity Requirements to Constrained Cluster-
ing Terminology
In this chapter I will be reviewing algorithms against these requirements. The require-
ment to “sub-cluster a theme” is excluded because this involves re-running the thematic
algorithm using only the text responses that belong to a theme, which is supported by
all algorithms.
The interactivity requirements are defined in terminology easily understood by
qualitative content analysts. This does not match the terminology adopted by algorithm
developers. In most extensions to LDA and NMF that support interactively via domain
knowledge inclusion, terminology from Constrained Clustering and Semi-supervised
Learning are used (i.e., pairwise must-link and cannot-link constraints). Constrained
Clustering (Wagstaff and Cardie, 2000) and Semi-supervised Learning were first in-
troduced in Chapter 2, Section 2.8. Pairwise constraints are implemented in the form
of:
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Must-link Constraints A pairwise constraint on 2 data objects that enforces a rule
that the 2 objects must be placed in the same cluster;
Cannot-link Constraints A pairwise constraint on 2 data objects that enforces a rule
that the 2 objects must not be placed together in the same cluster.
I need to map the terminology used by qualitative content analysts with the ter-
minology used by algorithm developers. In this regard must-link and cannot-link
constraints can be combined to create the higher level domain knowledge rules that
qualitative content analysts require. Table 6.2 contains a summary of how the must-
link and cannot-link can be combined to address theme creation, merging and splitting.
Most algorithms that support interactivity via domain knowledge inclusion do so
using the must-link and cannot-link constraints as a base but then use these primitives
to also create higher level rules (such as theme merging and splitting) (Andrzejewski
et al., 2009). The criteria that must be used to evaluate algorithms therefore only needs
to include must-link and cannot-link rules. In the subsequent sections I will review
the three NMF and two LDA algorithms that that were introduced in the Chapter 2
(Section 2.8) with a focus on the type of interactivity that is supported. In Section 6.7,
I will compare these algorithms against the required criteria.
Table 6.2: Interactivity requirements for algorithms used to support Qualitative
Content Analysis.
Interactivity Requirement Constrained Clustering Implementation
Create a New Theme Set must-link constraints between all of
the words specified for the new theme.
Specify sets of words Set must-link constraints between all of
the words that are synonyms or related.
Merge Themes Set must-link constraints between the
sets of words from themes that must be
merged.
Split Themes Set cannot-link constraints between the
words that appear in themes that must be
split.
154 CHAPTER 6. INTERACTIVE ALGORITHMS
6.3 Non-negative Matrix Factorisation Interactive Variants
In Section 2.7.2, I introduced the Non-negative Matrix Factorisation (NMF) algorithm
that was proposed by Seung and Lee (2001). The mathematics that provides the
theoretical basis for NMF and the Interactive Variants of NMF are covered in Section
2.8.2. In this section a brief summary is provided.
NMF takes a non-negative matrix A ∈ Rmn and decomposes the matrix into
the product of two non-negative matrices W and H . The enforcement of the non-
negativity constraint in the resulting W and H matrices ensures that a parts-based (or
sum of parts) representation is preserved. This is a beneficial feature that allows the
decomposition to produce a non-subtractive combination of parts such as the parts
that make up a face in facial detection applications and the themes that make up a
document. NMF produces a reduced rank compressed version of A with the resulting
product of W and H producing an approximation of A.
Interactive variants of NMF use Tikhonov regularisation to incorporate auxiliary
constraints (i.e., must-link or cannot-link pairwise constraints) into the NMF algo-
rithm. This involves the inclusion of regularisation penalty terms on W and H in the
NMF cost function. The NMF cost function with penalty terms on W and H is written
as:
‖A−WH‖2F + αJ1(W) + βJ2(H) (6.1)
The penalty terms J1(W) and J2(H) are used to encode application-dependent
constraints (Berry et al., 2007). Regularisation parameters α and β are included. This
cost function takes the standard form of Tikhonov regularisation.
6.3.1 Graph Regularised Non-negative Matrix Factorisation
Cai et al. (2011) designed Graph Regularised Non-negative Matrix Factorisation (GNMF)
to take into consideration the intrinsic geometrical structure inherent in the data. GNMF
uses Graph Laplacian regularisation to add the geometric information as a penalty term
to the NMF objective function.
With the inclusion of the regularisation term, GNMF minimizes the following
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objective function:
O1 = ‖X− UVT‖2 + λTr(VTLV ) (6.2)
where λ ≥ 0 is a the regularization parameter.
GNMF supports the inclusion of domain knowledge via an affinity graph which
contains positive weights between data points, either a 0-1 or a dot-product weighting
is suggested for use. This indicates support for must-link constraints but cannot-link
constraints are not supported.
6.3.2 Penalised Matrix Factorisation
Wang et al. (2008) designed Penalised NMF (PNMF) to incorporate the constrained
clustering ideas of Bilenko et al. (2004). Penalised NMF includes a regularisation
penalty term that is similar to the penalty term included in GNMF, but that supports
both must-link and cannot-link constraints.
PNMF minimises the following objective function:
O1 = ‖X− UVT‖2 + λTr(VT θV ) (6.3)
where λ ≥ 0 is a regularisation parameter and
θij =

1, for must-link constraints
−2, for cannot-link constraints
0, otherwise
(6.4)
6.3.3 Semantic Kernels and Kernel Non-negative Matrix Fatorisation
The NMF interactive variants (i.e., GNMF and PNMF) perform a factorisation on
the term-document matrix, namely matrix A. Kernel NMF uses a semantic kernel
to embed additional background knowledge in matrix A, prior to the factorisation. A
kernel is a similarity matrix between all the objects in the dataset with the similarity
obtained from an external source such as WordNet, Wikipedia or manually constructed.
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Zhang et al. (2006) introduced Kernel NMF which applies a kernel to the term-
document matrix A prior to the decomposition into two non-negative matrix factors
Wφ and H:
φ(A) = WφH (6.5)
The semantic kernel restricts φ(A) to only include positive values. This restriction
means that this approach will only be able to enforce must-link relationships although
this would not be enforced via a regularisation term. The advantage is that the cost
function is not violated by a regularisation penalty term as is the case in constrained
clustering (Basu et al., 2008).
6.4 Latent Dirichlet Allocation
In Section 2.7.3, the Latent Dirichlet Allocation algorithm proposed by Blei et al.
(2003) was introduced from a mathematical perspective. LDA assumes that documents
in a corpus are generated by mixtures of hidden components known as topics. LDA
seeks to use this generative model to reveal the statistical regularities captured by these
hidden components.
6.4.1 Dirichlet Forest LDA
Dirichlet Forest LDA (DF-LDA) (Andrzejewski et al., 2009) is an extension to the
LDA probabilistic model that allows for the addition of domain knowledge via the
specification of must-link and cannot-link sets of words. DF-LDA supports the in-
clusion of domain knowledge and uses the terminology from constrained clustering
(Basu et al., 2008). In this context must-link is used to group together a set of words
with similar probability while cannot-link describes words that should not be placed
together in a theme with high probability.
DF-LDA uses a Dirichlet Forest prior to generate φ which is a mixture of Dirichlet
Tree structures (q) that is able to encode must-link and cannot-link primitives (Minka,
1999; Dennis III, 1991). Higher level constructs can also be created using must-link
and cannot-link primitives such as Merge and Split. A summary of supported domain
rules is included in Table 6.3.
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Table 6.3: Domain Rules included in DF-LDA.
Domain Rules Description
Must-Link Specify a set of words that must be placed in the same
topic.
Cannot-Link Specify a set of words that must not be placed in the
same topic.
Split Split a theme by specifying two or more sets of words
that should appear as separate themes. Uses a must-
link rule for words that must appear together and a
cannot-link between the sets of words.
Merge Merges two or more themes together. Uses a must-
link rule between each sets of words.
6.4.2 Logic-LDA
Logic-LDA (Andrzejewski et al., 2011) allows general domain knowledge, described
using First Order Logic (FOL) to be incorporated into LDA. Logic-LDA implements
a Fold · all model, which converts the FOL rules into a Markov Random Field and
includes this as a weighted knowledge base in the LDA graphical model.
The Fold · all model includes seven FOL rules that can be used by an analyst to
provide domain knowledge. A summary of each rule is included in Table 6.4.
While it is possible to use the provides rules via the Fold · all model, it is also
possible to incorporate variables relevant to the corpus being analysed that are not
included in the standard LDA probabilistic model. Andrzejewski et al. (2011) provides
an example FOL rule to illustrate the power and flexibility of Logic-LDA. The FOL
rule would be pertinent to a user analysing a congressional debate corpus where each
speech transcript is a document:
∀i : W (i, taxes) ∧ Speaker(di, Republican)⇒ z(i, 3) (6.6)
For example, the rule states that speeches given by Republicans that contain the word
“taxes” (wi = “taxes”) should be placed in topic number 3 (zi = 3). Another key
advantage is that the location of the derived theme from a rule can be specified.
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Table 6.4: First Order Logic (FOL) rules included in Logic-LDA.
First Order Logic (FOL) Rule Description
Seeding Seeding involves assigning all occur-
rences of a word or a set of words to a
particular topic (e.g., Topic 2).
Sentence Inclusion Sentence Inclusion provides the ability to
specify sentences within documents that
must be included in a Topic.
Sentence Exclusion Sentence Inclusion provides the ability to
specify sentences within documents that
must not be included in a Topic.
Cannot-Link Specify a set of words that must be placed
in the same topic.
Must-Link Specify a set of words that must not be
placed in the same topic.
Document Words Specifies that words in a document must
be placed in certain topics.
External Variables Incorporate variables relevant to the
corpus being analysed.
6.5 Comparison of Interactive Content Analysis Algorithms
In this section, I will compare the algorithms that support interactivity via the inclusion
of domain knowledge and select one NMF and one LDA algorithm for further eval-
uation in Experiment 2 and Experiment 3. The base criteria that is required in order
to meet the needs of qualitative content analysts as determined from Experiment 1 is
support for must-link and cannot-link rules. The higher level constructs such as theme
creation, merging and splitting that are required can be built by using a combination
of the must-link and cannot-link constraints (see Table 6.2). Must-link and cannot-link
rules are the mandatory requirements for the selected algorithms.
In addition to must-link and cannot-link rules I include the following criteria in the
evaluation:
Support for Additional Rules Support for the inclusion of more advanced and cus-
tom rules. This criterion will highlight any algorithms that support more ad-
vanced and custom rule authoring for domain knowledge inclusion.
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Open Source Whether an open source implementation of the algorithm is available.
This is important because the selected algorithms need to be available for evalu-
ation in Experiment 2 and Experiment 3.
Graphical User Interface Whether a graphical user interface is provided (if the source
code is available) for users to enter domain knowledge and iteratively evaluate
the derived themes.
The algorithms discussed in this chapter, namely three NMF variants (Graph Reg-
ularised NMF, Penalised NMF and Kernel NMF) and two LDA variants (Dirichlet
Forest LDA & Logic-LDA) are compared in Table 6.5.
The Penalised NMF algorithm is the only NMF variant that supports both must
and cannot-link constraints and an implementation is also available. Penalised NMF is
therefore the selected NMF algorithm.
Both of the LDA variants support must and cannot-link constraints. Logic-LDA
allows more advanced rules to be used but there is no comparative NMF variant. As
I would like to evaluate both an NMF and LDA variant with comparable features and
only satisfy the interactivity requirements that emerged from the Experiment 1 results,
Dirichlet Forest LDA is the elected LDA algorithm.
It should also be noted that while implementations are available for most of the
algorithms, no graphical user interface is provided to aid the user in reviewing the
derived themes and entering of domain knowledge. The construction of domain rules
must be entered into a text file, with the algorithm being executed via the command
line, in all cases. While these algorithms are available, they are not readily accessible
to domain experts.
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Table 6.5: A comparison of NMF and LDA interactive algorithm variants.
Non-negative Matrix Factorisation (NMF) Latent Dirichlet Allocation (LDA)
Graph Regularised NMF Penalised NMF Kernel NMF Dirichlet Forest LDA Logic-LDA
Must-Link Rules X X X X X
Cannot-Link Rules X X X
Support for Additional Rules X
Open Source X X X X
Graphical User Interface
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6.6 Summary
In this chapter, I aligned the interactivity requirements of qualitative content analysts
with the terminology used in the development NMF and LDA extensions that support
the incorporation of domain knowledge. The interactivity requirements were described
in terms of must-link and cannot-link constraints between sets of words. Three NMF
and two LDA extensions were then reviewed according to whether they support must-
link and cannot-link constraints. The DF-LDA and the PNMF algorithms were selected
for evaluation in Experiment 2 and Experiment 3.
This chapter played an important role bridging the interactive requirements that
emerged from Experiment 1, with algorithms capable of meeting these requirements.
In the next chapter, the selected NMF and LDA algorithm that support the inclusion of
domain knowledge will be evaluated by qualitative content analysts.
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Chapter 7
Evaluating Interactive Algorithms
This chapter details the research findings from Experiment 2: Semantic Validity En-
hancement and Experiment 3: Interactive Content Analysis for Qualitative Researchers.
The design of the two experiments is detailed, including participant recruitment, dataset
selection and user interface design for the deployed algorithms. In Experiment 2 and
3, the two interactive NMF and LDA variant algorithms that were selected in Chapter
6 are evaluated by qualitative practitioners.
The use of the different types of interactivity supported by the NMF and LDA
variants is analysed in terms of how the ability to add domain knowledge has aided the
researcher in responding to research questions. The focus of this chapter is to evaluate
whether the inclusion of domain knowledge is able to lead to the improved semantic
validity of themes derived using interactive variants of NMF and LDA.
7.1 Introduction
Leading up to this chapter, Experiment 1: Determining Interactivity Requirements was
conducted to provide answers to the following research questions: Research Question
1: Are thematic discovery algorithms such as NMF and LDA suitable computational
aids for inductive content analysis? and Research Question 2: What are the types of
interactivity that content analysts require when using a thematic discovery algorithm
such as NMF and LDA? After analysing the results from Experiment 1, it was found
that thematic discovery algorithms were suitable aids for inductive content analysis but
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that manual coders (i.e., human coders reading all the text manually) were able to find
specialised themes that contained text responses related via relationships (e.g., sets of
items and synonyms).
The analysis also revealed the types of interactivity that were required. This in-
cluded the ability to create themes by specifying the words that belong to a theme,
the ability to split themes and merge themes. In Chapter 6, we evaluated algorithms
against these criteria and chose both a NMF and LDA interactive variant for inclusion
in user evaluations detailed in this chapter.
The findings of Experiment 1 were detailed in Chapter 4. Various issues and re-
quirements for the use of thematic discovery algorithms as qualitative content analysis
aids were documented as design guidelines. The design guidelines were grouped
together to form an Evaluation Model for Interactive Content Analysis which con-
sisted of the Theme Coherence, Interpretability, Interactivity and Trust categories. The
strength of the relationship between these categories however was not clear at the time
the model was conceived. A series of survey questions was designed to allow the
relationship strength between each of the categories to be determined. The resulting
questionnaire was administered in Experiment 2.
The focus of this chapter is to present the findings of Experiment 2 and 3, which
involve practitioner evaluations of the NMF and LDA interactive variant algorithms.
Experiment 2 uses the same dataset at Experiment 1 with two groups made up of ten
participants each assigned to evaluate either the NMF or the LDA interactive variant
algorithm. Each participant was also required to complete the Evaluation Model for
Interactive Content Analysis questionnaire. In Experiment 3, the algorithms were
evaluated by two researchers using their own research dataset.
Experiment 2 and 3 were conducted to address the following research questions:
• Research Question 3. How do semi-supervised variants of NMF and LDA meet
the interactivity requirements of qualitative content analysts?
• Research Question 4. Does the addition of domain knowledge via an interactive
and iterative process improve a researchers ability to address research questions?
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7.2 Experiment 2: Semantic Validity Enhancement
In this section, the design of Experiment 2 is outlined in terms of the rationale un-
derpinning the experiment design, participant recruitment, dataset selection and the
user interface design to facilitate participant interaction with the interactive variant
algorithms.
In Experiment 2, the two interactive thematic discovery algorithms selected in
Chapter 6, namely DF-LDA and PNMF were evaluated. Experiment 2 has been de-
signed as a between-subjects experiment - this means that two groups of participants
were used to evaluate the algorithm with each group evaluating a single algorithms but
not aware of the algorithm that they were given access to.
Experiment 2 was been designed to test the central hypothesis proposed within
this thesis. This involves determining whether allowing content analysts to incorporate
domain knowledge within theme discovery algorithms improves the semantic validity
of the derived themes in relation to the research that the qualitative researcher is
conducting.
All of the domain knowledge supplied by the participants via the supported inter-
activity parameters were tracked. This allowed the interactions to be analysed and was
useful in answering the two key research question (RQ. 3 and RQ. 4) for both of the
algorithms being evaluated.
7.2.1 Participant Recruitment
A sample size of ten was selected for each group using the mathematical model of
problem discovery rates that was proposed by Nielsen and Landauer (1993). Twenty
participants were required for the experiment with participants divided into two groups,
Group A and Group B. Participants in Group A were given access to the DF-LDA
algorithm while participants in Group B were given access to the PNMF algorithm.
Due to the nature of the the dataset (i.e., professional development for beginning
mathematics teachers), participants were recruited that had a background in education
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and experience in conducting qualitative content analysis either at a Masters or Doc-
toral level. No participants that had participated in either Experiment 1 or Experiment
3 were were recruited. Participants were initially recruited via an email that was
sent to a mailing list for postgraduate students (i.e., at a Masters and PhD level)
and academics employed within the Faculty of Education at Queensland University of
Technology (QUT). Participants with postgraduate qualifications involving qualitative
analysis in an Education related domain were also recruited via email from local
university departments with instructional design staff (i.e., Educational Designers,
Learning Designers and Instructional Designers).
Twenty four (24) participants were invited because not all the participants were
able to complete the required tasks. Participants that did not rate the final themes or
complete the questionnaire were excluded from the analysis. Participant recruitment
continued until ten participants in each group had completed all of the required tasks
while evaluating their assigned algorithm.
7.2.2 Participant Environment
Participants that indicated their ability to participate in the research task were emailed
login details to access the web-based user interface for the interactive thematic discov-
ery algorithms. Participants from both Group A and Group B were able to complete
the research task, at a convenient time using their own computer. Participants were
provided with step-by-step instructions on using the user interface and completing the
research task (see Figure 7.1).
7.2.3 Dataset Selection
The dataset that was used in Experiment 1 was used again in Experiment 2. The
dataset was selected for use in Experiment 1 because it could be read by the manual
coders in under an hour (i.e., relatively small in size) and contained meaningful themes.
Experiment 1 provided useful insight into the difference between themes that were
derived by the manual coders but not by the coders using the thematic discovery
algorithm. Appendix A contains an excerpt from the dataset. The same dataset has
been selected for use in Experiment 2, because the themes derived manually by coders
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provided knowledge of more complex themes based on word relationships (e.g., sets
or synonyms). This knowledge was used to construct research questions for the Exper-
iment 2 participants. It was essential that the participants were provided with research
questions while performing content analysis with the aid of the interactive thematic
discovery algorithms as within the experiment the participants were asked to use the
interactivity provided by the algorithm to help discover themes relevant to the research
questions.
7.2.4 Participant Research Questions
In Experiment 1, participants used the NMF algorithm as an aid to derive themes and
then manually rated the themes. Participants in Experiment 1 were asked to find the
main themes that were present in the dataset but no direct research questions were
provided to these participants. In this experiment, however we needed to evaluate
how algorithmic support for interactivity allows domain knowledge to be supplied by
participants to directly respond to research questions. The participants recruited for
Experiment 2 were therefore provided with a set of research questions that they were
required to address while using the interactive variants of NMF and LDA as inductive
content analysis aids.
The research questions provided to participants were determined by reviewing the
themes that the manual coders were able to inductively derive but that were not present
within the themes derived with the aid of a thematic discovery algorithm in Experiment
1. At least six research questions emerged but these were reduced to three to shorten
the time required to complete the experiment. The following research questions were
provided to participants from both Group A and Group B in Experiment 2:
• Research Question 1: What are the different forms of support that are provided
to beginning teachers?
• Research Question 2: Is collegial support in terms of peer mentoring and buddy-
ing mentioned?
• Research Question 3: Is Workload Balance which relates to a reduced timetable
(i.e., efforts to lighten teaching load for beginning teachers) or release time for
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professional development mentioned?
7.2.5 User Interface Design
User interface design is not the focus of the research presented within this thesis. It
is however important to provide participants with an interface that allows participants
to use the interactive features supported by the algorithms given that neither of the
two selected algorithms includes a graphical user interface. This provision essentially
involved creating a user interface that allowed the participants to specify the rules to
create a theme, merge themes and split themes. The two algorithms that were selected
for evaluation in this experiment only supported command line execution with the
rules to specify the creation of themes, merging and splitting of themes stored in a
text file with a custom format (for the DF-LDA algorithm) and an adjacency matrix
specifying must-link and cannot-link rules (for the PNMF algorithm). The creation of
rules in either a text file or as a sparse adjacency matrix is beyond the skillset of the
participants required for this experiment. It was also a requirement that all participant
interaction be tracked. This can only be achieved with the design of a custom user
interface with appropriate API hooks for tracking.
Step-by-step instructions, with screen captures of the user interface were shown to
participants prior to their commencement of the research task. The format of the in-
structions are shown in Figure 7.1. The instructions were also available to participants
while they were completing the research tasks.
The user interface design for this experiment enhances the interface used in Ex-
periment 1 by the NMF aided coders. The ability to change the number of generated
themes is still provided. The user interface has been enhanced to allow rule creation.
Participants have access to a tabbed interface that allows multiple create theme, merge
theme and split theme rules to be created. The rule creation interface is shown in Figure
7.2.
The interface allowed participants to change the number of themes that were gen-
erated. Participants had to enter a numeric value for the number of themes that the
algorithm needed to generate and then click on the Update Themes button. Instructions
were provided to participants encouraging them to change the number of themes and
7.2. EXPERIMENT 2: SEMANTIC VALIDITY ENHANCEMENT 169
Figure 7.1: Instructions provided to participants prior to completing the research task
in Experiment 2.
Figure 7.2: The user interface provided to participants in Experiment 2.
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explore the resulting themes. Participants were also informed that it will take a few
seconds for the resulting themes to load.
The interface provided participants with a display for each generated themes. For
each theme, the participants had the ability to view the main words in a theme as well
as expand the theme to display all the responses that had been placed in the theme (see
Figure 7.3).
Figure 7.3: The display of themes generated by interactive algorithms in Experiment
2.
Participants were able to review where the main keywords were present within
the survey text responses that were mapped to a theme. This keyword-in-context
functionality was achieved by allowing participants to click on a main word in a theme
and having this click trigger code to highlight all occurrences of the word within the
survey responses that were mapped to a theme. A highlighted word is displayed in
Figure 7.4. This functionality helped participants to see where the word had occurred
within textual responses (i.e., in context).
It was imperative to the success of Experiment 2 that participants were provided
with an interface to create themes, merge themes and split themes. A tabbed interface
was provided to facilitate the entry of these rules. This functionality was included
to help the participants to provide domain knowledge that could potentially assist in
the discovery of themes related to the research questions. The interface was designed
to allow all rule types to be entered within a participant interaction of running and
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Figure 7.4: Keyword-In-Context functionality included within the user interface
provided to participants in Experiment 2.
reviewing the generated themes.
The interface allowed participants to create a theme by entering the words that
must be included in the theme. An autocomplete user interface control was used
to assist participants in entering words and also restricted the words that could be
entered to the vocabulary of the dataset. Participants only needed to enter the first
few letters of the word and a drop-down list of suggested words would be displayed
(see Figure 7.5). Participants could then select the appropriate word. Only words that
were in the vocabulary of the dataset (i.e., those included in the autocomplete control)
could be included. The autocomplete control allowed participants to enter multiple
words. Participants were also required to enter a reason or annotation for the inclusion
of the create theme rule. The main reason for the inclusion of a reason/annotation
field was to assist with the analysis of the words included in the theme creation rule.
Participants were also allowed to remove words by clicking on the x next to a word in
the autocomplete control (See Figure 7.6).
Multiple theme creation rules were allowed to be added. Participants were able
to add an additional rule by clicking on the Add Another Custom Theme button (See
Figure 7.7).
The Merge Themes tab provided access to allow participants to merge themes.
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Figure 7.5: Theme creation included within the user interface provided to participants
in Experiment 2.
Figure 7.6: Removing theme creation entries in the autocomplete control.
The merge themes feature allowed participants to combine the output of two themes.
Participants needed to review the words for each theme and then enter them using the
two autocomplete controls that were provided. A reason/annotation for merging the
themes was also required to be provided by participants. The Merge tab is shown in
Figure 7.8. Multiple merge rules were allowed to be added.
The Split Themes tab included the interface elements to split themes. The split
themes feature allows you to split a theme into two themes. Participants needed
to specify the words for each theme and then enter them into the two autocomplete
controls that were provided. A reason/annotation for splitting the themes also needed
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Figure 7.7: Creating multiple rules within the user interface provided to participants
in Experiment 2.
Figure 7.8: The interface to merge themes provided to participants in Experiment 2.
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to be provided. The Split tab is shown in Figure 7.9. Multiple spit rules were allowed
to be added.
Figure 7.9: The interface to split themes provided to participants in Experiment 2.
Participants were instructed to increase the number of themes to be generated as
they added rules to create, merge and split themes. The ability to increase the number
of generated themes was important as without increasing the number of generated
themes there was a possibility that themes matching rules may not be generated. Vali-
dation was included to ensure that the specified number of themes was greater than the
number of specified rules (See Figure 7.10).
Figure 7.10: The number of themes validation message displayed to participants.
Once the algorithm had converged, a summary of the create theme, merge and
split theme rules was also displayed. This allowed participants to review rules and
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the resulting themes. Rules could also be re-created for inclusion the next time the
algorithm was executed (See Figure 7.11).
Figure 7.11: A summary of the rules specified by a participant for review and re-
creation.
Participants were also instructed that when they were satisfied with the number
of generated themes and the themes influenced by the create, merge and split rules,
they needed to rate all the themes. Participant could provide feedback for a theme and
suggest a title (label) for the theme (See Figure 7.12).
Figure 7.12: The interface provided to participants in Experiment 2 to rate and label
themes.
7.2.6 Participant Session Tracking
All participant activity with the Theme Explorer was tracked. The key elements that
were tracked to facilitate analysis of the derived themes and participant sessions were
the:
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• Creation of themes (specification of words within a theme) with a textual anno-
tation
• Merging of themes (must-link words) with a textual annotation
• Splitting of themes (can-not link words) with a textual annotation
• Changing of the number of themes to be generated
• Participant rating of each theme in terms of coherence on a scale of -2 to 2
• participant rating of each theme in terms of research question relevance on a
scale of -2 to 2
• Textual feedback on each generated theme (optional)
Participants were required to complete the Evaluation Model for Interactive Con-
tent Analysis questionnaire. The questionnaire includes questions for each category of
the Evaluation Model introduced in Chapter 5.
7.2.7 Evaluation
Evaluation of Experiment 2 involved analysing the:
• Evaluation Model for Interactive Content Analysis questionnaire results.
• Participant sessions for both Group A and Group B
• Calculating the Spearmans rank correlation between the Theme Coherence scores
for the UMass (Mimno et al., 2011) and UCI (Newman et al., 2010) metrics and
the participants theme ratings.
7.2.8 Questionnaire Analysis
In this section, the collated results for the Evaluation Model for Interactive Content
Analysis questionnaire is analysed and discussed. The raw collated counts for each
Likert Scale question is displayed in a tabular form. Radar plots are also provided to
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facilitate better visual comparison between the results received from Group A (DF-
LDA) and Group B (PNMF) participants.
In Chapter 5, an Evaluation Model for Interactive Qualitative Content Analysis was
developed along with a questionnaire that contained questions relating to each element
of the model namely: ThemeCoherence, Interpretability, Trust and Interactivity.
The questionnaire was designed to gauge how different elements in the evaluation
model related to each other. In the sub-sections that follow the participant responses
from both Group A and Group B will be analysed. The relationship between the
elements of the model will also be discussed.
Theme Coherence
Table 7.1 contains the collated results for Section 1: Theme Coherence which included
Q1, Q2, Q3 and Q4 for both Group A and Group B participants. Figure 7.13 contains
radar plots which provide a way to compare the the Likert Scale ratings provided by
the two groups of participants in a more visual manner.
Table 7.1: Evaluation Model Questionnaire Section 1: Theme Coherence Collated
Responses.
Section 1: Theme Coherence Strongly Agree Agree Neutral Disagree Strongly Disagree
PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA
Q1. Similar survey responses were
grouped (i.e., themed) together in a
meaningful way.
1 0 7 8 2 2 0 0 0 0
Q2. Themes that were meaning-
fully grouped together, were easier
to interpret and understand.
3 1 6 7 1 2 0 0 0 0
Q3. The derived themes were
relevant to the research questions.
1 0 6 6 2 2 1 2 0 0
Q4. Please provide general comments and feedback on the way survey responses were grouped together.
Number of responses for PNMF = 0.
Number of responses for DF-LDA = 0.
The Questionnaire section on Theme Coherence contained three Likert Scale ques-
tions and one open free text question. A summary of the findings is as follows:
• 80% of participants from both groups of participants either strongly agreed or
agreed that the survey responses were grouped together in a meaningful way.
The remaining 20% of participants remained neutral.
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• 90% of participants from Group B and 80% of participants from Group A either
strongly agreed or agreed that themes containing meaningfully grouped together
responses were easier to interpret and understand. This suggests a strong link
between Theme Coherence and Interpretability in the Evalaution Model.
• 70% of participants from both Group A and Group B either strongly agree or
agreed that the derived themes were relavant to the research questions.
• Further analysis of the participants that rated the Q1, Q2 and Q3 as neutral re-
vealed that in the final iteration of their interaction with their assigned algorithms
that they all chose to generate a small number of themes.
• In terms of the Theme Coherence questions, no substantial differences between
Group A and Group B participants were found.
Figure 7.13: Radar plots for the Theme Coherence Questionnaire Section.
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Interpretability
Table 7.2 contains the collated results for Section 2: Interpretability which included
Q5, Q6, Q7 and Q8 for both Group A and Group B participants. Figure 7.14 contains
radar plots of likert scale ratings from Group A and Group B participants for each
question.
Table 7.2: Evaluation Model Questionnaire Section 2: Interpretability Collated
Responses.
Section 2: Trust Strongly Agree Agree Neutral Disagree Strongly Disagree
PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA
Q5. I was able to get an indication
of the type of survey responses that
were grouped together in a theme
by reviewing the main keywords
(the words displayed above the
responses) from the theme.
0 0 6 5 1 2 2 2 0 0
Q6. I was able to understand
and interpret a theme by reviewing
where the main keywords occurred
within the survey responses (text)
for a theme.
1 0 7 8 1 2 0 0 0 0
Q7. The ability to interpret a theme
improved my confidence in output
(derived themes) of the software
program.
4 2 5 6 1 1 0 1 0 0
Q8. What improvements to the software program, display of themes and interactivity would improve theme interpretation.
Number of responses for PNMF = 2.
Number of responses for DF-LDA = 3.
The Questionnaire section on Interpretability contained three Likert Scale ques-
tions and one open free text question. A summary of the findings is as follows:
• 60% of participants from both Group A and Group B agreed that they were able
to get an indication of the type of responses that were grouped together in a
theme by reviewing the main words that were displayed. This low percentage
indicates that it is not always easy to recognise a theme based solely upon the
main words.
• 80% of all participants were able to interpret and understand themes by using
the provided keyword-in-context functionality. This functionality allowed par-
ticipants to click on a main word in a derived theme and view the occurances
within the survey responses.
• 90% of Group A and 80% of Group B either strongly agreed or agreed that
the ability to interpret a theme improved their confidence in the derived themes.
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This indicates a strong relationship between Interpretability and Trust within the
Evaluation Framework.
• In terms of the Interpretability questions, no substantial differences between
Group A and Group B participants were found.
In terms of suggestions for improvements in theme display and interpretation tools
the following feedback was received:
• The ability to simultaneously highlight multiple words using the keyword-in-
context functionality. (two participants)
• The ability to search for words or phrases within the theme display interface.
(one participant)
• The ability to see a visual representation of the size of the derived themes in
relation to each other. (one participant)
• The ability to highlight words across themes and get an indication of how many
times a word appeared in a theme. (one participant)
Trust
Table 7.3 contains the collated results for Section 3: Trust which included Q9, Q10,
Q11 and Q12 for both Group A and Group B participants. Figure 7.15 contains radar
plots of Likert Scale ratings from Group A and Group B participants for each question.
The Questionnaire section on Trust contained three Likert Scale questions and one
open free text question. A summary of the findings is as follows:
• 90% of all participants either strongly agreed or agreed that they would use the
derived themees as a foundation for their qualitatative content analysis.
• 80% of participants felt that using the the keyword-context functionality (i.e.,
a key theme interpretation tool) helped to improve their confidence in finding
evidence to support the existence of a theme.
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Figure 7.14: Radar plots for the Interpretability Questionnaire Section.
Table 7.3: Evaluation Model Questionnaire Section 3: Trust.
Section 2: Trust Strongly Agree Agree Neutral Disagree Strongly Disagree
PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA
Q9. I would use the derived themes
as a foundation for my qualitative
content analysis research.
2 2 7 6 1 1 0 0 0 0
Q10. Reviewing where the main
keywords (the words displayed
above the responses) occurred
within the survey responses for a
theme improved my confidence in
the software program.
2 3 7 6 1 0 0 1 0 0
Q11. I would recommend the use of
the software program as a content
analysis aid to other researchers.
2 3 7 6 1 0 0 1 0 0
Q12. Why would you recommend/not recommend the software program as a qualitative content analysis aid?
Number of responses for PNMF = 0.
Number of responses for DF-LDA = 0.
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• 80% of participants either strongly agreed or agreed that they would recommend
the software program (i.e., algorithm, theme display and interface to support
interactivity) to other researchers.
• In terms of the Trust questions, no substantial differences between Group A and
Group B participants were found.
Figure 7.15: Radar plots for the Trust Questionnaire Section.
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Interactivity
Table 7.4 contains the collated results for Section 4: Interactivity which included Q13,
Q14, Q15, Q16, Q17, Q18, Q19 and Q20 for both Group A and Group B participants.
Figure 7.16 contains radar plots of Likert Scale ratings from Group A and Group B
participants for each question.
Table 7.4: Evaluation Model Questionnaire Section 4: Interactivity Collated
Responses.
Section 2: Trust Strongly Agree Agree Neutral Disagree Strongly Disagree
PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA PNMF DF-LDA
Q13. The ability to define your own
themes by entering keywords was
useful to discover survey responses
that were relevant to the research
questions.
1 0 7 8 2 1 0 1 0 0
Q14. The ability to merge themes
was a useful aid for conducting
qualitative content analysis and
answering the research questions.
0 0 4 6 3 2 2 2 0 0
Q15. The ability to split themes
was a useful aid for conducting
qualitative content analysis and
answering the research questions.
0 0 6 6 2 2 2 2 0 0
Q16. Interactivity (e.g., defining
new themes; merging and splitting
themes) increased my confidence in
the derived themes.
0 0 2 2 4 6 4 2 0 0
Q17. Interactivity (e.g., defining
new themes; merging and splitting
themes) improved my ability to
interpret themes.
0 0 7 6 1 2 1 2 1 0
Q18. Incorporating interactivity
into the software program improved
the meaningfulness of the survey
responses placed within a theme.
0 1 7 5 2 3 1 1 0 0
Q19. Incorporating interactivity
(e.g., defining new themes; merging
and splitting themes) improved my
ability to answer the qualitative
research questions.
0 1 7 7 2 1 1 1 0 0
Q20. List the types of interactivity that you think are important within the context of qualitative content analysis and explain
whether you think interactivity is required for answering a research question.
Number of responses for PNMF = 3.
Number of responses for DF-LDA = 2.
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Figure 7.16: Radar plots for the Interactivity Questionnaire Section.
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The Questionnaire section on Interactivity contained seven Likert Scale questions
and one open free text question. Participants found the ability to create themes more
useful in terms of answering research questions than the ability to merge and split
themes. This is substantiated by the fact that:
• 80% of participants either strongly agreed or agreed that the ability to define
themes by specifying the words that must appear within a theme was a useful
way to discover themes relavant to research questions.
• 60% of participants agreed that the ability to merge themes was a useful tech-
nique for conducting qualitative content analysis and answering research ques-
tions. 40% of likert scale responses however fall within the nuetral to disagree
range.
• 40% of Group B and 50% of Group A participants agreed that the ability to split
themes was useful for conducting qualitative content analysis and answering
research questions.
Only 20% of participants from both Group A and Group B thought that Interactivity
(encompassing all forms released in the experiment including the creation of themes,
merging and spliting of themes) increased their confidence (i.e., Trust) in the derived
themes. This is perhaps the most surprising finding from the Questionnaire analysis.
Interactivity was initially seen as a way to improve qualitative content analysts trust in
algorithmic aids. Interpretation has a strong relationship with Trust but based on these
findings the relationship between Trust and Interactivity with the algorithm is weak.
The collated responses of Q16 and Q17 show a relationship between Interactivity
and Theme Coherence. This is substantiated by the fact that:
• 60% of participants agreed that Interactivity improved the meaningfulness of the
survey responses placed within a theme.
• 20% of participants agreed that Interactivity improved the ability to interpret
themes. This suggests a very weak link between interactivity and Interpretability.
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In terms of suggestions for the inclusion of additional types of interactivity, the
participant feedback is summarised below:
Comparison between Theme Creation and Autocoding
Participants compared theme creation with Autocoding. Autocoding is a feature
supported in most of the current qualitative content analysis software packages
(e.g., NVivo and ATLAS.ti). Autocoding allows content analysts to search a
dataset for words or phrases using boolean operators and automatically tag all
or selected search results that are returned. In this experiment, the participants
were provided with an autocomplete control and allowed to use this control to
enter the first few letters of a word and then select the word for inclusion in the
create a theme rule. Participants wanted the ability to be able to preview the
survey responses that matched the words prior to including the word in a create
a theme rule.
User Interface Usability
A participant expressed difficulty in understanding how to use the interface to
add rules. The participant thought that interactivity had the potential to be useful
but that they required more of an understanding of how to use the interface.
Interface Design for Merging and Splitting
A participant mentioned that merging and splitting of themes could be made
more intuitive with the design of a custom interface. The participant described
an interface that allowed the user to drag the responses from multiple themes
together to specify the contents of the merged theme. The interface to split
themes would then allow the user to divide the text responses from a theme
into other smaller themes via a drag and drop interface.
Improved Support for Finding Themes Resulting from Create, Merge and Split Rules
Five participants mentioned that they found it difficult to locate the themes that
were influenced by a rule. It was time consuming for these participants to read
all of the generated themes and match these themes to the rules they entered in
order to evaluate whether the resulting themes were of relevance to the research
questions.
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7.2.9 Analysis of Participant Sessions
In order to visualise each participants session in using their allocated algorithms to
find themes corresponding to the three research questions (see Section 7.23), step plots
were produced for both Group A and Group B participants. The step plots show
the duration of a participants session, the changes in the number of themes that the
participant choose to generate, the time between each change of the number of themes
to be generated, the type of interactivity rules that were provided to the algorithm at
each iteration as well as the number of themes and rules that were specified for the
final iteration. The importance of the final iteration is that participants also rated and
matched the generated themes with the research questions. A step plot is provided
for participants in Group A (DF-LDA) (see Figure 7.17) and Group B (PNMF) (See
Figure 7.18).
Summary statistics of participant interactions by group is provided in Table 7.5.
Table 7.5 provides useful information for comparing Group A with Group B and hence
the DF-LDA and PNMF algorithms in terms of the average duration of participant
sessions, the number of themes generated and the rules used.
188 CHAPTER 7. EVALUATING INTERACTIVE ALGORITHMS
Table 7.5: Summary statistics for Group A and Group B participant sessions.
Group A (DFLDA) Group B (PNMF)
Average Session Duration 27 minutes 31.3 minutes
Total Number of Rules Used by Partici-
pants
38 61
Number of Create Rules Used by Partici-
pants
34 53
Number of Merge Used by Participants 2 3
Number of Split Used by Participants 1 4
Number of Create Rules Used by Partici-
pants in Final Iteration
22 21
Number of Merge Rules Used by Partici-
pants in Final Iteration
1 2
Number of Split Rules Used by Partici-
pants in Final Iteration
1 2
Range of Themes Selected by Partici-
pants in Final Iteration
6 - 20 6 - 20
It is evident from reviewing the step plot for Group A (see Figure 7.17) and Group
B (see Figure 7.18) participants, that both groups of participants spent a lot of time
selecting the number of themes to generate, before finally settling on an appropri-
ate number of themes to rate. It took participants from Group A 27 minutes and
participants from Group B, 31.3 minutes on average to arrive at a final selection of
the number of themes and the specified rules. Questionnaire feedback also revealed
that participants found it difficult and time consuming to find the themes that were
influenced by the domain knowledge that was being specified using the rule interface.
In particular participants had to review all the generated themes, searching for those
that might have been influenced by a rule (i.e Create Theme Rule, Merge Theme Rule
or a Split Theme Rule).
Participant behaviour in Experiment 1 was similar and led to the inclusion of
Design Guideline 5. In Experiment 2, however more time and effort was required
to review the derived themes, match them to the research questions and construct
rules (i.e., create themes, merge themes and split themes) to aid in the derivation of
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Figure 7.17: Group A Participant Sessions (DF-LDA).
themes specifically relevant to the research questions. In particular, as is evident from
analysing the step plots, certain participants would sometimes keep the number of
themes generated constant while they experimented with different rules and variations
of rules. Design Guideline 5 is more relevant when interactivity is introduced as a
means to provide domain knowledge.
Three types of interactivity were introduced in Experiment 2 via a simple rule-
creation interface. The Create Theme rule was predominantly used across both groups
of participants. There was a little usage of the Merge and Split rules with only 5
participants specifying merge and split rules in the final iteration of theme generation.
Two participants, one from each group of participants did not specify any rules across
the duration of their entire session. Analysis of questionnaire feedback (see Section
7.2.7) revealed that participants, that did not know how to use the rule interface, did
not experiment with adding any rules even though they felt that this functionality would
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Figure 7.18: Group B Participant Sessions (PNMF).
be useful to aid qualitative content analysts. Another participant suggested designing
a more intuitive interface specifically for specifying the words for either the merge or
the split rules.
In the final iteration where themes were rated and linked to a research question, 9
participants from Group A and 9 participants from Group B used rules to direct the
output of the themes. Table 7.6 contains a summary of the rules linked to a research
questions and the number of resulting themes were linked to a research question for
each participant. In Group A, 8 participants used a create rule associated with RQ2
and 6 of these participants were able to find a theme related to RQ2. In Group A, 8
participants used a create rule associated with RQ3 and 7 of these participants were
able to find a theme related to RQ3. In Group B, 8 participants used a create rule
associated with RQ2 and all 8 of the participants were able to find a theme related to
RQ2. In Group B, 7 participants used a create rule associated with RQ3 and 5 of these
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Table 7.6: Linking rules to research questions for Group A and Group B participants.
Rules Used Themes Matched
Group Participant No. Themes RQ1 RQ2 RQ3 RQ1 RQ2 RQ3
A 1 10 1C - - - 0 0
2 20 1C 1C 1C - 1 1
3 10 1C 1C 1C 5 1 1
4 15 - 1C 1C - 1 1
5 10 1C 1C 1C - 1 1
6 12 - 1C 1C 6 0 1
7 8 - - - 6 - -
8 15 1C 1C 1C 10 1 1
9 6 - 1C 1C - 0 0
10 10 1C 1C 1C 6 1 1
B 11 12 - 2C 1C 7 1 0
12 6 - 1C 1C - 1 0
13 12 1C 1C 1C - 1 0
14 15 - 1C 1C 6 2 1
15 20 - 1C - - 1 1
16 20 1C 1C 1C - 3 2
17 20 - 1C 1C - 2 1
18 6 - - - - 0 0
19 18 1C 1C 1C - 2 1
20 15 - - - - 0 0
participants were able to find a theme related to RQ3.
A majority of participants specified create rules, particularly in relation to respond-
ing to Research Question 2 and Research Question 3 given to the participants for the
experiment, with Research Question 1 being matched with themes generated naturally
by the algorithms.
Specifying a rule did not always result in a related theme relevant to the research
question. There were two main reasons for this. Firstly if a participant kept the number
of themes to be generated low and then specified rules, it was unlikely for the generated
themes to be influenced by the additional domain knowledge. Secondly the words
used by participants when specifying a rule was also important. Certain participants
were not able to use the correct vocabulary to define rules that would be useful for
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generating themes relevant to the research question. It is evident that participants with
prior experience in the domain area (i.e., Secondary Education) played an important
role. This highlights the importance of Design Guideline 9 (related to active learning)
and the incorporation of two-way interaction in the Conceptual Model.
Example create theme rules defined by participants for “Research Question 2: Is
collegial support in terms of peer mentoring and buddying mentioned?” included:
• Create Rule [buddy, colleagues, mentors]
• Create Rule [support, colleagues, collegiality, buddy, mentors]
• Create Rule [colleagues, collaborative, collegiality]
• Create Rule [colleagues, collegiality, peer, mentors, buddy, shadowing]
• Create Rule [resources, share, collaborative]
Although merge and split rules were rarely used, it is interesting to review where
and why they were used. The reason for the use could be deduced from the annotation
provided by the participant. Merge and split rules were not used to directly address
the research questions rather, they were the result of a participants in-depth analysis
and review of the derived themes. As an example, a participant wanted to merge the
“Lesson Observation” and “Teacher Observation” themes because they both referred
to the same core theme. A common split rule that participants used involved splitting
themes that mentioned the word “teacher” into a theme that focused on “Beginning
Teachers” and “Experienced Teachers” with the aim of deriving themes that were more
fine grained. Other examples included:
• Merge Rule [observation, lesson]:[observation, teaching]: These two themes
relate to the same thing (i.e., lesson observations)
• Split Rule [beginning, teachers]:[experienced, teachers]: Useful to separate
• Split Rule [beginning, teachers]:[experienced, teachers]: would like to see be-
ginning teachers in themes separated from experienced teachers
• Split Rule [beginning]:[experienced]: split themes that mix beginning and expe-
rienced teachers
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7.2.10 Theme Coherence Evaluation
As part of Experiment 2, participants from both Group A and Group B were required
to rate each of the final themes in terms of coherence. Theme coherence was phrased
as “Responses within the Theme were grouped together in a meaningful way” to more
clearly define the task for participants. In this section we will compare the participant
ratings with two Theme Coherence metrics namely the UCI Metric (Newman et al.,
2010) and the UMass Metric (Mimno et al., 2011).
The Spearman rank-order correlation coefficient was used to measure the relation-
ship between the Theme Coherence metrics and the participant ratings. The Spearman
rank-order correlation coefficient was chosen because it has been used in studies com-
paring both the UCI and UMass metrics with human judgements (Newman et al., 2010;
Mimno et al., 2011; Aletras and Stevenson, 2013).
The mathematical basis for each of the Theme Coherence metrics was discussed in
Section 2.8. The UMass metric is an intrinsic metric and uses inherent corpus statistics
in the calculation of the Theme Coherence score. The UCI metric is an extrinsic metric
and uses word co-occurrence scores from an external corpus such as Wikipedia.
The open source library from Stevens (2013) was used to perform the UCI and
UMass score calculations. The Wikepedia corpus from 2011 was used to construct the
word co-occurrence matrix used in the UCI score calculation. The UCI and UMass
scores were calculated using the top-7 main words within each theme. Participants
within the experiment were also shown the top-7 words in a theme but also allowed
to view the main responses in a theme and rate themes using a likert scale with values
between “Strongly disagree” to “Strongly agree” (i.e., values assigned between -2 and
2 with 0 assigned to a neutral rating).
The Spearman rank-order correlation coefficient was then calculated between the
participant ratings and both the UCI and UMass scores for each of the final participant
themes. Figures 7.19 and 7.20 show the resulting Spearman rank-order correlation
coefficients for all participants in Group A (DF-LDA algorithm) and Group B (PNMF
algorithm). The Spearman rank-order correlation coefficient falls between -1 and 1
with 0 indicating no correlation, with a value of 1 indicating full correlation and a
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value of -1 indicating a negative correlation.
Figure 7.19: Spearman rank-order correlation coefficients for all Group A (DF-LDA)
participants.
The following is evident from analysing Figure 7.19 and Figure 7.20:
• While the UCI and UMass scores had the same number of positive correlations
for Group A (i.e., DF-LDA), the UMass scores in each of these instances re-
ceived higher positive correlations. The UMass scores correlated better than the
UCI scores for the participants algorithm.
• The UCI scores for Group B (i.e., PNMF) had more positive correlations and
where negative correlations were noted, the UCI score was less than the UMass
score.
• A negative correlation was also received for a number of participants across
Group A and Group B for both metrics.
The UMass metric correlated better with participant ratings for the DF-LDA algo-
rithm while the UCI metric had a better correlation with the the PNMF algorithm. One
reason for the correlation between UMass and the participants ratings for Group A is
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Figure 7.20: Spearman rank-order correlation coefficients for all Group B (PNMF)
participants.
that both UMass and LDA are designed to take advantage of the inherent statistics of
the dataset.
UCI on the other hand had a better correlation with the PNMF generated themes.
PNMF is an NMF variant based on linear algebra which results in a geometric model.
Other geometric models such as LSA are known for their ability to infer latent rela-
tionships in a dataset, even when the dataset is relatively small in size (Turney, 2001).
The UCI metric is extrinsic as it uses co-occurrence information from a larger exter-
nal corpus (in this case the 2011 version of Wikipedia) where this extra information
improves the evaluation of themes that are not only generated from corpus statistics
but also where the geometric model performs “smoothing” and is able to infer latent
relationships. The UCI metric may therefore be a better measure of Theme Coherence
for themes derived using NMF variants, but additional larger scale experiments need
to be performed to validate this theory.
In Experiment 1, numerous participants commented on the fact that not all themes
were of equal quality. This issue was addressed with the addition of Design Guideline
3, which recommended the calculation and display of Theme Coherence metric to help
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qualitative content analysts in determining the quality of derived themes. The UMass
and UCI metrics do provide a good starting point for ranking derived themes but the
negative correlation issues need to be addressed. This was identified as a research gap
in Chapter 2. Essentially the metrics are calculated using only the top-n words in a
theme. User evaluation comparisons to the metrics only show the participants’ the
top-n words. In this experiment however, participants were allowed to view the text
responses that were also mapped to a theme. Keyword-in-context functionality was
also provided to participants. This added functionality made additional information
available to participants that aided in theme interpretation and provides one explanation
for the negative correlation with the metrics. Evidence gathering for the existence
of a theme is a very important and essential activity for qualitative content analysts.
Theme Coherence metrics would be more useful within this context if they took into
consideration both the main theme words and the text responses that are mapped to a
theme.
7.2.11 Discussion
Both the DF-LDA and the PNMF algorithms produced comparable results. The DF-
LDA algorithm received a marginally better overall rating on the Evaluation Model
Questionnaire for the Theme Coherence (i.e., meaningfulness of grouped together re-
sponses) section. In terms of interactivity support, participant usage of the algorithms,
and the collated responses for other sections of the evaluation model questionnaire,
there was little to differentiate the two algorithms. The DF-LDA algorithm will there-
fore be used in Experiment 3.
As with Experiment 1, participants found it difficult to find the ideal number of
themes to generate. In Experiment 2 additional complexity was introduced, due to the
ability of participants to define rules to create, merge and split themes. The increased
complexity provides additional rationale for Design Guideline 5, which involved pro-
viding more algorithmic support for helping content analysts to determine the number
of themes present.
In Experiment 2, the Theme Coherence metrics correlated with participant ratings
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for different thematic discovery algorithms. The UCI metric correlated with the partic-
ipant ratings of the themes derived using the PNMF algorithm while the UMass metric
correlated with the participant ratings of the themes derived by the DF-LDA algorithm.
One possible explanation is that the intrinsic and extrinsic nature of the metrics favours
different types of thematic discovery algorithms. The UMass metric is intrinsic relying
on inherent corpus statistics which favours LDA algorithms that are based on graphical
models which also take advantage of of corpus statistics. The UCI metric is extrinsic
and uses word co-occurrence information an external corpus (i.e., Wikipedia). The
additional information available to the UCI metric for the calculation of a coherence
score aids with the evaluation themes derived using an NMF variant algorithm. NMF
is a geometric model that performs “smoothing” over the dataset and can infer latent
relationships even when very little data is provided (Turney, 2001).
There was also a negative correlation with the coherence metrics for certain par-
ticipants which we speculate was due to the metrics only taking into consideration the
top-n words from the derived theme. Participants on the other hand were able to view
both the top-n words and the text responses that were placed in a theme. The findings
of Experiment 2 can support Design Guideline 3, which states that metrics should be
used to give analysts an indication of theme quality. The UCI and UMass metrics
provide a good starting point for automated theme evaluation but additional research
is required to enable better correlated with human judgements on theme coherence. It
is however also evident that the metrics need to not only take into consideration the
top-n word in a theme but also the the text responses that are placed in a theme as it
is the combination of both of these that analysts use to determine whether a theme is
meaningful.
Reflected in both the time taken for participants to review themes after a rule (i.e.,
mainly create theme rules) was added and the feedback received from participants
from the evaluation model questionnaire, participants from both Group A and Group
B found it time consuming and difficult to locate derived themes that were influenced
by a rule. One possible solution would be to use an algorithm that allows the the
theme resulting from a rule to be output at a certain position (i.e., define the theme
number). The Logic-LDA algorithm provided this functionality (see Section 6.4.2).
Two problems exist with this approach. Firstly, there is no equivalent version of
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Logic-LDA for NMF. Secondly there may be more than one theme that results from
a rule. A viable alternative would be to use the words used to construct a rule and
perform a similarity calculation (e.g., cosine similarity) to determine themes that are
influenced by a rule. The display of the derived themes could then visually group
together rules and all related themes. This would greatly enhance the ability of content
analysts to determine a theme’s relevance to research questions. Design Guideline 11
is introduced to support this functionality. Design Guideline 11 and Design Guideline
5: “Use parameter initialisation techniques to aid content analysts with parameter
selection (e.g., specifying the number of themes) for thematic discovery algorithms”
can both be implemented within the same interactive content analysis system with
algorithm for Design Guideline 5 being used to suggest the number of themes within
a corpus. As the rules are added, the user will need to be instructed to increase the
number of themes.
Design Guideline 11:
Use similarity metrics to find derived themes that have been influenced by the
domain knowledge added by the content analyst.
There was also minimal use of the merge and split theme functionality. There
were two contributing reasons for this. Firstly the create theme rule in most cases
was sufficient to generate themes relevant to the research questions although there
were also a few good examples of merge and split rules used within Experiment 2.
Secondly, certain participants found it difficult to specify the merge and split rules. In
the feedback received in the evaluation model questionnaire, a participant requested
a more intuitive drag and drop interface for the construction of merge and split rules.
Design Guideline 12 is introduced to support this request.
Design Guideline 12:
Design user interface elements that support the construction of create, merge
and split rules for interactive thematic discovery algorithms.
It was apparent that the construction of good create theme rules was dependant
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upon the participants’ ability (i.e., prior knowledge and experience). There was vari-
ation in the vocabulary used and this in some cases resulted in themes that were
not related to the research questions provided to participants in Experiment 2. The
difference in the domain knowledge between experienced and inexperienced partici-
pants, serves to substantiate Design Guideline 9 (see Section 5.5.3) which refers to a
two-way interaction that can either be initiated by the user or the algorithm. These
algorithms belong to an area known as Active Learning Settles (2012) where applied
in this context the algorithm would suggest create theme, merge theme or split theme
rules to the content analyst.
The findings that emerged from the collated participant ratings of the evaluation
model questionnaire allowed the relationships strength between elements of the model
to be determined. There was a strong link between Interpretability and Trust but
not between Interactivity and Trust. This research finding was initially surprising
as Interactivity was seen as the key issue contributing to the lack of trust analysts
had in computation aids for qualitative content analysis. In the literature review stages
of this research project however interactivity was ill-defined. As a result Experiment 1
was designed to determine the interactivity requirements. When the design guidelines
emerged from the analysis of the Experiment 1 results, a distinction was made to
separate interactivity relating to the display and interpretation of themes derived from
an algorithm from Interactivity with an algorithm. Interactivity relating to the display
of the derived themes was renamed to Interpretability. With the new classification
it now makes sense that there is a strong link between Interpretability and Trust
as interpretation tools allow analysts to find supporting evidence for research claims.
Interactivity now refers to domain knowledge provided to the algorithm in the form of
rules to create, merge and split themes and has a strong link with Theme Coherence
and providing a means for the analyst to respond to their research questions.
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7.3 Experiment 3: Interactive Content Analysis for Qualitative
Researchers
Experiment 3 involved recruiting two researchers and allowing both of these researchers
to use an interactive thematic discovery algorithm to analyse datasets originating from
their own research studies. Experiment 3 was designed as an extension to Experiment
2 with the aim of addressing two issues associated with Experiment 1 and Experiment
2. In Experiment 1 and Experiment 2, the size of the dataset analysed was restricted
because the research task had to be completed within an hour. In Experiment 2 partici-
pants completing the research task were provided with research questions and asked to
construct rules (create themes, merge themes and split themes) that were then passed
to the interactive thematic discovery algorithms with the aim of deriving themes that
were relevant to the research questions outlined for the research task. Experiment 3
provides the opportunity for researchers to provide their own research questions that
they wish to address with the assistance of an interactive thematic discovery algorithm.
Experiment 3 is also more focused on exploring the process a researcher follows while
using an interactive thematic algorithm to respond to their own research questions.
Within the experiment, two researchers were recruited and required to supply and
analyse datasets emerging from their own qualitative research studies. The recruited
researchers were not involved in either Experiment 1 or Experiment 2. Only two
researchers were recruited due the depth of the experiment and time commitment
required. Participants with a PhD and experience in conducting qualitative content
analysis were recruited.
In Experiment 3 the LDA and DF-LDA thematic discovery algorithms were used.
The rationale being that PNMF and DF-LDA were found to be comparable with DF-
LDA achieving a marginally higher “theme meaningfulness” rating by participants in
Group A. The datasets provided by the researchers were converted to an appropriate
format and uploaded to the Thematic Explorer system designed to support the research
presented in this thesis. The user interfaces designed for Experiment 1 and Experi-
ment 2 (i.e., the inclusion of user interface elements to construct rules) was used in
Experiment 3.
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7.3.1 Research Process
A design-based research approach was followed with research conducted in partner-
ship with the recruited researchers serving as qualitative practitioners. The recruited
researchers provided a dataset which was converted to an appropriate format and up-
loaded for use in the experiment. The design-based iterations completed with both
researchers included:
• Allowing the researchers to review, rate and provide feedback on themes derived
using a non-interactive variant of a thematic discovery algorithm.
• Analysing the researcher feedback and asking follow-up questions where re-
quired.
• Allowing the researchers to come up with research questions specific to their
provided dataset.
• Based upon themes not present in the themes derived using a non-interactive
variant, assist the researchers in constructing a set of create theme, merge theme
and split theme rules that would aid with the discovery of themes relevant to the
research questions.
• Allowing researchers to review the derived themes and adapt the rules as neces-
sary.
The reason for allowing the researchers to first review the themes derived without
any interactivity (i.e., the default LDA algorithm) was to allow the researchers to gain
an understanding of the themes that were being generated by default. This knowledge
would then better focus the researcher to construct research questions and rules for
supplying the domain knowledge to the algorithm.
7.3.2 Researcher A
Researcher A has completed a PhD in Education, a Masters in Applied Linguistics,
a Graduate Diploma of Adult and Vocational Education, and a BA in Modern Asian
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Studies. Researcher A’s PhD explored University teachers’ beliefs and practices in ped-
agogy and technology. The focus of Researcher A’s current research has been in gain-
ing a better understanding of foreign language learners’ experiences and approaches
to the technologies that they are being used to support their learning. Researcher
A has over 20 years of experience working in the vocational and higher education
domains. Researcher A is the course coordinator and lecturer for a university course
on foreign language learning. Researcher A has predominantly employed qualitative
methodologies in research studies. Researcher A was not involved in either Experiment
1 or Experiment 2.
Dataset
The dataset provided by Researcher A consisted of blog posts. The blog posts were
authored by 22 students taking a university level course on foreign language learning.
Within the course students were encouraged to blog regularly. The student blogs were
an assessed component of the course and also served as a reflective journal of the
students’ own foreign language learning progress. The complete vocabulary of the
dataset was 2187 words. A number of blog posts also contained images.
Dataset Preprocessing
The same preprocessing as Experiment 1 and Experiment 2 was performed. This
included the removal of stop words and the stemming of words. Media that was em-
bedded within a blog post was removed and replaced with a link to the media file. Each
blog post was split into paragraphs with the paragraph used as the base unit of analysis
and passed to the thematic discovery algorithm. Each paragraph essentially served as
a document in the document-word matrix. The individual paragraphs however could
still be linked to the unique identifier for the author.
Initial Review of Themes
The blog dataset was uploaded to the Theme Explorer system. The initial review of
themes was completed using the user interface from Experiment 1. This interface
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included functionality for Researcher A to change the number of themes, review the
generated themes, use keyword-in-context functionality to explore the usage of the
main theme words in the text responses mapped to the themes as well as rate, label and
provide feedback for the derived themes.
The initial themes that were displayed, provided Researcher A with an overview of
the themes that the thematic discovery algorithm (i.e, LDA) was able to find without
the addition of domain knowledge. Researcher A generated found 7 to be the ideal
number of themes to be generated. The themes are listed in Table 7.7, with the main
words in the theme, the rating of each theme in terms of meaningfulness and the theme
label.
Table 7.7: Initial themes derived by Researcher A.
Theme Label Main Words Meaningfulness Rating
language teaching for
language acquisition
languag, teach, approach, target, learner,
acquisit
Disagree
students and teachers in
the classroom
student, teacher, class, classroom, listen,
http
Disagree
teachers, technology
and pedagogy
technolog, teacher, learn, pedagogi,
pedagog, educ
Disagree
Use of blogs for lan-
guage learning
blog, languag, write, read, 2009, carnei Disagree
motivations for using
technologies for lan-
guage learning
learn, technolog, motiv, autonom, style,
environ
Agree
learners and teacher
roles inside and outside
classroom context
learner, classroom, teacher, languag,
2010, import
Disagree
task based learning for
active, authentic and
culturally linked Lan-
guage learning
task, target, activ, 2006, cultur, authent Agree
Note that the text responses mapped to the theme could not be included because
the ethics clearance did not cover this.
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Analysis of Theme Review
Researcher A rated only 2 of the 7 generated themes as containing meaningfully grouped
together blog post paragraphs. The 5 themes that were found to be not meaningfully
grouped together covered very general topics that the dataset was known by Researcher
A to contain. These general topics contained words such as “language”, “teach”,
“student” and “blog”.
The UMass and UCI metric scores were calculated for each of the themes and
Figure 7.21 displays a graph of the correlation between the ratings of Researcher A and
the UCI and UMass coherence scores. There was no correlation with the UCI metric
and a large negative correlation with the UMass metric. Negative correlation was also
present in Experiment 2. Experiment 3 provided the opportunity to attempt to under-
stand why this negative correlation exists. The UMass metrics gives a higher coherence
score to the broader themes (e.g., Theme 1 which has words such as “language” and
“teach” as the main words in the theme). These themes serve to reinforce the content
of the dataset but this was already known to the researcher. These themes are in effect
too broad to be meaningful for the purposes of qualitative research. This feedback was
received from Researcher A: “Languag occurs very frequently and teaching to some
extent but other words are weaker and occur in patches not necessarily with stronger
ones so they are not helping me see the whole picture.”
Theme 5 and Theme 7 on the other hand were rated as meaningful but, from only
reviewing the main words, the theme did not appear to be meaningful. Words such
as “task”, “target” and “activ” and “2006” together might not appear to belong to a
coherent theme. However, when evaluated in the context of the text responses using
the keyword-in-context functionality, better theme interpretation and understanding
was achieved by Researcher A. This allowed the researcher to label the theme “Task
based learning for activity, authentic and culturally linked language learning”. The
inclusion of “2006” as one of the main theme words was a key citation used by students
in blog posts. The UCI and UMass metrics only take into consideration the main (top-
n) words in a theme. The Researcher however evaluated the themes within the context
of reviewing both the words and where they occur within the the blog posts mapped to
a theme.
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Figure 7.21: Spearman rank-order correlation coefficients the initial theme review by
Researcher A.
Researcher A also thought that improved display and visualisation would aid with
theme interpretation. Particularly functionality to view relationships between words
and themes was mentioned. This feedback was received for Theme 1 and Theme 3.
The review of the themes also resulted in Researcher A wanting to find evidence
for concepts that the derived themes were too general too capture. This was mentioned
in the feedback received for Theme 6: “Seems to miss some of the main points that are
occurring with the main words such as learner autonomy, roles and beliefs, inside and
outside the classroom - how best to try and capture them?”
Researcher A also wanted to map the following words together:
• class and classroom
• teacher and lecturer
• student and learner
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Construction of Research Questions and Rules
After reviewing the derived themes using a non-interactive thematic discovery algo-
rithm, Researcher A was able to come up with a set of research questions and domain
knowledge that would assist the algorithm in producing relevant themes. Researcher
A produced eight research questions which for the purpose of this experiment were
reduced to the following three:
• What do learners believe their role to be as a language learner?
• What do they believe should be the role of the teacher?
• What do they believe the role of technologies to be in their learning process?
The rules to encode Researcher A’s domain knowledge for influencing the derived
themes in order to better respond to the research questions were all Create Theme rules
and as follows:
Rule 1 - Role of language learners
learner, student, experienc, outcom, recommend, attitud, adopt, motiv, theoret,
theori, belief, believ, opinion
Rule 2 - Role of the teacher
teacher, lectur, pedagog, pedagogi, pedagogically-direct, class,classroom, style,
design, develop
Rule 3 - Task-based Learning
task, activitii, activ
Rule 4 - Role of technologies
video, video-cast, youtu, youtub, audio, onlin, internet, internet-bas, podcast,
multimedia, tool, toolkit, appli, applic
Rule 5 - Readings
carnei, gardner, garrison, willingham-mclain, zhao
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Final Theme Review
The interface designed for Experiment 2 was also used in Experiment 3 and allowed
the rules from previous section to be entered and supplied to the DF-LDA algorithm.
Once the rules were added, 20 and 30 themes were generated. More themes influenced
by the rules were captured within the 30 generated themes, though not all themes were
directly relevant to the researcher’s research questions. It is apparent that the DF-LDA
algorithm does not force themes that emerge as a result of a rule to be placed in the top
themes that are generated. This is beneficial for qualitative content analysis.
The themes that provided supporting evidence for the research questions posed by
Researcher A are displayed below:
Rule 1 - Role of language learners
Theme main words: learn, experi, technolog, effect, found, context, person
Theme main words: learn, process, taught, style, purpos, call, mobil
Theme main words: order, learner, import, achiev, motiv, goal, part
Theme main words: environ, acquisit, skill, incorpor, form, continu, specif
Rule 2 - Role of the teacher
Theme main words: technolog, pedagogi, approach, identifi, area, opportun, put
Theme main words: teach, technolog, tradit, method, includ, languag, instruct
Theme main words: tool, teacher, set, involv, design, abil, interest
Theme main words: encourag, support, integr, skill, linguist, start, exercis
Theme main words: practic, creat, theori, base, support, simpli, reflect
Rule 3 - Task-based Learning
Theme main words: task, activ, 2006, branden, van, den, engag
Rule 4 - Role of technologies
Theme main words: video, podcast, websit, fun, number, blog, youtub
All themes had to be reviewed to determine which themes were related to a research
question and rule. No themes emerged that reflected Rule 5. It was apparent that this
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task would become more difficult as the datasets increase in size and more themes are
required to be generated. In certain cases multiple themes were influenced by a rule,
with each theme displayed on a new line.
7.3.3 Researcher B
Research B has a BA in Education, BA in Psychology and Education, MA in ICT
in Education and a PhD. Researcher B’s research interests are human-computer in-
teraction design, computer-supported collaborative learning and idea management in
distributed leadership; and user innovation networks. Researcher B completed a PhD
on tools and evaluation techniques for collaborative learning communities. Researcher
B therefore has an interest in the use of thematic discovery algorithms as aids for the
evaluation and analysis of user generated content in online collaborative communities.
Researcher B teaches a course in Distributed Leadership that has an a mandatory online
component. Researcher B was not involved in either Experiment 1 or Experiment 2.
Dataset
The dataset provided by Researcher B consisted of discussion forum posts that orig-
inated within the online component of a Distributed Leadership course. The online
component was delivered using the Moodle Learning Management System (LMS) and
used the default Moodle discussion forum. The discussion forum for the course was
made up of multiple forum threads. A query was executed on the Moodle database to
extract the dataset. There were 291 forum posts. The dataset had a vocabulary of 1031
words.
Dataset Preprocessing
Preprocessing followed the same process as the previous experiments with stop word
removal and word stemming performed. Each forum post was used as the base unit
of analysis (i.e., the document-word matrix passed to the thematic discovery algorithm
was composed of forum posts to words).
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Initial Review of Themes
As with Researcher A, Researcher B was also provided with access to run the LDA
algorithm initially with no interactivity provided via the Theme Explorer interface.
Researcher B was allowed to change the number of themes to be generated, review the
resulting themes and provide feedback.
Researcher B generated five themes, displayed in Table 7.8 along with the rating
and theme label.
Table 7.8: Initial themes derived by Researcher B.
Theme Label Main Words Meaningfulness Rating
Team building for idea
generation
dl, team, idea, hierarch, don, discuss Disagree
Distributed Leadership
in companies
direct, work, compani, distribut, dl, organ Strongly Agree
Use social networks are
tools
tool, facebook, friend, network, peopl,
top
Strongly Agree
Discuss and submit
your team idea project
project, team, vision, discuss, comment,
submit
Strongly Agree
Open collaboration in
the workplace
compani, collabor, inform, work, open,
good
Strongly Agree
Note that the text responses mapped to the theme could not be included because
the ethics clearance did not cover this.
Analysis of Theme Review
Researcher B found that four of the five themes contained forum posts that were
meaningfully grouped together. This rating had a positive correlation with both the
UCI and UMass metrics (see Figure 7.22). This differed from the results received in
Experiment 2 and Researcher A in Experiment 3. The reason for this was that even
while these themes were broad, they provided Researcher B with a good indication of
what was being discussed in the forums.
Theme 1 was the only theme that contained posts that were not grouped together
in a meaningful manner. Researcher B thought that this was because the students (i.e.,
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Figure 7.22: Spearman rank-order correlation coefficients the initial theme review by
Researcher B.
the forum post authors) not fluent in English made spelling errors and used numerous
abbreviations (e.g., dl for distributed leadership).
Construction of Research Questions and Rules
After reviewing the derived themes using a non-interactive thematic discovery al-
gorithm, Researcher B was able to come up with a set of research questions and
domain knowledge that would assist the algorithm in producing the relevant themes.
Researcher B was interested in how thematic discovery algorithms could be used to
check students progress in discussing distributed leadership, innovation management
or other terminology? Researcher B came up with four main concepts that needed to
be explored:
• The use of social media in distributed leadership
• The use of knowledge sharing
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• Project management
• Tools for distributed leadership
Researcher B also wanted the following words to be mapped together:
• compani, don, distribut, comp, compagny
The rules to encode Researcher A’s domain knowledge were all Create Theme
rules:
Rule 1- Use for idea generation
idea, creativ
Rule 2- Use of social media in distributed leadership
facebook, facebook-, social, network, friend
Rule 3- Use of knowledge sharing
knowledg, knowlegd, share, colabor, collabor, collabro, inform, open
Rule 4- Tools for distributed leadership
sharepoint, wiki, netdraw, opensourc, forum, forums-, softwar
Rule 5- Project management
project, manag, time, plan, plan-, planner, msproject
Rule 6- Map dl to distributed leadership
dl, distribut, leader, leadership, leadershipus
Final Theme Review
The interface designed for Experiment 2 was also used by Researcher B. Researcher B
was allowed to enter the rules defined in the previous section via the interface. Once
the rules were added, 15 and 21 themes were generated. More themes influenced by
the rules were captured within the 21 generated themes. As with Researcher A, all of
the derived themes had to be reviewed to determine which themes were related to a
research question and associated rule. No themes emerged that reflected Rule 2, even
though a broad theme for social media was present in the initial theme review.
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The themes that provided supporting evidence for the research questions posed by
Researcher B are displayed below:
Rule 1- Use for idea generation
Theme main words: idea, import, propos, creativ, respons, purpos, masculin
Rule 2- Use of social media in distributed leadership
No themes found.
Rule 3- Use of knowledge sharing
Theme main words: collabor, inform, share, open, compani, knowledg, knowl-
egd
Rule 4- Tools for distributed leadership
Theme main words: product, secur, tool, person, solut, applic, part
Theme main words: find, wiki, forum, present, continu, softwar, role
Rule 5- Project management
Theme main words: project, manag, plan, time, work, task, planner
Rule 6- Map dl to distributed leadership
Theme main words: dl, distribut, great, leadership, leader, discuss, chang
7.3.4 Discussion
The initial themes that were derived by the LDA algorithm (i.e., without support
for interactivity) received different ratings in terms of meaningfulness. Researcher
B found the derived themes to be more meaningful than Researcher A. This can be
explained taking into consideration the combination of the researchers requirements
and the nature of the dataset. Researcher B provided a dataset that was exploratory
in nature as it contained forum posts and the researcher was interested in what was
being discussed in the forum. The initial themes derived by Research B provided
insight and the researcher found the grouping of forum posts within a theme to be
meaningful. Researcher A on the other hand, had a dataset the included reflective
blog posts, where the overall topic of what students would be writing on was broadly
known (i.e., language, technology, learning). The initial themes that were derived were
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generally broad though related to the task specified to the students creating the blog
posts. Researcher A found the themes derived by a non-interactive algorithm to not
contain meaningfully grouped together paragraphs from the blog posts. The initial
themes would not have been useful to Researcher A in a research context.
Reflecting on the process that both Researcher A and Researcher B took in terms of
performing an initial review of themes, constructing research questions and using the
provided interactivity (i.e., supplying rules to find evidence to support their research
questions), it can be concluded that interactivity played an important role in not only
producing themes that were related to their research questions but also for producing
more meaningful themes. Even a theme that was influenced by a rule was small in
size, this served to provide an indication of the amount of evidence that was present to
support the findings for a research question.
As with Experiment 2, both researchers found it time consuming and difficult to
locate derived themes that were influenced by a rule which substantiates the inclusion
of Design Guideline 11 (see Section 7.2.11).
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7.4 Addressing Research Questions
Based upon the findings from Experiment 2 and Experiment 3, the relevant research
questions are addressed:
Research Question 3. How do semi-supervised variants of NMF and LDA
meet the interactivity requirements of qualitative content analysts?
It was shown that using an iterative process involving the review of the generated
themes and specifying rules to provide domain knowledge via the supported interactiv-
ity of the algorithms in Experiment 2 and Experiment 3 enabled participants to specify
themes relevant to the research questions. Participants from Group A and Group B
entered 30 rules in order to respond to research questions 2 and 3 and this resulted
in 32 themes that were influenced by these rules (See Section 7.2.8). The main issue
observed was that participants in Experiment 2 and Experiment 3 found it difficult to
locate the themes that were influenced by a rule.
In terms of the interactivity that the thematic discovery algorithms were able to
support, the ability for participants to create a theme (i.e., specifying a “create rule”
that included the related words for a theme) was predominantly used in Experiment
2 and Experiment 3. The “create rule” provided a useful way to add the domain
knowledge required in order to influence the derived themes and address the key
research questions. Two types of “create rules” were defined by participants namely,
synonyms and sets of related domain concepts. In Experiment 2 and Experiment
3, there was little use of the theme merging and splitting because participants were
able to respond to their research questions (i.e., the research questions provided to
participants in Experiment 2 and the research questions constructed by researchers in
Experiment 3) by using a “create rule”. One reason for the minimal use of merging
and splitting was due to the nature of the research questions posed to the participants.
In Experiment 2, there was however some evidence of merge and split rule usage to
separate derived themes (e.g., split the “beginning teachers” theme from the “expe-
rienced teachers” theme) and merge theme (e.g., merge the “teaching observation”
theme with the “lesson observations” theme). The use of theme merging and splitting
functionality occurred after in-depth analysis of the initial themes being derived by the
thematic discovery algorithms.
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In Experiment 3, two researchers used a thematic discovery algorithm to analyse
their research data. The researchers had different requirements for the analysis. Re-
searcher A already knew what the dataset contained in terms of high-level themes
and sought to answer deeper research questions. Researcher B sought to gain an
understanding of the dataset and perform exploratory analysis. The different context
with which the two researchers began the analysis, affected the meaningfulness ratings
of the derived themes. In particular, broad themes on what the dataset was already
known to contain were not found to be meaningful by Researcher A and this would
have been an issue if the algorithms supported no interactivity (i.e., operated as a black
box). Interactivity in the form of “create rules” played an important role in helping the
researcher produce meaningful themes that were related specific research questions.
Research Question 4. Does the addition of domain knowledge via an inter-
active and iterative process improve a researchers ability to address research
questions?
Both the algorithms were comparable in terms of the types of interactivity that were
supported (i.e., theme creation, merging and splitting) and analysis of participant usage
of the algorithms. DF-LDA performed marginally better in the Theme Coherence in
the model evaluation questionnaire. In terms of the type of interactivity, the ability
for participants to create themes by defining the words in a theme was predominantly
used (i.e., by participants from Experiment 2 and Experiment 3) and this served as a
means by which the participants were able to add domain knowledge. The addition
of rules allowed the participants to discover themes relevant to the research questions
specified for the experiment. Participants used the algorithms in an iterative manner,
adding rules, reviewing the derived themes and then adjusting rules as necessary to
capture their domain knowledge. The interactivity provided by both of the algorithms
was therefore sufficient to support the qualitative content analysis process.
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The ability to merge and split themes may be more appropriate for more diverse
research questions and also depend on the nature of the derived themes. Additional
support however is required by content analysts to construct rules and find the derived
themes that were influenced by a rule. Improvement to the user interface is however
not directly related to the algorithms.
7.5 Summary
In this chapter, the experimental design and analysis of Experiment 2 and Experiment
3 are discussed. Analysis of the results from Experiment 2 and Experiment 3 provided
evidence to validate two key research questions namely: Research Question 3. How
do semi-supervised variants of NMF and LDA meet the interactivity requirements of
qualitative content analysts? and Research Question 4. Does the addition of domain
knowledge via an interactive and iterative process improve a researchers ability to
address to research questions?
Additional design guidelines also emerged from the analysis of participant sessions
and feedback. These include the ability to help analysts find themes influenced by
interactivity (Design Guideline 11) and user interface design for rule creation (Design
Guideline 12). The relationship strength between the main categories in the Evaluation
Model for Interactive Content Analysis was also determined from the results of the
Evaluation Model questionnaire.
Chapter 8
Conclusion and Future Directions
In this chapter, the findings from each of the three experiments conducted as part of
this research study are further discussed and summarised. The research findings from
all of the experiments are integrated and used to directly address the four key research
questions and the central hypothesis. Emphasis is also given to theoretical contribu-
tions with sections in this chapter dedicated to the proposed Conceptual Foundation
for Interactive Content Analysis, Design Guidelines for Interactive Content Analysis
and Evaluation Model for Interactive Content Analysis. Finally the future directions
for research are discussed.
8.1 Background
The fact that many computational techniques are available as aids for qualitative con-
tent analysis but that these techniques have been unable to reach mainstream adoption,
formed the motivating basis for the research presented in this thesis. The reason for
the lack of mainstream adoption is multi-faceted with various reasons including a lack
of transparency into the disclosure of the computational technique underpinning the
software being used, a lack of interactivity, the inability of the derived output from
the computational technique to directly address the research questions and the lack of
functionality that would enable researchers to support the derived output with evidence.
All of these issues have contributed to qualitative researchers’ lack of trust in compu-
tational techniques. The aim of this research was to evaluate whether recent thematic
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discovery algorithms, if applied as qualitative content analysis aids, had the ability to
address issues relating to transparency, interactivity, quality and hence improve overall
researcher trust in these techniques.
How can recent advances in text analysis and thematic discovery algorithms help
researchers make sense of the increasingly larger and diverse datasets? Within this
research two recent thematic discovery algorithms were proposed as qualitative content
aids; namely Non-negative Matrix Factorization (NMF) and Latent Dirichlet Alloca-
tion (LDA). Both of these algorithms share features that are conducive to inductive
(also known as conventional) content analysis. NMF and LDA are able to uncover
themes that are present in document collections, allowing each document to be mapped
to multiple relevant themes and supporting overlap between themes. NMF and LDA
are not hard clustering solutions allowing a document only to be placed in a single
theme. These algorithmic features are beneficial because it is quite natural for a
document to be about multiple themes and for humans to place their document into
all relevant themes. The output of both of these algorithms are themes with each
theme comprised of words and documents that belong to the theme. Having access
to both the documents and the words that are part of a theme is particularly beneficial
to qualitative content analysts as it facilitates evidence gathering - an important process
to validate the presence of a theme. Interactive variants of both algorithms were also
available, making them ideal candidates for inclusion in this research study.
The central research hypothesis for this research is that:
• Performing inductive content analysis with theme discovery algorithms which
allow the inclusion of domain and contextual information via an interactive
and iterative process improves the semantic validity of the themes produced in
relation to the context of a research study.
In order to support this hypothesis, the following research questions were addressed
within the research presented in this thesis:
• Research Question 1. Are thematic discovery algorithms such as NMF and LDA
suitable computational aids for inductive content analysis?
• Research Question 2. What are the types of interactivity that content analysts
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require when using a theme discovery algorithm such as NMF and LDA?
• Research Question 3. How do semi-supervised variants of NMF and LDA meet
the interactivity requirements of qualitative content analysts?
• Research Question 4. Does the addition of domain knowledge via an interactive
and iterative process improve a researchers ability to address research questions?
8.2 Addressing the Research Questions
In this section each research question is addressed with the supporting evidence that
emerged from the contributing experiments. Various issues directing future research
are also introduced and discussed.
8.2.1 Research Question 1. Are thematic discovery algorithms such as NMF and
LDA suitable computational aids for inductive content analysis?
Although this research set out to investigate the impact of interactivity on semantic
validity, little published research existed that evaluated the suitability of either the
NMF or LDA algorithms as qualitative content analysis aids. Research Question 1
was introduced to gain a base level understanding of whether the use of the proposed
thematic discovery algorithms were conducive aids to the qualitative content analysis
process. In order to determine whether the proposed thematic discovery algorithms
were conducive aids to qualitative content analysis, the themes derived by a thematic
discovery algorithm (in this case NMF) were compared with the themes found by
manual human coders. Experiment 1 was designed to facilitate this comparison. The
dataset consisted of approximately 100 free text responses to the survey question from
a larger study on First Year Mathematics and Science Professional Development. The
survey question was: “What types of support does your school provide to beginning
science or mathematics teachers?”. A detailed overview is contained in Chapter 4.
Participants were divided into two groups of ten participants each. Group A was
made up of manual coders while Group B were given access to the NMF algorithm via
a user interface.
220 CHAPTER 8. CONCLUSION AND FUTURE DIRECTIONS
The analysis of the test responses that were placed in themes by the manual coders
revealed that there was a strong overlap among themes. Theme overlap means that the
text responses were placed in multiple themes. Venn diagrams for selected participants
from Group A are shown in Figure 4.7 (in Chapter 4). Both NMF and LDA as thematic
discovery algorithms also support overlap between the generated themes - a property
analogous to the way qualitative analysts manually place text responses into themes.
Participants from both Group A and Group B were required to label the themes
that were discovered manually or generated with the aid of the NMF algorithm. The
labelling helped to group similar themes together thereby facilitating the comparison
between the themes found manually and the themes derived with the aid of the NMF
algorithm. Themes such as Professional Development, Mentoring and Induction
were found by participants in both Group A and Group B. More fine-grained themes
such asWorkload Balance andCollegial Supportwere more prevalent in the themes
that were manually discovered by participants from Group A. These themes were
grouped together because the manual coders were aware of the relationships between
words within the textual responses relevant to the domain area of the dataset. Another
way to look at this is to imagine the manual coder being aware of a set of keywords
that all belonged to or were related to Collegial Support. The words that the manual
coders were able to associate together served as the background knowledge that al-
lowed text responses within a particular theme to be placed together. The thematic dis-
covery algorithm lacked this ability and substantiated the need for interactive thematic
discovery algorithms that would allow qualitative content analysts to add additional
domain knowledge to the algorithm via available interactive parameters.
The output derived from the NMF algorithm included the main words and the tex-
tual responses for each theme. Both the documents and the words are returned because
the thematic discovery algorithm simultaneously clusters words and documents (in this
case text responses). This was beneficial for the Group B participants and qualitative
content analysts in general because it allowed themes to be displayed as a whole (i.e,
both the main words and the documents mapping to a theme were displayed together).
Keyword-in-context functionality was also included and this allowed participants in
Group B to gain an understanding of where the main theme words were occurring
within the text responses. Providing this went beyond the current research being
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conducted to evaluate the coherence of themes in comparison to human judgements.
Previous studies only allowed humans to evaluate the main words or the main docu-
ments for a theme but never both together (Chang et al., 2009; Mimno et al., 2011;
Newman et al., 2010). Display of themes in this form is highly valuable for qualitative
content analysts who need to interpret, understand, validate and collate evidence for
the presence of a theme. Participants also found the keyword-in-context tool to be
useful.
There were a number of issues uncovered in Experiment 1 relating to the NMF
algorithm that could be generalised to the LDA algorithm. Firstly a number of partic-
ipants commented that not all of the generated themes were meaningful or relevant to
the researchers. Secondly both the LDA and NMF algorithms require the number of
themes that must be generated to be specified. This is a value that must be specified by
the content analyst. All participant sessions are visualised in Figure 4.8. It took partic-
ipants in Group B numerous iterations, changing the number of themes and reviewing
the derived themes until they were satisfied with the themes that were generated. It was
obvious that selecting the number of themes was both a tedious and time-consuming
task which would worsen as the size of the dataset increased. Design Guidelines for
implementing a system to aid qualitative content analysts were included to address
these issues. Design Guideline 3 proposes the use of theme coherence metrics as a
theme quality indicator. Design Guideline 5 proposes the use of parameter selection
algorithms to automatically determine a good initial number of themes for the analyst
to generate.
8.2.2 Research Question 2. What are the types of interactivity that content
analysts require when using a theme discovery algorithm such as NMF
and LDA?
Interactivity was seen as a way to address the trust and transparency issues contributing
to the lack of uptake of computational techniques as qualitative content analysis aids.
Interactivity is defined as the dialogue that occurs between a system and a human. In-
teractivity within the context of this research was initially ill-defined. While there was
a vague understanding that interactivity would aid the content analyst in adding domain
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knowledge, the exact nature of this interactivity was not known. Interactive variants
of NMF and LDA existed, but it was not possible to select an appropriate algorithm
without having a clear understanding of the interactivity requirements. Experiment 1
sought to directly respond to this issue. Participants using the NMF algorithm as a
content analysis aid were provided with a questionnaire to determine the interactivity
requirements. The questionnaire included questions where participants had to rate
interactive features on a Likert Scale. Participants were also able to provide feedback
via free text questions.
The key interactivity functionality that emerged from the questionnaire analysis
was the ability to:
Create Themes
Participants wanted to specify the words that must be included in a theme such
as synonyms (e.g., support and assist) or words that were part of a set (e.g.,
Supervisor Support: HODS, principal, deputy) and view the resulting theme.
Merge Themes
Participants wanted the ability to merge the output of two themes.
Split Themes
Participants wanted the ability to split a theme into 2 separate themes by speci-
fying the words for each new theme.
Interactive variants of NMF and LDA that matched these requirements were then
selected (in Chapter 6) and evaluated in Experiment 2 and Experiment 3 (in Chapter 7).
The findings of Experiment 2 and Experiment 3 provided useful insight that allowed
the interactivity requirements to be refined. The findings are as follows:
• “Create rules” were used by participants a majority of the time as a means of
adding the domain knowledge required to influence the derived themes in order
for key research questions to be addressed.
• In order to define a “create rule”, participants had to enter the words that they
thought would assist the algorithm in finding particular themes. This is also
known as theme seeding (Andrzejewski et al., 2011). Two types of “create
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rules” were defined by participants namely, synonyms and sets of related domain
concepts.
• Merge and Split rules were rarely used by participants. This was mainly due to
the nature of the research question posed to the participants, which the ”create
rule” functionality would have already addressed. There was however some evi-
dence of merge and split rule usage such as separating “beginning teachers” from
“experienced teachers” and merging themes that mention “teaching observation”
with “lesson observations”.
The rationale for the usage of both merge and split rules seemed to be based
on the derived themes and their relationship to each other. The initial request from
participants to merge and split themes may also relate to their individual sensemaking
process rather than feedback to a thematic discovery algorithm. There may also be a
need for content analysts to store, assemble and label themes across different iterations
with the algorithm. Merging and splitting of themes may then refer to providing the
ability for a content analyst to sort documents. This however needs to be validated
with further research studies.
8.2.3 Research Question 3. How do semi-supervised variants of NMF and LDA
meet the interactivity requirements of qualitative content analysts?
Based upon the interactivity requirements determined as a result of Experiment 1, an
NMF and LDA variant that met these requirements namely PNMF and DF-LDA were
selected (in Chapter 6) and evaluated by experiment participants in Experiment 2 and
recruited researchers in Experiment 3. Within the user evaluations both algorithms
were found to be comparable in terms of participant sessions with the algorithms,
rule usage (create, merge and split) and questionnaire responses. A number of issues
however emerged that will be discussed in this section.
Participants in Experiment 1 found it difficult to locate the ideal number of themes
to generate. This complexity increased for participants in Experiment 2 and Exper-
iment 3, with participants also required to add create, merge and split rules. This
substantiated the inclusion of Design Guideline 5, but also required that the algorithm
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used to select the number of themes also take into consideration the additional domain
knowledge supplied by the analyst.
The PNMF and DF-LDA algorithms both provided equivalent interactivity by sup-
porting the ability to create, merge and split themes. Participants that specified rules
however found it difficult to locate the derived themes that were influenced by a rule.
After supplying the additional domain knowledge as a rule and passing this to the
algorithm, participants had to then review all of the derived themes, searching for
themes that were influenced by a rule. This was very time consuming. This problem
will worsen as dataset sizes increase and more themes are required to be generated.
The Logic-LDA algorithm which was not selected for evaluation, provided a way to
define a rule that would also specify the order (position) of the derived theme. There
was however no NMF equivalent of Logic-LDA. From participant session analysis of
the derived themes that were matched to a rule, it was evident that multiple rules were
sometimes matched to a rule. Specifying the position of a single theme would not be
appropriate as a rule can influence multiple themes. A solution would be to perform
a similarity comparison between the vector of words contained in the rule and the top
n words in the theme. The similarity measurement can then be used to group themes
that match a rule. To a content analyst, it would save time to display themes linked to
rules and to directly review themes influenced by a rule and hence related to a research
question.
Both the PNMF and DF-LDA algorithms which support the required type of in-
teractivity need to be re-run each time new rules (i.e., domain knowledge) are added.
While this worked well for the datasets used in Experiment 2 and even the researcher-
provided datasets in Experiment 3, for larger datasets the responsiveness of the algo-
rithm will potentially become an issue. Responsiveness refers to the time taken to
re-run the algorithm. This becomes an issue because the content analyst would have
to wait before they were able to review the derived themes. Additional research is
required to check whether any progress has been made in developing algorithms that
don’t need to be completely re-run for convergence when “must” and “cannot-link”
constraints are provided.
All of the interactive variants reviewed (see Chapter 6) did not provide a user
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interface for the addition of rules. For the purpose of Experiment 2 and Experiment
3, a minimalistic interface was created. The interface allowed rules to be created
using an autocomplete control and supported the addition of multiple rules. The
interface worked well for defining “create theme” rules but participants requested a
more intuitive interface for the creation of “merge” and “split rules”. The interface
described used drag-and-drop functionality to allow participants to “merge” and “split
themes” as required. The research focus of this study was not in user interface design
but an interface was required to facilitate Experiment 2 and Experiment 3. Further
design and evaluation of user interfaces for rule creation is however required. This was
addressed with the addition of Design Guideline 12 in Chapter 7.
8.2.4 Research Question 4. Does the addition of domain knowledge via an in-
teractive and iterative process improve a researchers ability to address
research questions?
The suitability of thematic discovery algorithms and the required interactivity were
determined in Experiment 1. The findings from Experiment 1 were then implemented
and evaluated in Experiment 2 and Experiment 3. Experiment 2 involved evaluating
interactive variants of NMF and LDA with 2 groups of participants. In Experiment
2 participants were assigned an algorithm (either PNMF or DF-LDA) and required to
find themes that were relevant to the research questions provided. To aid participants to
discover relevant themes, participants were allowed to change the number of generated
themes and add domain knowledge via a rules-based interface. Participants were able
to add “create theme”, “merge theme” and “split theme” rules. A keyword-in-context
tool was also made available to help participants to interpret and understand derived
themes. When participants were satisfied with the number of themes generated and the
rules added, they were able to rate themes based upon whether the textual responses
were grouped together in a meaningful manner and find themes that were influenced
by the rules.
Analysis of participant sessions showed that participants took numerous iterations
to arrive at the final number of themes to be generated and the rules that were able to
produce themes relevant to the research questions. Each iteration involved reviewing
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the derived themes and then either changing the number of themes or adding/altering
rules. The iterative nature of the participant session was beneficial to participants as
it allowed for review of generated themes. This helped participants to add the domain
knowledge to generate themes that were relevant to their research questions but was
also a tedious and time consuming task. Design Guideline 5 was added to address the
exploratory nature of selecting an appropriate number of themes to generate, because
the process could potentially be improved with the use of algorithms to aid with finding
the ideal number of themes.
In Group A, eight participants used a create rule and at least six of these participants
were able to find a relevant theme. In Group B, eight participants used a create
rule associated as research question, with at least five of these participants able to
find related themes. These results serve to provide evidence in support of Research
Question 4 and the central hypothesis. Issues also emerged from the analysis. In
particular a participant’s prior experience and domain knowledge contributed to the
construction of good rules that were able to produce meaningful and relevant themes.
Some participants created a rule related to a research question but were unable to find
themes influenced by these rules. Experiment 3, where researchers provided their
own dataset, and constructed their own research questions and rules, also highlighted
the importance of content analyst’s prior experience and domain knowledge. Design
Guideline 9 was introduced to help content analysts that are either not directly familiar
with the vocabulary used within the dataset or lacked prior domain knowledge. De-
sign Guideline 9 stipulates the use of Active Learning Settles (2012) algorithms to
recommend sets of words for the content analyst to use as rules for the execution of
the algorithm.
In the analysis of the feedback received from participants using thematic discov-
ery algorithms in Experiment 1, it was found that derived themes within an iteration
were of varying quality. Design Guideline 3 was introduced to address this issue and
proposed the use of Theme Coherence scores such as the UCI and UMass metrics.
Negative correlation between participant ratings and the Theme Coherence metrics
were noted for both metrics in Experiment 2. There were two reasons for this with
additional insight into the problem gained from Experiment 3. Firstly broad themes
received a higher coherence score from the metrics. These themes however were either
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too general to be useful for qualitative content analysis (i.e., the ability to address
research questions) or revealed what the dataset was already known to contain. Sec-
ondly the information presented to the participants was more than what was provided
to the metric for calculation of the scores. The metrics were designed to only use
the top-n words from a theme. Participants however, were provided with the ability
to review where the main words for a theme were occurring within the documents
placed in a theme. This additional information allowed participants to interpret and
understand a theme. Research into metric design is a new research field, with the
first metric only being introduced in 2010 (Newman et al., 2010). Both metrics do
provide a good starting point for ranking the derived themes by coherence but more
research is required to make these metrics take into consideration both the words
and the documents in a theme. This is particularly important within the context of
qualitative content analysis where analysts need to interpret, understand and validate
themes. The removal or filtering of “low-quality” themes would also serve to improve
analyst confidence.
8.3 Theoretical Contributions
8.3.1 Design Guidelines for Interactive Qualitative Content Analysis Software
Numerous issues were encountered while analysing the results from Experiment 1.
Solutions to these issues were proposed in the form of Design Guidelines. Eight Design
Guidelines emerged from the analysis of participant feedback and sessions with the
thematic discovery algorithm in Experiment 1. These eight Design Guidelines when
grouped together formed the basis for the Evaluation Model for Interactive Content
Analysis. While constructing the Evaluation Model for Interactive Content Analysis,
two additional guidelines were identified (in Chapter 5). Issues were also identified
in Experiment 2 and this led to the reinforcement of Design Guideline 3 and Design
Guideline 5 as well as introducing two new design guidelines. The twelve Design
Guidelines are listed in Table 8.1.
At a high level, the Design Guidelines promote a systems-based approach to the
design and implementation of software to aid with qualitative content analysis. The
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Design Guidelines are based on empirical data. The Design Guidelines address issues
relating to quality, interactivity, interpretation and multi-coder conflict resolution. The
Design Guidelines don’t promote a single algorithm, rather the use of multiple al-
gorithms that work in conjunction with the thematic discovery algorithm. The type of
algorithms required include algorithms to select the ideal number of themes, determine
the quality of a theme (i.e., Coherence Metrics), and find themes influenced by rules
which encode domain knowledge.
Table 8.1: Full list of Design Guidelines for Interactive Content Analysis.
Guideline Description
Design Guideline 1: Algorithms used as aids to qualitative content analysis need to support
the generation of overlap among themes.
Design Guideline 2: Algorithms used as aids to qualitative content analysis need to allow the
analyst to supply sets of related words as domain knowledge in order to
produce themes that humans are able to uncover.
Design Guideline 3: Display metrics that indicate the theme coherence of a derived theme to
aid the content analyst.
Design Guideline 4: Include phrases or multi-word expressions as features in the bag-
of-words model to allow the top weighted phrases or multi-word
expressions in a theme to be displayed in order to improve theme
interpretation.
Design Guideline 5: Use parameter initialisation techniques to aid content analysts with
parameter selection (e.g., specifying the number of themes) for thematic
discovery algorithms.
Design Guideline 6: Allow content analysts to view the top weighted words from a theme as
a means by which to interpret themes at a high level.
Design Guideline 7: The inclusion of keyword-in-context tools is important to facilitate
theme interpretation and support evidence gathering.
Design Guideline 8: Algorithms that aid qualitative content analysis need to support
interactivity which is defined in terms of allowing analysts to specify
new themes (i.e., theme seeding), merge themes, split themes and sub-
cluster themes.
Design Guideline 9: Interactivity should not be one-way between the analyst and the
algorithm, models of interactivity based on Active Machine Learning
techniques must also be leveraged to facilitate algorithm-analyst
interactivity.
Design Guideline 10: Content analysts should provide a reason for providing additional
domain knowledge to an algorithm so that this can be stored and
scrutinised at a later stage in post-coding and reconciliation discussions.
Design Guideline 11: Use similarity metrics to find derived themes that have been influenced
by the domain knowledge added by the content analyst.
Design Guideline 12: Design user interface elements that support the construction of create,
merge and split rules for interactive thematic discovery algorithms.
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Together the Design Guidelines promote the design of interactive qualitative anal-
ysis software that addresses issues that have hindered the mainstream use of computa-
tional techniques as qualitative content analysis aids. These factors were identified in
Chapter 1 and included the lack of interactivity, quality, transparency and relevance to
research questions.
8.3.2 Conceptual Foundation for Interactive Content Analysis
Krippendorff proposed the Conceptual Framework for Content Analysis (see Figure
5.1 in Chapter 5) (Krippendorff, 2004). In Krippendorff’s framework an analytical
construct is used by an analyst to perform content analysis. The analytical construct
can be viewed as the rules that an analyst applies while performing content analy-
sis. Krippendorff’s framework promotes a “many worlds” view to content analysis
depending upon the context of the research and the researcher’s background domain
knowledge. Krippendorff’s framework was adapted within this research to provide a
theoretical basis for interactive content analysis. The proposed Conceptual Foundation
for Interactive Content Analysis is shown in Figure 5.2.
The framework was adapted to include support for the use of interactive thematic
discovery algorithms as analytical constructs. The framework captures the interaction
that needs to occur between the analyst and the algorithm. Two forms of interaction
with the analytical construct are present in the framework. These include:
• The ability for the analyst to provide domain knowledge in the form of create,
merge and split rules and sub-cluster themes.
• The ability for the algorithm to suggest rules for use by the analyst. This could
include synonyms that exist in the dataset or sets of related words.
Interaction is also present with the display of the themes derived by the algo-
rithm. Display interaction involves the use of tools to explore, interpret (e.g., keyword-
in-context tools) and validate themes. Within the experiments conducted require-
ments also emerged for the visualisation of theme overlap and the relationship between
words.
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The framework also supports an iterative qualitative analysis process. Analysts
must generate themes, review themes, add domain knowledge as rules via the sup-
ported algorithms interactivity, review themes and repeat the process until all research
questions could be addressed.
The framework promotes the use of a system for qualitative content analysis that
can support algorithmic interactivity and interpretability. The analysts role is also
intrinsic in the framework. Themes are derived with the aid of an algorithm but the
algorithm is being directed, corrected and evaluated by the analyst. The analyst reviews
derived themes, adds appropriate domain knowledge and then evaluates the derived
themes for relevance to the research questions. The provision of interpretation tools
for the analyst is also crucial. Qualitative content analysts rely on theme validation
and the ability for an analyst to back up research with evidence. The inclusion of
interpretation tools provides a means for this to be achieved.
Elements of the framework work together as a system to address issues impeding
the mainstreaming of computation techniques used to aid qualitative content analysis.
Specifically interactivity related to the thematic discovery algorithm and the interpre-
tation of themes are addressed.
As with the original Conceptual Foundation designed by Krippendorff (2004, p
88), the Conceptual Foundation for Interactive Content Analysis has also been pro-
posed to foster long-term systematic improvements in content analysis and to serve the
following three purposes:
• To guide the conceptualisation and design of research studies using interactive
content analysis with the aid of interactive thematic discovery algorithms (i.e.,
prescriptive)
• To facilitate the comparison of published research studies using interactive con-
tent analysis (i.e., analytical)
• To form a criterion or performance standard against which researchers can eval-
uate their ongoing interactive content analysis studies (i.e., methodological)
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8.3.3 Evaluation Model for Interactive Content Analysis
Various design guidelines emerged during the analysis of experiment results as well
and when theoretical models were proposed. In total twelve design guidelines were
proposed and are listed in Section 8.3.1. These design guidelines promote a sys-
tems approach to the design and implementation of software to aid with qualitative
content analysis. Numerous algorithms are suggested for use. Thematic discovery
algorithms are crucial but other algorithms and tools to aid with the selection of the
number of themes, evaluation of theme quality, interpretation and visualisation of
themes are also essential. In Chapter 5, the design guidelines were grouped together
with the main emerging categories including: Theme Coherence, Interpretability
and Interactivity. While tools that aided with interpretation such as the keyword-in-
context tool are also a form of interactivity, this form of interactivity was differentiated
from the algorithmic interactivity and termed Interpretability. The proposed model
had a clear distinction between the interactivity provided by the thematic discovery
algorithm to support the addition of domain knowledge and the interactivity made
available to review derived themes.
The categories within the model also were all identified in Chapter 1 as factors
that affected the analyst’s trust in computational techniques to aid qualitative content
analysis. Trust was therefore included in the Model with each category contributing to
Trust. The strength of the relationship between entities in the model however was not
known. A questionnaire was designed to determine the relationship between each of
the categories and Trust.
The questionnaire included questions to address each of the categories in the model.
The questions were completed by both Group A and Group B participants in Exper-
iment 2. There was a strong relationship between Interpretability and Trust but
not between Interactivity and Trust. Interactivity had a strong relationship with
Theme Coherence which was initially surprising for at the beginning of this research,
interactivity was viewed as the one of the contributors to analyst Trust. Interactivity
however in the context of the model was divided into interaction with the algorithm and
interaction relating to the display and interpretation of themes. Interaction in the dis-
play of themes was restricted to the user interface and classified as Interpretability.
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These interpretation tools allow an analyst to understand a theme by exploring the
context within which the main theme words occur. They serve as tools to assist with
evidence gathering and validation of the existence of a theme. Viewed in this light,
it makes sense that Interpretability would have a strong relationship with Trust.
Interactivity on the other hand in the model refers to algorithmic support for the
addition of domain knowledge which assists the analyst in responding to research
questions and has a strong link to Theme Coherence.
The proposed model includes the key categories that must be evaluated in order
to produce qualitative analysis software that can address the key issues that have im-
peded the use of qualitative analysis software. The evaluation of thematic discovery
algorithms have traditionally focused on speed, convergence and automated evaluation
of derived themes using purely statistical metrics. The Evaluation Model for Inter-
active Content Analysis however provides a qualitative approach to the evaluation of
thematic discovery algorithms that is better able to address issues relating to quality
and interactivity. The Evaluation Model for Interactive Content Analysis allows the
suitability of thematic discovery algorithms as an aid to qualitative content analysis to
be evaluated from the analyst’s perspective.
8.4 Research Implications
The research implications directly relate back to the research significance and research
motivation discussed in Chapter 1. The use of software tools that reduce the need for
a content analyst to manually read every line of text is important due to the increase in
size of datasets that originate from social media sources. The research opportunities
afforded to researchers will expand to include more rich-text qualitative data without
the problem of having to narrow down their scope due to the limitations in conducting
analysis manually. The research finding go beyond prior comparative studies (Conway,
2006; Schnurr et al., 1993; Penn-Edwards, 2010; Chang et al., 2009; Mimno et al.,
2011; Stevens and Buttler, 2012; Newman et al., 2010) and are relevant specifically
to qualitative content analysis. The research findings show that thematic discovery
algorithms are conducive qualitative content analysis aids; that providing researchers
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with tools to interpret the themes derived using thematic discovery algorithms will im-
prove their trust in the algorithms and the ability to substantiate their research findings;
and that interactivity will improve the researchers ability to directly respond to their
research questions.
Initially interactivity was seen as a major factor contributing to a lack of trust
by qualitative content analysts in the output produced by computational techniques.
Interactivity at the beginning of the research documented in this thesis was ill-defined,
but was able to be refined by the research findings. Interactivity was able to be cat-
egorised into functionality to facilitate interaction at the display level (i.e., the dis-
play and filtering of the derived themes) called Interpretability; and interaction to
provide domain knowledge to a thematic discovery algorithm called Interactivity.
Interpretability, Interactivity, Theme Coherence and Trust formed the main
categories in the Evaluation Model for Interactive Content Analysis. Interpretability
was found to have a strong influence on Trust, meaning that the inclusion of tools
to help researchers interpret and understand the derived themes would increase their
Trust in the thematic discovery algorithm. Interactivity on the other hand did not have
a strong influence on Trust, rather it had a strong influence on Theme Coherence and
allowed researchers to directly address their research questions. Software tools that
implement functionality and algorithms to support all of the categories included in
the Evaluation Model for Interactive Content Analysis will result in software that is
better able to meet the needs of qualitative researchers. In particular, the provision of
interaction with the thematic discovery algorithm serves to improve semantic validity.
Qualitative content analysts will be able to use tools to gather supporting evidence
from derived themes thereby improving overall validity. Qualitative content analysts
will have a means with which to back up the inferences that have been made within
a content analysis study. The ability to produce credible research findings supported
by evidence will improve the degree to which the research community can evaluate
and agree with the inferences made in a content analysis study and as a result improve
reliability.
Researchers and developers working in the area of content analysis and thematic
discovery algorithms can use the results of this research to gain better insight into
what is needed to make the algorithms more useful to researchers conducting content
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analysis. User interface design researchers will now also have an understanding of
how content analysts use thematic discovery algorithms and will be able to improve
the design of contextualised interfaces that support interactivity.
8.5 Research Limitations
The research scope has been limited to conventional content analysis and the thematic
discovery algorithms (i.e., Unsupervised Learning algorithms) that are conducive aids
to the content analysis process. The research findings do not extent to directed content
analysis and classification algorithms (i.e., Supervised Learning).
Conventional content analysis encompasses a broad range of qualitative research
methodologies such as Grounded Theory and Phenomenology. In the research pre-
sented in this thesis, the thematic discovery algorithms and their interactive variants
were evaluated as suitable computational aids for conventional content analysis but
not as computational aids for a specific qualitative research methodology. The design
of experiments to identify specific requirements for qualitative research methodologies
such as Grounded Theory and Phenomenology has many complexities which could not
be met within the scope limitations of this research. The research presented within this
thesis provides a sound foundation on which to base additional research studies. The
evaluation of interactive thematic discovery algorithms as aids to a specific research
methodology such as Grounded Theory or Phenomenology is a viable future research
direction.
Within the research presented in this thesis, the datasets used were limited in size
but contained text responses that were related and could be grouped together into
themes, particularly for Experiment 1 and Experiment 2. Further research needs to
be conducted with disparate datasets varying in size. For example, a dataset with
unrelated interview responses where participants have been asked to explain their
experiences could emerge from a Phenomenographic study and this might present
additional challenges to the thematic discovery algorithms reviewed in this thesis.
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8.6 Future Research Directions
Within this research, it was shown that thematic discovery algorithms were conducive
to inductive qualitative content analysis and that interactivity allowed analysts to sup-
ply domain knowledge to the thematic discovery algorithms thereby influencing the
derived themes and making them more relevant to the research questions. Numerous
issues were also encountered and these form the basis for future research directions.
It is evident from these issues that it requires a multi-disciplinary approach due to the
complex requirements of the research. Particularly collaboration between the research
domains of thematic discovery algorithms, user-computer interaction and qualitative
research methodologies are required.
8.6.1 Interactivity Requirements
A number of interactivity requirements were identified within Experiment 1. Within
this research interactive variants of thematic discovery algorithms were selected that
met these requirements for evaluation in Experiment 2 and Experiment 3. Only a
single variant of the NMF and LDA algorithms were selected and for the purposes
of Experiment 2, these algorithms had to contain comparable features. Based upon
the results that emerged from Experiment 2 and Experiment 3, future research in the
following areas needs to be conducted:
Further investigation into the use of merge, split and sub-clustering rules Create
rules (i.e., theme seeding) was predominantly used by participants with merge
and split rules rarely being used. There was evidence to suggest that merge
and split rules were only used after detailed review of derived themes. Further
investigation on the rationale for the use of merge and split rules by content
analysts is required.
Similarity measures to find themes influenced by a rule It was difficult and time
consuming for participants to find themes that were influenced by a rule that
was added as domain knowledge. Various similarity measures could be used to
compare a rule (e.g., the words used to define a create theme rules) and the main
words of a derived theme and identify themes that were influenced by a rule.
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Implementation and evaluation of the systems-based approach to interactive con-
tent analysis Twelve design guidelines were identified which together describe
the features of a system that would support interactive qualitative content analy-
sis. The resulting system needs to be evaluated in terms of the evaluation model
for interactive content analysis that was proposed.
Evaluation of advanced first-order logic rules Two variants of LDA were avail-
able, namely DF-LDA and Logic-LDA. The DF-LDA algorithm was selected
for inclusion in Experiment 2 but the Logic-LDA algorithm supported additional
forms of interactivity. The Logic-LDA algorithm particularly supports first-order
logic and the inclusion of external variables related to the dataset. As a future
research direction, the value of allowing content analysts to encode domain
knowledge using first-order logic needs to be evaluated.
8.6.2 Qualitative Research Methodology
Additional research studies targeting specific qualitative research methodologies such
as Grounded Theory and Phenomenology are required. It is important to show that
interactive thematic discovery algorithms not only serve as computational aids for
inductive content analysis but also for a variety of specific research methodologies. In
the past a criticism of computational tools has been the fact that they were too closely
associated with a particular methodology such as Grounded Theory (Lu and Shulman,
2008, p 180).
Within this research a number of theoretical contributions were made. These in-
cluded a Conceptual Foundation and an Evaluation Model for Interactive Content
Analysis. Issues relating to the inclusion of interactivity within a multi-coder setting
and coder conflict resolution were identified in Section 5.5.4. Further research and
evaluation of the use of interactive thematic discovery algorithms in this context is
however required and essential to the future success and mainstreaming of this tech-
nology within the qualitative content analysis research community.
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8.6.3 Thematic Discovery Algorithm Design
The Design Guidelines proposed the use of multiple algorithms in order to design and
develop a system for interactive qualitative content analysis. These algorithms were
suggested but not discussed in detail or evaluated within this research. The following
types of algorithms therefore need to be evaluated within the context of qualitative
research in future studies:
• Algorithms to automatically select the number of themes present in a dataset,
taking into consideration domain knowledge supplied to the algorithm.
• Active Learning algorithms to facilitate algorithm-to-analyst interaction where
the algorithm is able to recommend synonyms and sets of related words for use
by the analyst as domain knowledge.
• Algorithms that are able to assist analysts in locating themes influenced by a
rule.
There is also an opportunity for the requirements of qualitative content analysts to
direct the future development of interactive variants of both NMF and LDA. The algo-
rithms reviewed in terms of interactivity all need to be executed again once new domain
knowledge is added. As dataset size grows the responsiveness of the algorithms will
deteriorate. Analysts need the ability to generate themes, review the resulting themes
and adapt rules rapidly within each iteration with the algorithm.
8.6.4 User Interface Design
User interface design was not central to the research focus, but emerged as important
from analysis of participant feedback. While many variants of NMF and LDA have
been designed to support interactivity, all of these algorithms lacked an intuitive user
interface (see Table 6.5) that was appropriate for a target audience comprised of content
analysts. A simple rule-creation interface was designed as part of this research but
further research is required to simplify the creation of rules, specifically as participants
requested an improved interface for the creation of merge and split rules.
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In Experiment 3 where the interactive variants were evaluated with researchers
analysing their own datasets, more advanced theme visualisation was requested. The
creation of an open source interface that could be used with any thematic discovery
algorithm that supported must-link and cannot-link constraints would allow more al-
gorithms to be accessible for evaluation by qualitative content analysts.
8.6.5 Theme Coherence Metrics
Theme Coherence metrics were first introduced in 2010 as a means to evaluate derived
themes (Newman et al., 2010). Their design was motivated by the fact that statistical
measures such as perplexity had a low correlation with user ratings of themes. As not
all themes that are generated are of high quality as noted by participants in Experiment
1, Coherence metrics were seen to provide a means to rank themes and hence filter
out low quality themes. In Experiment 2, it was found that different metrics correlated
with participant ratings of different algorithms. UMass correlated with DF-LDA due
to the intrinsic nature of the metric and its ability to capture inherent corpus statistics.
UCI correlated better with the participant ratings for PNMF due to the use of external
word co-occurrence information. There was however a significant negative correlation
with participant ratings for both metrics. A negative correlation occurred when themes
were broad and as a result not useful within the context of the research questions that
the analyst was trying to address.
Both metrics only use the top-n words in a theme to calculate the coherence score.
Experiment participants on the other hand had access to both the words and the docu-
ments in a theme as well as a keyword-in-context tool. Taking into consideration the
additional information of word usage in context helped the participants to decide if a
theme was made up of meaningful responses. Coherence score metric design have the
potential to be improved if document information is also taken into consideration.
8.7 Summary
In this chapter the findings from all three experiments was collated to respond to the
four key research questions. The theoretical contributions made within this thesis was
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also discussed. These included Design Guidelines for the development of interactive
qualitative content analysis software, the Conceptual Foundation for Interactive Con-
tent Analysis and an Evaluation Model for Interactive Content Analysis. Research
implications, limitations and future research directions were also identified.
240 CHAPTER 8. CONCLUSION AND FUTURE DIRECTIONS
Appendix A
Appendix A: Source Material for Experiments
Appendix A contains the instructions that were provided to participants involved in
Experiment 1 and Experiment 2.
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A.1 Experiment 1
A.1.1 Dataset Excerpt
Table A.1: Excerpt from Dataset used in Experiment 1 and Experiment 2
Survey Question: What types of support does your school provide to beginning
science or mathematics teachers?
As there is a shortage of teachers in these areas and these are the Core areas studied
in a school, unfortunately these teachers have A full timetable unlike teachers of
other areas. In an ideal world, district office would no crunch numbers of staff
given to a school on numbers of students but take into consideration these type of
issues. Ideally, a first year teacher should have 0.8 of a timetable and more time to
plan. Our teachers receive extra support from their Head of Departments, and we
encourage them to have open communication lines with panel chair.
Assistance with resources, lesson observations, series of seminar / training sessions
over the first semester. Weekly meetings with all beginning teachers and admin.
We run a program over the first three terms with regular workshops around a range
of themes. Participants are able to negotiate workshops to meet needs. Beginning
teachers are also buddied with an experienced teacher. Heads of Department also
work closely with them.
Whole of school induction, mentor teacher and HOD support. Professional bodies
(MYSA / STAQ / QAMT) access.
Whole school support plus support from HoD (weekly meeting and occassional
observation of lessons) plus support from experienced teachers in the staff room
Beginning teachers programme. (Talks, Observation by others and observation of
others) Inservice during subject area and full-staff meetings. Mentoring system.
At the school level we offer an ongoing induction program for all beginning
teachers. they meet fortnightly and discuss various aspects of how they are
travelling. Specific to science and Maths they meet regularly with HODs to cover
specific issues
General support through the HoD by providing overviews and resources Beginning
teachers program
All beginning teachers undergo a comprehensive induction program including class
visits by faculty HOD’s and admin with feedback. Course outlines and program
guides are also provided with faculty handbooks as well as school policy and
procedure induction.
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A.1.2 Template for Group A (Manual Coders) Participants
Figure A.1: Example theme template provided to manual coders (Group A) in
Experiment 1.
244 APPENDIX A. APPENDIX A
A.1.3 Instructions for Group B (Algorithm-aided) participants
Figure A.2: Instructions provided to Group B participants in Experiment 1.
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A.2 Experiment 2
A.2.1 Instructions Provided to Participants
Figure A.3: Instructions provided to participants prior to completing the research task
in Experiment 2.
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