Green's function for the Hodge Laplacian on some classes of Riemannian
  and Lorentzian symmetric spaces by Enciso, Alberto & Kamran, Niky
ar
X
iv
:0
80
7.
21
87
v1
  [
ma
th.
AP
]  
14
 Ju
l 2
00
8
Green’s function for the Hodge Laplacian on some
classes of Riemannian and Lorentzian symmetric
spaces
Alberto Enciso1∗ Niky Kamran2†
1 Depto. de F´ısica Teo´rica II, Universidad Complutense, 28040 Madrid, Spain
2 Dept. of Mathematics and Statistics, McGill University, Montre´al, Que´bec, Canada H3A 2K6
Abstract
We compute the Green’s function for the Hodge Laplacian on the symmetric spaces M × Σ,
where M is a simply connected n-dimensional Riemannian or Lorentzian manifold of constant
curvature and Σ is a simply connected Riemannian surface of constant curvature. Our approach
is based on a generalization to the case of differential forms of the method of spherical means and
on the use of Riesz distributions on manifolds. The radial part of the Green’s function is governed
by a fourth order analogue of the Heun equation.
1 Introduction
Our purpose in this paper is to compute the Green’s function for the Hodge Laplacian in some special
classes of symmetric spaces of Riemannian or Lorentzian signature, more precisely those spaces which
are productsM×Σ, whereM is a simply connected n-dimensional Riemannian or Lorentzian manifold
of constant curvature and Σ is a simply connected Riemannian surface of constant curvature κ [16].
The spaces we consider are thus not of constant curvature and they are not conformally flat, unless
one of the factors reduces to a point. They contain in particular the Robinson–Bertotti solutions of
the Einstein–Maxwell equations, as well as the de Sitter and anti-de Sitter spaces, the latter spaces
corresponding to cases in which Σ reduces to a point and M is of Lorentzian signature.
The approach we take is based on a natural extension to the case of differential forms of the classical
method of spherical means [12], which has been applied with great success to the computation of the
Green’s function for the scalar wave equation in symmetric spaces [14]. The method of spherical
means has the advantage of leading naturally to the use of Riesz distributions, which are fundamental
analytical tools in the study of linear wave equations on manifolds. Thus we avoid the need for special
ansa¨tze on the form of the action of the Hodge Laplacian on the Green’s function, as is often the
case in the Physics literature [2, 11]. In the case of spaces of constant curvature, Riesz distributions
provide a rigorous way of reducing the computation of the Green’s function to the study of an ordinary
differential equation governing its radial part. We will see that a similar reduction occurs in the case
of the product spaces considered in this paper.
The computation of the Green’s function for the Hodge Laplacian in de Sitter and anti-de Sitter
space is a problem of considerable interest in Physics, where differential forms appear as basic variables
in various supersymmetric field theories, including supergravity. In this context, the Green’s function
corresponds to the propagator of the theory, which is the basic object of interest. To our knowledge,
∗aenciso@fis.ucm.es
†nkamran@math.mcgill.ca
1
the earliest results on this problem appear in papers by Allen and Jacobson [2] and Folacci [10]. Their
results have been used in the recent works of a number of physicists, e.g. [6, 13, 5]. The case of product
manifolds seems to have received less attention in the literature and presents challenges of its own,
as we shall see below. Beyond the interest of this problem in Physics, our motivation has been to
illustrate the power of the method of spherical means as applied to operators acting on sections of
vector bundles, and to show that it can be adapted efficiently to the case of product manifolds.
One of the main features of our result is that in the case in which neither Σ nor M is reduced
to a point, the expression for the Green’s function of the Hodge Laplacian acting on p-forms (with
1 6 p 6 n− 1) has its radial part governed by a fourth order ordinary differential equation with four
regular singular points, that is a “higher order Heun equation”, which appears to be new. This is in
contrast with the case in which Σ reduces to a point, where the ordinary differential equations for
the radial part of the Green’s function (which are coupled by the Levi-Civita connection terms) can
nevertheless be decoupled by a suitably chosen differential substitution into second-order equations
of hypergeometric type. In all cases, we obtain a closed form expression for the Green’s function as a
bundle-valued distribution.
There are some natural extensions that one could pursue for the results that we have obtained
in our paper. Of immediate interest would be the extension of the method of computation of the
Green’s function for the Hodge Laplacian to warped products of spaces of constant curvature. One
could also develop the formalism of our paper in the case of the Laplacian on spinors, along the lines
of [3] either in the plain or warped product cases. A more challenging objective, which would perhaps
be of less interest in Physics, would be to adapt to the case of differential forms of arbitrary degree the
analysis carried out by Lu [15] for the Green’s function for the Laplacian on 1-forms over symmetric
spaces which are not maximally symmetric, such as the complex hyperbolic spaces and some classical
symmetric domains of higher rank.
Our paper is organized as follows. In Section 2, we briefly recall the definition and key properties of
the spherical means operators on differential forms defined on Riemannian space forms, as well as their
relation to the action of the Hodge Laplacian. Section 3 contains a concise account of the method of
spherical means in the Lorentzian case, and introduces the representation of the fundamental solution
of the wave equation in Lorentzian space forms in terms of Riesz distributions. In Section 4, we
consider the case of Riemannian products, where we establish in Theorem 4.5 the expression of the
Green’s function for the Hodge Laplacian in terms of the spherical means operators and the solutions
of a fourth-order ordinary differential equation with four regular singular points, that is a “fourth-
order Heun equation” which has not been studied in the literature as far as we know. An important
element in our proof is a spectral decomposition result (Proposition 4.2) for the second-order operator
of singular Sturm-Liouville type corresponding to the radial part of the Hodge operator on surfaces,
which we prove in Section 7. In Section 5, we establish using Riesz distributions the expression of the
Green’s function for the Hodge Laplacian in the case of Lorentzian products. This is done in Theorem
5.3, and also involves a fourth-order radial equation of Heun type which arises now from the use of
Riesz potentials. Finally, in Section 6, we briefly show for the sake of completeness that in the case in
which the surface Σ reduces to a point, that is when the manifold is a simply connected Riemannian
or Lorentzian space form, the Green’s function obtained through our approach is expressible in terms
of the solutions of a second-order equation of hypergeometric type, as shown in [2] and [11].
2 Spherical means on differential forms defined on Rieman-
nian space forms
In this section we shall briefly review some results on spherical means for differential forms defined on
the simply connected Riemannian space formM of constant sectional curvature k. Proofs and further
details can be found in Ref. [12]. We denote by BM (x, r) the ball centered at the point x ∈ M of
radius r and set SM (x, r) = ∂BM (x, r). It is well known that SM (x, r) is diffeomorphic to a sphere
for any 0 < r < diam(M) and that these spheres foliate M\{x} (minus the antipodal point of M is
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positively curved). We use the notation dS for the induced area measure on SM (x, r), whose total
area is
m(r) :=
∣∣S(x, r)∣∣ = ∣∣Sn−1∣∣( sin√k r√
k
)n−1
. (1)
Throughout this paper we shall use the determination of the square root with nonnegative imaginary
part, which has a branch cut on the positive real axis and is holomorphic in C\[0,+∞). We also
recall that the injectivity radius of M coincides with its diameter, which is +∞ if k > 0 and π/√−k
if k < 0. The space of smooth p-forms (resp. of compact support) on M will be denoted by Ωp(M)
(resp. Ωp0(M)).
Let ρ ∈ C0(M ×M) be the distance function onM . For any degree p we define double differential
p-forms τp, τˆp by setting
τ0(x, x
′) := 1 , τ1(x, x′) := − sin
√
k r√
k
dd′ρ(x, x′) , (2a)
τp(x, x
′) :=
1
p
τp−1(x, x′) ∧∧′ τ1(x, x′) for 2 6 p 6 n (2b)
and
τˆ0(x, x
′) := 0 , τˆ1(x, x′) := −dρ(x, x′) d′ρ(x, x′) , (2c)
τˆp(x, x
′) := τˆ1(x, x′) ∧∧′ τˆp−1(x, x′) for 2 6 p 6 n (2d)
at the points (x, x′) ∈M ×M where the distance function is smooth. In the above formulas accented
and unaccented operators act on x′ and x, respectively. Globally, this defines bundle-valued distribu-
tions τp, τˆp ∈ D′(M ×M,Λp(T ∗M) ⊠ Λp(T ∗M)), where Λp(T ∗M) ⊠ Λp(T ∗M) is the vector bundle
over M ×M whose fiber at (x, x′) is Λp(T ∗xM)⊗ Λp(T ∗x′M).
Given a smooth section Ψ of Λp(T ∗M)⊠ Λp(T ∗M) and ω ∈ Ωp(M), we introduce the notation
Ψ(x, x′) · ω(x) := ∗(Ψ(x, x′) ∧ ∗ω(x)) ,
Ψ(x, x′) ·′ ω(x′) := ∗′(Ψ(x, x′) ∧′ ∗′ω(x′))
for the left and right inner products Γ(Λp(T ∗M) ⊠ Λp(T ∗M)) × Ωp(M) → C∞(M) ⊗ Ωp(M). Left
and right products can be also defined for Ψ ∈ D′(M ×M,Λp(T ∗M)⊠ Λp(T ∗M)) and ω ∈ Ωp(M).
An important property of the double differential forms defined above is that if x′ does not belong
to the cut locus of x, then the sum τp(x, x
′) + τˆp(x, x′) provides the parallel transport operator for p-
forms along the unique minimal geodesic connecting x and x′. More precisely, consider ω0 ∈ Λp(T ∗xM)
and let γ be the minimal geodesic with γ(0) = x and γ(1) = x′. Then [τp(x, x′)+ τˆp(x, x′)] ·ω0 = ω˜(1),
where the smooth map ω˜ : [0, 1] → Λp(T ∗M) satisfies the differential equation for parallel transport
along γ, which with a slight abuse of notation can be written as
∇γ˙(t)ω˜(t) = 0 , ω˜(0) = ω0 .
In particular, τp(x, x) + τˆp(x, x) is the identity map in Λ
p(T ∗xM).
Definition 2.1. Let 0 < r < diam(M). The (Riemannian) spherical means of a smooth p-form
ω ∈ Ωp(M) on the sphere of radius r are defined as
Mrω(x) := 1
m(r)
∫
S(x,r)
τp(x, x
′) ·′ ω(x′) dS(x′) , (3a)
M̂rω(x) := 1
m(r)
∫
S(x,r)
τˆp(x, x
′) ·′ ω(x′) dS(x′) . (3b)
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Example 2.2. If ω ∈ Ω0(M), then M̂rω = 0 and Mrω coincides with the usual spherical mean on
constant curvature spaces [14], which is customarily written as
Mrω(x) = 1|Sn−1|
∫
Sn−1
ω(x+ rθ) dS(θ)
in Euclidean space. If ω ∈ Ωn(M), Mrω = 0 and ∗(M̂rω) =Mr(∗ω).
We shall hereafter denote by ∆M := d d
∗+d∗d the (positive) Hodge Laplacian in M and consider
the measure on (0, diam(M)) given by dµM (r) := m(r) dr. From the point of view of their applications
to the Hodge Laplacian, the key property of the spherical means is given by the relation [12, p. 47]
∆M
∫ diam(M)
0
(
f(r)Mrω + fˆ(r)M̂rω
)
dµM (r) =∫ diam(M)
0
(
F (f, fˆ)(r)Mrω + F̂ (f, fˆ)(r)M̂rω
)
dµM (r) , (4)
where ω ∈ Ωp(M) and f, fˆ are arbitrary smooth functions for which the latter integrals converge. The
functions F (f, fˆ), F̂ (f, fˆ) are given by
F (f, fˆ)(r) := LMf(r) + pk
[(
2 csc2
√
kr + n− p− 1)f(r)− 2 cos√kr csc2√kr fˆ(r)] , (5a)
F̂ (f, fˆ)(r) := LM fˆ(r) + (n− p)k
[(
2 csc2
√
kr + p− 1)fˆ(r) − 2 cos√kr csc2√kr f(r)] , (5b)
LM being the radial Laplacian
− LM := ∂
2
∂r2
+ (n− 1)
√
k cot
√
kr
∂
∂r
. (6)
This formula remains valid for f ∈ L1loc((0, diam(M)), dµΣ) if ω is compactly supported and the above
derivatives and integrals are understood in the sense of distributions.
3 The method of spherical means in the Lorentzian case and
Riesz potentials
In this section we shall review the extension of the method of spherical means to Lorentzian spaces of
constant curvature and some useful properties of Riesz potentials. Again we refer to [12] for details.
We shall denote byM the simply connected Lorentzian manifold of constant sectional curvature k and
signature (−,+, · · · ,+). The Minkowski (k = 0) and de Sitter spaces (k > 0) are globally hyperbolic,
but the anti-de Sitter space (k < 0) is not (it is, however, strongly causal [16]). For this reason it is
convenient to consider a domain D ⊂ M which will be fixed during the ensuing discussion. When
k > 0, D can be taken to be the whole space M , whereas when k < 0 we shall assume that D is a
geodesically normal domain of M [12], that is, a domain which is a normal neighborhood of each of
its points.
We introduce the notation J+D(x) for the points in D causally connected with x, i.e., the points
x′ ∈ D such that there exists a future directed, non-spacelike curve from x to x′. Furthermore, we set
S+D(x, r) :=
{
x′ ∈ J+D(x) : ρ(x, x′) = r
}
and call dS its induced area measure. Obviously
J+D(x) =
⋃
r>0
S+D(x, r) , with S
+
D(x, r) ∩ S+D(x, r′) = ∅ if r 6= r′ . (7)
We also use the notation ρ : D ×D → [0,+∞) for the Lorentzian distance function.
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Definition 3.1. The Riesz potential at x with parameter α is the distribution RαD,x ∈ D′(D) defined
for Reα > n by the integral
RαD,x(φ) := Cα
∫
J+
D
(x)
ρ(x, x′)α−nφ(x′) dx′ , (8)
where φ is an arbitrary smooth function compactly supported in D, dx′ stands for the Lorentzian
volume element and we have set
Cα :=
π1−
n
2 21−α
Γ(α2 )Γ(
α−n
2 + 1)
(9)
For the sake of completeness, let us recall that the map α 7→ RαD,x is holomorphic in C provided
that α 7→ RαD,x(φ) is an entire function for any smooth function φ with compact support in D. A
basic result in the theory of Riesz potentials is the following theorem [17, 12].
Theorem 3.2. For any x ∈ D, the map α 7→ RαD,x can be holomorphically extended to the whole
complex plane. Moreover, ∆MR
α
D,x = R
α−2
D,x and R
0
D,x = δx.
Corollary 3.3. For any φ ∈ C∞0 (D), u(x) := R2D,x(φ) solves the hyperbolic equation ∆Mu = φ in D.
We define the bundle-valued distributions τp, τˆp over D using the Lorentzian distance ρ as in
Section 2. If x ∈ D and x′ ∈ J+D(x) does not lie on the causal cut locus of x, τp(x, x′) + τˆp(x, x′) is
again the parallel transport operator Λp(T ∗xD)→ Λp(T ∗x′D) along the unique future-directed minimal
geodesic from x to x′. In particular, τp(x, x) + τˆp(x, x) is the identity map on Λp(T ∗xM).
Definition 3.4. Let ω ∈ Ωp0(D). Its (Lorentzian) spherical means of radius r are defined as
MDr ω(x) :=
(−1)p
m(r)
∫
S+
D
(x,r)
τ(x, x′) ·′ ω(x′) dS(x′) ,
M̂Dr ω(x) :=
(−1)p
m(r)
∫
S+
D
(x,r)
τˆ (x, x′) ·′ ω(x′) dS(x′) ,
where x ∈ D and m is given by Eq. (1).
We shall henceforth drop the scripts D when there is no risk of confusion. It should be noticed that
the latter operators do not exactly describe a spherical mean in the strict sense since in the Lorentzian
casem(r) does not yield the area of S+(x, r), which can be infinite. However, the fundamental relation
∆M
∫ ∞
0
(
f(r)Mrω + fˆ(r)M̂rω
)
dµM (r) =
∫ ∞
0
(
F (f, fˆ)(r)Mrω + F̂ (f, fˆ)(r)M̂rω
)
dµM (r) ,
(10)
also holds true in the Lorentzian case, with F (f, fˆ) and F̂ (f, fˆ) defined by Eq. (5).
4 Riemannian products
In this section we shall solve the Poisson equation
∆M×Σψ = ω , (11)
ω being a compactly supported differential form in the Riemannian product spaceM ×Σ. IfM ×Σ is
compact, we assume that ω is orthogonal to the harmonic forms of the same degree in M ×Σ, which
is the necessary and sufficient solvability condition of the latter equation [18].
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It obviously suffices to analyze Eq. (11) when ω ∈ Ωp(M) ⊗ Ωq(Σ) for some integers p and q.
If we denote by ΩM and ΩΣ the Riemannian volume forms in M and Σ, respectively, the above
orthogonality conditions amount to imposing∫
ωΩM ∧ ΩΣ = 0 if (p, q) = (0, 0) ,
∫
ω ∧ ΩM = 0 if (p, q) = (0, 2) , (12a)∫
ω ∧ ΩΣ = 0 if (p, q) = (n, 0) ,
∫
ω = 0 if (p, q) = (n, 2) (12b)
when M × Σ is compact.
We begin by discussing these exceptional cases. The explicit solution of the scalar equation (p =
q = 0) for functions ω in M × Σ (and more general symmetric spaces) is well known and can be
found in [14]. Concerning the other exceptional cases, let us denote by ∗M and ∗Σ the Hodge star
operator of M and Σ and observe that ∗Σω, ∗Mω or ∗Σ(∗Mω) are C∞ scalar functions on M × Σ,
respectively, when (p, q) = (0, 2), (n, 0) or (n, 2). As ∗M and ∗Σ commute with the Hodge Laplacian
ofM×Σ and preserve the orthogonality relations (12), for (p, q) ∈ {(0, 2), (n, 0), (n, 2)} Eq. (11) turns
out to be equivalent to the scalar case by Hodge duality. Therefore we can henceforth assume that
(p, q) 6∈ {(0, 0), (0, 2), (n, 0), (n, 2)}. For concreteness we shall also assume that k and κ are nonzero;
the case where one of the curvatures is zero can be treated along the same lines (and is considerably
easier).
We find it convenient to introduce the notation Ss and Ŝs for the spherical means of radius s in
the Riemannian surface Σ and call
dµΣ(s) := 2π
sin
√
κ s√
κ
ds
the radial measure on (0, diam(Σ)). It should be observed that the decomposition
Ω∗(M × Σ) =
⊕
p,q>0
Ωp(M)⊗ Ωq(Σ)
defines a natural action of the Laplacians and spherical means operators of M and Σ on Ω∗(M ×Σ).
A simple but important observation is the following
Lemma 4.1. Let β ∈ Ωq0(Σ). Then
∆Σ
∫ diam(Σ)
0
w(s) (Ss + Ŝs)β dµΣ(s) =
∫ diam(Σ)
0
Lqw(s) (Ss + Ŝs)β dµΣ(s) ,
where w ∈ H2loc((0, diam(Σ)), dµΣ) and
L0 = L2 := − ∂
2
∂s2
−√κ cot√κs ∂
∂s
, (13a)
L1w(s) := L0w(s) +
2
√
κw(s)
1 + cos
√
κs
. (13b)
Proof. We saw in Example 2.2 that Ŝsω = 0 when q = 0. Hence in this case we easily obtain the
desired formula from Eq. (4) by noticing that L0w = F (w,w). When q = 1, this follows directly from
Eq. (4) since L1w = F (w,w) = F̂ (w,w). The case q = 2 is essentially equivalent to q = 0 by Hodge
duality and uses that L2w = F̂ (w,w).
The formal differential operators Lq given by (13) define self-adjoint operators (which we still
denote by Lq for simplicity of notation) with domains given by the functions u ∈ H1((0, diam(Σ)), dµΣ)
such that Lqu ∈ L2((0, diam(Σ)), dµΣ), lim
s↓0
s u′(s) = 0, and
lim
s↑diam(Σ)
(
diam(Σ)− s)u′(s) = 0 if κ > 0 and q = 0 .
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Next we state a useful proposition on the spectral decomposition of the operators Lq. The proof, which
consists of an application of the Weyl–Kodaira theorem and some manipulations of hypergeometric
functions, is postponed until in Section 7.
Proposition 4.2. Let cκ,q := − 14κ if κ < 0 and cκ,q := 2κδq1 if κ > 0. Then for each q = 0, 1, 2
there exist a Borel measure ρq on [cκ,q,∞) and a (µΣ × ρq)-measurable function wq : (0, diam(Σ)) ×
[cκ,q,∞)→ 0 such that:
(i) wq(·, λ) is an analytic formal eigenfunction of Lq with eigenvalue λ for ρq-almost every λ ∈
[cκ,q,∞)
(ii) The map
u 7→
∫ diam(Σ)
0
u(s)wq(s, ·) dµΣ(s)
defines a unitary transformation Uq : L
2((0, diam(Σ)), dµΣ) → L2([cκ,q,∞), dρq) with inverse
given by
U−1q u :=
∫ ∞
cκ,q
wq(·, λ)u(λ) dρq(λ) .
(iii) If g(Lq) is any bounded function of Lq, then
g(Lq)u =
∫ ∞
cκ,q
g(λ)wq(·, λ)Uqu(λ) dρq(λ) (14)
in the sense of norm convergence.
Remark 4.3. Explicit formulas for all the functions involved are given in Lemmas 7.1 and 7.2. By
definition, ρq is supported on the spectrum of the self-adjoint operator Lq.
We shall construct a solution to Poisson’s equation (11) as
ψ =
∫
wq(s, λ) (Ss + Ŝs)
(
f(r, λ)Mr + fˆ(r, λ)M̂r
)
ω dµΣ(s) dµM (r) dρq(λ) , (15)
where the integral ranges over [cκ,q,∞)× (0, diam(M))× (0, diam(Σ)). By construction, Lqwq(s, λ) =
λwq(s, λ) for ρq-almost every λ, so from Lemma 4.1 and the fact that ∆M×Σψ = ∆Mψ + ∆Σψ it
follows that
∆M×Σψ =
∫
wq (S + Ŝ)
[(
F (f, fˆ) + λf
)M+ (F̂ (f, fˆ) + λfˆ)M̂]ω dµΣ dµM dρq , (16)
with F and F̂ given by (5).
Let us consider the system of coupled ODEs
F (f, fˆ) + λf = 0 , F̂ (f, fˆ) + λfˆ = 0 , (17)
depending on the nonnegative parameter λ. Let us introduce the variable z := sin2
√
kr
2 , which takes
values in (0, 1) when r ∈ (0, diam(M)) and M is compact and in (−∞, 0) when M is noncompact.
With an abuse of notation we shall temporarily write f(z) or fˆ(z) for the expression of the functions
f or fˆ in this variable, that is, for f( 2√
k
arcsin
√·). This allows to write Eqs. (17) as
z(1− z)f ′′(z) + n
2
(1− 2z)f ′(z) =
[
ℓ+ p
(
1
2z(1− z) + n− p− 1
)]
f(z)− p(1− 2z)
2z(1− z) fˆ(z) , (18a)
z(1− z)fˆ ′′(z) + n
2
(1− 2z)fˆ ′(z) =
[
ℓ+ (n− p)
(
1
2z(1− z) + p− 1
)]
fˆ(z)− (n− p)(1 − 2z)
2z(1− z) f(z) ,
(18b)
7
with ℓ := λ/k. We can solve (18a) for fˆ and substitute in the second equation to arrive at a linear
fourth order differential equation for f , namely
d4f
dz4
+
3∑
j=0
Qj(z)
djf
dzj
= 0 (19)
with the rational functions Qj being given by
Q3(z) =
n+ 4
z − 1 +
n+ 4
z
+
4
1− 2z ,
Q2(z) =
[
16
(
n2 + 2(p+ 3)n− 2p2 + 2(ℓ+ 3))z4 + 32(2p2 − n2 − 2(p+ 3)n
− 2(ℓ+ 3))z3 + 8(3n2 + 5(p+ 3)n+ 3n− 5p2 + ℓ+ 4(ℓ+ 3) + 6)z2 + 8(p2 − n2 ,
− (p+ 3)n− 3n− ℓ− 6)z + n2 + 6n+ 8]/(16z6 − 48z5 + 52z4 − 24z3 + 4z2)
Q1(z) =
[
2pn2 + n2 − 2p2n+ 4pn+ 2ℓn+ 2n− 4p2 + 4ℓ+ 4(− 2pn2 − n2 + 2p2n
− 2pn− 2ℓn− 2n+ 2p2 + 2p− 2ℓ)z + 4(2pn2 + n2 − 2p2n+ 2pn+ 2ℓn+ 2n− 2p2
− 2p+ 2ℓ)z2]/(4z5 − 10z4 + 8z3 − 2z2) ,
Q0(z) =
[
p4 − 2np3 + n2p2 − 2ℓp2 + p2 − 2np+ 2nℓp− 2p+ ℓ2 − 2ℓ+ 4(− p4 + 2np3 − n2p2
+ 2ℓp2 + p2 − 2nℓp− ℓ2)z + 4(p4 − 2np3 + n2p2 − 2ℓp2 − p2 + 2nℓp
+ ℓ2
)
z2
]/(
4z6 − 12z5 + 13z4 − 6z3 + z2
)
.
The fourth order equation (19) plays a crucial role in the computation of the Green’s function of
the Hodge Laplacian. A simple computation shows that it has four regular singular points at 0, 12 , 1
and ∞, so it can be understood as a fourth order analogue of the Heun equation. For our purpose it
is important to make the following observation.
Proposition 4.4. For all ℓ 6 0 there exists a unique real solution Φ+(z, ℓ) of Eq. (19) with the
asymptotic behavior at 0
Φ+(z, ℓ) =
4z1−
n
2
k(n− 2)|Sn−1| +O(z
2−n
2 ) if n > 3 and Φ+(z, ℓ) = − log |z|
4π
+O(1) if n = 2 , (20)
and the fastest possible decay as z tends to −∞. If ℓ > 0 or p 6= 0, n and ℓ > 0, there is also a unique
real solution Φ−(z, ℓ) of the latter equation such that z
n
2
−1Φ−(z, ℓ) is analytic in the closed interval
[0, 1] and has the asymptotic behavior (20) at 0.
Proof. Eq. (19) is a fourth order Fuchsian equation with poles at 0, 12 , 1 and ∞. Suppose that n > 3.
Then characteristic exponents at 0 and 1 are −n2 , 1− n2 , 0 and 1, so that Φ+ must be given by
Φ+(z, ℓ) =
4
k(n− 2)|Sn−1|φ1−n2 (z) + c1φ0(z) + c2φ1(z) ,
where φν stands for the local solution of (19) which is analytic on (−∞, 0) and asymptotic to zν at
0. The characteristic exponents of at∞ are 12 [n+1± ((n+1− 2p)2− 4ℓ)1/2] and 12 [n− 1± ((n− 1−
2p)2− 4ℓ)1/2], so that each local solution φν has well-defined asymptotics at∞ and the real constants
c1 and c2 can be chosen so as to obtain the fastest possible decay. When n = 2, the local solutions at
zero behave as z−1, log |z|, 1 and z and the same reasoning applies mutatis mutandis.
The analysis on the interval (0, 1) is similar. The characteristic exponents at 12 are 0, 1, 3 and 4, so
all the solutions of the equation are analytic at this point. The function Φ− must therefore be given
by
Φ−(z, ℓ) =
4
k(n− 2)|Sn−1|φ1−n2 (z) + c1φ0(z) + c2φ1(z) ,
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where the local solutions φν are now analytic in (0, 1) and asymptotic to z
ν at 0. The constants c1
and c2 should now be chosen so as to ensure that Φ− does not have any terms asymptotic to z−
n
2 or
z1−
n
2 . With some effort it can be shown that this is always possible when p 6= 0, n or ℓ 6= 0, which is
not surprising since these conditions are directly related to the solvability of the associated equation
(kℓ+∆M )Ψ = α, with M compact, α ∈ Ωp(M) and kℓ > 0.
Now we have all the ingredients to prove the main result of this section.
Theorem 4.5. Let us set f(r, λ) := wq(0, λ) Φsign k(sin
2
√
kr
2 , λ/k) and define a function fˆ(r, λ) by
means of Eq. (18a), i.e., as
fˆ(r, λ) :=
LMf(r, λ) + pk
(
2 csc2
√
kr + n− p− 1)f(r, λ)
2pk cos
√
kr csc2
√
kr
.
Then the function ψ given by (15) solves Eq. (11) for ω ∈ Ωp(M)⊗ Ωq(Σ).
Proof. We start by noticing that, by Proposition 4.4 and the restriction on the possible values of (p, q),
the function Φsign k(sin
2
√
kr
2 , λ/k) is well defined for all values of r and λ in the integration range. It
should be noticed that the definition of fˆ(·, λ) ensures that it has the same asymptotic behavior at 0
that f(·, λ), namely (20)
wq(0, λ)
(n− 2)|Sn−1| rn−2 +O(r
3−n) .
An important observation is that the distribution defined by F (f(·, λ), fˆ(·, λ)) dµΣ (which equals
F̂ (f(·, λ), fˆ(·, λ)) dµΣ) is in fact wq(0, λ) times the Dirac delta supported at 0, since∫ diam(M)
0
[
f(r, λ)LMϕ(r) + pk
((
2 csc2
√
kr + n− p− 1)f(r, λ)
− 2 cos
√
kr csc2
√
kr fˆ(r, λ)
)
ϕ(r)
]
dµΣ(r) = wq(0, λ)ϕ(0) (21)
for all ϕ ∈ C∞0 ([0, diam(M)]). This immediately stems from the fact that F (f(·, λ), fˆ(·, λ))(r) is zero
for all r 6= 0 by construction (cf. Proposition 4.4) and the asymptotic behavior of f and fˆ at zero. In
particular, as M0 + M̂0 is the identity map it easily follows that∫ diam(M)
0
[(
F (f, fˆ) + λf
)Mr + (F̂ (f, fˆ) + λfˆ)M̂r]ω dµM (r) = ω .
As a consequence of this, Eq. (16) reduces to
∆ψ =
∫
w(0, λ)w(s, λ)
(Ss + Ŝs)ω dµΣ(s) dρq(λ) . (22)
When the integral in λ ranges over [cq,κ,∞), it immediately follows from Proposition 4.2 and Lemma 7.3
on the pointwise convergence of the integral (14) that
∆ψ =
(S0 + Ŝ0)ω = ω ,
and the claim in the statement follows.
Remark 4.6. Being constructed using only the distance function and the metric on M and Σ, the
symmetric Green’s function that we have constructed is equivariant under the isometries of M × Σ.
Remark 4.7. Some comments on the uniqueness of the solution to Eq. (11) are in order. WhenM×Σ is
compact, it follows from standard Hodge theory that for the above values of (p, q) we have constructed
the only L2 solution to the equation. The case when M or Σ is noncompact can be analyzed using
that ker(∆M×Σ) = ker(∆M )⊗ ker(∆Σ) and that the kernel of the Hodge Laplacian of the hyperbolic
m-space acting on s-forms is {0} if n 6= 2s and infinite dimensional otherwise [7, 8]. Hence for the
above values of (p, q) Theorem 4.5 also yields the only L2 solution to (11) when k > 0, κ < 0 and
(p, q) 6∈ {(0, 1), (n, 1)}, when k < 0, κ > 0 and (p, q) 6∈ {(n2 , 0), (n2 , 2)}, and when k < 0, κ < 0 and
(p, q) 6= (n2 , 1).
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5 Lorentzian products
In this section we shall solve the equation
∆M×Σψ = ω (23)
for a compactly supported form ω ∈ Ωp(D) ⊗ Ωq(Σ) by constructing an advanced Green’s operator
for ∆M×Σ. We assume that M and Σ respectively have Lorentzian and Riemannian signature. As
in Section 3, if M is not globally hyperbolic (k < 0) we restrict ourselves to a geodesically normal
domain D×Σ. If M is globally hyperbolic (k > 0) we simply set D :=M . The symbolsMr and M̂r
will stand for the Lorentzian spherical means in D, but other than that we will use the same notation
as in the previous section. We recall that for any globally hyperbolic manifold D × Σ there exists a
unique advanced Green’s operator Ω∗0(D × Σ)→ Ω∗(D × Σ) for the Hodge Laplacian [4].
As discussed in the previous section, when (p, q) ∈ {(0, 0), (0, 2), (n, 0), (n, 2)} Eq. (23) is equivalent
by Hodge duality to the scalar wave equation, whose Green’s function is well known [14]. Hence we
shall assume that (p, q) does not take any of the above values and that both k and κ are nonzero.
The results in the previous section and the definition of the Riesz potentials strongly suggest that
we analyze the system of ordinary differential equations
F
(
fα(·, λ), fˆα(·, λ)
)
(r) + λ fα(r, λ) = Cα−2 rα−n−2 , (24a)
F̂
(
fα(·, λ), fˆα(·, λ)
)
(r) + λ fˆα(r, λ) = Cα−2 rα−n−2 , (24b)
where λ is positive, Cα is given by (9) and we assume for the moment that Reα > n + 2. We
find it convenient to write this equation in the variable z := sin2
√
kr
2 , writing fα(z) or fˆα(z) for the
expression of the functions fα(r, λ) or fˆα(r, λ) in terms of z with some abuse of notation. Defining
the function hα(z) := − 1kCα−2
(
2√
k
arcsin
√
z
)α−n−2
, Eqs. (24) now read
z(1− z)f ′′α(z) +
n
2
(1− 2z)f ′α(z)−
[
ℓ+ p
(
1
2z(1− z) + n− p− 1
)]
fα(z) =
= hα(z)− p(1− 2z)
2z(1− z) fˆα(z) , (25a)
z(1− z)fˆ ′′α(z) +
n
2
(1− 2z)fˆ ′α(z)−
[
ℓ+ (n− p)
(
1
2z(1− z) + p− 1
)]
fˆα(z) =
= hα(z)− (n− p)(1− 2z)
2z(1− z) fα(z) , (25b)
where ℓ := λ/k. We can combine Eqs. (25) to obtain a single fourth order equation for fα, namely
d4fα
dz4
+
3∑
j=0
Qj(z)
djfα
dzj
= Hα(z) , (26)
where the rational functions Qj were defined in Section 4,
Hα(z) := q0(z)hα(z) + q1(z)h
′
α(z) + q2(z)h
′′
α(z)
and
q2(z) =
2(z − 1)2z2
p(2z − 1) , q1(z) =
(z − 1)z (4nz2 + 8z2 − 4nz − 8z + n+ 4)
p(2z − 1)2 ,
q0(z) =
2z
(
ℓ(z − 1)(1− 2z)2 + p(−zp+ p+ n(z − 1) + z)(1− 2z)2 − 2z + 2)
p(2z − 1)3 .
Using the results from the previous section it is not difficult to prove the following
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Proposition 5.1. Under the above hypotheses, Eq. (26) has a unique solution Φα,+(z, ℓ) which is
continuous in [0, 1] if k < 0, and a unique solution Φα,−(z, ℓ) which is continuous in (−∞, 0] and has
the fastest possible decay at infinity if k < 0. These solutions are real for real α.
Proof. Let us assume that n > 3 and k < 0. We omit the discussion of the case n = 2, which goes
along the same lines by replacing z1−
n
2 by log |z| in the discussion. We saw in Proposition 4.4 that the
homogeneous equation (19) has four regular singularities at 0, 12 , 1 and ∞. As Hα is continuous on
(−∞, 0] for α > n+2, the method of the variation of constants yields a particular solution Φ0 of (26)
which is analytic in (−∞, 0) with possible singularities at 0 of order z n2 and z1−n2 . The function in
the statement of the theorem is thus given by
Φα,−(z, ℓ) = Φ0(z) + c1φ−n
2
(z) + c2φ1− n
2
(z) + c3φ0(z) + c4φ1(z) (27)
in the notation of Proposition 4.4. The constants c1 and c2 are chosen so that
lim
z↑0
z
n
2
−1Φα,−(z, ℓ) = 0 ,
while c3 and c4 are chosen so as to obtain the fastest possible decay at infinity.
Suppose now that k > 0. Let us observe that for α > n + 2 the function Hα is continuous in
[0, 12 ) ∪ (12 , 1], whereas it diverges as (z − 12 )−3 at 12 . However, as the characteristic exponents of the
homogeneous equation at 12 are (0, 1, 3, 4), it is standard that the method of the variation of constants
yields a particular solution Φ0 of Eq. (26) which is continuous (actually, analytic) at
1
2 . The desired
solution is obtained, in the notation of Proposition 4.4, as
Φα,+(z, ℓ) = Φ0(z) + c1φ−n
2
(z) + c2φ1− n
2
(z) + c3φ0(z) + c4φ1(z) .
Here the constants cj are chosen so that
lim
z↓0
z
n
2
−1Φα,+(z, ℓ) = lim
z↓0
(1− z)n2−1Φα,+(z, ℓ) = 0 ,
i.e., so as to remove the singularities of order n2 and
n
2 − 1 at 0 and at 1. From the proof of Proposi-
tion 4.4 it stems that this determines the constants cj .
The Λp(T ∗xM)-valued distribution defined for each x ∈ D as
R˜αx,D(φ) := Cα
∫
rα−n
(Mr + M̂r)φ(x) dµM (r)
= Cα
∫
J+
D
(x)
ρ(x, x′)α−n
(
τ(x, x′) + τˆ(x, x′)
) ·′ φ(x′) dx′ , φ ∈ Ωp0(M) ,
is easily seen to be holomorphic for Reα > n, with fixed x and λ. By Theorem 3.2 the function
α 7→ R˜αx,D admits an entire extension, and as τ(x, x) + τˆ (x, x′) = idΛp(T∗xM) it follows from this
theorem that
R˜0x,D(φ) = φ(x) . (28)
In what follows we shall set fα(r, λ) = Φα,sign k(sin
2
√
kr
2 , λ/k), with Φα,± as in Proposition 5.1,
and define fˆα so that Eq. (24) holds true, that is, as
fˆα(r, λ) :=
LMfα(r, λ) + pk
(
2 csc2
√
kr + n− p− 1)fα(r, λ)− Cα−2rα−n−2
2pk cos
√
kr csc2
√
kr
.
It is natural to define another vector-valued distribution by
Rα,λx,D(φ) :=
∫ (
fα(r, λ)Mr + fˆα(r, λ)M̂r
)
φ(x) dµM (r) , φ ∈ Ωp0(M) ,
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for Reα > n− 2. By Eqs. (10), (24) and (28) it follows that the two distributions that we have just
defined are related by
(∆M + λ)Rα,λx,D = R˜α−2x,D .
In fact, from the above equation and Proposition 5.1 it is standard [17, 4] that the function α 7→ Rα,λx,D
can be holomorphically extended to the whole complex plane. Thus we are led to a useful generalization
of Corollary 3.3 that the summarize in the following
Proposition 5.2. The distribution Rα,λx,D is a holomorphic function of α ∈ C for fixed x ∈ D,
λ ∈ spec(Lq). Moreover, for any φ ∈ Ωp0(D) the differential form Φ(x) := Rα,λx,D(φ) solves the equation
(∆M + λ)Φ = φ in D.
The action of Rα,λx,D naturally defines a bundle-valued distribution on M × Σ, which we do not
distinguish notationally, which acts on the first factor of any ω ∈ Ωp(D)⊗ Ωq(Σ) to yield an element
of Λp(T ∗xM)⊗ Ωq(Σ). Namely, if ω(x, y) = ω1(x)⊗ ω2(y) this action reads as
Rα,λx,D(ω)(y) := Rα,λx,D(ω1)⊗ ω2(y) ,
with (x, y) ∈ D × Σ. This result allows us to express the solution of Eq. (23) as follows.
Theorem 5.3. The differential form
ψ(x, y) :=
∫
wq(0, λ)wq(s, λ)Rα,λx,D(ω)(y) dµM (r) dµΣ(s) dρq(λ) ,
where the integral ranges over [cq,κ,∞)×(0, diam(Σ))×(0, diam(M)), solves Eq. (23) for any compactly
supported ω ∈ Ωp(D)⊗ Ωq(Σ).
Proof. If immediately follows from the definition of wq and Proposition 5.2 that
∆M×Σψ(x, y) =
∫
wq(0, λ)wq(s, λ) (λ +∆M )Rα,λx,D(ω)(y) dµM (r) dµΣ(s) dρq(λ)
=
∫
wq(0, λ)wq(s, λ)ω(x, y) dµΣ(s) dρq(λ) .
As in the proof of Theorem 4.5, now Proposition 4.2 and Lemma 7.3 show that
∆M×Σψ(x, y) = (S0 + Ŝ0)ω(x, y) = ω(x, y) ,
completing the proof of the statement.
6 Constant curvature spaces
We saw in Eqs. (17) and (24) that the radial behavior of the Green’s operator in the product manifolds
M × Σ is controlled by a fourth order analogue of the Heun equation. On the other hand, it is well
known [2, 11] that the Hodge Green’s function on M (as well as the scalar Green’s function of any
simply connected rank 1 symmetric space [14]) is controlled by simple hypergeometric equations: this
merely reflects that the geometry of M × Σ is considerably more involved than that of its individual
factors. For the sake of completeness, in this short section we shall discuss the simplifications that
give rise to hypergeometric functions when one considers the equation on M , that is, when the factor
Σ collapses to a point.
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We shall therefore analyze the following system of coupled ODEs:
z(1− z)f ′′(z) + n
2
(1 − 2z)f ′(z)−
[
ℓ+ p
(
1
2z(1− z) + n− p− 1
)]
f(z) =
= h(z)− p(1− 2z)
2z(1− z) fˆ(z) , (29a)
z(1− z)fˆ ′′(z) + n
2
(1 − 2z)fˆ ′(z)−
[
ℓ+ (n− p)
(
1
2z(1− z) + p− 1
)]
fˆ(z) =
= h(z)− (n− p)(1− 2z)
2z(1− z) f(z) . (29b)
When h(z) = 0 this equation controls the radial part of the Green’s operator for the Poisson equation
on M ×Σ studied in Section 4, whereas when h is the function hα defined in Section 5 we obtain the
equation for the radial part of the retarded Green’s function. It is natural to look for functions a, aˆ, b
and bˆ (possibly depending on p and ℓ) such that the functions
g(z) := f ′(z) + pa(z)f(z)− pb(z)fˆ(z) , gˆ(z) := fˆ ′(z) + (n− p)aˆ(z)fˆ(z)− (n− p)bˆ(z)f(z) (30)
satisfy a first-order system of ODEs (equivalent to (29)) of the form
z(1− z)g′(z) + (n− p)A(z)g(z) + pB(z)gˆ(z) = h(z) , (31a)
z(1− z)gˆ′(z) + pAˆ(z)gˆ(z) + (n− p)Bˆ(z)g(z) = h(z) . (31b)
When this reduction can be performed, it is possible to express the functions f and fˆ in terms of
the solutions to the decoupled second-order equations for f, fˆ and g, gˆ that one obtains from (30)
and (31). As before, by Hodge duality and the fact that the scalar case is well known allows us to
assume that p 6= 0, n.
After some manipulations one finds that these equations amount to imposing the following condi-
tions:
(z − 1)zb(z)−B(z) = 0 ,
(z − 1)zbˆ(z)− Bˆ(z) = 0 ,
n
(
1
2 − z
)
+ (n− p)(z − 1)zaˆ(z)− pAˆ(z) = 0 ,
n
(
1
2 − z
)
+ p(z − 1)za(z) + (p− n)A(z) = 0 ,
1
2
(
1
z − 1 +
1
z
)
+ (p− n)A(z)b(z) + (p− n)B(z)aˆ(z) + (z − 1)z b′(z) = 0 ,
1
2
(
1
z − 1 +
1
z
)
− pAˆ(z)bˆ(z)− pa(z)Bˆ(z) + (z − 1)zbˆ′(z) = 0 ,
1
2(z − 1)z + 1− n+ p+
ℓ
p
+ (p− n)a(z)A(z) + (p− n)B(z)bˆ(z) + (z − 1)z a′(z) = 0 ,
1
2z(z − 1) + 1− p+
ℓ
n− p − paˆ(z)Aˆ(z)− pb(z)Bˆ(z) + (z − 1)zaˆ
′(z) = 0 .
Thus we have eight equations with eight unknowns, but solving the above system is in general a
formidable task.
The crucial observation is that this system of ODE simplifies considerably when ℓ = 0. In fact, in
this case we can set a = aˆ and b = bˆ, which immediately leads to the solution
a(z) = aˆ(z) =
1− 2z
2z(1− z) , b(z) = bˆ(z) = −
1
2z(1− z) .
Thus one derives that when ℓ = 0 the equations satisfied by the new functions g and gˆ are
z(1− z)g′(z) + (n− p)( 12 − z)g(z) + 12pgˆ(z) = h(z) , (32a)
z(1− z)gˆ′(z) + p(12 − z)gˆ(z) + 12 (n− p)g(z) = h(z) , (32b)
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and by isolating gˆ in (32a) one readily finds that
z(1− z)g′′(z) + (n2 + 1)(1− 2z)g′(z)− (n− p)(p+ 1)g(z) = H(z) ,
with H(z) := h′(z) + ph(z)z−1 . This is a hypergeometric equation, which can be solved in terms of
associated Legendre functions by the variation of constants method.
Now it suffices to notice that the equations controlling the radial behavior of the Green’s operators
on M are obtained from those of M × Σ by collapsing Σ to a point, which amounts to setting ℓ = 0.
Thus from this discussion and the previous sections we recover the (non-rigorous) result of Allen–
Jacobson [2] and Folacci [11] that the Green’s function for the Hodge Laplacian in a simply connected
space of constant curvature can be expressed in terms of hypergeometric functions, as in the scalar
case. Detailed albeit somewhat formal discussions can be found in the aforementioned references;
details are omitted. It should be stressed that for arbitrary values of ℓ the radial equation (29a) do
not seem to admit an analogous reduction.
7 The radial equation on surfaces
In this section we shall prove Proposition 4.2 and derive explicit formulas for the elements appearing
in the statement of the result. We shall always assume that κ 6= 0: indeed, when κ = 0 we have
L0 = L1 = L2 and the spectral decomposition of this operator claimed in the latter lemma reduces to
the Hankel transform. Since L0 = L2, it is obviously sufficient to consider the cases q = 0 and q = 1.
We shall define a new variable t := sin2
√
κs
2 , which ranges over (0, 1) if κ > 0 and over (−∞, 0) if
κ < 0. Thus we can identify the Hilbert space L2((0, diam(M)), dµΣ) with L
2((0, 1), 4pi|κ|dt) (if κ > 0)
or L2((−∞, 0), 4pi|κ|dt) (if κ < 0) via a unitary transformation Vκ, and write Lq = κV −1κ TqVκ with
T0 := −t(1− t) ∂
2
∂t2
− (1 − 2t) ∂
∂t
, T1 := T0 +
1
1− t . (33)
It is not difficult to see that the singular differential operator T0 (resp. T1) is in the limit circle
case at 0 and 1 (resp. at 0), and in the limit point case at infinity (resp. at 1 and at infinity). For
simplicity of notation we shall still denote by Tq the self-adjoint operators defined by the action of the
differential operators (33) on the domains [9]
Dom(T0) :=
{
u ∈ H1((0, 1)) : T0u ∈ L2((0, 1)), lim
t↓0
t u′(t) = lim
t↑1
(1− t)u′(t) = 0
}
, (34a)
Dom(T1) :=
{
u ∈ H1((0, 1)) : T1u ∈ L2((0, 1)), lim
t↓0
t u′(t) = 0
}
(34b)
when κ > 0 and
Dom(T0) :=
{
u ∈ H1((−∞, 0)) : T0u ∈ L2((−∞, 0)), lim
t↑0
t u′(t) = 0
}
, (34c)
Dom(T1) :=
{
u ∈ H1((−∞, 0)) : T1u ∈ L2((−∞, 0)), lim
t↑0
t u′(t) = 0
}
(34d)
when κ < 0. The domains of the operators Lq defined in Section 4 are simply Dom(Lq) = V
−1
κ (Dom(Tq)).
When Σ is compact, the spectrum of Lq is discrete and its spectral decomposition can be written
as follows.
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Lemma 7.1. Let us suppose that κ > 0. Then Proposition 4.2 holds with
dρ0(λ) =
(∑
j>0
δ
(
λ− κj(j + 1))) dλ , dρ1(λ) = (∑
j>0
δ
(
λ− κ(j2 + 3j + 2))) dλ ,
w0
(
s, κj(j + 1)
)
=
(
κ(2j + 1)
4π
)1/2
Pj(cos
√
κs) ,
w1
(
s, κ(j2 + 3j + 2)
)
=
(
κ(2j + 3)
4π
)1/2
cos2
√
κs
2
P
(0,2)
j (cos
√
κs) ,
where Pν and P
(a,b)
ν respectively denote the Legendre and Jacobi polynomials of degree ν.
Proof. It is standard that the eigenvalues of Tq are nonnegative and that the normalized eigenfunctions
of Tq provide an orthonormal basis of L
2((0, 1)). The choice of boundary conditions (34) ensures that
the eigenvalues of L0 are the numbers Λ > 0 for which the classical hypergeometric equation
0 = (Λ− T0)u = t(1− t)u′′ + (1− 2t)u′ + Λu
has a polynomial solution. The solution to the latter equation which is continuous at 0 is proportional
to the hypergeometric function F (12 − (14 + Λ)1/2, 12 + (14 + Λ)1/2, 1; t) and this function becomes a
polynomial if and only if (14 + Λ)
1/2 − 12 ∈ N. Hence spec(T0) = {j(j + 1) : j ∈ N}. In this case the
latter hypergeometric function reduces to a Legendre polynomial, and using the well known formulas
for the norm of these polynomials one readily arrives at the expression√
2j + 1 Pj(1 − 2t)
for the normalized eigenfunctions of T0. By making use of the identification of L
2((0, diam(Σ)), dµΣ)
with L2((0, 1), 4piκ dt) via Vκ we immediately arrive at the above expression for the spectral resolution
of L0.
The proof for L1 is analogous. If we set u(t) =: (1− t)v(t), the eigenvalue equation reads as
0 = (Λ − T1)u = (1− t)
(
t(1 − t)v′′ + (1− 4t)v′ + (Λ − 2)v) , u ∈ Dom(T1) . (35)
The eigenvalues of T1 can be easily seen to coincide with the polynomial solutions to the latter equation.
As the solution v of (35) regular at 0 is proportional to F (32 − (14 + Λ)1/2, 32 + (14 + Λ)1/2, 1; t), this
implies that (14 + Λ)
1/2 − 32 ∈ N and spec(T1) = {j2 + 3j + 2 : j ∈ N}. Hence we immediately obtain
the desired formula by writing the resulting eigenfunction function in terms of a Jacobi polynomial,
expressing the result in the variable s and normalizing it to have unit L2 norm.
When Σ is noncompact, the spectrum of Lq is absolutely continuous and its spectral resolution
can be derived using the Weyl–Kodaira theorem.
Lemma 7.2. Let us suppose that κ < 0 and set
α(Λ) := 14 +
√
1
4 + Λ .
Then Proposition 4.2 holds with
dρ0(λ) = dρ1(Λ) =
κ
4π
tanh
[
π
(
− λ
κ
− 1
4
)1/2]
dλ ,
w0(s, λ) =
(
cosh
√−κs
2
)−2α(λ/κ)
F
(
α(λ/κ), α(λ/κ), 1;− tanh2
√−κs
2
)
,
w1(s, λ) =
(
cosh
√−κs
2
)−2α(λ/κ)
F
(
α(λ/κ) + 1, α(λ/κ)− 1, 1;− tanh2
√−κs
2
)
.
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Proof. It is a standard spectral-theoretic result that the spectrum of T0, which is is absolutely con-
tinuous, is given by (−∞,− 14 ]. Hence let us take a complex number Λ with ReΛ 6 − 14 and nonzero
imaginary part and consider the equation
0 = (Λ − T0)u = t(1− t)u′′ + (1− 2t)u′ + Λu , (36)
where t ∈ R− and T0 is to be interpreted as a formal differential operator. Then the solutions of (36)
satisfying the boundary condition required in Dom(T0) at 0 are proportional to
w(t,Λ) := (1− t)−α(Λ)F
(
α(Λ), α(Λ), 1;
t
1− t
)
,
and those which are square integrable at infinity are proportional to
w−(t,Λ) := (1− t)−α(Λ)F
(
α(Λ), α(Λ), 2α(Λ);
1
1− t
)
if ImΛ < 0 ,
w+(t,Λ) := (1− t)α(Λ)−1F
(
1− α(Λ), 1− α(Λ), 2 − 2α(Λ); 1
1− t
)
if ImΛ > 0 .
For notational simplicity we shall henceforth write α instead of α(Λ). It should be noticed that the
determination of the square root ensures that these functions depend analytically on Λ in the region
ReΛ < − 14 . It is well known [1] that one can write e.g. w+ as a linear combination of w and w− as
w+(t,Λ) = k1(Λ)w(t,Λ) + k2(Λ)w
−(t,Λ), with
k1(Λ) :=
Γ(α)2
Γ(2α− 1) , k2(Λ) := −
Γ(α)2Γ(1− 2α)
Γ(1− α)2Γ(2α− 1) .
Let us use the notation
W˜ (u, v) := t(1− t) (u′(t)v(t) − u(t)v′(t))
for the reduced Wronskian of two solutions u and v of Eq. (36), which is actually constant. The
Weyl–Kodaira theorem [9] can be used to prove that the self-adjoint operator T0 admits a spectral
decomposition analogous that of Proposition 4.2, where w plays the role of the function wq and dρq
must be replaced by the absolutely continuous Borel measure
dρ(Λ) :=
k1(Λ)
2πi W˜ (w(·,Λ), w+(·,Λ))
dΛ
on (−∞,− 14 ]. By [1, 15.3.10] one has that the function w+(·,Λ) can be written as
w+(t,Λ) = −Γ(2− 2α)
Γ(1− α)2 log(−t) + ϕ(t,Λ) ,
where ϕ(·,Λ) is of class C1 in a neighborhood of 0. As W˜ (w(·,Λ), w+(·,Λ)) is constant, we immediately
arrive at the formula
W (w(·,Λ), w+(·,Λ)) = Γ(2− 2α)
Γ(1− α)2
for the reduced Wronskian, which in turn yields the expression
dρ(Λ) = tanh
[
π
√
−Λ− 14
]
dΛ (37)
for the measure ρ. If now use the identification of L2((0,∞), dµΣ) with L2((−∞, 0), 4piκ dt) we readily
arrive at the formulas for the spectral decomposition of L0.
The analysis of L1 is similar. Setting u(t) =: (1 − t)v(t) in the equation (Λ − T1)u = 0 as in
Lemma 7.1 we find that the regular solution of this equation at 0 is
w(t,Λ) := (1 − t)−αF
(
α+ 1, α− 1, 1, t
1− t
)
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up to a multiplicative constant, and that the solution which is square integrable at infinity is propor-
tional to
w−(t,Λ) := (1− t)−αF
(
α+ 1, α− 1, 2α; 1
1− t
)
if ImΛ < 0 ,
w+(t,Λ) := (1− t)α−1F
(
2− α,−α, 2− 2α; 1
1− t
)
if ImΛ > 0 .
Since the reduced Wronskian of w and w+ is
W˜ (w(·,Λ), w+(·,Λ)) = Γ(2− 2α)
Γ(2− α)Γ(−α)
and
w+(t,Λ) =
Γ(α+ 1)Γ(α− 1)
Γ(2α− 1)
[
w(t,Λ)− Γ(1− 2α)
Γ(−α)Γ(2 − α)w
−(t,Λ)
]
,
the same reasoning as above shows that the spectral measure dρ associated with T1 is also given by
Eq. (37).
As stated in Proposition 4.2, the integral representation (14) converges to g(Lq)u in the norm
topology, and by Egorov’s theorem this implies that the latter integral converges uniformly except
on a subset of arbitrarily small measure. We find it convenient to conclude this section with another
simple but useful observation concerning the pointwise convergence of previously defined the spectral
decompositions.
Lemma 7.3. Let Uq, wq, cq,κ and ρq be defined as in Proposition 4.2, and let u ∈ C∞0 ([0, diam(Σ))).
Then
u(s) =
∫ ∞
cq,κ
wq(s, λ)Uqu(λ) dρq(λ) (38)
pointwise for all s ∈ [0, diam(Σ)), and the convergence is uniform.
Proof. For the sake of concreteness we restrict ourselves to the case κ > 0. As C∞0 ([0, 1)) ⊂
Dom(Lmq ) = V
−1
κ (Dom(T
m
q )) for any nonnegative integer m, it follows that the integral
(Lmq u, u) =
∫ ∞
cq,κ
λm
∣∣Uqu(λ)∣∣2 dρq(λ) <∞ (39)
must convergent for all m and u ∈ C∞0 ([0, diam(Σ))).
It is well known [1] that the Legendre and Jacobi polynomials satisfy∣∣Pj(ξ)∣∣ 6 1 , ∣∣P (0,2)j (ξ)∣∣ 6 (j + 2)(j + 1)2
for all ξ ∈ [−1, 1]. By the explicit expression for wq, this immediately implies that∣∣∣∣ ∫ ∞
cq,κ
wq(s, λ)Uqu(λ) dρq(λ)
∣∣∣∣ 6 ∫ ∞
cq,κ
(c1λ+ c2)
1/2
∣∣Uqu(λ)∣∣ dρq(λ) <∞ ,
which converges by virtue of Eq. (39). Here c1 and c2 are positive constants. Hence the integral (38)
converges uniformly if the support of u is contained in [0,K] with some K < diam(Σ). (The same
argument also yields convergence in the Ck strong topology). When κ 6 0 the proof is analogous and
will be omitted.
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