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Resumen
Los Generadores Centrales de Patrones (CPGs) son redes neuronales con un grado de
especializacio´n muy elevado. Sus neuronas generan sen˜ales cuya misio´n es controlar com-
portamientos r´ıtmicos de una forma robusta y flexible. Experimentos realizados en prepa-
raciones in vitro del CPG pilo´rico de la langosta han revelado la existencia de una firma
neuronal identificativa de cada ce´lula de la red. Las firmas neuronales consisten en una
distribucio´n temporal espec´ıfica de los potenciales de accio´n en la actividad en ra´fagas de
estas neuronas. Estas estructuras temporales coexisten con la informacio´n codificada en la
frecuencia de la onda lenta y en las relaciones de fase entre sen˜ales generadas por distintas
neuronas. Los experimentos in vitro no han revelado cua´l es el papel funcional que pueden
desempen˜ar.
Utilizando modelos teo´ricos, en esta tesis doctoral discutimos el origen y posible sig-
nificado funcional de las firmas neuronales como parte de una estrategia de codificacio´n
multico´digo para neuronas individuales en distintos tipos de redes neuronales. En los mo-
delos, la aparicio´n de estas estructuras temporales tan precisas se debe principalmente a
la conectividad de la red y, en menor medida, a la dina´mica individual de cada ce´lula.
Los modelos sen˜alan la posibilidad de que las firmas neuronales forman parte de una es-
trategia para el procesamiento de informacio´n contextualizado en la actividad en ra´fagas.
Los resultados presentados en esta tesis muestran que en los modelos dina´micos es posible
implementar mecanismos de multiplexacio´n, reconocer firmas espec´ıficas y procesarlas de
forma independiente o junto con la informacio´n codificada en la onda lenta. Estos resulta-
dos apoyan la hipo´tesis de que las firmas neuronales pueden tener importantes implicaciones
para comprender el origen de los ritmos, su ra´pida respuesta a la entrada modulatoria y los
mecanismos de comunicacio´n con los mu´sculos que coordinan los CPGs.
En la u´ltima parte de la tesis, presentamos un paradigma de red neuronal artificial
auto-organizativa inspirado en los resultados obtenidos de nuestros modelos biolo´gicos. La
red neuronal propuesta hace uso de (i) firmas neuronales para identificar cada neurona,
(ii) discriminacio´n de la informacio´n recibida por los receptores en funcio´n del origen de
la sen˜al y (iii) transmisio´n multico´digo para propagar la informacio´n por la red. En el
contexto de las redes neuronales artificiales, ninguno de estos aspectos se ha estudiado en
detalle previamente. Nuestros resultados demuestran que los paradigmas de computacio´n
artificial pueden utilizar estos mecanismos para resolver un problema de forma eficiente.
v
Abstract
Neural Signatures and Multicoding in spiking-bursting neurons
Central Pattern Generators (CPGs) are highly specialized neural networks. Their neu-
rons produce patterned signals to drive rhythmic behaviors in a robust and flexible manner.
Recent experiments using in vitro preparations of the pyloric CPG of the lobster have revea-
led the existence of a characteristic neural signature in each cell of the network. The neural
signatures consist of cell-specific spike timings in the bursting activity of the neurons. These
precise temporal structures coexist with the information encoded in the frequency and/or
phase relationships of the slow wave rhythm of the CPG. In vitro experiments have not
revealed the functional role of these neural fingerprints.
Using theoretical models, in this thesis we discuss the origin and role of neural signatu-
res as a part of a multicoding strategy for single cells in different types of neural circuits.
In the models, the neural signatures depend mainly on the network connectivity and, to a
lesser extent, on the individual dynamics of the neurons. The models point out that neural
signatures take part of a contextualized information processing strategy in bursting activity.
The results presented in this thesis show that it is possible to implement multiplexing me-
chanisms in the models to recognize specific signatures, and to process them independently
or together with the information encoded in the slow wave. This results corroborate the
hypothesis that neural signatures can have important implications for the understanding of
the origin of the rhythms, their fast response to modulation and the signaling mechanisms
to the muscles that the CPGs control.
In the last part of the thesis, we present a self-organized neural network paradigm ins-
pired in the results of our biological models. The proposed neural network makes use of
(i) neural signatures to identify each unit of the network, (ii) discrimination of input infor-
mation during the processing and (iii) multicoding mechanisms for information propagation.
In the context of artificial neural networks, none of these aspects have been analyzed in de-
tail previously. Our results demonstrate that an artificial neural network can used these
mechanisms to efficiently solve a problem.
For a description in English of the results presented in this thesis see Latorre et al. 2002,
Lect. Notes Comput. Sc. 2415: 160-166; Rodr´ıguez et al. 2002, Lect. Notes Comput. Sc. 2415:
167-173; Latorre et al. 2004, Neurocomputing 58-60: 535-540; Latorre et al. 2006, Biological
Cybernetics 95(2): 169-183; Latorre et al. 2007a, AIP Conference Proceedings, 887: 51-
60; Latorre et al. 2007b, Neurocomputing 70(10-12): 1797-1801; and Latorre et al. 2008,
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las conexiones entre las neuronas de un mismo CPG. Las flechas muestran el sentido
del flujo de informacio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.12. Si las ra´fagas generadas por una misma ce´lula del CPG pilo´rico de la langosta se ali-
nean haciendo coincidir el primer spike de cada una de ellas, se observa que todas pre-
sentan una distribucio´n temporal de potenciales de accio´n muy similar. La figura ilus-
tra este hecho mostrando la superposicio´n de mu´ltiples ra´fagas de las neuronas PD
(panel A) y LP (panel B) registradas en preparaciones in vitro [Szu¨cs et al., 2003]. 31
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2.13.Mapas de retorno de los ISIs de las neuronas LP (panel izquierdo) y PD (panel
derecho) en experimentos in vitro del CPG pilo´rico de la langosta (adaptacio´n de
una imagen de [Szu¨cs et al., 2005]). Estos mapas reflejan la precisio´n temporal de los
potenciales de accio´n dentro de la actividad bursting de estas neuronas (Figura 2.12).
Notar que las zonas rojas (regiones ma´s densas) esta´n muy localizadas. . . . . . . 31
2.14.Mapas de retorno de ISIs de las neuronas PD (panel superior), LP (panel central)
y V D (panel inferior) en distintas preparaciones in vitro del CPG pilo´rico de la
langosta [Szu¨cs et al., 2003]. Estos mapas permiten ver, por un lado, las diferencias
en la “firma” de cada una de estas tres neuronas y, por otro, la similitud de la firma
de una misma neurona en experimentos diferentes. . . . . . . . . . . . . . . . . 32
3.1. Circuitos utilizados para modelar el CPG pilo´rico. Ambos son “equivalentes”, pero
su carga sina´ptica es diferente. Las resistencias representan conexiones ele´ctricas, los
c´ırculos blancos conexiones qu´ımicas lentas y los c´ırculos negros conexiones qu´ımicas
graduales ra´pidas, ambas inhibitorias. El circuito completo es ma´s realista y presenta
una mayor componente sina´ptica que el reducido. . . . . . . . . . . . . . . . . . 36
3.2. Actividad y firma neuronal de ce´lulas KK (series azules), HR (series verdes) y Huer-
ta et al. (serie marro´n) aisladas con los tipos de comportamiento usados en nuestro
estudio. Los para´metros para obtener estos datos se muestran en el Ape´ndice A. Las
unidades son s y mV para KK y Huerta et al. y son adimensionales (u.a., unidades
arbitrarias) para HR. Las firmas se representan como mapas de retorno de ISIs. El
taman˜o de los ejes en estos mapas de retorno es 14 s para KK, 180 u.a. para HR
y 700 ms para Huerta et al. El cuadro interior muestra un zoom de la regio´n ma´s
cercana al origen de los ejes (los ISIs intraburst). En estos cuadros, el taman˜o de los
ejes es 4 s, 80 u.a. y 33 ms para KK, HR y Huerta et al. respectivamente. . . . . 39
3.3. Mecanismo utilizado para convertir una serie temporal con el potencial de membra-
na de una neurona a una secuencia temporal binaria. Panel superior : Potencial de
membrana que se quiere discretizar. Panel inferior : Secuencia de “bits” a la que se
traduce. Este mapeo permite el tratamiento discreto de la sen˜al neuronal para cal-
cular la informacio´n mutua. Las series temporales se dividen en ventanas de taman˜o
∆t que se agrupan en palabras de taman˜o L. A cada ventana se le asigna un valor
0 o´ 1 en funcio´n de si en ellas se produce o no el final una ra´faga. . . . . . . . . . 42
3.4. Eficiencia de la transmisio´n de informacio´n entre las neuronas AB − LP , LP − PY
y PY − AB. La figura muestra la evolucio´n de ERS en funcio´n del taman˜o
de la ventana de tiempo ∆t, fijando el taman˜o de palabra a su valor o´ptimo
L = 10 [Rodr´ıguez et al., 2001]. Cuando ∆t es pequen˜o, EFRE esta´ pro´ximo a
cero porque no hay eventos de informacio´n en la receptora consecuencia del env´ıo de
informacio´n desde la emisora. Conforme aumenta ∆t, se detectan eventos correlacio-
nados, existiendo valores para los que la sincronizacio´n es casi perfecta (EFRE ≈ 1). 43
3.5. Representacio´n gra´fica de la evolucio´n de DR−E−R′ en funcio´n de los valores de
EFRE y EFR′E . Cuando la actividad de los dos pares de neuronas esta´ completa-
mente sincronizada, consecuentemente lo esta´ el de las tres neuronas. En este caso
el valor de la distancia es 0. Por el contrario, si entre ellas no hay ninguna relacio´n
la distancia vale 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
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3.6. Series temporales con la evolucio´n del potencial de membrana de las neuronas en las
redes de la Figura 3.1 con los tres modelos de neurona utilizados en nuestro estudio.
Las unidades son s y mV para KK y Huerta et al. y u.a. para HR. No se muestra
el comportamiento de las neuronas PD porque siempre disparan a la vez que la
AB que se ha tomado como representante del grupo marcapasos. Todos los ritmos
generados son ritmos trifa´sicos va´lidos. . . . . . . . . . . . . . . . . . . . . . . . 46
3.7. Firma de las neuronas de nuestros modelos de CPG pilo´rico en las distintas simula-
ciones realizadas. Las unidades son s para KK, u.a. para HR yms para Huerta et al..
En los mapas de retorno so´lo se muestran los ISIs de spikes pertenecientes a una
misma ra´faga, ya que no estamos interesados en el intervalo entre ra´fagas. . . . . 49
3.8. Figura de [Szu¨cs et al., 2003] que muestra co´mo afecta la conectividad de la red a
la firma de una de las neuronas PD en el circuito biolo´gico. Esta figura corrobora
las hipo´tesis teo´ricas obtenidas de los modelos. Panel A: ISIs de la neurona PD
durante el experimento. El eje X representa el instante en el que se registra el ISI
y el eje Y su taman˜o. La franja inferior de la gra´fica se corresponde con ISIs de
la misma ra´faga. Durante el experimento se usan cuatro configuraciones de red:
circuito intacto (control) e hiperpolarizando la neurona V D (VD off ), la LP (LP
off ) o ambas (VD&LP off ). Paneles B, C, D y E : Firma de la neurona PD en las
cuatro configuraciones, respectivamente, control, VD off, VD&LP off y LP off. . . 52
4.1. Esquema de conectividad gene´rica entre las neuronas del CPG pilo´rico, los mu´sculos
que controla y las neuronas del CPG ga´strico. El CPG pilo´rico se representa me-
diante el circuito completo de la Figura 3.1. Esta conectividad es importante a la
hora de determinar que´ neurona es la mejor candidata para modificar su firma en las
simulaciones forzadas. Las resistencias representan conexiones ele´ctricas, los c´ırcu-
los vac´ıos conexiones qu´ımicas lentas y los rellenos conexiones qu´ımicas graduales
ra´pidas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2. Mecanismo para forzar la firma de una neurona. Panel superior : Informacio´n que se
obtiene de las ra´fagas en las simulaciones libres para utilizarla en las simulaciones
forzadas. Panel inferior : Algoritmo para forzar la actividad spiking de una neurona.
Los pasos a seguir son: (i) Registrar la duracio´n de la ra´faga original y el nu´mero de
spikes que contiene. (ii) Fijar el origen y el final del burst (puntos azules) y calcular
la distribucio´n temporal de sus spikes segu´n la distribucio´n de probabilidad elegida
(puntos rojos). (iii) Generar la nueva ra´faga haciendo que en los instantes elegidos
se produzca un spike seleccionado al azar del pool. . . . . . . . . . . . . . . . . 59
4.3. Distribuciones de potenciales de accio´n utilizadas en las simulaciones forzadas de
la neurona LP . Las distribuciones esta´n agrupadas por modelo de neurona (KK
y HR) y circuito (intacto y dan˜ado). Panel superior : Histogramas de ISIs (ISIH)
obtenidos de las simulaciones libres. Paneles centrales: Histogramas con la distancia
al primer potencial de accio´n (I2PSH) para tres potenciales de accio´n en la dina´mica
libre. Panel inferior : Ra´fagas uniformes y bimodales generadas artificialmente. Las
unidades son s para KK y son adimensionales para HR. . . . . . . . . . . . . . . 61
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5.1. Modelos de red utilizados para estudiar la capacidad de los sistemas neuronales de
reconocer una firma en su entrada sina´ptica. Panel superior : Modelo para el estudio
a trave´s de sinapsis inhibitorias (modelo de transmisio´n inhibitoria). Panel inferior :
Modelo para sinapsis excitadoras (modelo de transmisio´n excitadora). Ambos cons-
tan de dos CPGs, uno emisor y otro receptor de firmas. Las resistencias denotan
sinapsis ele´ctricas. Los puntos blancos sinapsis qu´ımicas graduales inhibitorias. Y
los puntos negros sinapsis qu´ımicas excitadoras no graduales. . . . . . . . . . . . 74
5.2. Representacio´n gra´fica de la firma de las neuronas emisoras. Panel a: Firmas en el
modelo de transmisio´n inhibitoria. Panel b: Firmas en el modelo de transmisio´n ex-
citadora. Las figuras de la izquierda muestran la representacio´n de los I2PSs medios;
las de la derecha, la distribucio´n media de ISIs. Las unidades son ms. Las barras
claras pertenecen a las sen˜ales de la neurona E1 y las oscuras a las de la neurona
E2. A simple vista, parece que cada neurona tiene una firma espec´ıfica (S1, S2, S
′
1
y S′2) independientemente de la frecuencia de la onda lenta. . . . . . . . . . . . . 79
5.3. Comportamiento de los CPGs emisores y respuesta aislada de la neurona receptora a
las firmas que emiten. Panel a: Modelo de transmisio´n inhibitoria. Panel b: Modelo
de transmisio´n excitadora. El CPG emisor siempre genera un ritmo bifa´sico con
alternancia de disparo entre el grupo marcapasos y la neurona I (paneles superiores).




2. Las neuronas E1
y E2 esta´n acopladas ele´ctricamente a M , por lo que las tres disparan sincronizadas.
Los paneles inferiores muestran la respuesta de la neurona R a la entrada sina´ptica
procedente de E1 y E2 con frecuencias F1 y F1
′. Las l´ıneas verticales indican cua´ndo
se genera una ra´faga en las emisoras. R muestra comportamientos diferentes cuando
la frecuencia de la onda lenta es la misma. Los resultados con F2 y F
′
2 son equivalentes. 81
5.4. Panel a: Firmas de las neuronas emisoras (Sa y Sb). Panel b: Comparacio´n del
potencial de membrana de la receptora al leer una ra´faga con las firmas Sa y Sb
sobre una onda lenta con la misma frecuencia (Fa izquierda y Fb derecha) a trave´s
de una sinapsis inhibitoria gradual. El efecto para una excitadora es ana´logo. Cada
oscilacio´n de la sen˜al se corresponde con un potencial de accio´n en la emisora. La
neurona reconoce las firmas porque con Sa no alcanza el umbral de disparo y con Sb
s´ı. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.5. Comportamiento del CPG receptor de firmas del modelo de transmisio´n inhibitoria
cuando recibe como entrada sina´ptica las cuatro sen˜ales objeto de estudio. Panel
a: Sen˜al F1S1. Panel b: Sen˜al F1S2. Panel c: Sen˜al F2S1. Panel d : Sen˜al F2S2. El
comportamiento global del CPG depende de la firma recibida en su entrada sina´ptica.
Con S1 (series temporales de la izquierda), la neurona N2 esta´ en silencio y el circuito
genera un ritmo bifa´sico. Con S2 (series temporales de la derecha), genera un ritmo
trifa´sico con secuencia de activacio´n N1-N2-N3. . . . . . . . . . . . . . . . . . . 83
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5.6. Respuesta del CPG receptor de firmas del modelo de transmisio´n excitadora a la
llegada de sen˜ales con dos firmas diferentes. El CPG emisor siempre genera un ritmo
bifa´sico estable con la misma relacio´n de fase entre sus neuronas (M -I) y la misma
frecuencia de onda lenta. El CPG receptor lee las sen˜ales emitidas por las neuronas
E1 y E2, cada una de las cuales tiene una firma neuronal diferente. En la primera
parte de la simulacio´n el receptor recibe la sen˜al emitida por la neurona E1, mos-
trando un ritmo trifa´sico estable con secuencia de disparo N1-N3-N2. A mitad de
la simulacio´n pasa a ser predominante la sen˜al de la neurona E2. En ese instante,
el CPG receptor deja de generar el ritmo trifa´sico, comenzando a generar un ritmo
con la neurona N3 en silencio. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.7. Ejemplo de la influencia de las corrientes de calcio en el reconocimiento de firmas.
Panel a: Respuesta de la neurona R del modelo de transmisio´n inhibitoria a las
firmas de E1 y E2 en presencia de la corriente ICaS . Panel b: Misma respuesta pero
en ausencia de la corriente de calcio. En ausencia de esta corriente, la neurona R no
es capaz de reconocer las firmas S1 y S2. . . . . . . . . . . . . . . . . . . . . . . 86
6.1. Representacio´n esquema´tica de la conectividad del CPG pilo´rico de los crusta´ceos
con otros sistemas externos que ilustra la existencia de mu´ltiples lectores de cada
sen˜al. La individualidad de las firmas neuronales se representa por distintos trazos
de diferentes colores. Algunas de las neuronas del CPG esta´n conectadas a neuro-
nas del CPG ga´strico, mientras que las motoneuronas inervan a mu´ltiples mu´scu-
los [Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. Las conexiones in-
ternas entre las neuronas del CPG pilo´rico no se muestran, pero las firmas tambie´n
se transmiten entre ellas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2. Modelo de red utilizado para estudiar la posible existencia de multico´digos. La sen˜al
generada por un CPG emisor (circuito central) se inyecta en dos CPGs diferentes:
un CPG lector de frecuencias (derecha) y un CPG lector de firmas (izquierda).
Ambos CPGs receptores son ide´nticos, u´nicamente se diferencian en sus para´metros
de conectividad. La entrada sina´ptica de ambos tambie´n es la misma. Los para´metros
α y β controlan cua´l es la entrada predominante. . . . . . . . . . . . . . . . . . 92
6.3. Comportamiento del CPG lector de frecuencias de la Figura 6.2 cuando recibe las
sen˜ales del CPG emisor. El CPG genera distintos ritmos en funcio´n de la frecuen-
cia de su entrada sina´ptica. Con F1 (series temporales superiores) genera un ritmo
trifa´sico (N1-N3-N2). Con F2 (series temporales inferiores) genera un ritmo con se-
cuencia de disparo N1-N2-N1-N2-N3. Las unidades son mV y ms. . . . . . . . . 94
6.4. Comportamiento del CPG lector de firmas de la Figura 6.2 cuando lee las sen˜ales
generadas por el CPG emisor. El ritmo colectivo generado por el CPG depende de
cua´l es la neurona emisora de la sen˜al predominante. Con S1 (series temporales de
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7.1. Ejemplo de puzzle cano´nico de dimensio´n 7 × 5 con una fotograf´ıa del Monte Kili-
manjaro. La solucio´n del puzzle consiste en reconstruir la imagen original a partir de
sus piezas despue´s de que se e´stas hayan mezclado aleatoriamente. Habitualmente,
las piezas que componen este tipo de puzzles son rectangulares, teniendo cada una
de ellas cuatro vecinas, a excepcio´n de las piezas de los bordes. Las que ocupan las
esquinas so´lo tienen dos vecinas. Mientras que el resto de las piezas de los bordes
tienen tres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.2. Ejemplo de SNN aplicada a la resolucio´n de puzzles rompecabezas. Panel izquierdo:
Posible estado de un fragmento de la SNN en una iteracio´n del algoritmo. Cada neu-
rona tiene una firma neuronal que la identifica (en este caso, el nu´mero de neurona,
10, 11, 12, etc) e informacio´n necesaria para resolver el problema (en este caso, las
piezas del puzzle). Panel derecho: Reconfiguracio´n de la red cuando las neuronas 18
y 25 del panel izquierdo reconocen sus firmas. La pieza de la neurona 25 debe estar
a la izquierda de la de la neurona 18 y no debajo. . . . . . . . . . . . . . . . . . 109
7.3. Transmisio´n sina´ptica en la SNN. El ejemplo muestra un mensaje que sigue la ruta
indicada en el panel izquierdo de la Figura 7.2 considerando Ncontext = 3. El nu´mero
que hay dentro de cada pieza representa la firma neuronal correspondiente. En la
iteracio´n no 1 el mensaje so´lo contiene la informacio´n neuronal de la neurona 10. En
las iteraciones no 2 y no 3 se an˜ade la de las neuronas 11 y 12. Finalmente, en la
iteracio´n no 4, cuando el mensaje alcanza su taman˜o ma´ximo, la neurona 19 elimina
la informacio´n neuronal de la neurona 10 para an˜adir la suya. . . . . . . . . . . . 110
7.4. Comparacio´n entre el rendimiento de la SNN y el AE para resolver 100 puzzles de
dimensiones 25 × 25 y 100 × 100. Panel a: Rendimiento en te´rminos del nu´mero
medio de iteraciones. Panel b: Rendimiento en te´rminos del nu´mero medio de tests
de ajuste. El eje X siempre es el para´metro de la simulacio´n. El eje Y el valor medio
de la medida correspondiente para resolver los 100 puzzles. . . . . . . . . . . . . 114
7.5. Evolucio´n del nu´mero de bordes complementarios encontrados (o tests efectivos acu-
mulados) por cada algoritmo en funcio´n del nu´mero de iteracio´n. Panel izquierdo:
Comparacio´n de la evolucio´n de la SNN y del AE para resolver un puzzle de taman˜o
25 × 25 con el para´metro de la simulacio´n igual al 10%. Panel derecho: Evolucio´n
para un puzzle de taman˜o 100× 100 en las mismas condiciones. . . . . . . . . . 115
7.6. Comparacio´n entre el rendimiento de la SNN y el AE para resolver puzzles de un
taman˜o determinado con distintos valores del para´metro de la simulacio´n. Panel a:
Rendimiento en te´rminos del nu´mero de iteraciones. Panel b: Rendimiento en te´rmi-
nos del nu´mero de iteraciones. El eje X es el para´metro de la simulacio´n (del 10%
al 100% del taman˜o del borde). El eje Y es la dimensio´n del puzzle (de 10 × 10 a
100× 100 piezas). En los paneles superiores el eje Z es la distancia dit (izquierda) y
dtests (derecha) calculadas resolviendo 100 puzzles con ambos algoritmos. El plano
oscuro es el valor cero. Por debajo de e´l, el rendimiento del AE es mejor. En los pa-
neles inferiores se muestran estas distancias representadas como mapas de contorno.
Los colores claros muestran las regiones en las que el rendimiento de la SNN es mejor. 116
7.7. Comparacio´n del rendimiento de la SNN y el del algoritmo estoca´stico para puzzles
grandes con el para´metro de la simulacio´n igual al 10%. Panel a: Rendimiento en
te´rminos del nu´mero de iteraciones. Panel b: Rendimiento en te´rminos del nu´mero
de tests de ajuste necesarios para resolver el puzzle. . . . . . . . . . . . . . . . . 118
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7.8. Evolucio´n de defec en funcio´n del taman˜o del puzzle para distintos valores del
para´metro de la simulacio´n. Los colores oscuros denotan los casos en los que el
AE tiene mayor efectividad que la SNN (defec < 0). Los colores claros, indican lo
contrario (defec > 0). Y las regiones blancas intermedias los puntos en los que la
efectividad de ambas aproximaciones es similar (defec pro´ximo a cero). Las l´ıneas
rojas continuas y punteadas muestran el nu´mero medio de iteraciones necesarias pa-
ra resolver un puzzle de un taman˜o espec´ıfico con el AE y la SNN, respectivamente
(calculado sobre 100 puzzles diferentes). . . . . . . . . . . . . . . . . . . . . . . 119
7.9. Comparacio´n entre el rendimiento de la SNN procesando informacio´n en serie (un
u´nico canal de entrada activo por iteracio´n y neurona) y en paralelo (hasta cuatro
canales). Panel izquierdo: Rendimiento en te´rminos del nu´mero medio de iteraciones.
Panel derecho: Rendimiento en te´rminos del nu´mero medio de tests de ajuste. En
todos los casos, el taman˜o del contexto de informacio´n local es igual al 10%. Para
calcular las me´tricas se han resuelto 100 puzzles diferentes de cada taman˜o. . . . . 120
A.1. Series temporales con la actividad de una neurona KK aislada con los tres posibles
tipos de comportamiento utilizados en nuestras simulaciones para las neuronas de
este modelo. Panel a: Neurona spiking-bursting regular. Panel b: Neurona spiking-
bursting irregular. Panel c: Neurona spiking irregular. Las unidades son s y mV . . 136
A.2. Series temporales con los dos tipos de comportamiento que una neurona HR puede
mostrar en nuestras simulaciones cuando esta´ aislada. Panel a: Neurona spiking-
bursting regular. Panel b: Neurona spiking-bursting irregular. Las unidades son adi-
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A.3. Serie temporal con el u´nico tipo de comportamiento que una neurona de Huerta et
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A.4. Serie temporal con uno de los posibles tipos de comportamiento spiking-bursting
regular generado por una neurona de Liu et al. aislada. Los para´metros utilizados
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3.1. Frecuencia media de la onda lenta de las sen˜ales generadas por las neuronas de los
circuitos de la Figura 3.1 en las simulaciones presentadas. Las unidades son Hz para
KK y Huerta et al. y u.a. para HR. Para el mismo modelo de neurona, la frecuencia
del ritmo es la misma o la diferencia es tan pequen˜a que puede considerarse la
misma. El error en KK, HR y Huerta et al. es del orden de 10−4, 10−5 y 10−8
respectivamente. Esto denota la precisio´n de la onda lenta. Para calcular esta medida
y las siguientes se han analizado series temporales con 1151 ra´fagas para neuronas
KK, 1213 para HR y 1150 para Huerta et al. . . . . . . . . . . . . . . . . . . . 47
3.2. Valor de la medida de precisio´n de ritmos (Ecuacio´n 3.7) con distintos taman˜os de
palabra (2, 6 y 10) en las simulaciones realizadas. Los ritmos generados tienen mayor
precisio´n conforme aumenta la carga sina´ptica del circuito. . . . . . . . . . . . . 48
3.3. Precisio´n temporal de los potenciales de accio´n de las ra´fagas de las neuronas de
los modelos calculada mediante la Ecuacio´n 3.1. Las ra´fagas ma´s precisas son las de
las neuronas de Huerta et al. Con este modelo podemos asumir que la precisio´n de
las ra´fagas es siempre la misma. Para las neuronas KK y HR la precisio´n es mayor
en los circuitos completos e intactos que en los reducidos y dan˜ados. Esto indica la
dependencia de la onda ra´pida de la conectividad de la red. . . . . . . . . . . . . 51
4.1. Capacidad de generar un ritmo trifa´sico de los distintos circuitos completos usados
en este estudio. Los dan˜ados lo consiguen en muy pocas ocasiones. Las columnas
indican el tipo de circuito y el modelo con el que se han realizado las simulaciones.
Las filas, la distribucio´n de probabilidad de spikes con la que se fuerza la firma de la
neurona LP . Los casos en los que no se genera un ritmo trifa´sico va´lido se marcan
como “no”. En el resto, se indica la precisio´n (Ecuacio´n 3.7) media del ritmo con
un taman˜o de ventana o´ptimo L = 10 [Rodr´ıguez et al., 2001] en 20 simulaciones
forzadas. No se muestra el error porque es pra´cticamente nulo. La u´ltima fila recoge
la precisio´n de los ritmos generados en las simulaciones libres. . . . . . . . . . . . 64
5.1. Frecuencia media de la onda lenta y duracio´n media de la ra´faga de las cuatro sen˜ales
generadas por cada CPG emisor de firmas. En el modelo de transmisio´n inhibitoria,
el nu´mero mı´nimo de ra´fagas utilizado para calcular estas medidas es 1115, mientras
que el de transmisio´n excitadora es 1750. Cada sen˜al generada por las neuronas
emisoras se etiqueta como FxSy, donde x identifica la onda lenta e y indica su firma. 78
xxiii
Roberto Latorre Camino Memoria de tesis doctoral
5.2. Distancia entre las firmas de las sen˜ales generadas por las neuronas E1 y E2 de los
CPGs emisores de firmas. Las unidades son ms. La tabla es sime´trica, de ah´ı que
no se muestren los datos de la parte superior derecha. Estos valores corroboran que
cada neurona emisora tiene una firma identificativa espec´ıfica. . . . . . . . . . . 80
A.1. Valores de las conductancias ma´ximas de los canales io´nicos para generar los tres po-
sibles tipos de comportamiento de las neuronas KK en las simulaciones presentadas
en esta memoria. Las unidades son µS. . . . . . . . . . . . . . . . . . . . . . . 138
A.2. Valores de las variables del modelo HR que determinan los dos tipos de comporta-
miento utilizados en las simulaciones presentadas. Para obtener estos valores hemos
partido de los datos de [Pinto et al., 2000]. Las unidades son adimensionales. . . . 139
A.3. Valores de las conductancias ma´ximas de los canales io´nicos del modelo de Huer-
ta et al. para generar el u´nico tipo de actividad utilizado en las simulaciones con
este modelo. Las unidades son µS. . . . . . . . . . . . . . . . . . . . . . . . . . 142
A.4. Valores de las conductancias ma´ximas de los canales io´nicos para las neuronas de
Liu et al. en los modelos de los Cap´ıtulos 5 y 6. Los valores para las neuronas M
e I de los CPGs emisores (Tablas a y b) dependen de la frecuencia del ritmo lento
generado por el circuito (F1 y F2 para el modelo de transmisio´n inhibitoria; F
′
1 y
F ′2 para el de transmisio´n excitadora). So´lo se presenta el CPG lector de frecuencias
del modelo de transmisio´n inhibitoria porque en el Cap´ıtulo 6 no se presentan los
resultados con el de transmisio´n excitadora. . . . . . . . . . . . . . . . . . . . . 143
B.1. Valores de los para´metros de los modelos de sinapsis qu´ımica ra´pida de Golowas-
ch et al. en los circuitos de la Figuras 3.1, 4.1 (KK, HH y Huerta et al.), 5.1 y 6.2
(Liu et al.). Con neuronas KK, HR y Huerta et al. los valores siempre son los mismos
independientemente del modelo de red. En el caso de Liu et al., los valores dependen
de si se trata de un modelo de transmisio´n inhibitora o uno de transmisio´n excita-
dora. Las unidades son mV y ms para KK, Huerta et al. y Liu et al., y u.a. para
HR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
B.2. Valores de los para´metros de los modelos de sinapsis qu´ımica lenta de Golowas-
ch et al. en los circuitos de la Figuras 3.1, 4.1. Las unidades son mV y ms para KK
y Huerta et al., y u.a. para HR. . . . . . . . . . . . . . . . . . . . . . . . . . . 152
xxiv
Parte I




El trabajo de investigacio´n presentado en esta memoria de tesis doctoral esta´ en-
marcado en el contexto de la Neurociencia Computacional y la Computacio´n Neuro-
nal Artificial. La Neurociencia Computacional, tambie´n denominada Neurocomputacio´n,
complementa a las te´cnicas tradicionales de la Neurociencia para estudiar los mecanis-
mos implicados en la codificacio´n y procesamiento de informacio´n en el sistema nervio-
so (ver [Editorial Nature Neuroscience Dec., 2005] y [Editorial Science Oct., 2006]). Por su
parte, la Computacio´n Neuronal Artificial es una rama de la Inteligencia Artificial inclui-
da dentro de la Computacio´n Natural. Esta u´ltima es una disciplina que trata de disen˜ar
nuevos paradigmas de computacio´n inspira´ndose en distintos aspectos de la biolog´ıa, por
ejemplo, en la gene´tica [Friedberg, 1958, Friedberg et al., 1959] o en el comportamiento y
las relaciones observadas en ciertos animales [Dorigo et al., 1996, Dorigo et al., 1999]. La
Computacio´n Neuronal Artificial intenta aplicar los mecanismos de codificacio´n y proce-
samiento de informacio´n descubiertos en el sistema nervioso en el desarrollo de sistemas
computacionales capaces de resolver problemas complejos [Haykin, 1998].
1.1. Neurociencia Computacional
La Neurociencia estudia el sistema nervioso animal desde diversos puntos de vista. Se
trata de una disciplina que abarca muchos niveles de descripcio´n, desde el molecular al cog-
nitivo. Tradicionalmente se ha servido de campos cla´sicos como la biolog´ıa, la qu´ımica o la
f´ısica entre otros. En el enfoque cla´sico de la Neurociencia, el aspecto funcional queda a me-
nudo relegado a un segundo plano frente a cuestiones fisiolo´gicas y morfolo´gicas espec´ıficas.
Dentro de la funcionalidad del sistema nervioso se encuentran, entre otros, los feno´menos
de adquisicio´n, codificacio´n, creacio´n y transformacio´n de informacio´n. La Neurociencia
Computacional surge del intento de explicar este funcionamiento desde la perspectiva del
procesamiento de informacio´n neuronal. Algunos de sus objetivos principales son:
• Elaborar predicciones teo´ricas sobre el comportamiento neuronal estudiando la forma
en que se procesa la informacio´n.
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• Comprobar la viabilidad teo´rica de hipo´tesis experimentales dif´ıciles de abordar en el
laboratorio.
La Neurociencia Computacional se sirve de modelos basados en ecuaciones matema´ticas
para estudiar el sistema nervioso desde un punto de vista teo´rico generalista. Tradicional-
mente se ha considerado que la unidad ba´sica para el procesamiento de informacio´n en
el sistema nervioso de cualquier animal es la neurona. Los modelos permiten reproducir,
en la medida de lo posible, el comportamiento individual de los integrantes de la par-
te del sistema nervioso estudiado (neuronas principalmente) y el de las conexiones que
se establecen entre ellos (sinapsis). Una pra´ctica habitual es utilizar los modelos para
simular en un ordenador el comportamiento del sistema objeto de estudio. Para ello se
implementan programas que calculan la evolucio´n temporal de las variables del modelo.
Estas te´cnicas permiten analizar los feno´menos de adquisicio´n, codificacio´n, procesamiento
y ejecucio´n de informacio´n. El desarrollo de herramientas teo´ricas es esencial para estudiar
los sistemas biolo´gicos complejos. La Neurociencia Computacional tiene ya varias de´cadas
de resultados y ha demostrado ser una disciplina imprescindible para la comprensio´n de
los mecanismos por los que se rige el procesamiento de informacio´n en el sistema nervio-
so [Hodgkin and Huxley, 1952, Ashby, 1960, Block, 1962, Rosenblatt, 1962, Freeman, 1972,
Freeman, 2000, Prinz, 2006, Rabinovich et al., 2006].
A la hora de desarrollar un modelo matema´tico de una red nerviosa biolo´gica es muy
importante tener en cuenta la escala y el nivel de descripcio´n necesario. No siempre se
pueden disen˜ar modelos muy detallados con una descripcio´n realista de la actividad del
circuito biolo´gico. El problema de este tipo de modelos es que su amplio espacio parame´trico
los hace dif´ıciles de analizar y costosos de simular. Una segunda opcio´n es optar por modelos
con un nivel de detalle menor, pero suficiente para adaptarse a las necesidades del estudio
que se esta´ realizando. Dependiendo del objetivo se debe elegir minuciosamente una opcio´n
u otra. Tan perjudicial para el estudio puede ser usar un modelo con un nivel de detalle
bajo como uno con un nivel alto en comparacio´n con los objetivos que se persiguen.
Los modelos se suelen desarrollar siguiendo dos posibles estrategias. Lo ma´s habitual
es partir de datos experimentales obtenidos en laboratorios de neurofisiolog´ıa (funciona-
miento) y neuroanatomı´a (estructura) con el objetivo de validar de forma teo´rica ciertas
hipo´tesis experimentales. Los modelos definidos de esta forma se conocen como modelos de
abajo a arriba (“bottom-up”). En otras ocasiones son los modelos los que permiten postular
nuevas hipo´tesis y sugerir experimentos que realizar en el laboratorio para validarlas. En
este caso, modelos de arriba a abajo (“top-down”), se parte del comportamiento observado
en el sistema nervioso y se trata de encontrar las razones por las que se produce dicho
comportamiento. La Figura 1.1 muestra esquema´ticamente el flujo de informacio´n entre la
Neurociencia Computacional y la Neurociencia tradicional. Independientemente de co´mo se
desarrollen, los modelos permiten estudiar las caracter´ısticas individuales del sistema objeto
de estudio de una forma ra´pida y sencilla analizando la evolucio´n de sus variables. Estas
variables representan gran parte de los factores que dirigen el comportamiento del sistema
biolo´gico. Sin los modelos teo´ricos es muy dif´ıcil, y en algunos casos incluso imposible, ana-
lizar el cometido de muchos de estos factores debido a la complejidad de aislarlos en los
sistemas naturales tanto en preparaciones in vivo como en preparaciones in vitro.









Figura 1.1: Flujo de informacio´n entre la Neurociencia Computacional y la Neurociencia tradicional.
Los experimentos realizados en los laboratorios permiten conocer la morfolog´ıa y el comportamiento
de las neuronas y las redes neuronales. La Neurociencia Computacional utiliza estos datos para
construir modelos teo´ricos que permiten: (i) validar las hipo´tesis experimentales, (ii) realizar nuevas
hipo´tesis teo´ricas y (iii) proponer nuevos experimentos.
Todo lo anterior puede hacer pensar que la Neurociencia tradicional y la Neuro-
ciencia Computacional son disciplinas relacionadas pero con un alto grado de inde-
pendencia. Sin embargo, en muchas ocasiones ambas van de la mano. En experimen-
tos recientes se ha comenzado a combinar las te´cnicas tradicionales con la Neurocien-
cia Computacional, desarrolla´ndose circuitos h´ıbridos en los que neuronas biolo´gicas in-
teractu´an de forma eficaz con modelos de neurona y/o sinapsis implementados tanto
en hardware como en software [Yarom, 1991, LeMasson et al., 1995, Pinto et al., 2000,
Szu¨cs et al., 2000, LeMasson et al., 2002, Olypher et al., 2006].
1.2. Computacio´n Neuronal Artificial
Se puede afirmar que el sistema nervioso es el mejor sistema de procesamiento de infor-
macio´n en paralelo, capaz de realizar una gran cantidad de tareas de forma ra´pida y eficiente
bajo diversas condiciones de error. La informacio´n se procesa de forma simulta´nea en dife-
rentes regiones que se coordinan para realizar una tarea espec´ıfica. Muchas de estas tareas
no son innatas, sino que se aprenden y perfeccionan a lo largo del tiempo con la experiencia.
Todas estas caracter´ısticas son deseables para otros muchos sistemas en diversos campos
de la ciencia, lo que hace del sistema nervioso un buen ejemplo a imitar. La Computacio´n
Neuronal Artificial intenta proporcionar a los sistemas artificiales alguna de las habilidades
mencionadas anteriormente inspira´ndose en la forma en que los sistemas biolo´gicos procesan
la informacio´n [Fausett, 1994, Haykin, 1998].
Las redes neuronales artificiales surgieron entre los an˜os 40 y 50 del
siglo XX [McCulloch and Pitts, 1943, Hebb, 1949]. Su objetivo era imitar las estrate-
gias ba´sicas de procesamiento de informacio´n del sistema nervioso para disen˜ar nuevos
paradigmas de computacio´n artificial. En las redes neuronales artificiales se intenta
aprovechar las caracter´ısticas del sistema biolo´gico para resolver problemas computacio-
nales. Sin embargo, su inspiracio´n biolo´gica se limita casi exclusivamente a la presencia
de elementos de procesamiento de informacio´n conectados entre s´ı (equivalentes a las
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neuronas) y a la existencia de reglas de aprendizaje basadas en la modificacio´n de los pesos
de estas conexiones (ana´logas a las sinapsis). Pese a ello, las redes neuronales artificiales
tradicionales han heredado dos de las caracter´ısticas ma´s significativas del sistema nervioso:
la capacidad de detectar patrones de comportamiento y la de aprender a partir de ejemplos
sin la necesidad de formalizar el conocimiento a tratar. Estas caracter´ısticas son la base
de dos de sus mayores ventajas respecto a otros paradigmas de razonamiento artificial:
el aprendizaje adaptativo y la auto-organizacio´n. La primera de ellas es la capacidad de
aprender a realizar una tarea basa´ndose en un entrenamiento o experiencia previa; la
segunda, la capacidad de crear su propia representacio´n de la informacio´n.
Los paradigmas de computacio´n neuronal artificial han sido capaces (con limitaciones
conocidas) de proporcionar resultados o´ptimos durante varias de´cadas en campos como la
inteligencia artificial, la robo´tica o la ingenier´ıa entre otros, utiliza´ndose con e´xito en tareas
tan diversas como:
• Clasificacio´n. Sistemas que dado un conjunto de datos los distribuyen en distintas
clases en funcio´n de sus caracter´ısticas. Por ejemplo, las redes neuronales artificiales
se usan para el reconocimiento de caracteres manuscritos.
• Optimizacio´n. Sistemas que, dado un conjunto de restricciones que definen un proble-
ma y una funcio´n de coste de los posibles pasos que se pueden dar para solucionarlo,
intentan encontrar la solucio´n o´ptima.
• Razonamiento. Sistemas expertos para la toma de decisiones.
Por otro lado, si al analizar su comportamiento aparecen propiedades emergentes que se
dan en algu´n sistema biolo´gico, las redes neuronales artificiales tambie´n permiten explicar
la funcionalidad del sistema nervioso animal. En estos casos, el estudio de la forma en que
se procesa la informacio´n en la red artificial puede servir para interpretar lo que sucede en
el sistema real realizando una asociacio´n entre ambos [Garc´ıa-Sa´nchez and Huerta, 2003].
1.3. Objetivos de la tesis
Todos los experimentos y resultados propuestos en esta memoria de tesis doctoral parten
de dos hipo´tesis ba´sicas: (i) las neuronas, las redes neuronales que forman y las sen˜ales
que generan pueden ser estudiadas con el formalismo de los sistemas dina´micos; y (ii) las
neuronas son ce´lulas que realizan un procesamiento complejo de la informacio´n y no meros
entes de transduccio´n de sen˜ales.
El trabajo de investigacio´n que se presenta consiste en el estudio de los mecanismos de
codificacio´n temporal y procesamiento de informacio´n en la actividad de las neuronas que
forman los circuitos neuronales denominados Generadores Centrales de Patrones o CPGs
(de sus siglas en ingle´s, Central Pattern Generators), as´ı como su posible utilizacio´n en
el campo de la Computacio´n Neuronal Artificial. Concretamente, vamos a estudiar unas
estructuras temporales espec´ıficas de cada neurona que se han descubierto en los u´ltimos
an˜os en preparaciones in vitro del CPG pilo´rico de la langosta [Szu¨cs et al., 2003]. Estas
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Figura 1.2: Robot modular controlado por CPGs bioinspirados con neuronas que tienen actividad
en ra´fagas. Este robot imita el movimiento de un gusano. Fotograf´ıa tomada en el laboratorio del
GNB cedida por Fernando Herrero Carro´n y Juan Gonza´lez.
estructuras se denominan firmas neuronales, ya que permiten identificar un´ıvocamente a la
neurona que las genera. El punto de partida de nuestra investigacio´n es el estudio de su
origen y su significado funcional.
Los CPGs son sistemas neuronales para el control del movimiento pertenecientes al siste-
ma nervioso motor. Sus ce´lulas producen un patro´n de actividad r´ıtmico de forma robusta y
flexible. Los ritmos consisten en una secuencia de activacio´n o disparo caracter´ıstica de cada
una de las ce´lulas de la red y sirven para controlar y coordinar actividades motoras repeti-
tivas. Para otros campos de la ciencia son sistemas interesantes ya que pueden tener mu´lti-
ples aplicaciones. Una aplicacio´n inmediata es el control del movimiento en el campo de la
robo´tica [Ferrel, 1995, Barnes and Barnes, 1998, Schmitz et al., 2001, Fukuoka et al., 2003,
Ghigliazza and Holmes, 2004, Kimura et al., 2007]. La Figura 1.2 muestra un ejemplo de
robot controlado por CPGs compuestos de neuronas con actividad en ra´fagas desarrollados
en el GNB [Grupo de Neurocomputacio´n Biolo´gica]. Otra posible aplicacio´n de los CPGs
es la de controlar sistemas f´ısicos que (i) se deben optimizar para conseguir un objetivo
final, (ii) deben ser muy robustos ante posibles fallos y/o (iii) deben cambiar ra´pidamente
de un estado a otro en funcio´n de alguno de sus para´metros [Huerta et al., 2000]. Este tipo
de modelos se denominan modelos neuromeca´nicos.
Los primeros modelos descritos en esta tesis se plantean para estudiar el procesamiento
de informacio´n en los CPGs biolo´gicos tratando de responder a alguna de las preguntas
que surgieron a partir del descubrimiento de las firmas neuronales. El objetivo es ayudar a
comprender las bases de los procesos naturales implicados en los mecanismos de generacio´n
y reconocimiento de firmas y obtener una descripcio´n realista de ellos. Se van a utilizar
modelos de neurona, de sinapsis y de arquitecturas de red bien conocidos, as´ı como nuevos
modelos inspirados en los resultados obtenidos en el laboratorio. Esto nos va a permitir:
• Discutir cua´l es el origen de las firmas neuronales.
• Evaluar hipo´tesis sobre el papel que desempen˜an dentro de los circuitos en los que
aparecen.
• Evaluar la capacidad de ciertos sistemas neuronales de utilizar las firmas como meca-
nismo de codificacio´n de informacio´n.
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• Formular hipo´tesis sobre los mecanismos que pueden permitir a una neurona reconocer
una firma en la sen˜al de entrada procedente de otra neurona.
• Evaluar la posibilidad de que en una misma sen˜al neuronal existan mu´ltiples co´digos
que permitan transmitir simulta´neamente distinto tipo de informacio´n. Esta informa-
cio´n se puede utilizar para discriminar y/o contextualizar el mensaje de la sen˜al.
• Sugerir experimentos que realizar en el laboratorio para validar las hipo´tesis que plan-
teamos.
Los avances producidos en el estudio del sistema nervioso en los u´ltimos an˜os han pro-
porcionado una ingente cantidad de nuevos datos relativos a los mecanismos de codificacio´n,
transformacio´n, coordinacio´n, creacio´n, ejecucio´n y aprendizaje de informacio´n en distintos
tipos de redes neuronales biolo´gicas. Sin embargo, como se ha comentado anteriormente, la
inspiracio´n biolo´gica de las redes neuronales artificiales sigue siendo muy limitada, existien-
do muy pocos ejemplos que hagan uso de estos nuevos descubrimientos. En este contexto,
no se ha explorado en detalle el potencial de la codificacio´n temporal de la informacio´n,
ni la utilizacio´n del reconocimiento del origen de una sen˜al, ni el uso de mu´ltiples co´digos
simulta´neos para almacenar distinto tipo de informacio´n en la red. El estudio e implemen-
tacio´n de alguna de estas estrategias sin duda dara´ lugar a aplicaciones mucho ma´s potentes
en campos como la inteligencia artificial y la robo´tica entre otros. La u´ltima parte de nuestra
investigacio´n se focaliza en ilustrar que es posible construir nuevos paradigmas artificiales
que se basen en estos u´ltimos descubrimientos. Para ello hemos desarrollado un nuevo mo-
delo de red neuronal auto-organizara en el que cada unidad tiene una firma identificativa y
que es capaz de discriminar la informacio´n de forma local basa´ndose en el reconocimiento y
memorizacio´n de dichas firmas. Esto demuestra que una red neuronal artificial puede uti-
lizar los mecanismos de codificacio´n y procesamiento de informacio´n derivados de nuestros
modelos biolo´gicos.
1.4. Estructura de la memoria de tesis
Los objetivos fijados en la seccio´n anterior se han alcanzado en tres fases de estudio, de
forma que todos los modelos y simulaciones planteados se pueden agrupar en tres categor´ıas.
En las dos primeras fases las firmas neuronales se estudian desde un punto de vista “biolo´gi-
co” (Parte II y III de la memoria). En la tercera, se usan como base en la construccio´n de
un nuevo paradigma de red neuronal artificial bioinspirada capaz de resolver un problema
concreto (Parte IV).
A continuacio´n se da una pequen˜a descripcio´n de cada una de las fases de estudio y se
expone la organizacio´n de los contenidos en esta memoria. El documento se ha dividido en
diferentes partes en las que se agrupan los cap´ıtulos en funcio´n de su contenido:
• En la Parte I se muestra el estado del arte en este campo de investigacio´n y se presenta
una breve introduccio´n biolo´gica, tanto general como de las redes neuronales objeto
de estudio, para comprender las bases de los modelos desarrollados durante nuestra
investigacio´n.
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• La Parte II recoge los resultados de nuestra primera fase de estudio. El primer objetivo
de los modelos desarrollados durante esta fase es reproducir el comportamiento ob-
servado en el CPG pilo´rico de los crusta´ceos en el laboratorio. Por este motivo, todos
ellos son modelos de esta red neuronal. En ellos se utilizan distintas topolog´ıas de red
y distintos modelos de neurona. Esto permite estudiar la influencia de la conectividad
y de la dina´mica individual de las neuronas en la generacio´n de las firmas. Durante
esta fase se han realizado dos tipos de simulaciones: unas para analizar cua´l puede ser
el origen de las firmas neuronales; y otras para evaluar su posible papel funcional en
el correcto funcionamiento del CPG pilo´rico.
• En la Parte III se recogen los resultados de la segunda fase de nuestra investigacio´n.
En ella dejamos el CPG pilo´rico para estudiar mecanismos de codificacio´n de infor-
macio´n generales basados en las firmas neuronales. Las caracter´ısticas de la actividad
registrada en el CPG biolo´gico apoyan la hipo´tesis de que las firmas forman parte de
un co´digo mu´ltiple para el intercambio de informacio´n. En los experimentos presen-
tados en la Parte III, se utilizan distintos modelos de CPG gene´ricos para analizar la
viabilidad teo´rica de esta hipo´tesis. Todos ellos esta´n formados por un CPG emisor y
otro receptor bioinspirados. El objetivo es estudiar la respuesta del receptor a sen˜ales
de entrada con distintas caracter´ısticas procedentes del emisor. Ninguno de los mo-
delos desarrollados simula el comportamiento de un sistema neuronal concreto. Esto
permite alcanzar resultados ma´s generales aplicables a una gran cantidad de redes
biolo´gicas.
• La Parte IV describe nuestros experimentos en el campo de la Computacio´n Neuro-
nal Artificial. Se propone un nuevo paradigma de red neuronal artificial en el que la
informacio´n se codifica y procesa utilizando mecanismos ana´logos a los que se des-
prende que pueden existir en ciertos sistemas neuronales tras analizar los resultados
de nuestros modelos biolo´gicos. Las redes neuronales artificiales desarrolladas se basan
en las hipo´tesis planteadas con estos u´ltimos (multico´digos, discriminacio´n y contex-
tualizacio´n de la informacio´n, mecanismos de memoria transitoria, etc). Se utilizan
las firmas neuronales dentro de un sistema de codificacio´n mu´ltiple de la informacio´n
que permite contextualizar los mensajes que recibe cada neurona. Las firmas permi-
ten identificar la procedencia de los mensajes, procesando cada elemento de la red
la informacio´n recibida de distinta forma en base a su origen y realizando una tarea
diferente en funcio´n del contexto de dicho mensaje. Como ejemplo ilustrativo de las
posibilidades de la utilizacio´n de este nuevo paradigma se han disen˜ado modelos de red
y algoritmos aplicables al problema cla´sico de la resolucio´n de puzzles rompecabezas,
evaluando su rendimiento frente a otros me´todos tradicionales.
• En la Parte V se exponen (i) las conclusiones obtenidas de nuestro trabajo, (ii) las
hipo´tesis que planteamos como resultado de nuestra investigacio´n y (iii) cua´les van a
ser las l´ıneas a seguir como continuacio´n del trabajo de investigacio´n presentado.
• Finalmente, la memoria se completa con tres ape´ndices y la lista de referencias y biblio-
graf´ıa. El Ape´ndice A contiene una descripcio´n detallada de los modelos de neurona
individual utilizados en nuestros estudios. El Ape´ndice B contiene una descripcio´n
de los modelos de sinapsis utilizados en la construccio´n de los CPGs. Por u´ltimo, el
Ape´ndice C recoge un breve pseudoco´digo de la implementacio´n del paradigma de red
neuronal basado en firmas propuesto aplicado a la resolucio´n de puzzles rompecabezas.
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Cap´ıtulo 2
Base biolo´gica
Gran parte del trabajo de investigacio´n desarrollado en esta tesis se basa en la construc-
cio´n de modelos teo´ricos que simulan el comportamiento de sistemas neuronales biolo´gicos.
Estos modelos formalizan matema´ticamente la dina´mica de los elementos que forman el
sistema objeto de estudio. Este cap´ıtulo introduce los conceptos biolo´gicos ba´sicos que se
van a utilizar en los modelos. De forma general se describen los componentes fundamentales
que se van a modelar de las redes neuronales, neuronas y sinapsis. Se introduce que´ son los
CPGs (Generadores Centrales de Patrones) y cua´l es su misio´n, enfatizando su importancia
para el control motor. Por u´ltimo, dado que son las redes neuronales que se van a modelar
o en las que se van a basar nuestros modelos para el estudio de las firmas neuronales en
los sistemas biolo´gicos, se va a prestar especial atencio´n a dos de los CPGs existentes en el
sistema estomatoga´strico de los crusta´ceos. Adema´s de las caracter´ısticas de las neuronas
que los forman y las conexiones que se establecen entre ellas, se explican las de su actividad
colectiva.
2.1. Introduccio´n
El aspecto computacional del sistema nervioso cada vez esta´ cobrando una mayor re-
levancia en el contexto de la Neurociencia. Se trata de comprender cua´les son las ba-
ses biolo´gicas del procesamiento de informacio´n neuronal que permiten a los animales
percibir, actuar y aprender. Hasta hace relativamente poco tiempo era muy complicado
realizar estudios detallados en este campo. Las mejoras de las te´cnicas de investigacio´n
han permitido identificar algunos de los mecanismos ba´sicos de transmisio´n de informa-
cio´n [Kandel et al., 1991, Dayan and Abbott, 2001, Koch, 2004].
El cuerpo de cualquier animal recibe una gran cantidad de est´ımulos, tanto internos
como externos, a trave´s de los receptores sensoriales. Como consecuencia de su recepcio´n
puede producirse una respuesta, t´ıpicamente un movimiento, mediante los o´rganos efectores
(por ejemplo los mu´sculos). De ah´ı la necesidad de un sistema que permita transmitir la
informacio´n con eficacia y rapidez. El encargado de adquirir y procesar la informacio´n
sensorial, programar una respuesta motora o emocional, y transmitirla a trave´s del cuerpo
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Figura 2.1: Microfotograf´ıas de dos neuronas aisladas [Mazzarello, 1999]. En ellas se ve claramente la
morfolog´ıa de estas ce´lulas: el soma o cuerpo celular, el axo´n y las dendritas. Las ramificaciones del
axo´n de una neurona (neurona presina´ptica) establecen las conexiones sina´pticas con las dendritas
o el cuerpo celular de otra (neurona postsina´ptica).
del animal es el sistema nervioso. Siguiendo el flujo de informacio´n neuronal, e´ste se divide en
tres partes fundamentales: el sistema sensorial, cuyos componentes (receptores sensoriales)
reciben los est´ımulos; el sistema central que organiza y procesa toda la informacio´n; y el
sistema motor, cuyos componentes realizan los movimientos en respuesta a los est´ımulos
recibidos. Adema´s de estas funciones ba´sicas, el sistema nervioso tiene la capacidad de
aprender de la informacio´n recibida. Muchas de las tareas que realiza se aprenden y mejoran
con la experiencia.
El procesamiento de informacio´n se realiza gracias a las ce´lulas nerviosas y a las conexio-
nes que se establecen entre ellas. Pra´cticamente todas las ce´lulas nerviosas siguen el mismo
esquema de comportamiento ba´sico. A pesar de su relativa simplicidad, son capaces de rea-
lizar una gran cantidad de tareas complejas intercambiando informacio´n y coordina´ndose en
las denominadas redes neuronales. Ce´lulas nerviosas con ba´sicamente las mismas propieda-
des son capaces de producir acciones muy diferentes gracias a las conexiones que establecen
con otras ce´lulas nerviosas, receptores sensoriales y/o mu´sculos. La comprensio´n de los
mecanismos que permiten la comunicacio´n e intercambio de informacio´n entre todos estos
elementos es fundamental para estudiar la funcionalidad del sistema nervioso.
2.2. Neuronas
Hasta que Santiago Ramo´n y Cajal propuso que el sistema nervioso animal estaba
formado por ce´lulas [Ramo´n y Cajal, 1892, Ramo´n y Cajal, 1894, Ramo´n y Cajal, 1909,
Ramo´n y Cajal, 1911], se pensaba que estaba constituido por un ret´ıculo continuo. Las
ce´lulas que forman el sistema nervioso pueden ser de dos tipos: neuronas y ce´lulas de gl´ıa.
Aqu´ı so´lo vamos a centrarnos en las primeras, ya que t´ıpicamente se piensa que son las uni-
dades ba´sicas de procesamiento de informacio´n en el sistema nervioso [Kandel et al., 1991].
Las neuronas son ce´lulas que presentan un alto grado de especializacio´n. Lo que las di-
ferencia del resto de tipos celulares es su alta capacidad de recibir, procesar y transmitir in-
formacio´n. Cualquier neurona puede describirse con un modelo ba´sico general que consta de
cuatro componentes funcionales: un receptor de informacio´n, un integrador de la informacio´n
recibida, un conductor y un emisor. Morfolo´gicamente hablando constan de tres partes fun-
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damentales: el soma, el axo´n y las dendritas (Figura 2.1). El soma es el cuerpo celular de la
neurona, presentando los mismos orga´nulos que el centro metabo´lico de cualquier otra ce´lula
(nu´cleo, mitocondrias, etc). Las dendritas son ramificaciones que parten del soma para for-
mar los denominados a´rboles dendr´ıticos. E´stos son los principales receptores de sen˜ales ner-
viosas procedentes de los receptores sensoriales o de otras neuronas, aunque tambie´n pueden
participar en la decisio´n de disparo [Herreras, 1990, Chen et al., 1997, Stuart et al., 1997].
Por u´ltimo, el axo´n es una larga prolongacio´n del soma que actu´a como principal conductor
de las sen˜ales de salida. Su taman˜o es muy variable, lo que le permite hacer llegar la infor-
macio´n a grandes distancias. La informacio´n nerviosa se transmite propagando una sen˜al
ele´ctrica transitoria denominada potencial de accio´n (ver detalles ma´s adelante).
Las neuronas pueden clasificarse mediante distintos criterios. En esta tesis so´lo vamos a
distinguir tres tipos de neurona: las sensoriales, las interneuronas y las motoneuronas. Las
neuronas sensoriales son las encargadas de recibir los est´ımulos y transformar la energ´ıa
f´ısica de e´stos en impulsos nerviosos. Las interneuronas procesan la informacio´n localmente
y propagan los impulsos nerviosos a otras ce´lulas. Y las motoneuronas reciben informacio´n
de las neuronas sensoriales o de las interneuronas e inervan de forma directa a los o´rganos
efectores.
Los feno´menos relacionados con la generacio´n, almacenamiento y liberacio´n de informa-
cio´n en las neuronas se producen gracias a las caracter´ısticas de sumembrana citoplasma´tica.
E´sta es la que separa la ce´lula de su ambiente extracelular. La carga ele´ctrica a cada la-
do de la membrana es diferente, lo que hace que exista una diferencia de potencial entre
el interior y el exterior de la ce´lula conocida como potencial de membrana. La evolucio´n
temporal del potencial de membrana caracteriza el comportamiento de una neurona. Los
modelos de neurona reproducen el comportamiento de la ce´lula calculando, con distinto
grado de realismo y mayor o menor nu´mero de simplificaciones, la evolucio´n temporal de su
potencial de membrana.
En reposo, es decir, cuando no recibe ningu´n tipo de est´ımulo, el interior de la ce´lula
presenta una carga negativa respecto al exterior. En esta situacio´n el valor del potencial
de membrana se conoce como potencial de reposo. T´ıpicamente este valor es aproximada-
mente 65 milivoltios (mV ), aunque var´ıa de unas neuronas a otras. Arbitrariamente se ha
elegido que el potencial de referencia en el exterior tenga un valor de 0 mV , de ah´ı que
el potencial de reposo sea negativo. La membrana citoplasma´tica de las neuronas presenta
una permeabilidad selectiva a ciertas mole´culas, lo que permite que e´stas entren y salgan
de la ce´lula a trave´s de los denominados canales io´nicos, un tipo especial de prote´ınas es-
pecializadas en la conduccio´n de iones o mole´culas especificas [Kandel et al., 1991]. Existen
canales pasivos que siempre esta´n “abiertos” y canales activos que pueden “abrirse” o “ce-
rrarse” en respuesta a sen˜ales ele´ctricas, meca´nicas o qu´ımicas espec´ıficas recibidas por la
neurona [Hille, 2001]. En reposo, la mayor´ıa de los canales activos esta´n “cerrados”. El mo-
vimiento de cargas ele´ctricas a trave´s de los canales de la membrana citoplasma´tica de las
neuronas hace que se produzca un flujo ele´ctrico en funcio´n del desplazamiento de diferentes
especies io´nicas y moleculares. Este mecanismo es el que permite la transmisio´n del impulso
nervioso.
El potencial de membrana no se mantiene constante, en determinadas circunstancias
puede variar. Si aumenta se produce una despolarizacio´n y si disminuye una hiperpolariza-























Figura 2.2: Ejemplo de actividad spiking. La figura muestra seis potenciales de accio´n o spikes. La
neurona del ejemplo dispara de forma to´nica, lo que la permite codificar informacio´n en el periodo
de disparo.
cio´n. Son frecuentes pequen˜as despolarizaciones e hiperpolarizaciones en rangos cercanos al
potencial de reposo. Estas pequen˜as variaciones se conocen como actividad subumbral. Sin
embargo, existe un umbral de despolarizacio´n superado el cual se produce un incremento
muy ra´pido del potencial de membrana durante un corto intervalo de tiempo, genera´ndose
lo que se conoce como potencial de accio´n o spike. Si el comportamiento de una neurona se
caracteriza por la alternancia de potenciales de accio´n y periodos de relajacio´n se dice que
presenta una actividad spiking (Figura 2.2).
Los mecanismos responsables de la generacio´n de los potenciales de accio´n actu´an en
diferentes escalas temporales que interactu´an entre s´ı para permitir un procesamiento tem-
poral de la informacio´n. Estas interacciones son las que permiten la integracio´n completa
de la informacio´n en el tiempo. En mu´ltiples ocasiones los potenciales de accio´n no se pro-
ducen de forma aislada, sino que se agrupan en ra´fagas, tambie´n conocidas como bursts.
En estos casos se alternan periodos de gran actividad con periodos en los que la neuro-
na esta´ en “silencio” (so´lo presenta actividad subumbral). Este comportamiento se conoce
como comportamiento en ra´fagas o bursting y presenta una actividad mucho ma´s rica que
el comportamiento spiking desde el punto de vista de la combinacio´n de diversas escalas
temporales. Es este tipo de actividad en el que vamos a focalizar nuestra investigacio´n, de
ah´ı que la actividad en ra´fagas se describa de forma ma´s detallada en la Seccio´n 2.4. Dentro
de estos tipos de comportamiento ba´sicos puede haber modificaciones en la forma y fase en
la que se presentan los potenciales de accio´n (comportamiento perio´dico, irregular o incluso
cao´tico).
2.3. Sinapsis
Con el te´rmino sinapsis se denota la conexio´n entre dos neuronas [Kandel et al., 1991].
Las propiedades de estas conexiones permiten la comunicacio´n entre las ce´lulas nerviosas
(transmisio´n del impulso nervioso). Gracias a las sinapsis se forman las redes de neuronas
que intercambian informacio´n de su actividad para realizar una tarea comu´n. Cada neurona
puede recibir hasta 1.000 conexiones de otras neuronas.
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T´ıpicamente una sinapsis se establece entre la terminacio´n axo´nica de una ce´lula origen
(neurona presina´ptica) y el a´rbol dendr´ıtico de una destino (neurona postsina´ptica). Las
sen˜ales generadas por la primera hacen que se activen los canales sina´pticos, lo que permite
la transmisio´n de informacio´n nerviosa. Aunque el flujo de informacio´n nerviosa se basa
fundamentalmente en la transmisio´n de energ´ıa ele´ctrica, la naturaleza de las sinapsis puede
ser ele´ctrica o qu´ımica. En las siguientes secciones se explican muy brevemente ambos tipos
de conexio´n.
La dina´mica temporal de las sinapsis es de vital importancia para comprender la forma
en que la informacio´n nerviosa se codifica y se procesa. De ah´ı que los modelos, adema´s del
comportamiento de las neuronas, formalicen el de las sinapsis que las unen para estudiar
los mecanismos de codificacio´n y transmisio´n de informacio´n.
2.3.1. Sinapsis ele´ctricas
En las sinapsis ele´ctricas la neurona presina´ptica y la postsina´ptica esta´n muy pro´ximas,
de forma que la corriente fluye directamente entre sus membranas. Esto hace que la infor-
macio´n se transmita muy ra´pidamente sin apenas retardo. En la mayor´ıa de las ocasiones
las conexiones ele´ctricas son bidireccionales y sime´tricas (“gap juctions”), es decir, que la
corriente fluye simulta´neamente en ambos sentidos y con la misma intensidad. Sin embargo,
existen casos en los uno de los sentidos de la conexio´n tiene mayor preferencia que el otro o
en los que incluso la corriente no fluye hacia la neurona presina´ptica. Este tipo de sinapsis
se conocen como sinapsis rectificadoras [Selverston and Moulins, 1987].
2.3.2. Sinapsis qu´ımicas
Son el tipo de conexio´n ma´s abundante. En ellas las neuronas esta´n ma´s separadas que en
las conexiones ele´ctricas. El impulso nervioso se transmite de manera unidireccional gracias
a la accio´n de unas sustancias qu´ımicas que libera la neurona presina´ptica denominadas
neurotransmisores (por ejemplo, la acetilcolina, la adrenalina o la histamina). En este tipo
de sinapsis existe un retardo en la transmisio´n del orden de 1 a 5 milisegundos (aunque
puede ser mayor) desde que se produce el potencial de accio´n en la neurona presina´ptica
hasta que su efecto se ve en la postsina´ptica.
Cuando llega un spike a la terminacio´n axo´nica de la neurona presina´ptica, se produce
una despolarizacio´n que conlleva una reaccio´n metabo´lica que hace que se liberen ciertos
neurotransmisores. La neurona postsina´ptica es permeable a alguno de ellos. Al entrar en
la ce´lula se unen a receptores espec´ıficos de cada neurotransmisor que hacen que se abran
determinados canales. Esta reaccio´n es la que hace que el impulso nervioso se transmita en
las conexiones qu´ımicas. Existen neurotransmisores excitadores e inhibidores. Las corrientes
que provocan los primeros despolarizan la neurona; las que producen los inhibidores la
hiperpolarizan.
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estado spiking
estado de reposo
bifurcación de ciclo límite
(transición a reposo)(transición a spiking)
bifurcación de equilibrio
estado de reposo
Figura 2.3: Panel izquierdo: Dina´micas que intervienen en la actividad bursting. La dina´mica lenta
(abajo) modula la ra´pida (arriba) para agrupar los potenciales de accio´n en ra´fagas separadas por
periodos de inactividad. Panel derecho: Bifurcaciones asociadas a la generacio´n de una ra´faga. La
primera de ellas es un atractor de equilibrio que hace que la neurona comience a disparar. La segunda
es un atractor de ciclo l´ımite que hace que vuelva al estado de equilibrio.
2.3.3. Sinapsis qu´ımicas graduales
Como se vera´ ma´s adelante, entre las neuronas de los circuitos que se van a modelar
existe un tipo “especial” de sinapsis qu´ımica, conocida como sinapsis gradual, que presenta
ciertas propiedades caracter´ısticas [Roberts and Bush, 1981, Pearson and Fourtner, 1975].
Lo que diferencia estas conexiones de las no graduales es que en ellas no so´lo se liberan
neurotransmisores en el momento en el que se produce un potencial de accio´n, sino que
tambie´n, aunque en menor medida, cuando se supera cierto umbral. Esto hace que la sen˜al
se transmita un poco antes y un poco despue´s de producirse los potenciales de accio´n en la
neurona presina´ptica.
2.4. Actividad en ra´fagas
Una ra´faga o burst son dos o ma´s potenciales de accio´n que se agrupan en un “corto
intervalo de tiempo” y que esta´n separados del resto por periodos en los que so´lo se pro-
duce actividad subumbral. Las neuronas con actividad en ra´fagas o bursting presentan un
comportamiento que se caracteriza por la alternancia de periodos de gran actividad con
fases en las que la neurona esta´ en reposo (ver panel izquierdo de la Figura 2.3). Este tipo
de comportamiento se ha observado en mu´ltiples sistemas neuronales de una gran canti-
dad de animales. Las ra´fagas t´ıpicamente se producen por la interaccio´n entre corrientes
ra´pidas, responsables de la generacio´n de los potenciales de accio´n (oscilacio´n intraburst),
y corrientes lentas, que modulan esta actividad (oscilacio´n interburst). El panel izquierdo
de la Figura 2.3 muestra un ejemplo de la forma en que se combina una dina´mica ra´pida y
una lenta para generar una secuencia de ra´fagas. Ambas dina´micas se producen en escalas
temporales diferentes, dando como resultado patrones muy diversos. A esto se une que la
forma en la que se producen y se agrupan los spikes dentro de las ra´fagas tambie´n es muy
variada (Figura 2.4).
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Figura 2.4: Ejemplos de neuronas con comportamiento en ra´fagas [Izhikevich, 2006]. Paneles a y b:
Neuronas visuales corticales primarias (gato). Panel c: Neurona cortical (gato anestesiado). Panel d :
Neurona tala´mica reticular. Panel e: Neurona talamocortical (gato). Panel f : Neurona piramidal
CA1. Panel g : Neurona respiratoria. Panel h: Interneurona trigerminal (rata).
Los mecanismos dina´micos que intervienen en la generacio´n de la actividad en ra´fagas
se conocen de forma muy detallada [Izhikevich, 2006]. En el panel derecho de la Figura 2.3
se muestra un ejemplo de estos mecanismos. La generacio´n de potenciales de accio´n se
suele deber a la accio´n de una corriente despolarizante que hace que la neurona se excite y
comience a disparar (estado spiking). Durante este estado se inician ciertos procesos dirigidos
por una dina´mica ma´s lenta que hacen que, transcurrido cierto intervalo de tiempo, la ce´lula
deje de ser excitable. Esto produce la finalizacio´n de la ra´faga y que se pase al estado de
reposo. La transicio´n entre ambos estados se produce gracias a que los procesos dirigidos por
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la dina´mica lenta hacen que los dirigidos por la ra´pida sufran dos tipos de bifurcacio´n. Una
es un atractor de equilibrio que lleva a la neurona del estado de reposo al estado spiking. La
otra es un atractor de ciclo l´ımite que devuelve a la neurona al estado de reposo. Cada una de
estas bifurcaciones puede ser diferente en funcio´n de las propiedades io´nicas de la neurona.
El tipo de bifurcacio´n que hace que se inicie y que se finalice la ra´faga determina el tipo de
actividad bursting que genera la ce´lula. Basa´ndose en el tipo de estas dos bifurcaciones se
han llegado a clasificar hasta 120 tipos diferentes de ra´fagas [Izhikevich, 2000].
La generacio´n de ra´fagas de potenciales de accio´n es uno de los mecanismos que permite
la transmisio´n de informacio´n nerviosa. Existe una gran cantidad de hipo´tesis referentes a
su importancia durante el procesamiento de informacio´n neuronal. Entre ellas cabe destacar
las siguientes:
• Las ra´fagas son ma´s eficientes que los potenciales de accio´n aislados a la hora de
producir una respuesta en la neurona postsina´ptica. Adema´s permiten una mayor
tolerancia a fallos en la comunicacio´n [Lisman, 1997]. Si la transmisio´n de un spike
aislado “falla” la informacio´n se pierde, mientras que si el fallo se produce en uno de los
potenciales de accio´n de una ra´faga el resto puede producir la respuesta presina´ptica.
• Tienen un mayor efecto sobre la plasticidad de una sinapsis que los spikes individua-
les [Lisman, 1997].
• La transmisio´n tiene una mayor tolerancia a ruidos, ya que en general la generacio´n
de una ra´faga requiere un mayor est´ımulo que el necesario para generar un solo spi-
ke [Sherman, 2001].
• La actividad bursting y la actividad spiking se pueden combinar para codificar res-
puestas a diferentes est´ımulos sensoriales. En funcio´n de la entrada sensorial se
producira´ un tipo de respuesta u otro [Gabbiani et al., 1996, Doiron et al., 2003,
Oswald et al., 2004].
• Las ra´fagas pueden contener una mayor cantidad de informacio´n que los potenciales
de accio´n individuales [Reinagel et al., 1999]. En algunos casos se ha propuesto incluso
que los spikes individuales simplemente son ruido.
2.5. Mecanismos de codificacio´n de informacio´n neuronal
El procesamiento de informacio´n en el sistema nervioso animal se realiza gracias
a la existencia de un conjunto de co´digos capaces de representar los est´ımulos y de
transmitir la informacio´n nerviosa. Estos co´digos permiten un procesamiento eficien-
te y una optimizacio´n de los procesos neuronales involucrados en la memoria y el
aprendizaje [Stevens and Zador, 1995, Ferster and Spruston, 1995, Gerstner et al., 1997,
Na´dasdy, 2000].
La transmisio´n de informacio´n nerviosa se produce gracias a las sinapsis (qu´ımicas y
ele´ctricas), a los neuromoduladores, a ciertas hormonas, etc. Esto hace que sea dif´ıcil iden-
tificar una u´nica unidad de informacio´n. En la mayor´ıa de los casos se puede asumir que
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los co´digos neuronales se basan en la generacio´n de secuencias de potenciales de accio´n.
Lo que no esta´ tan claro es la forma en que e´stos codifican exactamente la informacio´n
nerviosa. Tradicionalmente se han descrito diversos mecanismos para la codificacio´n de in-
formacio´n, habla´ndose de codificacio´n espacial o temporal en funcio´n de que el co´digo haga
uso del “quie´n” y el “cua´ndo” en relacio´n a los eventos neuronales. Ambos tipos de codifi-
cacio´n esta´n muy relacionados y en ocasiones no se puede realizar una distincio´n clara entre
ellos [Theunissen and Miller, 1995]. En estos casos se habla de una codificacio´n espacio-
temporal. Que una neurona utilice un co´digo concreto para codificar la informacio´n que
env´ıa a otra ce´lula no tiene que significar necesariamente que no pueda utilizar cualquier
otro tipo de codificacio´n para comunicarse con una segunda ce´lula. En este sentido, ser´ıa
posible que una neurona pudiera enviar en una misma sen˜al datos para distintos receptores
utilizando simulta´neamente ma´s de un mecanismo de codificacio´n. E´ste va a ser uno de los
puntos principales del trabajo de investigacio´n que se presenta en esta memoria de tesis
doctoral.
Tradicionalmente [Adrian, 1926] se ha pensado las neuronas individuales se comuni-
can mediante co´digos basados en su ratio de disparo (rate codes), es decir, en el nu´mero
de potenciales de accio´n que producen por unidad de tiempo. En este tipo de co´digos,
el instante preciso en el que se generan los spikes no tiene ninguna importancia. Sin em-
bargo, recientemente se ha comprobado que los potenciales de accio´n generados por algu-
nas neuronas ante un mismo est´ımulo son muy precisos desde un punto de vista tempo-
ral (del orden de milisegundos) [Berry et al., 1997, de Ruyter van Steveninck et al., 1997,
Reinagel and Reid, 2000, Chi and Margoliash, 2001, Szu¨cs et al., 2005]. Adema´s, los spikes
no siempre son independientes unos de otros, sino que esta´n relacionados con los que se
han generado anteriormente [Shadlen and Movshon, 1999, Nirenberg and Latham, 2003],
de forma que los patrones de disparo tambie´n podr´ıan contener informacio´n para el re-
ceptor de la sen˜al. E´stos y otros muchos nuevos descubrimientos han hecho que la codi-
ficacio´n temporal, basada en el instante preciso en el que se produce cada potencial
de accio´n, poco a poco haya cobrado una mayor relevancia. En la literatura se han
descrito y analizado exhaustivamente mu´ltiples co´digos temporales [Bialek et al., 1991,
Softky, 1995, Rieke et al., 1997, de Ruyter van Steveninck et al., 1997, Berry et al., 1997,
Buracas et al., 1998, Deco and Schu¨rmann, 1999, Zeck and Masland, 2007]. Estos co´digos
se basan en la frecuencia instanta´nea de disparo o en el tiempo preciso de ocurrencia. Sin
embargo, hasta el momento no se ha dado importancia a la estructura temporal de los po-
tenciales de accio´n que componen las ra´fagas. En esta tesis vamos a abordar este tipo de
codificacio´n.
Por u´ltimo, un grupo de neuronas puede tener un esquema de codificacio´n diferente
a la suma de los mecanismos de codificacio´n individual que utiliza cada una de ellas. La
integracio´n mediante sus conexiones sina´pticas y la dina´mica colectiva permiten utilizar
paradigmas de codificacio´n ma´s complejos. Gran cantidad de evidencias experimentales
muestran la existencia de los llamados co´digos de poblacio´n (population codes), en los que
grupos de neuronas codifican informacio´n de forma conjunta [Georgopoulos et al., 1986,
Fitzpatrick et al., 1997]. Este tipo de co´digos pueden ser espaciales, temporales o espacio-
temporales. En ellos, los est´ımulos complejos se representan mejor de lo que lo hacen las
neuronas individuales.
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Ráfagas con una estructura temporal precisa
Ráfagas como eventos unitarios
Figura 2.5: Panel izquierdo: Neurona con comportamiento en ra´fagas. Panel derecho: Comparacio´n
entre la interpretacio´n de la actividad de la neurona del panel izquierdo en la visio´n tradicional que
considera las ra´fagas eventos unitarios (arriba) y los nuevos enfoques (abajo) en los que se distingue
la estructura temporal de los spikes que las forman.
Como se ha comentado anteriormente, nuestra investigacio´n se va a centrar en un tipo
de codificacio´n temporal basada en la estructura temporal fina de los potenciales de accio´n
dentro del comportamiento neuronal en ra´fagas. En este tipo de comportamiento se combina
ma´s de una escala temporal, por lo que es posible codificar diferente tipo de informacio´n
(Seccio´n 2.4). La actividad bursting es muy comu´n en los generadores centrales de patro-
nes, circuitos relativamente sencillos para el control de actividades motoras r´ıtmicas. Estos
circuitos se discutira´n en detalle en la Seccio´n 2.7. Las neuronas de alguno de estos circuitos
presentan una distribucio´n temporal muy precisa en los potenciales de accio´n de sus ra´fagas.
Estas estructuras se han denominado firmas neuronales individuales.
Aunque desde hace casi medio siglo se sabe que ciertas neuronas en Aplysia son sen-
sibles al patro´n temporal que presentan los potenciales de accio´n de sus sen˜ales de en-
trada [Segundo et al., 1963], tradicionalmente la ra´fagas se han considerado eventos uni-
tarios. En esta visio´n lo importante es que se produzcan, mientras que la estructura
de los potenciales de accio´n dentro de ellas se considera indiferente. Por ello, el pa-
pel que desempen˜a la onda lenta despolarizante como mecanismo de comunicacio´n entre
neuronas con comportamiento en ra´fagas es algo estudiado con un alto grado de deta-
lle [Lisman, 1997, Golowasch et al., 1999b]. Sin embargo, en los u´ltimos an˜os se han realiza-
do descubrimientos que han hecho que se preste una mayor atencio´n al papel que puede de-
sempen˜ar la actividad “spiking” en los sistemas con comportamiento bursting. La Figura 2.5
muestra una comparativa entre la interpretacio´n de una secuencia de ra´fagas en el enfoque
tradicional y en los nuevos enfoques de codificacio´n. Dentro de estos nuevos enfoques, se
esta´ estudiando la cantidad de informacio´n que se puede transmitir en la estructura tempo-
ral (“timing”) de los potenciales de accio´n [Kepecs and Lisman, 2003], la respuesta selectiva
de ciertas neuronas a frecuencias de potenciales de accio´n espec´ıficas, efecto que se conoce
como resonancia [Izhikevich et al., 2003, Krahe and Gabbiani, 2004], o la distinta respuesta
de ciertos mu´sculos a ra´fagas con distinto nu´mero de spikes [Zhurov and Brezina, 2006].
2.6. Sistema nervioso motor. Movimientos r´ıtmicos
Las partes que constituyen el cuerpo de un animal esta´n en continuo movimiento. El
encargado de controlar y coordinar estos movimientos es el sistema motor, tanto si son
voluntarios como si son involuntarios. Los involuntarios o actos reflejos pueden ser de dos
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tipos: innatos o condicionados. Los primeros son un tipo de movimiento que se realiza de
forma instintiva y se derivan del co´digo gene´tico del animal. Por su parte, los actos re-
flejos condicionados son movimientos simples y ra´pidos respuesta a una entrada sensorial
(est´ımulo). Independientemente de su naturaleza, los movimientos se producen gracias a la
accio´n de uno o varios mu´sculos que interpretan y ejecutan las instrucciones enviadas por el
cerebro. Teniendo esto en cuenta, el sistema motor puede dividirse en dos partes fundamen-
tales que interactu´an entre s´ı: el sistema motor central y el sistema motor perife´rico. Los
elementos que constituyen el primero de ellos pertenecen al sistema nervioso central (corteza
cerebral, espina dorsal, cerebelo...) y son los encargados de controlar los movimientos. Los
del segundo (mu´sculos y nervios motores) son los encargados de realizar los movimientos
indicados por el sistema motor central.
Gran cantidad de movimientos requieren ciclos de actividad que se repiten en el tiem-
po. Este tipo de movimientos se denominan movimientos r´ıtmicos. Para realizarlos, los
mu´sculos que intervienen en ellos se contraen y/o expanden siguiendo una secuencia r´ıtmi-
ca continua y repetitiva. Es fundamental coordinar la accio´n de cada uno de estos mu´scu-
los para que actu´en en el instante que les corresponde. El sistema nervioso habitualmen-
te realiza este control mediante la generacio´n de ritmos. Se trata de patrones tempora-
les o secuencias que se repiten durante el movimiento que coordinan. Los mecanismos
de generacio´n y control de secuencias son de una importancia crucial en muchos aspec-
tos del comportamiento de cualquier animal [Orlovsky et al., 1999], apareciendo en los rit-
mos perio´dicos que producen redes neuronales relativamente sencillas como los generado-
res centrales de patrones [Selverston et al., 2000], pero tambie´n en las complejas oscilacio-
nes “theta” de las redes corticales [Bao and Wu, 2003]. La coordinacio´n de los elementos
constituyentes de un patro´n o de un conjunto de patrones espacio-temporales organizados
secuencialmente es un problema que ha dado lugar a una de las a´reas de investigacio´n
ma´s importantes de la Neurociencia. El desarrollo de modelos computacionales es ba´si-
co para el estudio de la generacio´n de ritmos y de los mecanismos de control en siste-
mas motores [Prinz, 2006]. Estos modelos sugieren que la coordinacio´n de un movimien-
to r´ıtmico requiere complejas interacciones e intercambio de informacio´n entre mu´ltiples
componentes del sistema nervioso motor, hecho que se ha corroborado experimentalmen-
te [Marder and Calabrese, 1996, Selverston et al., 2000, Brezina et al., 2005]. En esta tesis
vamos a estudiar algunos de los posibles mecanismos de intercambio de informacio´n exis-
tentes en los generadores centrales de patrones para controlar la generacio´n de ritmos.
2.7. Generadores Centrales de Patrones (CPGs)
Los Generadores Centrales de Patrones o CPGs (del ingle´s Central Pattern Generators)
son sistemas neuronales cuya misio´n fundamental es generar un patro´n de actividad r´ıtmico
robusto y flexible (como ejemplo ver la Figura 2.10) para controlar un comportamiento
motor que se repite secuencialmente en el tiempo en acciones como masticar, respirar,
andar o nadar [Selverston, 1999, Selverston et al., 2000]. Esta´n presentes en la mayor´ıa de
los animales, tanto vertebrados como invertebrados. Por ejemplo, en la espina dorsal humana
hay una gran cantidad de CPGs que controlan y coordinan distintas actividades motoras.
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Las neuronas que forman los CPGs generalmente actu´an como osciladores dina´micos,
presentando un comportamiento que se caracteriza por la generacio´n de ra´fagas de po-
tenciales de accio´n. Se trata de interneuronas y motoneuronas muy heteroge´neas que tra-
bajan conjuntamente para generar una sen˜al regular. Que sean heteroge´neas significa que
cuando esta´n aisladas unas de otras presentan un comportamiento muy diferente entre
s´ı y muy diferente al que muestran cuando esta´n conectadas. En este u´ltimo caso su ac-
tividad es r´ıtmica y regular. Cuando esta´n aisladas sina´pticamente del resto, en la ma-
yor´ıa de los casos dejan de ser regulares, presentando algunas incluso un comportamien-
to cao´tico [Aihara and Matsumoto, 1986, Hayashi and Ishizuka, 1992, Elson et al., 1998,
Varona et al., 2001b]. Este cambio de comportamiento puede deberse a dos factores fun-
damentales, que en la mayor´ıa de los casos se dan simulta´neamente. Por un lado, en ellos
suele haber ciertas neuronas con un comportamiento regular que actu´an como marcapasos
del sistema y a las que siguen el resto de ce´lulas del circuito. Por otro, los CPGs suelen
presentar propiedades redundantes, principalmente la conectividad de la red, que hacen que
el comportamiento individual se regularice.
Los CPGs tienen dos caracter´ısticas fundamentales que los hacen interesantes:
son auto´nomos y multifuncionales. Que sean auto´nomos quiere decir que pueden
comportarse correctamente sin est´ımulos sensoriales [Thoby-Brisson and Simmers, 1998,
Golowasch et al., 1999a]. Este es un factor muy importante para explicar el origen y na-
turaleza de los ritmos que generan. Que sean multifuncionales quiere decir que son sis-
temas dina´micos flexibles que pueden generar diferentes patrones de actividad estables
en funcio´n de su entrada sensorial y/o modulatoria. Los ritmos que generan las neuro-
nas que los forman son capaces de controlar la actividad muscular de una forma coor-
dinada y robusta bajo muy diversas circunstancias. En ocasiones los CPGs se estudian
aislados, pero para comprender su funcionamiento es necesario tener una visio´n glo-
bal [Chiel and Beer, 1997, Brezina et al., 2000, Brezina et al., 2003a, Brezina et al., 2003b,
Brezina et al., 2005, Fort et al., 2007] y estudiar la planta motora que interpreta la infor-
macio´n que generan.
A pesar de presentar comportamiento bursting, las motoneuronas de un CPG son ca-
paces de generar una sen˜al oscilatoria sin actividad spiking [Graubard, 1978, Raper, 1979,
Elson et al., 2001]. Esto quiere decir que el circuito puede generar un ritmo lento sin po-
tenciales de accio´n. Adema´s, una gran parte de los mu´sculos inervados por estas mo-
toneuronas son mu´sculos lentos que responden a la ra´faga como un todo, sin distinguir
los potenciales de accio´n individuales. Estos dos aspectos han hecho que tradicionalmen-
te se haya pensado que la dina´mica ra´pida de la sen˜al no es importante para caracteri-
zar el comportamiento de la red. De ah´ı que la mayor´ıa de los estudios realizados con
CPGs se centren en la onda lenta. Por ejemplo, en el CPG pilo´rico (Seccio´n 2.9.2) se
conoce de manera muy detallada los tipos de conexio´n que se establecen entre sus neuro-
nas [Selverston and Moulins, 1987, Selverston et al., 1998], los factores biof´ısicos y neuro-
modulatorios que determinan el comportamiento de la red [Ayali and Harris-Warrick, 1999,
Nadim et al., 1999, Nusbaum et al., 2001, Swensen and Marder, 2001] y las relaciones de fa-
se entre las neuronas que la forman [Hooper, 1997]. Sin embargo, la estructura interna de
los potenciales de accio´n dentro de las ra´fagas ha recibido una menor atencio´n.
Resultados experimentales obtenidos en los u´ltimos an˜os muestran que algu-
nos mu´sculos controlados por CPGs pueden adaptar su nivel de contraccio´n a
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Figura 2.6: Panel izquierdo: Ejemplar de langosta californiana (Panulirus interruptus). Panel dere-
cho: Ejemplar de cangrejo de mar (Cancer borealis). Ima´genes de la web “Aquarium of the Paci-
fic” [Aquarium of the Pacific]. E´stos son los crusta´ceos utilizados con mayor frecuencia en el estudio
de los CPGs.
la distribucio´n temporal de los potenciales de accio´n de las ra´fagas que reciben
de las motoneuronas [Hooper and Weaver, 2000, Brezina et al., 2000, Morris et al., 2000,
Hooper et al., 2007]. Recientemente, incluso se ha comprobado que ciertos mu´sculos del
sistema neuromuscular de la Aplysia que tradicionalmente se pensaba que eran mu´sculos
lentos, realmente no lo son [Zhurov and Brezina, 2006]. Estos mu´sculos responden de forma
distinta a ra´fagas en las que cambia la frecuencia de los potenciales de accio´n o se elimi-
na o an˜ade algu´n spike. En este sistema se han descubierto mecanismos que permiten al
mu´sculo transformar las sen˜ales de control “ra´pidas” que recibe en sen˜ales de su dina´mica
lenta [Zhurov and Brezina, 2006, Brezina, 2007]. Se desconoce si los CPGs o las neuronas
que los forman presentan mecanismos similares a e´stos, pero estos recientes descubrimientos
hacen que el estudio de la dina´mica ra´pida como mecanismo de codificacio´n de informacio´n
cobre una mayor relevancia.
Experimentalmente es muy dif´ıcil alterar la distribucio´n temporal de los potenciales de
accio´n dentro de una ra´faga sin alterar tambie´n las propiedades de la onda lenta de la
sen˜al. Por ello, es complicado realizar estos estudios con preparaciones in vitro, de ah´ı la
necesidad de desarrollar modelos teo´ricos que contribuyan a responder a las cuestiones que
se plantean.
2.8. El sistema estomatoga´strico
La estructura y el comportamiento de los CPGs se han estudiado en muchos anima-
les: el clione [Arshavsky et al., 1985a, Arshavsky et al., 1985b, Arshavsky et al., 1985c],
la sanguijuela [Brodfuehrer et al., 1995], el tritonia [Katz et al., 1994], etc. Pero los
CPGs mejor conocidos son probablemente dos de los existentes en el ganglio estoma-
toga´strico (STG, del ingle´s STomatogastric Ganglion) de los crusta´ceos deca´podos: el
CPG pilo´rico y el CPG ga´strico [Hartline and Maynard, 1975, Hartline and Gassie, 1979,
Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. Entre estos crusta´ceos se en-
cuentran las langostas, algunos cangrejos y las gambas y langostinos. De todos ellos, los ma´s
usados en estudios neuronales son la langosta californiana, Panulirus interruptus, y el can-
grejo de mar, Cancer borealis (Figura 2.6). El CPG pilo´rico y el CPG ga´strico comenzaron a
























Figura 2.7: Representacio´n del sistema estomatoga´strico de la langosta. El esto´mago se divide en
tres partes: el saco card´ıaco, la muela ga´strica y el p´ıloro. Adema´s, se muestran los mu´sculos que
realizan los movimientos del p´ıloro (derecha) y las neuronas pertenecientes al STG que los coordinan
y controlan (LP, PD y PY). Estas neuronas esta´n conectadas al cerebro a trave´s de los ganglios
comisurales y el ganglio esofa´gico. Imagen adaptada de la web del Institute for Nonlinear Science
(INLS) de la UCSD [Institute for non Linear Science]).
estudiarse hace ma´s de 40 an˜os. Una de las principales razones por las que el STG se conoce
de una forma tan detallada es que es relativamente sencillo aislarlo y manipularlo tanto in
vivo como in vitro [Mulloney and Selverston, 1974, Bidaut, 1980, Marder and Eisen, 1984].
Adema´s, toda su entrada modulatoria llega a trave´s de un u´nico nervio que, a lo sumo,
contiene 130 axones, lo que es un nu´mero muy pequen˜o si se compara con los existentes en
otras redes neuronales.
El tubo digestivo de los crusta´ceos se divide en tres partes: la anterior, la media y la
posterior. El sistema estomatoga´strico contiene los huesos, los mu´sculos y las partes del
sistema nervioso que intervienen en la ingestio´n y procesamiento de comida en la parte
anterior del tubo digestivo formada por el eso´fago y el esto´mago [STG Home Page]. Los
procesos controlados por este sistema comienzan cuando la comida pasa de la boca al
eso´fago. E´ste es un conducto que la lleva desde el exterior del animal a su esto´mago. Los
alimentos llegan al esto´mago tal cual son ingeridos, ya que la masticacio´n en los crusta´ceos
es interna. La comida no se mastica en la boca antes de ser tragada, sino que se mastica en el
esto´mago despue´s de la ingestio´n. El esto´mago de los crusta´ceos esta´ dividido en tres partes
(Figura 2.7): el saco card´ıaco, la muela ga´strica y el p´ıloro. El saco card´ıaco es la regio´n a
la que llega la comida desde la boca. Aqu´ı se mezcla con los jugos ga´stricos mientras espera
a ser macerada. Del saco card´ıaco, el bolo alimenticio pasa a la muela ga´strica, que es la
regio´n en la que se produce la masticacio´n ga´strica. La muela ga´strica esta´ formada por
dos dientes laterales y un diente medio que, junto con las secreciones hepatopancrea´ticas,
reducen la comida a pequen˜as part´ıculas que pasan a trave´s de la va´lvula cardiopilo´rica a
2.9. Esquema neuronal del ganglio estomatoga´strico 25
la ca´mara pilo´rica. Aqu´ı, las part´ıculas son separadas mediante el filtro pilo´rico, saliendo
definitivamente del esto´mago.
Los mu´sculos que intervienen en todos estos procesos esta´n inervados por neuronas del
sistema nervioso estomatoga´strico. Para que el sistema se comporte correctamente se deben
producir diferentes patrones r´ıtmicos de actividad. Estos ritmos dirigen y coordinan la
contraccio´n de grupos de mu´sculos que en ocasiones deben hacerlo simulta´neamente y otras
en oposicio´n. Existe un ritmo esofa´gico que permite al animal ingerir la comida, lleva´ndola,
mediante movimientos perista´lticos, desde la boca al esto´mago. En el saco card´ıaco hay un
ritmo lento e irregular que la lleva a la muela ga´strica, pero los ritmos ma´s interesantes
para nosotros son el ga´strico y el pilo´rico que se explican en detalle ma´s adelante. Cada
uno de estos cuatro ritmos esta´n controlados y generados por diferentes neuronas que deben
intercambiar informacio´n para coordinarse entre s´ı y que los ritmos sean coherentes.
Todas las neuronas del sistema nervioso estomatoga´strico se localizan en cuatro ganglios
(Figura 2.7): dos ganglios comisurales (COGs), el ganglio esofa´gico (OG) y el ganglio es-
tomatoga´strico (STG, del ingle´s STomatogastric Ganglion). Aqu´ı so´lo nos vamos a centrar
en este u´ltimo, estudiando algunas de las propiedades de los ritmos que generan dos de los
CPGs que lo forman. Toda la informacio´n de control enviada por el cerebro llega al sistema
estomatoga´strico a trave´s del OG, ya que es la u´nica parte del sistema conectada direc-
tamente al cerebro. En e´l existen motoneuronas e interneuronas. Por su parte, los COGs
so´lo contienen interneuronas que env´ıan la informacio´n procedente del ganglio esofa´gico al
STG. Estos ganglios esta´n conectados a las interneuronas de los CPGs del STG mediante el
nervio estomatoga´strico. La informacio´n que llega al STG a trave´s de este nervio constituye
su entrada primaria.
2.9. Esquema neuronal del ganglio estomatoga´strico
El STG de todos los crusta´ceos presenta una arquitectura neuronal muy pareci-
da. Probablemente es el u´nico sistema neuronal en el que se han identificado to-
das las neuronas que lo componen y del que se conocen todas sus conexiones (en la
langosta Panulirus interruptus [Selverston and Moulins, 1987, Harris-Warrick et al., 1992,
Selverston et al., 1998]). Consta de 31 neuronas aproximadamente (el nu´mero var´ıa entre
especies). La Figura 2.8a muestra una fotograf´ıa al microscopio del STG de un cangre-
jo. Este gran conocimiento en parte se debe a la similitud de las sen˜ales generadas por
sus neuronas incluso entre animales diferentes [Bucher et al., 2005], lo que permite reali-
zar estudios muy detallados. La mayor´ıa de estas neuronas son motoneuronas (25) y so´lo
una pequen˜a parte de ellas son interneuronas (2). Existen dos grupos neuronales que se
comunican entre s´ı para coordinarse en la generacio´n de dos patrones de actividad respon-
sables de controlar distintos movimientos r´ıtmicos [Bucher et al., 2006]. Cada una de estas
subredes es un CPG: el CPG ga´strico y el CPG pilo´rico. En la Figura 2.8b se muestra
la topolog´ıa de estas redes y las conexiones que se establecen entre ambas en la langosta
californiana. Las caracter´ısticas de los diferentes patrones motores que generan se deben
en parte a sus conexiones sina´pticas y en parte a las propiedades intr´ınsecas de las neuro-
nas que los forman [Flamm and Harris-Warrick, 1986, Johnson and Harris-Warrick, 1997,
Selverston et al., 1998, Kloppenburg et al., 1999, Peck et al., 2001]. En las siguientes sec-









(a) Fotografía del STG
(b) Circuito equivalente de los CPGs del STG
Figura 2.8: Panel a: Fotograf´ıa del STG de un cangrejo tomada por Rafael Levi en el laboratorio del
GNB. Panel b: Circuito equivalente de los CPGs ga´strico (neuronas moradas) y pilo´rico (neuronas
azules). Las resistencias representan conexiones ele´ctricas bidireccionales y sime´tricas; los diodos
conexiones ele´ctricas rectificadores; los c´ırculos rellenos conexiones qu´ımicas inhibitorias ra´pidas; los
c´ırculos vac´ıos conexiones qu´ımicas inhibitorias lentas; y los tria´ngulos conexiones qu´ımicas excita-
doras. Las conexiones entre neuronas de las dos redes aparecen en rojo. Estas conexiones son las que
permiten el intercambio de informacio´n para la coordinacio´n de los ritmos de los dos CPGs.
ciones se explican en detalle ambos circuitos.
Las motoneuronas del STG inervan alrededor de 30 mu´sculos del saco card´ıaco, de los
dientes ga´stricos, de la va´lvula cardiopilo´rica y del p´ıloro (Figura 2.7). Para controlar correc-
tamente estos mu´sculos, el STG debe recibir informacio´n de otras componentes del sistema
nervioso central. Toda esta informacio´n le llega a trave´s de un u´nico nervio, denominado
nervio estomatoga´strico (stn), que le une con el resto del sistema nervioso central del animal.
Todas las interneuronas del STG esta´n conectadas al stn para recibir la entrada central, ya
que e´sta es la entrada primaria del sistema. Si e´ste se bloquea se interrumpe la actividad
del ganglio. Sin embargo, adema´s de la entrada primaria a trave´s del stn, el STG tambie´n
recibe informacio´n a trave´s de una serie de nervios perife´ricos que le devuelven feedback de
la actividad generada en ciclos r´ıtmicos anteriores.











Ritmo gástrico Ritmo pilórico
Figura 2.9: Ritmos generados por los CPGs del STG. Panel izquierdo: Ritmo del CPG ga´strico
que controla el movimiento de los dientes de la muela ga´strica durante el proceso de masticacio´n.
Panel derecho: Ritmo del CPG pilo´rico que controla los movimientos de los mu´sculos del p´ıloro.
Los bloques representan las ra´fagas producidas por cada neurona. Las l´ıneas discontinuas marcan el
comienzo de un ciclo y el final del anterior. Ambos ritmos necesitan coordinarse para controlar los
movimientos del aparato digestivo.
2.9.1. El CPG ga´strico
El CPG ga´strico consta de 11 neuronas (neuronas moradas del circuito la Figura 2.8b):
una interneurona (Int1) y 10 motoneuronas (LG, MG, DG, AM, dos LPGs y cuatro GMs).
Las dos LPGs esta´n acopladas ele´ctricamente, lo que hace que su actividad se sincronice. Lo
mismo ocurre con las cuatro neuronas GMs y los pares LG-MG y DG-AM. La arquitectura
de este circuito no se va a describir en detalle porque no vamos a modelarlo para nuestro
estudio.
Como ya se ha comentado en secciones anteriores, la masticacio´n en los crusta´ceos
es interna. Los encargados de realizarla son los dientes laterales y el diente medio de la
muela ga´strica situada en el esto´mago. Para ello realizan una serie de movimientos r´ıtmi-
cos controlados por el ritmo que genera el CPG ga´strico [Selverston and Mulloney, 1974,
Mulloney and Selverston, 1974, Hartline and Maynard, 1975, Hartline and Gassie, 1979,
Harris-Warrick et al., 1992, Selverston and Moulins, 1987, Selverston et al., 1998]. En el
panel izquierdo de la Figura 2.9 se muestra un esquema de este ritmo, que consiste en
la alternancia temporal de las ra´fagas de potenciales de accio´n generadas, en este orden,
por las neuronas GMs, el par LG-MG, el par DG-AM y las LPGs, estando en silencio cada
una de ellas cuando hay otro grupo activo. El resultado de este patro´n es el movimiento
r´ıtmico de los dientes ga´stricos. La comida es triturada en cada ciclo mediante el acerca-
miento y separacio´n de los dientes laterales; controlados por las neuronas LG, MG y LPGs,
y el movimiento hacia arriba y abajo entre los dientes laterales del diente medio; controlado
por las neuronas DG y GMs. En ausencia de entrada modulatoria, las neuronas LG, MG,
DG y AM esta´n en silencio.
2.9.2. El CPG pilo´rico
La funcio´n del p´ıloro es actuar como un filtro que regula la salida de la comida del
esto´mago. Para ello, se abre y se cierra perio´dicamente, lo que requiere que los mu´sculos
pilo´ricos se activen r´ıtmicamente. Estos movimientos los coordina el CPG pilo´rico mediante
el ritmo pilo´rico (panel derecho de la Figura 2.9). Esta red neuronal consta de 14 neuronas
(neuronas azules del circuito de la Figura 2.8b): 13 motoneuronas (dos PDs, LP, ocho PYs,
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Figura 2.10: Actividad registrada experimentalmente en las neuronas del CPG pilo´rico de una lan-
gosta Panulirus interruptus. La figura muestra el ritmo trifa´sico caracter´ıstico de esta red cuya
representacio´n esquema´tica aparece en panel derecho de la Figura 2.9. Imagen de la web del Hooper
Lab [The Hooper Lab].
VD e IC) y una sola interneurona (AB). Entre ellas se establecen dos tipos de sinapsis:
ele´ctricas y qu´ımicas. Las conexiones ele´ctricas pueden ser bidireccionales y sime´tricas o
conexiones rectificadoras. Por su parte, todas las sinapsis qu´ımicas son inhibitorias gradua-
les, algunas de ellas lentas y otras ra´pidas.
El ritmo pilo´rico se divide en tres fases de actividad por lo que habitualmente tambie´n
se denomina ritmo trifa´sico. La Figura 2.10 muestra las caracter´ısticas del ritmo registrado
en el laboratorio en un experimento con una langosta Panulirus interruptus (en el panel
derecho de la Figura 2.9 se muestra la representacio´n esquema´tica de este ritmo):
• Cada ciclo comienza con el disparo de la neurona AB y de las dos PDs. Estas tres
neuronas esta´n acopladas ele´ctricamente e inhiben directamente al resto, lo que hace
que actu´en como un marcapasos. Por esta razo´n, en conjunto se las denomina grupo
marcapasos (pacemaker group). Aunque la neurona VD esta´ conectada a ellas por
conexiones ele´ctricas rectificadoras de´biles [Johnson et al., 1993] no se la suele consi-
derar parte del grupo marcapasos.
• Cuando el grupo marcapasos deja de disparar se pasa a la segunda fase del ritmo, en
la que se excitan las neurona LP e IC. Las ra´fagas generadas por estas dos neuronas
inhiben al grupo PYs-VD.
• Por u´ltimo, en la tercera fase, disparan las neuronas PYs y la neurona VD, silen-
cia´ndose las neuronas LP e IC.
Esta secuencia de disparo se traduce en la contraccio´n y relajacio´n de los mu´sculos controla-
dos por las neuronas del CPG. En la primera fase de cada ciclo se contraen simulta´neamente
los mu´sculos dilatadores dorsales (Figura 2.7). Esto hace que la ca´mara pilo´rica se dilate y
se abra la va´lvula cardiopilo´rica. En la segunda fase, se contraen los mu´sculos constrictores
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anteriores, que hacen que la regio´n anterior de la ca´mara se contraiga y la va´lvula cardio-
pilo´rica se cierre. Finalmente, en la tercera fase se produce la contraccio´n de los mu´sculos
constrictores posteriores, que hacen que se contraiga la regio´n posterior de la ca´mara.
2.9.3. Interaccio´n entre el CPG ga´strico y el pilo´rico
El ritmo pilo´rico es un ritmo ra´pido (1.35 ± 0.18 s), mientras que el ga´strico es
un ritmo bastante ma´s lento (10.96 ± 2.67 s). Au´n as´ı, controlan mu´sculos que de-
ben actuar de forma coordinada incluso cuando se producen cambios en el patro´n de
actividad de alguno de ellos [Bucher et al., 2006]. Para coordinarse, intercambian infor-
macio´n mediante las conexiones que se establecen entre sus neuronas. As´ı, las neuro-
nas ga´stricas muestran claramente una modulacio´n pilo´rica y viceversa [Mulloney, 1977,
Heinzel and Selverston, 1988, Weimann et al., 1991, Thuma and Hooper, 2002]. Este in-
tercambio de informacio´n permite que cada CPG conozca el comportamiento del otro
y pueda adaptar el suyo a los datos recibidos [Selverston et al., 1976, Mulloney, 1977,
Clemens et al., 1998, Bartos et al., 1999]. Las conexiones espec´ıficas dependen de la espe-
cie, aunque la mayor´ıa de ellas son comunes. Las principales son las que se muestran en el
circuito de la Figura 2.8b [Selverston and Moulins, 1987, Selverston et al., 1998]:
• Conexio´n ele´ctrica entre la neurona pilo´rica VD y las ga´stricas LPGs.
• Conexio´n qu´ımica inhibitoria entre la neurona ga´strica LG y la pilo´rica LP.
• Conexiones qu´ımicas inhibitorias entre las neuronas del grupo marcapasos pilo´rico y
la Int1.
• Conexio´n qu´ımicas excitadoras entre las neuronas del grupo marcapasos pilo´rico y la
MG.
• Conexiones qu´ımicas inhibitorias entre la neurona ga´strica MG y las pilo´ricas del
grupo marcapasos.
Adema´s de las conexiones directas entre las ce´lulas de los dos CPGs, existe un me-
canismo externo para que los dos ritmos se coordinen [Selverston and Moulins, 1987,
Bartos and Nusbaum, 1997, Wood et al., 2004]. Toda la entrada central de los CPGs del
STG llega a ellos a trave´s del nervio estomatoga´strico. Este nervio permite que un conjunto
de neuronas de los COGs (dependen del crusta´ceo) env´ıen una entrada excitadora a las
motoneuronas del STG, pero tambie´n sirve para que los COGs reciban feedback inhibitorio
de la actividad de los CPGs a trave´s de las neuronas Int1 y AB (Figura 2.11). Esto supone
un mecanismo adicional de comunicacio´n e integracio´n de ambos circuitos.
Los dos mecanismos de comunicacio´n (tanto el directo, como el indirecto) son interesan-
tes para nuestro estudio. La posible informacio´n codificada en la dina´mica ra´pida de una
neurona (“firma neuronal individual”, ver siguiente seccio´n) puede recibirse en el otro CPG
y verse reflejada en su comportamiento mediante cualquiera de las dos v´ıas.
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Figura 2.11: Mecanismos de comunicacio´n, tanto directos, como indirectos a trave´s de los ganglios
comisurales (COGs), entre las neuronas de los CPGs pilo´rico y ga´strico. Las conexiones que se
establecen entre las neuronas de los COGs y de los CPGs dependen de la especie, por ello se
muestran de forma gene´rica. Por simplicidad, no se muestran las conexiones entre las neuronas de
un mismo CPG. Las flechas muestran el sentido del flujo de informacio´n.
2.10. Firmas neuronales
Un intervalo entre spikes, conocido como ISI (del ingle´s InterSpike Interval), es el in-
tervalo de tiempo que transcurre desde que una neurona genera un potencial de accio´n
hasta que produce el siguiente. Los ISIs se suelen representar gra´ficamente como mapas
de retorno [Dekhuijzen and Bagust, 1996, Segundo et al., 1998, Kepecs and Lisman, 2003,
Izhikevich et al., 2003]. En ellos se muestra el ISIn frente al ISIn+1 (ver ejemplos en la Fi-
gura 2.14). Este tipo de representacio´n permite caracterizar la forma en que se generan los
potenciales de accio´n dentro de las ra´fagas, lo que facilita la clasificacio´n de las neuronas
con comportamiento bursting. Existen variantes de los mapas de retorno de ISIs en las que,
adema´s de la distribucio´n temporal de los potenciales de accio´n, se representa la distribucio´n
de densidad de los ISIs utilizando una escala de colores (ver ejemplos en la Figura 2.13).
Los colores ma´s calientes (rojos) se corresponden con las zonas ma´s densas y los ma´s fr´ıos
(azules) con las menos densas.
Experimentos recientes han revelado que las ra´fagas generadas por una misma neurona
del CPG pilo´rico de la langosta [Szu¨cs et al., 2003, Szu¨cs et al., 2005]:
• siempre son muy similares y reproducibles en diferentes preparaciones (Figura 2.12);
• sus ISIs son muy precisos (Figura 2.13);
• si se representan los mapas de retorno de ISIs de cada una de las ce´lulas del CPG
(Figura 2.14), cada uno de ellos es diferente y claramente distinguible a simple vista.
Estos resultados se reproducen cada vez que se repite el experimento, incluso aunque
cambien las condiciones o se realice con animales distintos. De ah´ı que se pueda concluir
2.10. Firmas neuronales 31
Figura 2.12: Si las ra´fagas generadas por una misma ce´lula del CPG pilo´rico de la langosta se
alinean haciendo coincidir el primer spike de cada una de ellas, se observa que todas presentan una
distribucio´n temporal de potenciales de accio´n muy similar. La figura ilustra este hecho mostrando
la superposicio´n de mu´ltiples ra´fagas de las neuronas PD (panel A) y LP (panel B) registradas en
preparaciones in vitro [Szu¨cs et al., 2003].
Figura 2.13: Mapas de retorno de los ISIs de las neuronas LP (panel izquierdo) y PD (panel
derecho) en experimentos in vitro del CPG pilo´rico de la langosta (adaptacio´n de una imagen
de [Szu¨cs et al., 2005]). Estos mapas reflejan la precisio´n temporal de los potenciales de accio´n den-
tro de la actividad bursting de estas neuronas (Figura 2.12). Notar que las zonas rojas (regiones ma´s
densas) esta´n muy localizadas.
que la distribucio´n temporal de los potenciales de accio´n de las ra´fagas generadas por cada
una de las neuronas del CPG pilo´rico de la langosta es espec´ıfica. Esto permite identificar
de forma un´ıvoca a cada ce´lula cada vez que dispara. Por esta razo´n estas estructuras
temporales han recibido el nombre de firmas neuronales individuales [Szu¨cs et al., 2003].
Biolo´gicamente hablando su descubrimiento planteo´ varias interrogantes:
• Cua´l es su significado funcional para el sistema
• Que´ factores son los causantes de su aparicio´n.
• Cua´les son los mecanismos que hacen que aparezcan diferencias en la firma de una
misma neurona en distintos instantes de tiempo.
• Hasta que´ punto pueden formar parte de los mensajes de control que reciben los
mu´sculos.
• Se desconoce si las neuronas con comportamiento bursting presentan mecanismos
que les permitan codificar informacio´n en la estructura temporal de los spikes en-
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Figura 2.14: Mapas de retorno de ISIs de las neuronas PD (panel superior), LP (panel central) y V D
(panel inferior) en distintas preparaciones in vitro del CPG pilo´rico de la langosta [Szu¨cs et al., 2003].
Estos mapas permiten ver, por un lado, las diferencias en la “firma” de cada una de estas tres
neuronas y, por otro, la similitud de la firma de una misma neurona en experimentos diferentes.
viados a otras neuronas, tal y como ocurre en otros sistemas con actividad spi-
king [Chacron et al., 2001].
Parte II




Origen de las firmas neuronales
El objetivo de este cap´ıtulo es discutir el origen de las firmas neuronales mediante
modelos del CPG pilo´rico de la langosta. Para esta tarea se van a utilizar distintos modelos
de conectividad y de dina´mica neuronal. Primero se muestran las firmas que presentan los
modelos de neuronas aisladas. Despue´s, se fijan los para´metros de los circuitos para generar
un ritmo trifa´sico caracter´ıstico. En estos circuitos se analizan los cambios en la firma de
cada neurona respecto a la que muestran cuando esta´n aisladas. Finalmente, se comparan
las caracter´ısticas de la dina´mica ra´pida con la del ritmo lento global del circuito.
3.1. Introduccio´n
Los CPGs son circuitos neuronales con comportamiento en ra´fagas que en la mayor´ıa
de las ocasiones generan una actividad oscilatoria lenta muy precisa (ver Cap´ıtulo 2). En
el caso del CPG pilo´rico de los crusta´ceos, esta actividad es un ritmo trifa´sico estable y
regular (ver Seccio´n 2.9.2). A la vez que generan este ritmo lento caracter´ıstico, sus neuronas
presentan una actividad ra´pida espec´ıfica de cada ce´lula (firma neuronal). E´sta tambie´n es
muy precisa y robusta (ver Seccio´n 2.10). Los factores que determinan las caracter´ısticas de
la actividad oscilatoria lenta se conocen de forma muy detallada, ya que han sido motivo de
estudio durante muchos an˜os [Selverston and Moulins, 1987, Harris-Warrick et al., 1992].
Sin embargo, en el momento de su descubrimiento, se desconoce cua´l es el origen de las
firmas neuronales.
Uno de los principales factores que regulariza la actividad de un CPG es su conectividad.
Muchas veces e´sta es la que hace que neuronas con una actividad no regular o incluso
cao´tica cuando esta´n aisladas [Aihara and Matsumoto, 1986, Hayashi and Ishizuka, 1992,
Elson et al., 1998, Varona et al., 2001b] generen un ritmo lento regular cuando se conectan
dentro del circuito. Muchas de estas conexiones suelen ser redundantes, lo que hace que la
red se comporte correctamente en mu´ltiples circunstancias. Junto a la arquitectura de las
conexiones, otro de los factores con mayor influencia en el comportamiento de cualquier red
neuronal es la dina´mica individual de sus neuronas. Aqu´ı vamos a estudiar la dependencia
de las firmas neuronales con ambos factores.
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(a) Circuito completo (b) Circuito reducido
Figura 3.1: Circuitos utilizados para modelar el CPG pilo´rico. Ambos son “equivalentes”, pero su
carga sina´ptica es diferente. Las resistencias representan conexiones ele´ctricas, los c´ırculos blancos
conexiones qu´ımicas lentas y los c´ırculos negros conexiones qu´ımicas graduales ra´pidas, ambas in-
hibitorias. El circuito completo es ma´s realista y presenta una mayor componente sina´ptica que el
reducido.
Para definir la arquitectura de nuestros modelos de CPG pilo´rico utilizaremos la conec-
tividad observada en la red biolo´gica. Para determinar si, al igual que ocurre con la onda
lenta, tambie´n son las conexiones entre sus neuronas las responsables de que la actividad
spiking se regularice, vamos a desarrollar dos modelos de CPG pilo´rico con distintos pa-
trones de conectividad (Seccio´n 3.2.1). Por otra parte, para estudiar la dependencia con
la dina´mica individual de cada ce´lula, todos los modelos de red se van a simular con tres
modelos de neurona diferentes (Seccio´n 3.2.2). Todos ellos tienen un comportamiento muy
rico y variado, pudiendo generar una actividad con caracter´ısticas muy similares a las regis-
tradas en el laboratorio en el CPG pilo´rico. Los para´metros de los modelos se van a ajustar
de forma que todos ellos generen el ritmo trifa´sico caracter´ıstico del CPG, comprobando
posteriormente si las firmas aparecen como una propiedad emergente de la red. Exploran-
do estos para´metros podremos estudiar co´mo afectan los cambios en las propiedades del
circuito a la precisio´n temporal de los potenciales de accio´n de cada ra´faga.
Por u´ltimo, para determinar la relacio´n entre la dina´mica lenta y la ra´pida, se van a
comparar las caracter´ısticas de los ritmos y de las firmas neuronales en todas las redes desa-
rrolladas. Para ello hemos definido una medida de precisio´n de ritmos y otra de precisio´n de
firmas. Con estas medidas estudiamos co´mo afectan la conectividad y la dina´mica individual
de cada ce´lula a la precisio´n de la actividad, tanto bursting como spiking, de las neuronas
del modelo.
3.2. Me´todos
3.2.1. Modelos de red del CPG pilo´rico
Como hemos detallado en la Seccio´n 2.9.2, el CPG pilo´rico biolo´gico esta´ formado por 14
neuronas: unaAB (anterior buster), dos PDs (pyloric dilator), una LP (lateral pyloric), una
IC (inferior cardiac), una V D (ventricular dilator) y ocho PY (pylorics) (ver Figura 2.8).
Una pra´ctica habitual al construir un modelo de una red neuronal es hacer simplificaciones
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que faciliten su ana´lisis. En nuestros caso, de las 14 neuronas de la red biolo´gica so´lo vamos
a incluir las ma´s significativas para el estudio de las firmas. Los circuitos desarrollados so´lo
van a constar de cinco ce´lulas: una AB, dos PDs, una LP y una PY (Figura 3.1):
• Para representar las ocho neuronas PY se usa una u´nica ce´lula porque todas ellas
esta´n acopladas ele´ctricamente.
• Se ha omitido la accio´n de las neuronas IC y V D porque no inervan los mu´sculos del
p´ıloro y porque tienen una menor influencia en el ritmo (ver Figura 2.10).
Para estudiar el efecto de la conectividad en las firmas, hemos construido dos modelos
con diferente carga sina´ptica (Figura 3.1). Los dos constan de las mismas neuronas, pero
se diferencian en las conexiones que se establecen entre ellas. Ambos se dividen en dos
subcircuitos: el grupo marcapasos y el generador del ritmo. El primero esta´ formado por
la neurona AB y las dos PDs. El resto de ce´lulas del CPG siguen a las de este grupo
para generar el ritmo. El segundo grupo es el encargado de producir el ritmo trifa´sico
caracter´ıstico del CPG pilo´rico (Cap´ıtulo 2). Todas las neuronas del grupo marcapasos
esta´n interconectadas mediante conexiones ele´ctricas bidireccionales y sime´tricas, lo que
hace que este´n acopladas ele´ctricamente y su actividad se sincronice [Elson et al., 1998,
Varona et al., 2001a]. Por ello, la subredAB−PD1−PD2 forma parte del circuito generador
del ritmo como una u´nica neurona a la que llamaremos AB/PD. En la subred AB/PD −
LP − PY so´lo hay conectividad qu´ımica inhibitoria, tanto lenta como ra´pida.
La diferencia entre las dos topolog´ıas de red de la Figura 3.1 es la forma en la que
se conectan las dos subredes que la forman. El circuito completo es una red ma´s realis-
ta en la que hay un mayor nu´mero de conexiones (Figura 3.1a). En este circuito (i) las
neuronas PD son la componente presina´ptica de las conexiones qu´ımicas lentas entre el
grupo marcapasos y las neuronas del generador del ritmo [Selverston and Moulins, 1987,
Golowasch et al., 1999a] y (ii) la neurona LP esta´ conectada a las dos PDs mediante cone-
xiones qu´ımicas ra´pidas. Por su parte, el circuito reducido es una simplificacio´n del anterior
(Figura 3.1b). En este caso, el u´nico punto de unio´n entre las dos subredes es la neurona
AB, por la que fluye toda la informacio´n que intercambian las dos subredes. Esta simpli-
ficacio´n se suele utilizar frecuentemente debido a la sincronizacio´n de las neuronas AB y
PDs [Golowasch et al., 1999a, Huerta et al., 2001, Stiesberg et al., 2007].
Adema´s de las simulaciones de los circuitos tal y como se representan en la Figura 3.1
(circuitos intactos), tambie´n se han realizado simulaciones de versiones dan˜adas en las que
se eliminan las conexiones qu´ımicas lentas. Estas sinapsis son conexiones redundantes. En
resumen, se va a simular el comportamiento de cuatro topolog´ıas de red. En los modelos
reducidos y dan˜ados hay una menor influencia sina´ptica en la actividad del circuito que en
los completos y los intactos.
Para validar que los modelos se comportan correctamente, hay que comprobar que las
neuronas del grupo marcapasos disparan de forma sincronizada y que las de la red AB/PD−
LP−PY generan un ritmo trifa´sico va´lido: primero dispara la neurona AB (que utilizaremos
como representante del grupo marcapasos), despue´s la LP y por u´ltimo la PY , volvie´ndose
a repetir el ciclo. Una vez se reproduzca este comportamiento podremos comprobar si las
neuronas de los modelos presentan una firma neuronal caracter´ıstica.
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3.2.2. Modelos de neurona individual
Para modelar el comportamiento de las neuronas del CPG pilo´rico de forma realista
hemos utilizado tres modelos neuronales que presentan un comportamiento spiking-bursting
similar al de las neuronas del circuito real (todos se describen en detalle en el Ape´ndice A):
• El modelo unicompartimental de ocho conductancias de Komendantov-Kononenko
(KK) [Komendantov and Kononenko, 1996].
• Una modificacio´n cuatridimensional del modelo dina´mico simplificado de Hindmarsh-
Rose (HR) [Hindmarsh and Rose, 1984, Pinto et al., 2000].
• Y el modelo bicompartimental de cinco conductancias de Huerta et al.
[Huerta et al., 2000].
El uso de tres modelos diferentes tiene una doble finalidad. Por un lado, comprobar la
generalidad de los resultados obtenidos. Por otro, determinar la dependencia de las firmas
de la dina´mica individual de cada neurona. Los modelos de Komendantov-Kononenko y de
Hindmarsh-Rose pueden generar una actividad muy similar a la de las neuronas del CPG
pilo´rico cuando esta´n aisladas [Elson et al., 1998, Pinto et al., 2000, Varona et al., 2001b].
Ambos tienen una dina´mica individual muy rica con bifurcaciones realistas. Esto les permite
mostrar una gran variedad de comportamientos (Figura 3.2). El modelo de Huerta et al.
tambie´n puede generar este tipo de actividad. Sin embargo, aqu´ı lo utilizamos porque cuando
sus para´metros se ajustan para generar una actividad regular (Figura 3.2f) presenta dos
caracter´ısticas interesantes para nuestro estudio: la precisio´n y la regularidad. Las ra´fagas
que genera son muy precisas y la dispersio´n de los potenciales de accio´n dentro de ellas es
muy pequen˜a. Estos dos factores se traducen en que el instante en el que se van a producir
tanto las ra´fagas como los potenciales de accio´n es muy predecible. Si se compara la firma de
neuronas aisladas de los tres modelos con un comportamiento bursting regular (Figura 3.2a,
3.2b y 3.2f), a simple vista se puede ver que la dispersio´n de la de Huerta et al. es mucho
menor. La mayor´ıa de los puntos que definen su firma en los mapas de retorno se superponen.
El uso de este modelo con este tipo de comportamiento va a permitir estudiar si neuronas
que de forma individual tienen un comportamiento muy similar y preciso son capaces de
generar una firma identificativa diferente cuando se unen para formar un CPG.
Los tres modelos presentan diversos tipos de comportamiento en funcio´n de los valores de
sus para´metros (ver Ape´ndice A). En nuestras simulaciones so´lo utilizamos alguno de ellos
(ver Seccio´n 3.2.3). En la Figura 3.2 se muestra un fragmento de serie temporal y la firma
neuronal de una neurona aislada con cada uno de los comportamientos utilizados en las
simulaciones realizadas. Las para´metros para conseguir este tipo de actividad se muestran
en el Ape´ndice A. Las firmas se representan como mapas de retorno de ISIs. En el caso de
neuronas con comportamiento bursting, la regio´n ma´s significativa de los mapas de retorno
es la ma´s pro´xima al origen de los ejes, ya que en ella se recogen los ISIs de una misma
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Figura 3.2: Actividad y firma neuronal de ce´lulas KK (series azules), HR (series verdes) y Huerta et al.
(serie marro´n) aisladas con los tipos de comportamiento usados en nuestro estudio. Los para´metros
para obtener estos datos se muestran en el Ape´ndice A. Las unidades son s y mV para KK y
Huerta et al. y son adimensionales (u.a., unidades arbitrarias) para HR. Las firmas se representan
como mapas de retorno de ISIs. El taman˜o de los ejes en estos mapas de retorno es 14 s para KK,
180 u.a. para HR y 700 ms para Huerta et al. El cuadro interior muestra un zoom de la regio´n ma´s
cercana al origen de los ejes (los ISIs intraburst). En estos cuadros, el taman˜o de los ejes es 4 s,
80 u.a. y 33 ms para KK, HR y Huerta et al. respectivamente.
3.2.3. Comportamiento de las neuronas individuales
Los fisio´logos han comprobado que la neurona AB tiene un comportamiento regular
incluso cuando esta´ aislada [Selverston and Moulins, 1987, Elson et al., 1999]. Por el con-
trario, las observaciones experimentales muestran que las dema´s neuronas del CPG pilo´rico
son irregulares cuando se destruye la conectividad. Su comportamiento lo regulariza la ac-
tividad conjunta de la red para producir el ritmo. Para que nuestros modelos sean realistas,
las neuronas que los forman tambie´n deben cumplir estas propiedades cuando esta´n ais-
ladas. De ah´ı que en las simulaciones con neuronas KK y HR, los para´metros del modelo
se ajusten de forma que todas las ce´lulas, menos la AB, aisladamente tengan un compor-
tamiento no regular. Con el modelo KK, utilizamos un comportamiento spiking irregular
para la neurona PY y una de las PDs y uno bursting irregular para la otra PD y la LP
(Figuras 3.2e y 3.2c). Por su parte, con el modelo HR siempre usamos un comportamiento
bursting irregular (Figura 3.2d). Se han elegido estos comportamientos para propiciar el
ana´lisis del efecto de la diversidad celular (modelo KK) y de la topolog´ıa (modelo HR).
Estas restricciones no se tienen en cuenta con el modelo de Huerta et al. porque, como
se ha comentado anteriormente, el objetivo principal de utilizar este modelo es determinar
co´mo afecta la conectividad de la red a la firma de neuronas que aisladamente presentan el
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mismo comportamiento individual. Por ello, en este caso, todas las neuronas van a tener un
comportamiento bursting regular (Figura 3.2f).
3.2.4. Modelos de sinapsis
En el CPG pilo´rico existen diferentes tipos de conexio´n entre neuronas, por lo que en
nuestros modelos hemos utilizado distintos modelos de sinapsis para determinar la corriente
sina´ptica total que recibe una ce´lula en un instante dado (Isin). En los dos circuitos de la
Figura 3.1 existen conexiones ele´ctricas y conexiones qu´ımicas lentas y ra´pidas. La corriente
sina´ptica tendra´ una componente debida a cada uno de estos tres tipos de conexio´n. Los mo-
delos utilizados para describir el comportamiento de cada tipo de sinapsis son las conexiones
ele´ctricas y los modelos propuestos por Golowasch et al. [Golowasch et al., 1999a] para las
qu´ımicas ra´pidas y lentas que, respectivamente, se describen en las Secciones B.1, B.2.1
y B.2.2 del Ape´ndice B.
En el Ape´ndice B tambie´n se muestran los valores de todos los para´metros de las sinapsis
en las simulaciones realizadas. Para obtener estos valores se ha partido de la arquitectu-
ra de red completa, ajustando sus para´metros para lograr que el circuito genere un ritmo
trifa´sico correcto. Una vez conseguido que los circuitos completos se comporten correcta-
mente, se han utilizado sus para´metros como base para ajustar los de los circuitos reducidos
equivalentes y se ha comprobado que e´stos tambie´n generan un ritmo correcto. De ah´ı que
para el mismo modelo de neurona, todos los para´metros comunes en los circuitos comple-
tos y reducidos sean iguales. Actuando de esta forma se garantiza que en todos los casos
equivalentes la influencia de la componente sina´ptica sea la misma. Del mismo modo, los
para´metros comunes en los modelos intactos y dan˜ados tambie´n son iguales. En este caso
lo u´nico que se ha modificado es hacer cero la conductancia de las sinapsis qu´ımicas lentas
para bloquearlas y comprobar que el circuito genera un ritmo trifa´sico correcto.
3.2.5. Medidas de precisio´n
Las sen˜ales generadas por las neuronas del CPG pilo´rico son muy precisas tanto en su
dina´mica lenta (ritmos) como en su dina´mica ra´pida (firmas neuronales). Para evaluar si en
nuestros modelos ocurre lo mismo, hemos definido dos medidas de precisio´n: una de firmas
(Seccio´n 3.2.5.1) y otra de ritmos (Seccio´n 3.2.5.2). Los valores de estas medidas permiten
cuantificar la precisio´n de las sen˜ales generadas, compararla en diferentes simulaciones y
estudiar si ambas esta´n correlacionadas.
3.2.5.1. Medida de precisio´n de firmas
Las firmas neuronales se basan en la precisio´n de los potenciales de accio´n dentro de
cada ra´faga. Los mapas de retorno de ISIs permiten representarlas gra´ficamente, siendo una
herramienta de gran utilidad para, entre otras cosas, realizar comparaciones visuales entre
dos firmas. Sin embargo, este tipo de representacio´n no refleja con claridad la precisio´n de
la onda ra´pida. Para cuantificar co´mo es de preciso el mapa de retorno de ISIs de una sen˜al
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vamos a definir una medida de precisio´n de firmas (P ) basada en la dispersio´n de los ISIs
dentro de las ra´fagas generadas por una neurona. Esta medida va a permitir comparar la
precisio´n de las ra´fagas de dos ce´lulas y, consecuentemente, la firma de cada una de ellas.
La medida de precisio´n de firmas es una magnitud que cuantifica el error de los ISIs























donde ISIi,j denota el j-e´simo ISI de la ra´faga i-e´sima de la serie temporal.
Cuanto menor sea el valor de P , menor sera´ la dispersio´n de los ISIs, es decir, que la
precisio´n de la firma neuronal de la ce´lula sera´ mayor. En el caso extremo, un valor de P
igual a cero significa que todos los potenciales de accio´n se producen en el mismo instante
de tiempo en todas las ra´fagas analizadas.
3.2.5.2. Medida de precisio´n de ritmos
Existen evidencias experimentales que muestran que en las redes neuronales biolo´gi-
cas el procesamiento de informacio´n esta´ dirigido por la ocurrencia de ciertos eventos dis-
cretos como la generacio´n de un potencial de accio´n [Rieke et al., 1997] o de una ra´fa-
ga de potenciales de accio´n [Selverston and Moulins, 1987, Harris-Warrick et al., 1992].
A la hora de calcular medidas relacionadas con el flujo de informacio´n neuronal, es-
to hace que tenga sentido no tratar la evolucio´n temporal del potencial de membrana
de forma continua, sino hacerlo de forma discreta en ventanas de tiempo de taman˜o
∆t [Strong et al., 1998, Eguia et al., 2000, Rodr´ıguez et al., 2001, Stiesberg et al., 2007].
Aqu´ı vamos a utilizar esta estrategia para calcular una medida de precisio´n de ritmos. El
primer paso es mapear el potencial de membrana a una secuencia de “bits” ({et, t = 1...N}
donde et puede ser 0 o´ 1) que permita el tratamiento discreto de la sen˜al. Un 1 significa que
se ha producido un evento en la ventana correspondiente y un 0 que no lo ha hecho.
La frecuencia del movimiento de los mu´sculos del esto´mago y del p´ıloro en el siste-
ma estomatoga´strico esta´ asociada a la frecuencia de las ra´fagas de las motoneuronas que
los controlan [Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. Por ello, vamos a
considerar que el principal evento de informacio´n en la dina´mica lenta del CPG pilo´rico es la
generacio´n de una ra´faga. Para determinar las ventanas en las que se producen los eventos
en las simulaciones, vamos a buscar las regiones en las que se produce una hiperpolariza-
cio´n. La Figura 3.3 ilustra co´mo convertir una serie temporal continua con el potencial de
membrana de una neurona a una serie discreta de ceros y unos.
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∆t
EVENTO
0 0 0 0 0 0 0 01 1 1
Mapeo del potencial de membrana
a una secuencia temporal de bits
Palabra de longitud L = 5
Figura 3.3: Mecanismo utilizado para convertir una serie temporal con el potencial de membrana
de una neurona a una secuencia temporal binaria. Panel superior : Potencial de membrana que se
quiere discretizar. Panel inferior : Secuencia de “bits” a la que se traduce. Este mapeo permite el
tratamiento discreto de la sen˜al neuronal para calcular la informacio´n mutua. Las series temporales
se dividen en ventanas de taman˜o ∆t que se agrupan en palabras de taman˜o L. A cada ventana se
le asigna un valor 0 o´ 1 en funcio´n de si en ellas se produce o no el final una ra´faga.
Las caracter´ısticas del ritmo generado por un CPG vienen dadas por la relacio´n de
fase entre las ra´fagas de las neuronas que intervienen en e´l. Para caracterizar esta relacio´n
cuantitativamente y poder comparar los distintos ritmos generados por nuestros modelos,
vamos a asumir que toda la informacio´n que fluye por la red esta´ contenida en la evolucio´n
temporal del potencial de membrana de sus ce´lulas. Con esta idea en mente, hemos definido
una medida de precisio´n de ritmos (D) basada en el intercambio de informacio´n segu´n el
concepto de informacio´n mutua de Shannon [Shannon, 1948]. La teor´ıa de la informacio´n es
un marco matema´tico que permite estudiar la capacidad de codificar y enviar informacio´n de
un sistema que avanza entre diferentes estados. En nuestro caso, la informacio´n mutua va a
cuantificar co´mo se correlaciona la actividad de las tres neuronas que intervienen en un ritmo
trifa´sico. Si la actividad de una neurona emisora (E) y la de una receptora de informacio´n
(R) vienen dadas por los conjuntos E = ei y R = ri, el intercambio de informacio´n
o informacio´n mutua entre sus actividades [Cover and Thomas, 1991, Rieke et al., 1997] se
calcula mediante la ecuacio´n:
MIRE = H(R)−H(R|E) =
∑
ri,ei
P (ri, ei) · log2
P (ri, ei)
P (ri) · P (ei)
≥ 0 (3.2)
donde P (ri, ei), P (ri) y P (ei) son, respectivamente, la probabilidad de que ri y ei se den
simulta´neamente, la probabilidad de ri y la probabilidad de ei; H(R) es la entrop´ıa de la
actividad de la neurona R; y H(R|E) es la entrop´ıa condicionada de la actividad de R dada
la actividad de E. La entrop´ıa de la actividad de una neurona es una medida que cuantifica

















































Figura 3.4: Eficiencia de la transmisio´n de informacio´n entre las neuronas AB − LP , LP − PY y
PY − AB. La figura muestra la evolucio´n de ERS en funcio´n del taman˜o de la ventana de tiempo
∆t, fijando el taman˜o de palabra a su valor o´ptimo L = 10 [Rodr´ıguez et al., 2001]. Cuando
∆t es pequen˜o, EFRE esta´ pro´ximo a cero porque no hay eventos de informacio´n en la receptora
consecuencia del env´ıo de informacio´n desde la emisora. Conforme aumenta ∆t, se detectan eventos
correlacionados, existiendo valores para los que la sincronizacio´n es casi perfecta (EFRE ≈ 1).
En vista de la Ecuacio´n 3.2, el valor ma´ximo de la informacio´n mutua se obtiene cuando
H(R) es ma´xima y H(R|E) es cero. Cuando H(R|E) es cero, la actividad de la neurona
receptora esta´ completamente correlacionada con la de la emisora, por lo que el intercambio
de informacio´n entre ellas es ma´ximo. Si, por el contrario, la neurona receptora y la emisora
son completamente independientes, el intercambio de informacio´n es cero.
Los eventos de informacio´n que se producen en una neurona receptora pueden estar
desplazados en el tiempo en relacio´n al env´ıo de informacio´n desde la emisora. Para detectar
este efecto, las series discretas de N bits con la actividad de una neurona se dividen en
N − L + 1 secuencias de L bits consecutivos a las que denominaremos palabras de
actividad (wLt = {bitt, bitt+1, ..., bitt+L}, ver panel inferior de la Figura 3.3). Formando los
conjuntos WLE y W
L
R con, respectivamente, todas las palabras de actividad de taman˜o L
de la emisora y la receptora, podemos calcular las probabilidades necesarias para aplicar la
Ecuacio´n 3.2 (P (wrLi
), P (weLi
) y P (wrLi
, weLi
)). Para poder comparar cuantitativamente la
eficiencia de la transmisio´n entre pares de neuronas, el valor obtenido para el intercambio





La cantidad EFRE mide la eficiencia de la transmisio´n de informacio´n desde una neurona
emisora a una receptora. Su valor esta normalizado y siempre esta´ en el rango 0 ≤ ERE ≤ 1,
ya que H(E) es la ma´xima cantidad de informacio´n que se puede transmitir. Cuando EFRE
vale cero significa que toda la informacio´n enviada se pierde en el canal, mientras que si
vale uno habra´ una sincronizacio´n perfecta entre las dos neuronas. La Figura 3.4 muestra la
evolucio´n de esta medida en funcio´n del taman˜o de ventana para uno de los ritmos trifa´sicos
generados con neuronas KK.
Hasta este punto hemos visto co´mo calcular de forma discreta el intercambio de infor-
macio´n entre un par de neuronas en funcio´n de las series temporales con su actividad. Sin
embargo, en el caso de un ritmo trifa´sico se requiere comparar la actividad de tres pares
de neuronas simulta´neamente. Esto hace que las medidas de informacio´n definidas hasta el

























Figura 3.5: Representacio´n gra´fica de la evolucio´n de DR−E−R′ en funcio´n de los valores de EFRE y
EFR′E . Cuando la actividad de los dos pares de neuronas esta´ completamente sincronizada, conse-
cuentemente lo esta´ el de las tres neuronas. En este caso el valor de la distancia es 0. Por el contrario,
si entre ellas no hay ninguna relacio´n la distancia vale 1.
momento no sean suficientes. Para este caso tenemos que definir un nuevo valor de informa-
cio´n normalizado que mida la “distancia” entre la actividad de las tres neuronas. Para ello,
dos de las tres ce´lulas se van a considerar receptoras de informacio´n (R y R′), mientras que
la tercera sera´ la emisora (E). Esto se hace as´ı debido a que el intercambio de informacio´n
entre R y R′ viene dado por el de R y E y el de R′ y E. La distancia se basara´ en la
eficiencia de la transmisio´n entre dos neuronas (Ecuacio´n 3.5), de forma que:
• Cuando haya una sincronizacio´n perfecta entre las tres neuronas (EFRE = EFR′E =
1), la distancia debe valer cero.
• Si no hay ninguna correlacio´n entre su actividad (EFRE = EFR′E = 0), entonces, la
distancia debe ser ma´xima y valer uno.
• Y, finalmente, se debe penalizar los casos en los que EFRE sea distinto de EFR′E
aunque el valor de alguno de ellos este´ pro´ximo a uno.






(|EFRE − EFR′E |+ (1− EFRE) + (1− EFR′E)) (3.6)
y normalizada al nu´mero de diferentes taman˜os de ventana utilizados en el ana´lisis, va
a satisfacer estas restricciones. La Figura 3.5 muestra la distribucio´n de esta distancia en
funcio´n de los valores de la transferencia de informacio´n entre las actividades de las neuronas
que se esta´n comparando.
En las topolog´ıas de red que vamos a utilizar en nuestras simulaciones (Figura 3.1) hay
tres neuronas que intervienen en el ritmo trifa´sico, la LP , la PY y la AB como represen-
tante del grupo marcapasos. Siguiendo la Ecuacio´n 3.6, para calcular la precisio´n del ritmo
generado, hay tres distancias parciales entre pares de conexiones segu´n cada una de estas
neuronas actu´e como emisora de informacio´n (DAB−LP−PY , DLP−PY−AB y DPY−AB−LP ).
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Como medida global de la precisio´n del ritmo trifa´sico generado por el CPG se puede definir




(DAB−LP−PY +DLP−PY−AB +DPY−AB−LP ) (3.7)
Si D = 1 todas las neuronas del circuito sera´n independientes. Si, por el contrario, D = 0
la actividad de todas ellas estara´ perfectamente sincronizada.
En resumen, la distancia D (Ecuacio´n 3.7) va a permitir medir la precisio´n de los ritmos
trifa´sicos generados, ya que correlaciona la actividad bursting de las tres neuronas (pala-
bras de actividad discretas) desplazada n ventanas de tiempo (informacio´n entre palabras).
Cuanto menor sea el valor de D, mayor sera´ la precisio´n del ritmo generado por la red.
Adema´s, al estar normalizada, esta medida va a permitir comparar distintos ritmos.
3.3. Resultados
3.3.1. Generacio´n del ritmo trifa´sico
Como se ha comentado anteriormente, el primer objetivo de nuestros modelos es repro-
ducir la actividad principal del CPG pilo´rico. Para conseguirlo, una vez que se han fijado
la arquitectura de la red (Secciones 3.2.1 y 3.2.4) y la dina´mica individual de sus neuronas
(Secciones 3.2.2 y 3.2.3), hemos realizado una bu´squeda en el espacio parame´trico de los
modelos de sinapsis para encontrar los valores que hacen que se genere un ritmo trifa´sico
capaz de controlar satisfactoriamente los mu´sculos del p´ıloro. Esto sucede con mu´ltiples
configuraciones. Para realizar nuestro estudio hemos elegido una de ellas, de forma que
siempre se utilizan los para´metros que se muestran en el Ape´ndice B.
En todas las simulaciones realizadas, los circuitos de la Figura 3.1 se comportan de forma
regular aunque sus neuronas no tengan este tipo de comportamiento cuando esta´n aisladas
(ver Seccio´n 3.2.3). En este contexto esto quiere decir que en promedio el taman˜o de las
ra´fagas generadas por cada ce´lula del modelo es constante. Pero no so´lo se regulariza la
actividad de las neuronas individuales. Al establecer las conexiones entre ellas, los modelos
tambie´n reproducen el comportamiento colectivo de la red biolo´gica, comenzando a producir
un ritmo trifa´sico estable con la misma relacio´n de fase que la dada en los ritmos biolo´gicos
(series temporales de la Figura 3.6). Este resultado se produce con independencia de la
topolog´ıa de la red y del modelo de neurona.
Una vez que se ha comprobado que los modelos de CPG se comportan correctamente
y de forma coherente con el CPG biolo´gico, el siguiente paso es analizar en detalle las
caracter´ısticas de la dina´mica lenta (Seccio´n 3.3.2) y de la dina´mica ra´pida (Seccio´n 3.3.3)
de las sen˜ales que generan.
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10 s AB PYLP
250 u.a. AB PYLP
1 s AB PYLP
(a) Circuito completo intacto (KK) (b) Circuito completo dañado (KK)
(c) Circuito reducido intacto (KK) (d) Circuito reducido dañado (KK)
(e) Circuito completo intacto (HR) (f) Circuito completo dañado (HR)
(h) Circuito reducido dañado (HR)(g) Circuito reducido intacto (HR)
(j) Circuito completo dañado (Huerta et al.)(i) Circuito completo intacto (Huerta et al.)
(k) Circuito reducido intacto (Huerta et al.) (l) Circuito reducido dañado (Huerta et al.)
Figura 3.6: Series temporales con la evolucio´n del potencial de membrana de las neuronas en las
redes de la Figura 3.1 con los tres modelos de neurona utilizados en nuestro estudio. Las unidades
son s y mV para KK y Huerta et al. y u.a. para HR. No se muestra el comportamiento de las
neuronas PD porque siempre disparan a la vez que la AB que se ha tomado como representante del
grupo marcapasos. Todos los ritmos generados son ritmos trifa´sicos va´lidos.
3.3.2. Caracter´ısticas de la dina´mica lenta
Los modelos de CPG desarrollados siempre generan un patro´n r´ıtmico muy preciso.
En los casos en los que se utiliza el mismo modelo de neurona individual, la frecuencia
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Neurona
Modelo - Circuito AB PD1 PD LP PY
reducido intacto 0.12 0.12 0.12 0.12 0.12
reducido dan˜ado 0.12 0.12 0.12 0.12 0.12
KK completo intacto 0.12 0.12 0.12 0.12 0.12
completo dan˜ado 0.12 0.12 0.12 0.12 0.12
reducido intacto 3.9·10−3 3.9·10−3 3.9·10−3 3.9·10−3 3.9·10−3
reducido dan˜ado 3.8·10−3 3.8·10−3 3.8·10−3 3.8·10−3 3.8·10−3
HR completo intacto 4.0·10−3 4.0·10−3 4.0·10−3 4.0·10−3 4.0·10−3
completo dan˜ado 4.0·10−3 4.0·10−3 4.0·10−3 4.0·10−3 4.0·10−3
reducido intacto 1.15 1.15 1.15 1.15 1.15
reducido dan˜ado 1.15 1.15 1.15 1.15 1.15
Huerta et al. completo intacto 1.15 1.15 1.15 1.15 1.15
completo dan˜ado 1.15 1.15 1.15 1.15 1.15
Tabla 3.1: Frecuencia media de la onda lenta de las sen˜ales generadas por las neuronas de los circuitos
de la Figura 3.1 en las simulaciones presentadas. Las unidades son Hz para KK y Huerta et al. y
u.a. para HR. Para el mismo modelo de neurona, la frecuencia del ritmo es la misma o la diferencia
es tan pequen˜a que puede considerarse la misma. El error en KK, HR y Huerta et al. es del orden
de 10−4, 10−5 y 10−8 respectivamente. Esto denota la precisio´n de la onda lenta. Para calcular esta
medida y las siguientes se han analizado series temporales con 1151 ra´fagas para neuronas KK, 1213
para HR y 1150 para Huerta et al.
media de la onda lenta, medida utilizando el intervalo de tiempo entre el primer potencial
de accio´n de ra´fagas consecutivas, es la misma (Tabla 3.1). Sin embargo, a simple vista se
puede comprobar que la fase de los ritmos generados con neuronas HR var´ıa de unas series
temporales a otras (paneles centrales de la Figura 3.6). Esto indica que, al menos en este
caso, las caracter´ısticas del ritmo generado por el circuito son diferentes. Para comprobar
si esto tambie´n ocurre con los otros dos modelos de neurona individual y poder comparar
cuantitativamente las caracter´ısticas de los ritmos generados en cada simulacio´n, hemos
calculado la medida de precisio´n de ritmos descrita en la Seccio´n 3.2.5.2 (Ecuacio´n 3.7). Para
ello hemos utilizado el intercambio de informacio´n entre los pares de neuronas AB − LP ,
LP − PY y PY − AB. Omitimos las dos neuronas PD debido a su sincronizacio´n con la
AB. La Tabla 3.2 muestra el valor de la medida de precisio´n para palabras de taman˜o dos,
seis y diez. Estos datos corroboran que en las simulaciones realizadas con el mismo modelo
de neurona, au´n manteniendo la relacio´n trifa´sica y teniendo la misma frecuencia de onda
lenta, las caracter´ısticas de los ritmos (precisio´n y fase de disparo) var´ıan ligeramente.
Atendiendo al modelo de neurona, como era de esperar, los ritmos ma´s precisos los
generan las neuronas de Huerta et al. Con este modelo neuronal la actividad de las tres
neuronas presenta un alto grado de sincronizacio´n. Estas simulaciones no se van a analizar
en detalle, ya que el intere´s de este modelo radica en las caracter´ısticas de su dina´mica
ra´pida y no en las de la lenta. Por su parte, la precisio´n de los ritmos generados con
neuronas KK y HR es muy similar a pesar de las claras diferencias existentes entre la forma
de disparar de cada modelo. En promedio y para el valor o´ptimo del taman˜o de palabra
(L = 10 [Rodr´ıguez et al., 2001]), los circuitos con neuronas HR son menos precisos que
los circuitos equivalentes con neuronas KK. Esto se debe a que las ra´fagas de las primeras
solapan en cada ciclo.
48 Cap´ıtulo 3. Origen de las firmas neuronales
Circuito
Modelo - Tam. palabra red. intacto red. dan˜ado com. intacto com. dan˜ado
L = 2 0.98 0.98 0.95 0.98
L = 6 0.78 0.83 0.65 0.79
KK L = 10 0.46 0.47 0.43 0.45
L = 2 0.76 0.78 0.74 0.76
L = 6 0.53 0.55 0.50 0.53
HR L = 10 0.47 0.50 0.46 0.49
L = 2 0.77 0.79 0.77 0.77
L = 6 0.44 0.49 0.44 0.45
Huerta et al. L = 10 0.33 0.36 0.29 0.33
Tabla 3.2: Valor de la medida de precisio´n de ritmos (Ecuacio´n 3.7) con distintos taman˜os de palabra
(2, 6 y 10) en las simulaciones realizadas. Los ritmos generados tienen mayor precisio´n conforme
aumenta la carga sina´ptica del circuito.
Los casos ma´s interesantes son los que se producen al cambiar el patro´n de conectividad.
En todas las simulaciones analizadas hemos encontrado que el valor de la entrop´ıa norma-
lizada y, por lo tanto, el de la distancia D dependen en gran medida de los valores de las
conductancias sina´pticas. Las topolog´ıas reducidas siempre generan ritmos menos precisos
que los circuitos completos equivalentes. De forma ana´loga, los ritmos generados por los
circuitos dan˜ados son menos precisos que los de los circuitos intactos. Estos resultados po-
nen de manifiesto que la precisio´n entre la actividad de las tres neuronas que intervienen
en el ritmo es mayor conforme aumenta la carga sina´ptica, por lo que podemos afirmar que
el ritmo trifa´sico generado por los circuitos menos redundantes es “peor”(circuitos intactos
vs. dan˜ados y completos vs. reducidos). En todos los casos, los cambios en la precisio´n del
ritmo y, consecuentemente, en la fase de la onda lenta son suficientes para considerar que
todos los ritmos trifa´sicos generados son diferentes.
Recapitulando, podemos concluir que nuestros modelos reproducen el comporta-
miento lento de la red biolo´gica. Aunque siempre generan un ritmo trifa´sico cohe-
rente y muy preciso, se producen pequen˜as variaciones en las caracter´ısticas de la
onda lenta (fase entre las ra´fagas de sus neuronas y/o precisio´n del ritmo genera-
do) en funcio´n de los para´metros de la simulacio´n. De la misma forma que ocurre
en los CPGs reales [Flamm and Harris-Warrick, 1986, Johnson and Harris-Warrick, 1997,
Selverston et al., 1998, Kloppenburg et al., 1999, Peck et al., 2001], las caracter´ısticas de
los ritmos dependen en gran medida de la topolog´ıa de la red y de las conexiones entre sus
neuronas. Este hecho pone de manifiesto la naturaleza multifuncional del circuito, es decir,
su capacidad para generar distintos ritmos.
3.3.3. Caracter´ısticas de la dina´mica ra´pida
Despue´s de comprobar que nuestros modelos son capaces de generar una actividad lenta
con las mismas caracter´ısticas que la del circuito biolo´gico, podemos pasar a estudiar la
firma individual de sus neuronas. En la Figura 3.7 se muestran estas firmas como mapas
de retorno de ISIs en las simulaciones realizadas con los para´metros que se indican en el
Ape´ndice B. Estamos interesados en analizar la distribucio´n de los potenciales de accio´n






(a) Circuito completo intacto (KK)
(c) Circuito reducido intacto (KK)
(b) Circuito completo dañado (KK)







(e) Circuito completo intacto (HR)
(g) Circuito reducido intacto (HR)
(f) Circuito completo dañado (HR)
(h) Circuito reducido dañado (HR)






(i) Circuito completo intacto (Huerta et al.)
(k) Circuito reducido intacto (Huerta et al.)
(j) Circuito completo dañado (Huerta et al.)
(l) Circuito reducido dañado (Huerta et al.)
Figura 3.7: Firma de las neuronas de nuestros modelos de CPG pilo´rico en las distintas simulaciones
realizadas. Las unidades son s para KK, u.a. para HR y ms para Huerta et al.. En los mapas de
retorno so´lo se muestran los ISIs de spikes pertenecientes a una misma ra´faga, ya que no estamos
interesados en el intervalo entre ra´fagas.
los mapas de retorno se han omitido las regiones que representan estos eventos, mostra´ndose
solamente las zonas ma´s pro´xima al origen de los ejes.
Si se comparan los mapas de la Figura 3.7 con los equivalentes de la Figura 3.2, se
observa que al establecer las conexiones entre las neuronas, la firma de cada una de ellas
cambia respecto a la que presenta cuando esta´ aislada (por ejemplo, observar la diferencia en
el taman˜o de los ejes). Esto indica que en la red existe algu´n mecanismo que hace que var´ıe
la distribucio´n temporal de los potenciales de accio´n dentro de las ra´fagas. Por otro lado, si
se compara la firma de las cinco ce´lulas en una misma simulacio´n, a simple vista se puede
ver que entre ellas hay diferencias ma´s o menos significativas que permiten distinguirlas de
forma u´nica. Si se superpusieran los cinco mapas de retorno, en general podr´ıamos distinguir
parte de la “ru´brica” de cada ce´lula. Esto indica que al conectar las neuronas de los modelos,
en cada una de ellas aparece una firma identificativa caracter´ıstica.
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Los resultados presentados hasta el momento indican que los modelos se comportan
de forma coherente con el CPG biolo´gico. Por un lado, generan un ritmo trifa´sico (onda
lenta) muy preciso, por otro, las sen˜ales producidas por sus neuronas presentan una firma
caracter´ıstica. De ah´ı que el ana´lisis detallado de las simulaciones permita postular hipo´tesis
sobre el origen de las firmas neuronales.
Vamos a comenzar analizando las simulaciones con neuronas de Huerta et al. Recordemos
que con este modelo todas las ce´lulas de la red tienen exactamente el mismo comportamien-
to individual, de forma que cuando esta´n aisladas unas de otras, la distribucio´n temporal
de los potenciales de accio´n en sus ra´fagas es siempre la misma. Sin embargo, a pesar de
la regularidad y precisio´n del modelo, cuando se activan las conexiones aparecen pequen˜as
variaciones que hacen que en una misma simulacio´n, au´n siendo similares, la firma de cada
ce´lula se diferencie de las del resto (Figuras 3.7i, 3.7j, 3.7k y 3.7l). Los puntos que las de-
finen en el mapa de retorno son distintos. Que aparezcan firmas en una misma simulacio´n
con el modelo de Huerta et al. indica una dependencia de e´stas con la topolog´ıa de red, ya
que es el u´nico factor que se ha cambiado de unas a otras. Las simulaciones con neuronas
KK y HR corroboran esta hipo´tesis, puesto que este feno´meno es au´n ma´s claro en estos
modelos. En ambos, las ce´lulas de los circuitos completos presentan una distribucio´n tem-
poral de potenciales de accio´n en sus ra´fagas ma´s precisa que la de los circuitos reducidos
(Tabla 3.3). Ana´logamente, la presencia de conexiones qu´ımicas lentas en general hace que
los potenciales de accio´n tambie´n sean ma´s precisos que los de los circuitos dan˜ados. Por lo
tanto, las conexiones redundantes del circuito influyen en la firma de sus ce´lulas, haciendo
que cuanto mayor sea la carga sina´ptica de la red, mayor sea la precisio´n de la actividad
ra´pida. Otro hecho interesante que parece reflejar esta dependencia se da en las neuronas
LP y PY con neuronas KK. Estas dos ce´lulas presentan firmas muy similares cuando su
comportamiento individual es diferente (ver Seccio´n 3.2.3). Sin embargo, no so´lo su firma
es similar. En general, tambie´n son las ce´lulas con una mayor precisio´n temporal en sus
potenciales de accio´n (Tabla 3.3). Curiosamente, incluso en tres de los cuatro casos conside-
rados, sus firmas son ma´s precisas que la de la neurona AB que aisladamente siempre tiene
un comportamiento regular. Para explicar este hecho se debe tener en cuenta que, en los
modelos, estas neuronas son las u´nicas que al menos reciben una doble inhibicio´n en todos
los circuitos (ma´s de cuatro en los circuitos ma´s realistas).
En las simulaciones no so´lo la arquitectura de las conexiones influye en la distribucio´n
temporal de los potenciales de accio´n. Las diferencias entre simulaciones con modelos neu-
ronales diferentes son evidentes, ya que cada modelo presenta una dina´mica particular. De
ah´ı que, atendiendo a la forma en los mapas de retorno, haya diferencias en las firmas de las
neuronas de cada modelo. En general, con neuronas KK tienen forma de cola de cometa,
con neuronas HR son globulares y con neuronas de Huerta et al. tienen forma de cabeza
de flecha. Sin embargo, si nos centramos en los circuitos dan˜ados, donde hay una menor
influencia de la conectividad, se mantienen algunos de los aspectos de la personalidad de
cada neurona. Por ejemplo, con el modelo KK las dos neuronas PD tienen firmas diferentes.
Sin embargo, con los otros dos modelos estas firmas son muy similares. Esto se debe a que
en las simulaciones con neuronas KK las dos PDs tienen comportamientos individuales
distintos, mientras que con los otros dos modelos tienen el mismo.
Todos estos datos parecen indicar que la conectividad es la que finalmente establece la
firma de las neuronas del circuito. La dina´mica individual se manifiesta ma´s claramente
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Neurona
Modelo - Circuito AB PD1 PD LP PY
reducido intacto 0.45 0.29 0.69 0.18 0.24
reducido dan˜ado 0.70 0.39 0.71 0.28 0.28
KK completo intacto 0.17 0.20 0.20 0.12 0.11
completo dan˜ado 0.18 0.21 0.21 0.32 0.27
reducido intacto 0.18 0.10 0.13 0.05 0.04
reducido dan˜ado 0.55 0.41 0.45 0.23 0.20
HR completo intacto 0.04 0.06 0.06 0.05 0.05
completo dan˜ado 0.27 0.31 0.29 0.33 0.49
reducido intacto 0.007 0.007 0.008 0.007 0.006
reducido dan˜ado 0.036 0.007 0.007 0.006 0.018
Huerta et al. completo intacto 0.008 0.007 0.007 0.008 0.009
completo dan˜ado 0.008 0.006 0.007 0.007 0.005
Tabla 3.3: Precisio´n temporal de los potenciales de accio´n de las ra´fagas de las neuronas de los
modelos calculada mediante la Ecuacio´n 3.1. Las ra´fagas ma´s precisas son las de las neuronas de
Huerta et al. Con este modelo podemos asumir que la precisio´n de las ra´fagas es siempre la misma.
Para las neuronas KK y HR la precisio´n es mayor en los circuitos completos e intactos que en los
reducidos y dan˜ados. Esto indica la dependencia de la onda ra´pida de la conectividad de la red.
cuanto menor es la influencia de la conectividad.
3.4. Discusio´n
Los modelos de CPG pilo´rico presentados en este cap´ıtulo permiten estudiar los factores
que influyen en la aparicio´n de las firmas neuronales y evidencian su posible naturaleza
funcional. Al igual que los CPGs biolo´gicos, a pesar de estar formados por elementos que
intr´ınsecamente son irregulares, son capaces de generar ritmos trifa´sicos regulares, robustos
y precisos. Este resultado se produce en multitud de configuraciones con los tres modelos
neuronales presentados. Simulta´neamente a la generacio´n del ritmo lento, tambie´n aparece
una estructura temporal espec´ıfica en sus ISIs. Este resultado ocurre incluso con neuronas
que aisladamente tienen exactamente el mismo comportamiento.
Factores que influyen en la aparicio´n de las firmas neuronales
Los datos obtenidos en las simulaciones sugieren que la distribucio´n temporal de los
potenciales de accio´n y, consecuentemente, la aparicio´n de las firmas neuronales individua-
les depende de dos factores principales: el patro´n de conectividad entre las neuronas del
circuito y la dina´mica individual de cada ce´lula. La topolog´ıa de la red hace que la estruc-
tura temporal de los spikes cambie respecto a la de las neuronas aisladas e incrementa la
precisio´n temporal en funcio´n de la redundancia del circuito (circuitos completos e intactos
vs. circuitos reducidos y dan˜ados). En los modelos, e´ste es el principal factor que determina
las caracter´ısticas de las firmas neuronales. Sin embargo, la firma de una misma ce´lula de
un mismo circuito no se parece entre simulaciones realizadas con distinto modelo neuro-
nal, lo que evidencia su dependencia con la dina´mica individual de la neurona. Esta u´ltima
determina co´mo dispara la ce´lula, definiendo as´ı la forma de la firma en el mapa de re-
52 Cap´ıtulo 3. Origen de las firmas neuronales
Figura 3.8: Figura de [Szu¨cs et al., 2003] que muestra co´mo afecta la conectividad de la red a la
firma de una de las neuronas PD en el circuito biolo´gico. Esta figura corrobora las hipo´tesis teo´ricas
obtenidas de los modelos. Panel A: ISIs de la neurona PD durante el experimento. El eje X representa
el instante en el que se registra el ISI y el eje Y su taman˜o. La franja inferior de la gra´fica se
corresponde con ISIs de la misma ra´faga. Durante el experimento se usan cuatro configuraciones
de red: circuito intacto (control) e hiperpolarizando la neurona V D (VD off ), la LP (LP off ) o
ambas (VD&LP off ). Paneles B, C, D y E : Firma de la neurona PD en las cuatro configuraciones,
respectivamente, control, VD off, VD&LP off y LP off.
torno (globular, triangular...). Esta dependencia tambie´n se manifiesta en simulaciones con
el mismo modelo cuando la influencia de la conectividad es menor, producie´ndose pequen˜as
variaciones en la distribucio´n temporal de los potenciales de accio´n.
Cabe destacar que la hipo´tesis teo´rica que plantean los modelos de la dependencia de
las firmas de la topolog´ıa de la red se ha corroborado experimentalmente en el laborato-
rio [Szu¨cs et al., 2003, Szu¨cs et al., 2005]. Como ejemplo de ello, la Figura 3.8 (obtenida
de [Szu¨cs et al., 2003]) muestra la firma de la neurona PD en el circuito biolo´gico cuando
las neuronas LP y/o V D se hiperpolarizan por debajo del umbral de disparo en una prepa-
racio´n in-vitro. En funcio´n de estas hiperpolarizaciones, la neurona PD muestra una firma
diferente. Igual que ocurre en nuestros modelos, todas estas firmas se parecen, pero en cada
una de ellas aumenta o disminuye la dispersio´n (precisio´n de la firma) y cambia el nivel
de clusterizacio´n, lo que pone de manifiesto la dependencia de las firmas neuronales con la
conectividad en el circuito biolo´gico.
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Caracter´ısticas funcionales de los modelos de CPG
Los CPGs son sistemas multifuncionales que pueden generar distintos ritmos con la
misma estructura ba´sica (relacio´n de fase entre las ra´fagas de actividad de las neuronas que
intervienen en e´l) en funcio´n de los est´ımulos modulatorios o sensoriales que reciben. En
instantes de tiempo diferentes, aunque se conserve la fase entre sus neuronas, la frecuencia de
su actividad ele´ctrica puede ser distinta [Marder and Calabrese, 1996]. Por ejemplo, se sabe
que el ritmo trifa´sico del CPG pilo´rico puede sufrir variaciones ma´s o menos significativas
en funcio´n de la temperatura o la textura de la comida [Selverston and Moulins, 1987]. En
las simulaciones presentadas en la Figura 3.6 tambie´n se observa este feno´meno. El ritmo
trifa´sico siempre se genera, pero la precisio´n y la fase de disparo var´ıan, lo que pone de
manifiesto el cara´cter multifuncional de nuestros modelos.
Un caso interesante que tambie´n enfatiza la naturaleza multifuncional del modelo es el
circuito reducido sin conexiones lentas (el de menor redundancia en la conectividad) con
neuronas KK. Dependiendo de los para´metros utilizados, en algunas de las simulaciones
realizadas con este circuito el CPG genera dos ritmos alternantes. Durante cierto intervalo
de tiempo, el ritmo es ana´logo al ritmo trifa´sico caracter´ıstico del CPG pilo´rico. Transcurrido
este intervalo, el ritmo se invierte, pasando a disparar, por este orden, el grupo marcapasos,
la neurona PY y la neurona LP . En estas simulaciones la onda lenta siempre presenta
exactamente las mismas caracter´ısticas que se muestran en la Tabla 3.1.
Relacio´n entre las firmas y el ritmo global del CPG
Se sabe que las caracter´ısticas de los ritmos generados por los CPGs dependen principal-
mente de la topolog´ıa de la red y de los tipos de sinapsis que se establecen entre las neuro-
nas que los forman [Flamm and Harris-Warrick, 1986, Johnson and Harris-Warrick, 1997,
Kloppenburg et al., 1999, Peck et al., 2001]. En nuestros modelos, este hecho se refleja en
que las redes con una menor carga sina´ptica (circuitos reducidos) y las redes menos redun-
dantes (circuitos dan˜ados) siempre producen ritmos menos precisos. Curiosamente, e´stos
son los mismos factores de los que dependen las caracter´ısticas de las firmas.
Al comparar las caracter´ısticas de la onda lenta y de la estructura temporal de los
potenciales de accio´n de las ra´fagas en una misma simulacio´n, se observa que ambas esta´n
correlacionadas. Por ejemplo, la conectividad afecta a la precisio´n temporal de las firmas
de las neuronas del circuito, de la misma forma que afecta a la precisio´n del ritmo lento
generado por la red. Los firmas y los ritmos de los circuitos con una mayor influencia de
la conectividad son los ma´s precisos. Estos resultados nos llevan a otra de las cuestiones
relacionadas con las firmas neuronales: su significado funcional. Parece claro que en los
modelos presentados las firmas tienen un significado funcional para el circuito. La correlacio´n
entre la dina´mica lenta y la dina´mica ra´pida hace que tenga sentido pensar que las firmas
neuronales codifican informacio´n que se env´ıan unas neuronas a otras o que reciben del
exterior para modificar el comportamiento global del circuito ante determinado evento. En
este contexto, un cambio en el comportamiento colectivo de la red podr´ıa deberse a una
pequen˜a variacio´n en la firma de alguna de sus neuronas. Los modelos presentados en este
cap´ıtulo son muy limitados para estudiar en detalle el posible papel funcional de las firmas
neuronales. En los siguientes cap´ıtulos se proponen nuevos modelos que permiten afrontar
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este estudio en mayor profundidad.
Cap´ıtulo 4
Efecto de las firmas neuronales en
el comportamiento del CPG
pilo´rico
Nuestro siguiente paso es investigar el posible significado funcional de las firmas neuro-
nales en el CPG pilo´rico comprobando si el comportamiento de los modelos depende de la
firma de alguna de sus neuronas. Realizaremos simulaciones de un mismo modelo (misma
topolog´ıa de red y comportamiento individual de sus neuronas) controlando la firma que
emiten sus ce´lulas en cada momento y analizando las caracter´ısticas del ritmo generado por
la red. Para ello hemos desarrollado un mecanismo para “forzar” la firma de una neurona
conservando las propiedades de la onda lenta. Si en estas simulaciones el comportamiento
global del CPG var´ıa en funcio´n de las caracter´ısticas de las firmas neuronales, podremos
afirmar que en nuestros modelos e´stas influyen en la funcionalidad del sistema.
4.1. Introduccio´n
Como hemos descrito en el Cap´ıtulo 2, los CPGs son circuitos multifuncionales que
modifican su comportamiento en respuesta a su entrada modulatoria y/o sensorial, pe-
ro estas entradas no son los u´nicos factores responsables de la generacio´n de un rit-
mo lento particular en un momento dado. Las propiedades intr´ınsecas del circuito, tales
como la dina´mica individual de sus neuronas o la topolog´ıa de la red, tambie´n son fac-
tores determinantes [Flamm and Harris-Warrick, 1986, Johnson and Harris-Warrick, 1997,
Kloppenburg et al., 1999, Peck et al., 2001]. El descubrimiento de las firmas neurona-
les [Szu¨cs et al., 2003] y los resultados obtenidos con nuestros modelos de CPG pilo´rico
(Cap´ıtulo 3) hacen que sea razonable pensar que las firmas tambie´n pueden intervenir en el
control de la red para la generacio´n de diferentes ritmos. Como ya se ha visto en cap´ıtulos
anteriores, algunos estudios han mostrado que ciertos mu´sculos controlados por CPGs res-
ponden de forma diferente a pequen˜os cambios en la estructura interna de la ra´fagas que re-
ciben de las motoneuronas que los inervan [Hooper and Weaver, 2000, Brezina et al., 2000,
Morris et al., 2000, Zhurov and Brezina, 2006, Brezina, 2007, Hooper et al., 2007]. Hasta el
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momento no se ha analizado el efecto de la distribucio´n temporal de los potenciales de accio´n
dentro de las ra´fagas en las caracter´ısticas del ritmo generado por un CPG. Esta estructura
temporal puede no so´lo influir en la respuesta motora de los mu´sculos que controla, sino
que tambie´n puede hacerlo en el comportamiento colectivo del CPG al que pertenecen las
motoneuronas.
En el cap´ıtulo anterior se han presentado modelos de CPG pilo´rico para estudiar la
dependencia de las firmas neuronales de la arquitectura de la red y de la dina´mica indi-
vidual de cada ce´lula. En ellos nos limitamos a modificar alguno de los posibles factores
que determinan el comportamiento del circuito para comprobar si la distribucio´n temporal
de los potenciales de accio´n de las ra´fagas var´ıa y si aparecen firmas neuronales como una
propiedad emergente de la red. Sin embargo, no hemos prestado especial atencio´n a si estos
cambios pueden o no tener algu´n significado funcional para el CPG. Segu´n el enfoque tradi-
cional (ver Cap´ıtulo 2), el comportamiento global del circuito deber´ıa ser independiente de
las firmas. Siempre que se mantengan las caracter´ısticas de la onda lenta, el ritmo trifa´sico
ha de generarse y sus propiedades ser “las mismas” aunque cada neurona individual presen-
te una firma diferente. En nuestras simulaciones, el ritmo trifa´sico caracter´ıstico de la red
se genera siempre y las caracter´ısticas principales de la onda lenta se mantienen. Au´n as´ı,
algunas de las propiedades del ritmo lento, tales como la fase entre las ra´fagas de las mo-
toneuronas o su precisio´n, cambian de una simulacio´n a otra. En vista de estos resultados,
cabe plantearse si el enfoque tradicional es cierto en todos los casos o si, por el contrario,
en determinadas circunstancias las firmas neuronales son una propiedad de la red necesaria
para su correcto funcionamiento.
La posibilidad de que las firmas neuronales participen en la generacio´n del ritmo requiere
un estudio ma´s detallado de cua´l puede ser su influencia en el comportamiento global del
circuito. Dada la forma en que se realizan, las simulaciones presentadas hasta este momento
no son adecuadas para analizar esta posibilidad. Al cambiar la arquitectura de la red o el
modelo de neurona individual, adema´s de las distribuciones temporales de los potenciales de
accio´n, tambie´n var´ıan otros aspectos de las sen˜ales generadas. Los cambios observados en
el comportamiento del CPG podr´ıan deberse a alguno de estos aspectos, lo que no permite
comparar la actividad del circuito en dos de estas simulaciones. Para evitar este efecto, en
este cap´ıtulo hemos utilizado un mecanismo para modificar la firma de una neurona sin
variar ningu´n otro aspecto de la sen˜al (Seccio´n 4.2.2). De esta forma, podremos discutir la
habilidad del circuito de generar ritmos trifa´sicos con diferentes firmas.
4.2. Me´todos
4.2.1. Modelos de red y de neurona
Los modelos de red utilizados aqu´ı van a ser los mismos usados en el cap´ıtulo anterior
en el estudio del origen de las firmas neuronales (Figura 3.1). Los modelos de sinapsis
tambie´n van a ser los mismos (ele´ctricas, qu´ımicas lentas y qu´ımicas ra´pidas graduales).
Para repasar los detalles de las caracter´ısticas de los circuitos ver la Seccio´n 3.2.1. Se van a
realizar simulaciones tanto con los circuitos intactos con todas las conexiones, como con los
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dan˜ados sin las conexiones qu´ımicas lentas. Esto permite comprobar la robustez y resistencia
del circuito a posibles cambios en las firmas.
Por su parte, para corroborar la generalidad de los resultados obtenidos, el comporta-
miento individual de las neuronas del circuito se va a describir mediante dos de los modelos
neuronales utilizados en el cap´ıtulo anterior:
• El modelo unicompartimental de ocho conductancias de Komendantov-Kononenko
(KK) [Komendantov and Kononenko, 1996].
• Y una modificacio´n cuatridimensional del modelo dina´mico simplificado de
Hindmarsh-Rose (HR) [Hindmarsh and Rose, 1984, Pinto et al., 2000].
Los para´metros y la descripcio´n detallada de estos modelos de neurona se muestra en el
Ape´ndice A. El comportamiento de los modelos de red con ambos se ha analizado en detalle
desde diversas perspectivas en el cap´ıtulo anterior. Comparando este comportamiento con el
mostrado por las redes en las simulaciones presentadas en este cap´ıtulo, podemos comprobar
cua´l es el efecto de los cambios en las firmas neuronales individuales.
4.2.2. Dina´mica de potenciales de accio´n libre y forzada
Nuestro principal objetivo es determinar la dependencia de los ritmos que generan los
modelos de CPG con la firma individual de las neuronas que los forman. Para ello se van a
realizar simulaciones utilizando una te´cnica que permite variar la dina´mica ra´pida de una
neurona fuera de las ecuaciones que rigen su comportamiento. La idea en la que se basan
estas simulaciones, que llamaremos simulaciones forzadas, es generar una sen˜al en la que las
caracter´ısticas de la onda lenta es exactamente las mismas que las de la sen˜al original, pero
en la que la distribucio´n temporal de los potenciales de accio´n sobre ella es distinta. Las
ra´fagas generadas tendra´n la misma duracio´n y el mismo nu´mero de potenciales de accio´n
que las calculadas con la dina´mica del modelo, pero sus ISIs y, consecuentemente, su firma
sera´n diferentes.
Todos los modelos de red utilizados son capaces de generar el ritmo trifa´sico caracter´ısti-
co del CPG pilo´rico con neuronas KK y HR (Cap´ıtulo 3). En este estudio se va a partir
de estas simulaciones, a las que llamaremos simulaciones libres, para modificar la firma de
alguna neurona en las simulaciones forzadas. En las primeras, el comportamiento de todas
las neuronas viene dado en todo momento por las ecuaciones diferenciales del modelo. En
las forzadas se utilizan los mismos para´metros que en las simulaciones libres para definir el
comportamiento individual de cada neurona y las conexiones que se establecen entre ellas.
Sin embargo, cuando el potencial de membrana de la neurona de la que se quiere modificar
la firma esta´ por encima del umbral de disparo, no se utilizan las ecuaciones del modelo
para definir su comportamiento, sino que e´ste se impone “artificialmente” fuera del siste-
ma dina´mico. De esta forma se consigue de forma controlada una distribucio´n temporal
de potenciales de accio´n diferente a la de la simulacio´n libre equivalente. Este mecanismo
permite modificar la firma de la neurona (dina´mica ra´pida) para emitir la que se desee en
cada momento, mientras que el resto de caracter´ısticas de la sen˜al se mantienen.
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Figura 4.1: Esquema de conectividad gene´rica entre las neuronas del CPG pilo´rico, los mu´sculos
que controla y las neuronas del CPG ga´strico. El CPG pilo´rico se representa mediante el circuito
completo de la Figura 3.1. Esta conectividad es importante a la hora de determinar que´ neurona es
la mejor candidata para modificar su firma en las simulaciones forzadas. Las resistencias representan
conexiones ele´ctricas, los c´ırculos vac´ıos conexiones qu´ımicas lentas y los rellenos conexiones qu´ımicas
graduales ra´pidas.
La neurona LP es la u´nica de las incluidas en nuestros modelos que no pertenece al
grupo marcapasos (neuronas AB y PDs) y que tiene “conectividad completa” con el resto
del sistema (Figura 4.1). Esto quiere decir (i) que esta´ conectada a los mu´sculos y al CPG
ga´strico y (ii) que adema´s env´ıa y recibe sen˜ales del resto de neuronas del propio CPG
pilo´rico. Estas dos caracter´ısticas permiten que influya en el comportamiento de todo el
sistema, pero no de una forma tan directa como lo har´ıa si perteneciera al grupo marcapasos
(recordar que todas las ce´lulas del CPG “siguen” a las de este grupo para generar el ritmo
trifa´sico, ver detalles en el Cap´ıtulo 2). Esto hace que la neurona LP sea la mejor candidata
para comprobar el efecto de modificar su firma en las simulaciones forzadas.
Antes de realizar las simulaciones forzadas se debe registrar la actividad de la neurona de
la que se quiere modificar la firma en una gran cantidad de simulaciones libres, en nuestro
caso la neurona LP . Las ra´fagas de las sen˜ales generadas en estas simulaciones se van a
analizar en detalle para obtener una serie de datos (panel superior de la Figura 4.2) que
posteriormente se utilizara´n para “forzar” la dina´mica ra´pida de la ce´lula y modificar su
firma. De esta forma se obtienen:
• Las distribuciones de probabilidad de potenciales de accio´n que hacen que el ritmo
trifa´sico se genere para cada topolog´ıa y modelo de red. Concretamente, se determina
cua´les son los ISIs entre potenciales de accio´n de una misma ra´faga y las distancias
al primer spike de todos los spikes de cada ra´faga. Con los primeros se calculan
las distribuciones de ISIs (ISIH ). Con los segundos, los histogramas de intervalos al
primer potencial de accio´n (I2PSH ). En la Seccio´n 4.2.3 se muestran ejemplos de
ambas distribuciones de probabilidad.
• La forma de los spikes para obtener un conjunto (pool) de potenciales de accio´n en
diferentes condiciones. Para determinar el instante en el que se produce un potencial
de accio´n, se busca en la curva del potencial de membrana de la neurona los puntos
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Simulación libre Simulación forzada
Figura 4.2: Mecanismo para forzar la firma de una neurona. Panel superior : Informacio´n que se
obtiene de las ra´fagas en las simulaciones libres para utilizarla en las simulaciones forzadas. Panel
inferior : Algoritmo para forzar la actividad spiking de una neurona. Los pasos a seguir son: (i) Re-
gistrar la duracio´n de la ra´faga original y el nu´mero de spikes que contiene. (ii) Fijar el origen y el
final del burst (puntos azules) y calcular la distribucio´n temporal de sus spikes segu´n la distribucio´n
de probabilidad elegida (puntos rojos). (iii) Generar la nueva ra´faga haciendo que en los instantes
elegidos se produzca un spike seleccionado al azar del pool.
que, estando por encima de cierto valor umbral, presentan un cambio de pendiente
positiva a negativa. Una vez identificados los potenciales de accio´n, se almacenan en
el pool todos los valores del potencial de membrana desde que se supera el umbral
fijado hasta un instante despue´s del disparo.
Una vez conseguidos estos datos, para realizar una simulacio´n forzada se debe (i) elegir
cua´l es la distribucio´n de probabilidad de potenciales de accio´n que se quiere usar para
“forzar” la firma de la neurona (ver Seccio´n 4.2.3) y (ii) utilizar el siguiente algoritmo para
modificar la distribucio´n temporal de los potenciales de accio´n en las ra´fagas (panel inferior
de la Figura 4.2):
1. Se deja evolucionar el sistema siguiendo las ecuaciones del modelo durante un periodo
de tiempo transitorio. Superado este instante se repiten los siguientes pasos hasta el
final de la simulacio´n.
2. Cuando se detecta el primer potencial de accio´n de una ra´faga en la dina´mica libre
de la neurona, se almacena toda la informacio´n del estado de la simulacio´n (instante
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de tiempo y valor de todas las variables del modelo). Esta informacio´n se utiliza ma´s
adelante para restaurar las condiciones en las que se encuentra la simulacio´n en el
momento que se inicia la ra´faga.
3. Se deja avanzar la simulacio´n libremente hasta el final de la ra´faga sin registrar su
actividad y contando el nu´mero de potenciales de accio´n que se producen (Figura 4.2,
panel inferior, izquierda). De esta forma se conoce el taman˜o de la ra´faga (tiempo
desde que se produce el primer potencial de accio´n hasta que se produce el u´ltimo) y
el nu´mero de spikes que contiene.
4. Se genera una ra´faga “artificial” de la misma duracio´n y con el mismo nu´mero de
potenciales de accio´n que la registrada en el punto anterior (Figura 4.2, panel inferior,
centro). Para que tenga la misma duracio´n se hace que coincida el instante en el
que se produce el primer y el u´ltimo spike en la ra´faga generada libremente y en la
nueva ra´faga. El instante en el que se produce el resto de potenciales de accio´n se
calcula aleatoriamente utilizando la distribucio´n de probabilidad elegida. Por u´ltimo,
la forma de cada potencial de accio´n se obtiene eligiendo al azar uno del pool de spikes
registrado en las simulaciones libres equivalentes. Se debe prestar especial atencio´n
a la manera en que se unen estos potenciales de accio´n ya que la curva de potencial
debe ser derivable.
5. Se retrocede en la simulacio´n hasta el instante registrado en el punto 2, restaurando
el valor de todas las variables almacenadas.
6. Se reinicia la simulacio´n. Hasta el final de la ra´faga, la dina´mica de la neurona se
sustituye por los valores obtenidos para la ra´faga artificial generada en el punto 4.
Una vez finalizada la ra´faga, se vuelven a simular libremente todas las variables del
modelo hasta el inicio de la siguiente ra´faga.
Este algoritmo nos va a permitir modificar la firma de la neurona LP y analizar co´mo afecta
este cambio al comportamiento del resto de neuronas del modelo. Su u´nica restriccio´n es
que impone el uso de un integrador de paso fijo para que la escala temporal sea coherente
entre los datos registrados en las simulaciones libres y los datos a los que sustituye en las
simulaciones forzadas. De utilizar un integrador de paso variable, no se podr´ıa garantizar
que el taman˜o de las ra´fagas generadas con la dina´mica libre fuera exactamente el mismo
que el de la ra´faga artificial generada con la forzada.
Para validar nuestro me´todo para forzar la generacio´n de una firma determinada, en
todos los casos hemos realizado simulaciones con dina´micas forzadas de la neurona LP con
exactamente los mismos ISIs que en la simulacio´n libre. En todas ellas el ritmo trifa´sico se
genera correctamente y presenta las mismas caracter´ısticas lentas y ra´pidas que el producido
en la simulacio´n libre equivalente.
La te´cnica descrita para modificar la firma de una neurona la hemos utilizado en nuestros
estudios teo´ricos con modelos del CPG pilo´rico obteniendo los resultados que se describen
ma´s adelante. Sin embargo, cabe destacar que esta misma te´cnica se puede utilizar para
estudiar las firmas neuronales en experimentos in-vitro. Con las te´cnicas tradicionales de
experimentacio´n es muy complicado afrontar este tipo de estudios. Sin embargo, es posible
forzar la dina´mica ra´pida de una neurona utilizando te´cnicas de dynamic clamp avanza-
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Circuito intacto: KK Circuito dañado: KK Circuito dañado: HRCircuito intacto: HR
Spike 1
Spike 4
Spike 7 Spike 7
Spike 4
Spike 1 Spike 1
Spike 6
Spike 11 Spike 11
Spike 6
Spike 1
Ráfaga uniforme Ráfaga bimodal creciente Ráfaga bimodal decreciente
Figura 4.3: Distribuciones de potenciales de accio´n utilizadas en las simulaciones forzadas de la
neurona LP . Las distribuciones esta´n agrupadas por modelo de neurona (KK y HR) y circuito
(intacto y dan˜ado). Panel superior : Histogramas de ISIs (ISIH) obtenidos de las simulaciones libres.
Paneles centrales: Histogramas con la distancia al primer potencial de accio´n (I2PSH) para tres
potenciales de accio´n en la dina´mica libre. Panel inferior : Ra´fagas uniformes y bimodales generadas
artificialmente. Las unidades son s para KK y son adimensionales para HR.
do [Sharp et al., 1993a, Sharp et al., 1993b, Robinson and Kawai, 1993, Mun˜iz et al., 2005]
que implementen el algoritmo que se ha descrito en esta seccio´n.
4.2.3. Distribuciones de ISIs
Tal y como se ha comentado anteriormente, en las simulaciones forzadas la distribucio´n
temporal de los potenciales de accio´n se va a calcular utilizando distintas distribuciones de
probabilidad. Parte de ellas se obtienen a partir de los datos registrados en las simulacio-
nes libres. Otras van a ser distribuciones teo´ricas que no guardan ninguna relacio´n con la
dina´mica ra´pida de los modelos. Estas u´ltimas son las primeras que nos van a indicar si la
dina´mica spiking es relevante al no tener ninguna relacio´n con la generada originalmente
por la red. El uso de mu´ltiples distribuciones facilita la evaluacio´n de la permisividad del
circuito a cambios en la firma.
En nuestras simulaciones, las ra´fagas modificadas se van a generar de forma que tengan
una firma neuronal dada por una de las siguientes distribuciones de probabilidad de spikes:
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• Distribuciones de los ISIs de las ra´fagas de la neurona LP en los circuitos intactos
y dan˜ados (panel superior de la Figura 4.3). Estas distribuciones muestran la pro-
babilidad de que en una simulacio´n libre concreta se produzca un ISI de duracio´n t
dentro de una ra´faga. A estas distribuciones de probabilidad las denominaremos ISIH
(histogramas de ISIs).
• Distribuciones temporales de los potenciales de accio´n de la neurona LP respecto
al primer potencial de accio´n de la ra´faga en los circuitos intactos y dan˜ados. Las
denominaremos I2PSH (histogramas de intervalos al primer spike). Caracterizan la
distribucio´n de la distancia de un potencial de accio´n dado al primero de la ra´faga en
la que aparece. Habra´ tantos I2PSH como potenciales de accio´n en las ra´fagas de la
simulacio´n libre. Como ejemplo, en los paneles centrales de la Figura 4.3 se muestra
el I2PSH de un potencial de accio´n del comienzo, de la mitad y del final de la ra´faga.
Una caracter´ıstica interesante de estas distribuciones es el aumento de la dispersio´n
en los u´ltimos spikes de las ra´fagas.
• Distribucio´n temporal uniforme (panel inferior de la Figura 4.3). Dada la duracio´n
de la ra´faga, reparte sus potenciales de accio´n de forma que todos los ISIs tengan la
misma duracio´n.
• Distribuciones bimodales crecientes y decrecientes (panel inferior de la Figura 4.3).
Dada la duracio´n de la ra´faga, estas distribuciones reparten los potenciales de accio´n
en dos grupos, uno con el doble de frecuencia de disparo que el otro. En funcio´n de si
es creciente o decreciente, un grupo u otro aparece al principio o al final de la ra´faga.
4.3. Resultados
Se han efectuado una gran cantidad de simulaciones modificando la firma de la neurona
LP con la te´cnica descrita en la Seccio´n 4.2.2. En todas las realizadas con neuronas KK
el tiempo de la simulacio´n es 10.000 segundos con un periodo transitorio de 200 segundos,
mientras que en las realizadas con neuronas HR el tiempo de la simulacio´n es 302.000
unidades arbitrarias con un periodo transitorio de 2.000 unidades. El nu´mero medio de
ra´fagas en cada caso es, respectivamente, 1.151 y 1.204.
En una simulacio´n forzada puede ocurrir que el circuito deje de generar el ritmo trifa´sico
caracter´ıstico del CPG pilo´rico o que siga comporta´ndose de manera correcta. En estos
u´ltimos casos, para caracterizar los ritmos que genera la red y poder compararlos con los
generados en las simulaciones libres, hemos calculado la medida de informacio´n descrita en
el Cap´ıtulo 3 (Ecuacio´n 3.7). Recordemos que esta medida indica la precisio´n de los ritmos,
de forma que cuanto menor sea su valor, mayor sera´ la precisio´n del ritmo.
Dada la forma en que se fuerza la dina´mica ra´pida, las sen˜ales generadas por la neurona
LP en una simulacio´n libre y en una forzada equivalente u´nicamente se diferencian en
su firma neuronal individual y en la forma de sus potenciales de accio´n. Sin embargo, au´n
mantenie´ndose invariable la onda lenta, la duracio´n de las ra´fagas y el nu´mero de potenciales
de accio´n por ra´faga, el primer resultado que se observa es que el comportamiento global
del CPG en las simulaciones forzadas var´ıa en mayor o menor medida.
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Para evaluar la dependencia del comportamiento global del circuito de la forma de los
potenciales de accio´n restringimos nuestro estudio a los casos en los que el pool de spikes
es del mismo modelo de neurona con el que se esta´ realizando la simulacio´n forzada. Esta
restriccio´n es evidente, ya que la forma de disparar y la escala temporal del modelo KK
y del HR son muy diferentes. Hay dos resultados que ponen de manifiesto que la forma
de los spikes no tiene nada que ver con los cambios observados en el comportamiento del
CPG. Por un lado, en las simulaciones realizadas para validar el me´todo para forzar la
dina´mica ra´pida de la neurona, en las que se utilizan los mismos ISIs que en la simulacio´n
libre pero cambian los potenciales de accio´n, siempre se genera un ritmo trifa´sico correcto
con pra´cticamente la misma precisio´n que el generado con la dina´mica libre (la diferencia
siempre es menor del 0.5%). Por otro lado, en las simulaciones de un mismo modelo de red,
con el mismo modelo de neurona individual, siempre que la distribucio´n de potenciales de
accio´n elegida para forzar la firma de la neurona LP es la misma, el comportamiento que
muestra el circuito tambie´n es el mismo..
En el circuito reducido el ritmo trifa´sico so´lo se genera en menos del 10% de los casos,
por lo que so´lo vamos a analizar en detalle los resultados de las simulaciones con el circuito
completo (Figura 4.1). La Tabla 4.1 muestra los resultados de las simulaciones forzadas con
esta u´ltima topolog´ıa de red. En la tabla la etiqueta “no” identifica los casos en los que el
modelo de CPG nunca ha sido capaz de generar un ritmo trifa´sico correcto. En alguno de
estos casos, la relacio´n de fase entre las ra´fagas de las neuronas se invierte, disparando, por
este orden, el grupo marcapasos, la neurona PY y la neurona LP . En otros, cada una de
ellas dispara de forma independiente sin ningu´n tipo de relacio´n con las dema´s.
El cambio en la firma de la neurona LP afecta al comportamiento del CPG de forma
diferente en funcio´n del tipo de distribucio´n de ISIs utilizada y de la topolog´ıa de la red:
• Cuando los potenciales de accio´n se distribuyen mediante ra´fagas artificiales, tan-
to uniformes como bimodales, el ritmo trifa´sico no se produce en ninguna ocasio´n.
En todos estos casos la red pasa a tener un comportamiento irregular en el que sus
neuronas generan ra´fagas independientes entre si. Esto indica que la forma en que
se distribuyen los potenciales de accio´n dentro de la ra´faga, o lo que es lo mismo,
la firma de la neurona LP , es un factor importante para el correcto funcionamien-
to de los modelos de red. De no ser as´ı el ritmo trifa´sico siempre deber´ıa generarse
correctamente.
• Cuando los spikes se distribuyen siguiendo los ISIH, el ritmo trifa´sico so´lo se produce
en algunos casos. Principalmente aparece con los modelos de circuito intacto, que
recordemos son los circuitos con una mayor carga sina´ptica. En las ocasiones en las
que el ritmo no se produce, la red puede generar otros ritmos en los que cambia la
relacio´n de fase entre las ra´fagas de sus neuronas (modelo KK dan˜ado con firmas
generadas con ambos ISIH) o alternar periodos de actividad irregular con periodos en
los que se genera el ritmo trifa´sico (modelo HR intacto con la firma del dan˜ado). Se
debe tener en cuenta que con este tipo de distribucio´n la firma de la neurona LP se
basa en las de las simulaciones libres, pero no tienen por que´ parecerse a ellas. Por
ejemplo, podr´ıa darse una firma en la que los ISIs de la ra´faga aparecieran justo en
orden inverso a los de la ra´faga “original”.
• Por u´ltimo, si usamos los I2PSH, el ritmo se genera siempre, independientemente de
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Circuito
Distribucio´n KK intacto KK dan˜ado HR intacto HR dan˜ado
Uniforme no no no no
Bimodal creciente no no no no
Bimodal decreciente no no no no
ISIH intacto 0.453 no 0.499 0.527
ISIH dan˜ado 0.469 no no 0.531
I2PSH intacto 0.432 0.438 0.469 0.484
I2PSH dan˜ado 0.442 0.447 0.475 0.497
Dina´mica libre 0.428 0.445 0.460 0.492
Tabla 4.1: Capacidad de generar un ritmo trifa´sico de los distintos circuitos completos usados en este
estudio. Los dan˜ados lo consiguen en muy pocas ocasiones. Las columnas indican el tipo de circuito
y el modelo con el que se han realizado las simulaciones. Las filas, la distribucio´n de probabilidad
de spikes con la que se fuerza la firma de la neurona LP . Los casos en los que no se genera un
ritmo trifa´sico va´lido se marcan como “no”. En el resto, se indica la precisio´n (Ecuacio´n 3.7) media
del ritmo con un taman˜o de ventana o´ptimo L = 10 [Rodr´ıguez et al., 2001] en 20 simulaciones
forzadas. No se muestra el error porque es pra´cticamente nulo. La u´ltima fila recoge la precisio´n de
los ritmos generados en las simulaciones libres.
la distribucio´n que se utilice para forzar la firma de la neurona LP . Estas son las
distribuciones que van a generar firmas ma´s parecidas a las de las simulaciones libres,
ya que en ellas cada potencial de accio´n se distribuye en base a los datos obtenidos de
e´stas para el ISI n-e´simo.
Observando la Tabla 4.1, se puede ver que la precisio´n del ritmo generado esta´ ı´ntima-
mente relacionada con la forma en que se modifica la firma de la neurona LP . Por un lado,
es mayor con los I2PSH que con los ISIH. Por otro, tambie´n es mayor con las distribuciones
de los circuitos intactos que con las equivalentes de los circuitos dan˜ados. Un resultado in-
teresante relacionado con este u´ltimo punto, es el hecho de que en las simulaciones forzadas
de los circuitos dan˜ados en las que se utiliza el I2PSH del circuito intacto equivalente para
forzar la firma de la neurona, la precisio´n del ritmo trifa´sico que genera la red es incluso
mayor que la del generado en la simulacio´n libre equivalente. Esto vuelve a poner de mani-
fiesto que la distribucio´n temporal de los potenciales de accio´n dentro de las ra´fagas influye
de forma muy significativa en las caracter´ısticas de los ritmos. Cuanto mayor es la precisio´n
de la firma, mayor es tambie´n la precisio´n de la dina´mica lenta.
Adema´s de las simulaciones que se presentan en la Tabla 4.1, hemos realizado otras
simulaciones forzadas que no se muestran aqu´ı. Tal y como se ha comentado anteriormente,
en las realizadas con el circuito reducido el ritmo trifa´sico se genera en muy pocas ocasiones
(menos del 10% de los casos). Las pocas veces en que se consigue es siempre con los circuitos
intactos. De las dos topolog´ıas de red utilizadas, e´ste es el circuito ma´s realista y el que tiene
una mayor componente sina´ptica. Esto pone de manifiesto la importancia de las conexiones
redundantes para la generacio´n del ritmo en el CPG. En otro grupo de simulaciones, hemos
utilizado distribuciones obtenidas de las simulaciones libres de uno de los modelos en una
forzada del otro. En ninguno de estos casos se ha conseguido generar un ritmo trifa´sico
va´lido.
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Recapitulando, la firma de la neurona LP afecta de forma muy significativa al com-
portamiento global del CPG pilo´rico. Cuanto ma´s precisa es (firma de las neuronas de los
circuitos intactos, ver resultados del Cap´ıtulo 3) y ma´s se parece la “firma forzada” a la
“original” de las simulaciones libres (distribuciones I2PSH), ma´s preciso es tambie´n el rit-
mo trifa´sico generado por la red. La precisio´n del ritmo disminuye conforme la firma de la
neurona LP se aleja de su firma original (distribuciones ISIH), llegando un punto en el que
el ritmo trifa´sico deja de generarse. Observando las distribuciones de ISIs de la Figura 4.3
se ve que las del modelo KK son muy parecidas entre s´ı y que tienen una variabilidad mayor
que las del modelo HR. Esto hace que las firmas generadas siguiendo estas distribuciones se
parezcan, pero que estad´ısticamente tengan una probabilidad muy alta de ser distintas a las
“originales”. Con el modelo KK, las nuevas firmas hacen que el circuito dan˜ado genere un
ritmo distinto del trifa´sico. Algo parecido ocurre con las distribucio´n de ISIs en el circuito
dan˜ado con neuronas HR. Sin embargo, en este caso, dada la poca probabilidad de tener
ISIs menores de 7.4 u.a., habra´ ocasiones en las que la ra´faga se parezca a la “original”, por
lo que en estas simulaciones se alternan periodos en los que la red genera el ritmo trifa´sico
con periodos en los que no lo hace. Finalmente, cuando la firma no tiene ningu´n parecido
con la de las simulaciones libres la actividad deja de ser regular.
4.4. Discusio´n
Papel funcional de las firmas en la generacio´n del ritmo del CPG
En las simulaciones forzadas presentadas en este cap´ıtulo se pone de nuevo de manifiesto
la dependencia de la actividad de nuestros modelos de CPG pilo´rico de la dina´mica ra´pida
de sus neuronas. El mecanismo utilizado para forzar la firma de una neurona garantiza que
la u´nica diferencia entre una simulacio´n libre y su equivalente forzada es la distribucio´n
temporal de los potenciales de accio´n de las ra´fagas de la neurona LP . Si el comporta-
miento del circuito so´lo dependiera de la dina´mica lenta, el ritmo se generar´ıa en todas las
simulaciones forzadas independientemente de la distribucio´n elegida para modificar la firma
de la neurona. Sin embargo, hemos encontrado un nu´mero significativo de casos en los que
esto no ocurre; y las veces en las que se produce un ritmo correcto, sus caracter´ısticas son
diferentes.
El comportamiento mostrado por la red en las simulaciones forzadas indica que no so´lo
existe una dependencia con las caracter´ısticas de la actividad spiking que se han analizado
hasta la fecha, como su frecuencia [Izhikevich et al., 2003, Krahe and Gabbiani, 2004] o su
nu´mero [Zhurov and Brezina, 2006]. En nuestras simulaciones, el nu´mero de potenciales de
accio´n por ra´faga y el taman˜o de e´sta se ha mantenido constante. Sin embargo, un ritmo
trifa´sico estable (simulaciones libres) puede evolucionar a otro tipo de ritmos cuando se
modifica la firma de una de las neuronas del circuito (simulaciones forzadas). Estos casos
son ejemplos en los que el comportamiento de la red depende de la firma de la neurona LP ,
lo que indica que en ellos las firmas tienen un significado funcional para el circuito.
Firmas va´lidas para generar el ritmo
En las simulaciones forzadas, no todas las firmas son va´lidas para que el circuito genere
su ritmo caracter´ıstico. El CPG so´lo se comporta correctamente cuando la firma de la
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neurona LP se encuentra dentro de un rango de coherencia con la firma de la neurona en
las simulaciones libres equivalentes. Esto indica que existe una firma o conjunto de firmas
ante las que el circuito responde generando un ritmo trifa´sico. A la hora de “identificar”
estas firmas, el CPG es capaz de soportar un pequen˜o nivel ruido en la distribucio´n temporal
de los potenciales de accio´n. Cuanto mayor es la redundancia de la red, mayor es el ruido
que es capaz de soportar, lo que resalta la importancia de las conexiones redundantes en
los CPGs.
Codificacio´n de informacio´n mediante firmas
Una gran cantidad de experimentos muestran que los sistemas neuronales utilizan
tanto la codificacio´n espacial como la codificacio´n temporal para intercambiar informa-
cio´n [Bialek et al., 1991, Theunissen and Miller, 1995, Softky, 1995, Rieke et al., 1997,
de Ruyter van Steveninck et al., 1997, Berry et al., 1997, Buracas et al., 1998,
Laurent et al., 2001, Rabinovich et al., 2006]. La codificacio´n temporal incrementa de
forma muy significativa la capacidad de procesamiento del sistema nervioso. Los resultados
presentados indican que las firmas neuronales pueden ser un mecanismo de codificacio´n
temporal de informacio´n. Apoya esta hipo´tesis el hecho de que el nu´mero spikes en una
ra´faga es muy robusto al ruido y cuanto mayor es este nu´mero, mayor es tambie´n la preci-
sio´n temporal [Kepecs and Lisman, 2003] o el hecho de que en algunos tipos de neurona la
precisio´n de los potenciales de accio´n dentro de una ra´faga ante un mismo est´ımulo es muy
grande, no so´lo en una misma ce´lula, sino tambie´n entre neuronas distintas de individuos
diferentes [Reinagel and Reid, 2000, Chi and Margoliash, 2001, Reinagel and Reid, 2002].
Si los resultados de las simulaciones forzadas se validan experimentalmente, existir´ıa un
grupo de firmas que codifican distintos mensajes de control para el CPG pilo´rico. Las simu-
laciones libres muestran que un pequen˜o cambio en la conectividad de la red o en la dina´mica
individual de sus neuronas puede producir modificaciones en las firmas. Se han descubierto
neuromoduladores que pueden modificar estos factores [Marder and Calabrese, 1996,
Marder and Bucher, 2001, Nusbaum et al., 2001, Nusbaum and Beenhakker, 2002,
Masino and Calabrese, 2002a, Masino and Calabrese, 2002b], se ha demostrado que la en-
trada modulatoria puede modificar la dina´mica de las ce´lulas de un CPG [Szu¨cs et al., 2003]
y existen neuronas que controlan la estructura temporal de los potenciales de accio´n ge-
nerados por otras [Hunter and Milton, 2003]. Todo esto indica que el sistema nervioso
dispone de mecanismos para cambiar la firma de una neurona determinada, enviando
as´ı un mensaje de control al CPG pilo´rico para inducir de forma muy ra´pida variaciones en
el ritmo generado por el circuito. E´sta es una propiedad deseable para una red que actu´a
como controlador dina´mico.
La firma individual de una neurona no so´lo se transmite dentro de la red a la que
pertenece. Por ejemplo, como muestra la Figura 4.1, la firma de alguna de las neuronas del
CPG pilo´rico tambie´n se emite a componentes que no pertenecen al circuito. Los mu´sculos
y las neuronas externas que las reciben pueden “leer” estas firmas para realizar diferentes
tareas como respuesta a las sen˜ales multifuncionales enviadas por cada una de las neuronas
del CPG. E´sta y otras hipo´tesis planteadas requieren la existencia de mecanismos celulares
que permitan identificar firmas neuronales espec´ıficas. En los pro´ximos cap´ıtulos vamos
a proponer nuevos modelos dina´micos para estudiar en mayor profundidad este tipo de
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mecanismos y su uso en estrategias de comunicacio´n neuronal basadas en el reconocimiento
de firmas.
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Parte III






En el cap´ıtulo anterior se ha presentado la idea de que las neuronas del CPG pilo´rico
pueden tener la capacidad de “identificar” determinadas firmas neuronales. En este cap´ıtu-
lo vamos a proponer nuevos modelos para profundizar en el ana´lisis de esta posibilidad.
Nuestro siguiente objetivo va a ser estudiar estas estructuras temporales como mecanismo
de comunicacio´n y control entre dos sistemas diferentes. Hasta el momento, los modelos nos
han permitido comprobar que los cambios en las firmas neuronales influyen significativa-
mente en el comportamiento global del CPG pilo´rico y que no todas las firmas son va´lidas
para que el circuito presente su actividad habitual. Sin embargo, desde una perspectiva fun-
cional, estos modelos mantienen abiertas mu´ltiples cuestiones referentes a las firmas. Con los
modelos propuestos a continuacio´n vamos a abordar parte de estas cuestiones discutiendo
si las firmas neuronales pueden por si solas ser un mecanismo de codificacio´n temporal de
informacio´n. Esto permitira´ generalizar las conclusiones obtenidas afirmando que no so´lo
afectan al comportamiento del sistema en el que aparecen, sino que tambie´n lo hacen en
otros sistemas externos que las reciben.
5.1. Introduccio´n
Recordemos del Cap´ıtulo 2 que la visio´n tradicional considera que la dina´mica ra´pida
de la sen˜al no es importante para caracterizar el comportamiento de los CPGs. Sin
embargo, descubrimientos recientes indican que en general esta afirmacio´n es menos
obvia de lo que se cre´ıa hasta el momento [Szu¨cs et al., 2003, Izhikevich et al., 2003,
Kepecs and Lisman, 2003, Kepecs and Lisman, 2004, Krahe and Gabbiani, 2004,
Oswald et al., 2004, Szu¨cs et al., 2005]. Au´n as´ı, hasta la fecha, la estructura tempo-
ral fina de los potenciales de accio´n dentro de las ra´fagas no se ha estudiado en detalle como
mecanismo de comunicacio´n entre un CPG y un sistema externo (neurona, red neuronal o
mu´sculo).
71
72 Cap´ıtulo 5. Reconocimiento de firmas neuronales
No se han realizado estudios experimentales que permitan determinar si las
firmas neuronales tienen algu´n significado para las ce´lulas que las reciben, bien
en el mismo CPG, bien en otro diferente. Se desconoce si al igual que ocu-
rre en los mu´sculos [Hooper and Weaver, 2000, Brezina et al., 2000, Morris et al., 2000,
Zhurov and Brezina, 2006, Hooper et al., 2007], las neuronas presentan mecanismos celu-
lares que les permitan decodificar la informacio´n recibida en la estructura temporal de los
ISIs de sus ra´fagas de entrada. Los primeros resultados obtenidos en esta l´ınea de investi-
gacio´n son los derivados de nuestros modelos del CPG pilo´rico (Parte II de esta memoria).
En ellos, las firmas influyen significativamente en las caracter´ısticas del ritmo generado por
el circuito, apoyando la hipo´tesis de que estas estructuras temporales tan precisas pueden
ser un mecanismo de codificacio´n de informacio´n, al menos en el caso de la comunicacio´n
interna del CPG. Sin embargo, ninguno de los modelos presentados permite estudiarlas
como mecanismo de comunicacio´n general, ya que se trata de modelos del CPG pilo´rico
desarrollados para estudiar el significado funcional de las firmas neuronales dentro de la
propia red.
Gran parte de las dudas referentes a las firmas neuronales gira en torno a la capacidad
de una neurona o de un sistema neuronal complejo de reconocer una firma espec´ıfica. En
este contexto, se entiende por “reconocer” o “identificar” una firma que el sistema receptor
muestre comportamientos diferentes al recibir sen˜ales con dos firmas distintas, indepen-
dientemente de las caracter´ısticas de la onda lenta sobre la que aparecen. El objetivo de
los modelos que se presentan en este cap´ıtulo es validar teo´ricamente que la distribucio´n
temporal de los potenciales de accio´n dentro de las ra´fagas emitidas por una neurona puede
ser identificada por otro sistema neuronal. Los nuevos modelos constan de dos componentes
individuales interconectados. El primero actu´a como emisor de firmas. El segundo sera´ el
receptor.
5.2. Me´todos
Como se ha comentado anteriormente, para abordar los objetivos fijados hemos disen˜ado
modelos de red que constan de dos subredes: un circuito emisor de firmas y un circuito
lector o receptor de firmas. Ambos esta´n conectados unidireccionalmente de forma que
el comportamiento del sistema lector esta´ controlado por la entrada sina´ptica recibida del
emisor, ya que e´sta constituye su u´nica entrada externa. De todos los modelos desarrollados,
en esta memoria so´lo se presentan dos en los que tanto el emisor como el receptor son
CPGs gene´ricos (Figura 5.1). Ninguno de ellos simula el comportamiento real de un sistema
neuronal concreto.
Aqu´ı queremos centrarnos en la importancia de las firmas neuronales como mecanismo
de comunicacio´n. Esto hace que las sen˜ales emitidas por el emisor deban cumplir ciertas res-
tricciones, tanto en su dina´mica lenta como su dina´mica ra´pida. Evidentemente, la primera
de ellas es la capacidad de generar sen˜ales con firmas diferentes. Siguiendo el enfoque tra-
dicional, esta´ claro que en la onda lenta se codifica informacio´n que podr´ıa ser interpretada
por el receptor. De ah´ı que no so´lo haya que generar sen˜ales con diferentes firmas, sino que
la onda lenta sobre la que aparecen debe presentar las mismas caracter´ısticas. Por otro lado,
tambie´n hay aspectos de la onda ra´pida que pueden codificar cierto tipo de informacio´n que
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influya en la respuesta del receptor [Kepecs and Lisman, 2003, Kepecs and Lisman, 2004].
Desde este punto de vista, la u´nica diferencia entre dos sen˜ales distintas debe ser la distri-
bucio´n intraburst de sus potenciales de accio´n. Teniendo todo esto en cuenta, las sen˜ales
generadas deben tener:
1. Ra´fagas de la misma duracio´n y con la misma frecuencia (onda lenta).
2. El mismo nu´mero de potenciales de accio´n por ra´faga.
3. La misma fase.
Estas restricciones son similares a las impuestas en las simulaciones “forzadas” (Cap´ıtulo 4).
La diferencia es que en las simulaciones forzadas se utiliza un mecanismo artificial para
imponer la distribucio´n temporal de los potenciales de accio´n en las ra´fagas que no es
necesario en modelos con una dina´mica rica. Nuestro objetivo aqu´ı es conseguir lo mismo,
pero a partir del propio modelo con una interaccio´n unidireccional entre el emisor y el
receptor. Es por ello que los emisores se han desarrollado bajo la premisa de controlar eficaz
y fa´cilmente las caracter´ısticas de las sen˜ales que generan en cada instante.
Cuando esta´n aislados del emisor correspondiente, los CPGs receptores siempre tienen el
mismo comportamiento de forma estable. Cuando ambos sistemas se conectan, los posibles
cambios de comportamiento del receptor sera´n una respuesta a las sen˜ales de entrada reci-
bidas del emisor, ya que e´sta es su u´nica entrada externa. Si las sen˜ales inyectadas desde el
emisor presentan las caracter´ısticas descritas en el pa´rrafo anterior, la respuesta del recep-
tor sera´ consecuencia u´nicamente de la distribucio´n temporal de los potenciales de accio´n
dentro de sus ra´fagas de entrada. Estudiando su respuesta a las distintas sen˜ales, podemos
comprobar si el receptor es capaz de “adaptar” su comportamiento a la firma recibida en
un momento dado. Sin embargo, esto no es suficiente para probar que la respuesta puede
depender exclusivamente de la firma del emisor. Podr´ıa ocurrir que cambios en la onda lenta
tambie´n conllevaran cambios en la respuesta del receptor. Para verificar que no ocurre esta
situacio´n, el emisor tambie´n es capaz de generar sen˜ales con la misma firma, pero sobre
sen˜ales con una frecuencia de onda lenta diferente. Si al inyectar sen˜ales de entrada en el
receptor con las propiedades descritas, la respuesta es la misma para las que tienen la misma
firma, independientemente de la onda lenta, podremos afirmar que nuestro sistema receptor
tiene la capacidad de reconocer firmas neuronales individuales.
5.2.1. Modelos de red
El esquema general de los modelos que presentamos en este cap´ıtulo es el mismo. La
red esta´ formada por dos CPGs gene´ricos que se comunican mediante sen˜ales con diferentes
caracter´ısticas de onda lenta sobre las que tambie´n pueden aparecer diferentes firmas. Todos
los CPGs esta´n inspirados en CPGs biolo´gicos, pero ninguno modela una red espec´ıfica. El
emisor y el receptor trabajan de forma conjunta para realizar tareas distintas, generando
cada uno de ellos un ritmo lento que podr´ıa controlar de forma satisfactoria un movimiento
r´ıtmico.





































































Sistema emisor de firmas Sistema receptor de firmas
Figura 5.1: Modelos de red utilizados para estudiar la capacidad de los sistemas neuronales de reco-
nocer una firma en su entrada sina´ptica. Panel superior : Modelo para el estudio a trave´s de sinapsis
inhibitorias (modelo de transmisio´n inhibitoria). Panel inferior : Modelo para sinapsis excitadoras
(modelo de transmisio´n excitadora). Ambos constan de dos CPGs, uno emisor y otro receptor de
firmas. Las resistencias denotan sinapsis ele´ctricas. Los puntos blancos sinapsis qu´ımicas graduales
inhibitorias. Y los puntos negros sinapsis qu´ımicas excitadoras no graduales.
Las neuronas de los CPGs t´ıpicamente esta´n conectadas mediante conexiones qu´ımicas
graduales inhibitorias recurrentes. La mayor´ıa de las conexiones entre CPGs distintos tam-
bie´n suelen ser inhibitorias. Por ello, en nuestros estudios previos siempre hemos utilizado
este tipo de conexio´n. Sin embargo, tambie´n existen CPGs en los que hay una componente
excitadora. Por ejemplo, el CPG ga´strico de los crusta´ceos [Selverston and Moulins, 1987].
Para obtener resultados ma´s generales, en este caso hemos desarrollado modelos en los
que el emisor y el receptor de firmas esta´n conectados mediante ambos tipos de sinapsis
qu´ımicas. Aunque las conexiones qu´ımicas entre neuronas de un mismo CPG siguen siendo
graduales inhibitorias. En la Figura 5.1 se muestran los modelos utilizados en las simula-
ciones que se describen ma´s adelante. El panel superior muestra el modelo de transmisio´n
inhibitoria, en el que las dos subredes esta´n conectadas mediante conexiones graduales in-
hibitorias; el panel inferior, el modelo de transmisio´n excitadora, en el que las conexiones
son excitadoras no graduales. Para modelar ambos tipos de conexio´n utilizamos el modelo
de Golowasch et al. [Golowasch et al., 1999a] para las graduales inhibitorias, y el de Des-
texhe et al. [Destexhe et al., 1994] para las excitadoras no graduales. Ambos modelos se
describen en detalle en el Ape´ndice B (Ecuaciones B.3 y B.6, respectivamente).
CPGs emisores de firmas
Como se ha descrito en el Cap´ıtulo 2, la generacio´n de las firmas neuronales en el CPG
pilo´rico se produce de forma simulta´nea a la del ritmo trifa´sico caracter´ıstico del circui-
to [Szu¨cs et al., 2003, Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. Mientras
que la red genera de forma global un ritmo lento, cada una de sus neuronas presenta de
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manera individual una firma caracter´ıstica. Nuestros modelos de CPG emisor reproducen
este comportamiento. Se han disen˜ado con la idea de construir un CPG gene´rico (formado
por las neuronas M , E1, E2 e I) que siempre produce un ritmo lento estable y bien definido
capaz de controlar un sistema motor, mientras que dos de sus neuronas, la E1 y la E2,
generan diferentes firmas.
Para asegurar que las sen˜ales que emiten las neuronas emisoras cumplen las caracter´ısti-
cas descritas anteriormente, los dos CPGs emisores constan de un grupo marcapasos (neu-
ronas M , E1 y E2) similar al existente en el CPG pilo´rico [Selverston and Moulins, 1987].
Las neuronas de este grupo esta´n acopladas ele´ctricamente mediante conexiones ele´ctricas
bidireccionales y sime´tricas (ver Seccio´n B.1 del Ape´ndice B). Por ello, las neuronas E1 y
E2 “siguen” a la neuronaM , disparando todas ellas simulta´neamente con la misma frecuen-
cia de onda lenta. A pesar de la simetr´ıa de los circuitos, la distribucio´n temporal de los
potenciales de accio´n dentro de las ra´fagas de las neuronas emisoras es diferente. Esto se
debe a que el comportamiento individual de cada neurona y las conexiones sina´pticas que
reciben no son exactamente las mismas. Como hemos comprobado en el Cap´ıtulo 3, e´stos
son los principales factores que influyen en que una neurona genere firmas diferentes.
El principal motivo para presentar dos modelos de CPG emisor diferentes es evaluar los
resultados obtenidos con un mayor nu´mero de firmas dada su dependencia con el patro´n de
conectividad de la red. En el modelo de transmisio´n inhibitoria se utiliza un CPG emisor
con mayor nu´mero de conexiones recurrentes. En este caso, la interneurona I esta´ conectada
directamente a las neuronas emisoras de firmas (E1 y E2). En el de transmisio´n excitadora,
el CPG emisor es un modelo equivalente simplificado del anterior en el que se han eliminado
estas conexiones. La sen˜al de la neurona I llega a las neuronas E a trave´s de la neurona mar-
capasos (M). Es de esperar que, de la misma forma que ocurr´ıa en los modelos presentados
en el Cap´ıtulo 3 en los circuitos con una menor componente sina´ptica, las firmas generadas
por las neuronas del CPG del modelo de transmisio´n excitadora sean menos precisas.
Los para´metros de las sinapsis entre las neuronas de los dos CPGs emisores de firmas
de la Figura 5.1 se han ajustado para que ambos generen de forma estable un ritmo lento
consistente en la alternancia de disparo del grupo marcapasos y la neurona I (paneles
superiores de la Figura 5.3). Los valores de estos para´metros se muestran en el Ape´ndice B.
CPGs receptores de firmas
Nuestros modelos de CPG receptor tambie´n son circuitos gene´ricos que no modelan
ninguna red biolo´gica espec´ıfica. Ambos esta´n formados por las neuronas R, N1, N2 y N3.
La neurona R es una interneurona que recibe la sen˜al del CPG emisor y la transmite al resto
de ce´lulas del circuito, recibiendo “feedback” del comportamiento de e´stas. Las neuronas N1,
N2 y N3 son las motoneuronas encargadas de generar el ritmo de la red. Hemos realizado
un gran nu´mero de simulaciones con distintas topolog´ıas de red, tanto con el modelo de
transmisio´n inhibitoria como con el de transmisio´n excitadora. En todas ellas las neuronas
del circuito son las mismas, pero cambia el nu´mero de conexiones recurrentes. Esto nos ha
permitido comprobar si el reconocimiento de firmas depende de la conectividad de la red.
Los resultados obtenidos con las distintas arquitecturas de red siempre son muy similares,
por lo que aqu´ı so´lo mostramos los obtenidos con dos de ellas (Figura 5.1). La diferencia
entre ambas esta´ en las neuronas a trave´s de las que la neurona R recibe “feedback” del
ritmo generado por el CPG. En el modelo de transmisio´n inhibitoria, lo hace a trave´s de las
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neuronas N1 y N2. Por su parte, en el de transmisio´n excitadora, so´lo lo hace a trave´s de la
neurona N1. Los valores de los para´metros de las sinapsis entre las neuronas de los CPGs
receptores de firmas se muestran en el Ape´ndice B.
Cuando esta´n aisladas, la ce´lulas de los CPGs receptores tienen comportamiento
de tipo spiking-bursting (sus para´metros se muestran en el Ape´ndice A). Si no existe
entrada sina´ptica procedente del CPG emisor, los dos CPGs receptores generan un
ritmo estable. Este ritmo siempre es un ritmo trifa´sico que consiste en la alternancia
de disparo, por este orden, de las neuronas N1, N3 y N2. Cuando el CPG emisor y el
receptor se conectan, el ritmo generado por los receptores depende de la sen˜al de control
que recibe del emisor correspondiente. La neurona receptora (R) recibe dos sen˜ales de
entrada simulta´neas procedentes de este u´ltimo CPG, una desde la neurona E1 y otra
desde la E2. Para simplificar nuestro ana´lisis, vamos a hacer que una de estas sen˜ales
predomine sobre la otra, de forma que podemos asumir que la neurona receptora recibe
fundamentalmente la firma de una u´nica neurona. Para controlar la lectura de u´nicamente
una firma simulta´neamente se utilizan distintos valores para las conductancias de las
conexiones entre las neuronas del CPG emisor y del receptor (α y β). En todas las
simulaciones realizadas, una de ellas es mayor que la otra (del orden de 0.1 vs. 0.009 mS en
el modelo de transmisio´n inhibitoria y 0.03 vs. 0.001 mS en el de transmisio´n excitadora).
En los sistemas biolo´gicos los neuromoduladores pueden producir un efecto similar capaz
de reconfigurar la red neuronal [Marder and Calabrese, 1996, Marder and Bucher, 2001,
Nusbaum et al., 2001, Nusbaum and Beenhakker, 2002, Masino and Calabrese, 2002a,
Masino and Calabrese, 2002b].
5.2.2. Modelos de neurona
Para definir el comportamiento de cada neurona individual hemos utilizado el modelo
unicompartimental de ocho conductancias de Liu et al. [Liu et al., 1998]. Su descripcio´n
detallada se muestra en el Ape´ndice A. Es un modelo con una dina´mica individual muy rica
que se basa en datos experimentales registrados en neuronas del ganglio estomatoga´strico,
por lo que tiene la capacidad de generar ra´fagas de potenciales de accio´n muy similares a
las de las ce´lulas biolo´gicas. Este modelo se ha utilizado en un gran nu´mero de investiga-
ciones referentes al ganglio estomatoga´strico [Goldman et al., 2001, Golowasch et al., 2002,
Prinz et al., 2003, Prinz et al., 2004]. Los valores de los para´metros de las neuronas de
Liu et al. utilizados en nuestras simulaciones se muestran en el Ape´ndice A.
5.2.3. Representacio´n y medidas de las firmas neuronales
T´ıpicamente la actividad neuronal dentro de las ra´fagas se representa median-
te mapas de retorno de ISIs (ISI return maps) ana´logos a los utilizados en el
Cap´ıtulo 3 [Dekhuijzen and Bagust, 1996, Segundo et al., 1998, Fitzurka and Tam, 1999,
Kepecs and Lisman, 2003, Izhikevich et al., 2003, Szu¨cs et al., 2003]. En ellos, el ISIi se
representa frente al ISIi+1. Sin embargo, este tipo de representacio´n tiene un inconveniente
para el tipo de estudio que queremos realizar aqu´ı: todos los ISIs dentro de una misma
ra´faga se representan de forma equivalente, por lo que el mapa de retorno no muestra la
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sucesio´n temporal precisa de los eventos de la ra´faga. Esto hace que no sean adecuados
para representar cuantitativamente la estructura temporal de las firmas neuronales. Para
evitar este problema, aqu´ı vamos a utilizar otras representaciones que s´ı proporcionan esta
informacio´n:
1. Como primera medida de los ISIs usamos el intervalo de tiempo que transcurre desde
que se produce el primer spike de la ra´faga hasta que se produce el resto de potenciales
de accio´n (I2PS). Este intervalo de tiempo se va a representar mediante gra´ficos de
barras (ver paneles izquierdos de la Figura 5.2). La barra “n” representa el valor medio
del intervalo de tiempo entre el spike n + 1 y el primer spike de la ra´faga. Neuronas
con la misma firma (o muy similar) tendra´n el mismo (o muy similar) intervalo de
tiempo medio al primer spike para todos los potenciales de accio´n de la ra´faga.
2. Como segunda medida se utilizan los propios ISIs. Para representarlos tambie´n utili-
zamos gra´ficos de barras (ver paneles derechos de la Figura 5.2). Ahora, la barra “n”
representa el tiempo medio entre el potencial de accio´n n y el n+ 1 de la ra´faga.
Los dos tipos de representacio´n gra´fica se utilizan para mostrar la distribucio´n tempo-
ral de los potenciales de accio´n dentro de la ra´faga. Ambas caracterizan la firma de una
neurona, pero es importante tener en cuenta que su significado es distinto del de los his-
togramas utilizados en el Cap´ıtulo 4. Las barras representan intervalos de tiempo medios
entre dos eventos de la ra´faga y no distribuciones de probabilidad de los ISIs. Si cada barra
se representa adema´s con su error correspondiente, estas representaciones tambie´n permiten
comprobar la precisio´n de la firma estudiando la variabilidad de cada intervalo en una serie
temporal con un gran nu´mero de ra´fagas.
Con las representaciones anteriores so´lo tenemos una forma de medir visualmente la
similitud entre dos firmas. Para hacerlo cuantitativamente hemos definido una norma L2
que mide la “distancia temporal” entre las firmas (S1 y S2) contenidas en dos sen˜ales. La idea
que hay detra´s de esta norma L2 es calcular para cada ra´faga de una de las sen˜ales el valor
medio de la distancia con todas las ra´fagas de la otra sen˜al, definiendo la distancia entre dos
ra´fagas como la suma de las diferencias entre el ISI k-e´simo de ambas. Matema´ticamente, si
ISISXi,j denota el i-e´simo ISI en la ra´faga j-e´sima de la sen˜al SX , nuestra medida de similitud















donde B1 y B2 son el nu´mero de ra´fagas de la sen˜al que contienen S1 y S2 respectivamente;
y N es el nu´mero de ISIs por ra´faga. Esto hace que si todas las ra´fagas de ambas sen˜ales
no tienen el mismo nu´mero de potenciales de accio´n, la medida dS1,S2 no sea va´lida. Como
se vera´ ma´s adelante, esto no ocurre en nuestras simulaciones.
El valor dS1,S2 permite comparar la distribucio´n de los ISIs de dos sen˜ales dando una
distancia entre sus distribuciones temporales. Esta medida se va a utilizar para evaluar la
similitud entre diferentes firmas. Para validar la medida y dar un valor de referencia con el
que comparar el resto de valores presentados, siempre vamos a calcular la distancia de una
sen˜al consigo misma.
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(a) Modelo de transmisio´n inhibitoria
Onda lenta
Sen˜al Frecuencia (Hz) Duracio´n de las ra´fagas (ms)
F1S1 1.38012 (± 3 · 10
−5) 64.1 (± 0.5)
F1S2 1.38324 (± 3 · 10
−5) 63.5 (± 0.7)
F2S1 1.49665 (± 4 · 10
−5) 63.7 (± 0.5)
F2S2 1.49662 (± 6 · 10
−5) 63.2 (± 0.8)
(b) Modelo de transmisio´n excitadora
Onda lenta
Sen˜al Frecuencia (Hz) Duracio´n de las ra´fagas (ms)
F ′1S
′
1 2.19625 (± 1 · 10
−5) 53.6 (± 0.3)
F ′1S
′
2 2.19781 (± 2 · 10
−5) 53.6 (± 0.4)
F ′2S
′
1 1.99028 (± 1 · 10
−5) 53.5 (± 0.1)
F ′2S
′
2 1.99163 (± 2 · 10
−5) 53.6 (± 0.1)
Tabla 5.1: Frecuencia media de la onda lenta y duracio´n media de la ra´faga de las cuatro sen˜ales
generadas por cada CPG emisor de firmas. En el modelo de transmisio´n inhibitoria, el nu´mero
mı´nimo de ra´fagas utilizado para calcular estas medidas es 1115, mientras que el de transmisio´n
excitadora es 1750. Cada sen˜al generada por las neuronas emisoras se etiqueta como FxSy, donde
x identifica la onda lenta e y indica su firma.
5.3. Resultados
5.3.1. Comportamiento de los CPGs emisores
La descripcio´n de los resultados de las simulaciones de los modelos propuestos va a
comenzar presentando los datos que permiten corroborar que las sen˜ales generadas por
las neuronas de los CPGs emisores cumplen las restricciones impuestas en la Seccio´n 5.2.
Cada circuito emisor puede generar dos ritmos lentos con frecuencias diferentes (paneles
superiores de la Figura 5.3). Esto hace que en nuestro ana´lisis haya que considerar cuatro
sen˜ales distintas por CPG. Dos de ellas las genera la neurona E1 y las otras dos la E2:
• Los dos CPGs emisores tienen en comu´n un grupo marcapasos que controla las ca-
racter´ısticas del ritmo lento que genera el circuito. Gracias al acoplamiento ele´ctrico
entre las neuronas de este grupo, las neuronas E1 y E2 siempre actu´an sincronizadas,
de forma que en una misma simulacio´n, las caracter´ısticas de sus ondas lentas son
ana´logas. Esto hace que cada una de ellas pueda emitir sen˜ales con dos posibles fre-
cuencias de onda lenta, medida como el intervalo de tiempo entre el primer potencial
de accio´n de ra´fagas consecutivas (Tabla 5.1). En el modelo de transmisio´n inhibito-
ria, F1 = 1.38 Hz y F2 = 1.50 Hz. En el de transmisio´n excitadora, F
′
1 = 2.20 Hz
y F ′2 = 1.99 Hz. La diferencia se corresponde con un periodo de hiperpolarizacio´n
diferente, y es lo suficientemente significativa (8% y 10%, respectivamente) para que
sea posible distinguir dos sen˜ales con ambas frecuencias de onda lenta.












































































ISI #1 ISI #2 ISI #3 ISI #4
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F1’ F2’
F1’ F2’
(a) Modelo de transmisión inhibitoria


















Figura 5.2: Representacio´n gra´fica de la firma de las neuronas emisoras. Panel a: Firmas en el modelo
de transmisio´n inhibitoria. Panel b: Firmas en el modelo de transmisio´n excitadora. Las figuras de la
izquierda muestran la representacio´n de los I2PSs medios; las de la derecha, la distribucio´n media de
ISIs. Las unidades son ms. Las barras claras pertenecen a las sen˜ales de la neurona E1 y las oscuras
a las de la neurona E2. A simple vista, parece que cada neurona tiene una firma espec´ıfica (S1, S2,
S′1 y S
′
2) independientemente de la frecuencia de la onda lenta.
ra 5.2 muestra la representacio´n gra´fica de las firmas de las ocho sen˜ales generadas
por las neuronas emisoras en nuestras simulaciones (cuatro por cada CPG emisor).
Centra´ndonos en las representaciones de un mismo modelo de transmisio´n, a sim-
ple vista estas distribuciones parecen ser iguales dos a dos (barras oscuras vs. barras
claras). Para comprobar que realmente definen firmas distintas, hemos calculado la
medida de similitud de firmas para estas sen˜ales (Ecuacio´n 5.1). La Tabla 5.2 muestra
el resultado de este ca´lculo. Evidentemente, las menores distancias se dan cuando se
compara una sen˜al consigo misma (valores de la diagonal). Del resto de valores, la
distancia entre la firma de una misma neurona es muy pequen˜a, independientemente
de la frecuencia de la sen˜al sobre la que aparece (valores recuadrados). Si estas dis-
tancias se comparan con las existentes entre firmas de neuronas diferentes (valores en
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(a) Modelo inhibitorio (b) Modelo excitador





















1 0.02 - - -




2 2.49 0.02 - -




1 0.92 3.53 0.04 -




2 2.72 1.09 2.84 0.01
Tabla 5.2: Distancia entre las firmas de las sen˜ales generadas por las neuronas E1 y E2 de los CPGs
emisores de firmas. Las unidades son ms. La tabla es sime´trica, de ah´ı que no se muestren los datos
de la parte superior derecha. Estos valores corroboran que cada neurona emisora tiene una firma
identificativa espec´ıfica.
cursiva), en el modelo de transmisio´n inhibitoria, en el peor de los casos, la diferencia
es de un orden de magnitud; mientras que en el de transmisio´n excitadora es aproxi-
madamente el doble. Teniendo en cuenta estos datos, podemos afirmar que en ambos
modelos de red nuestra hipo´tesis de que en los CPGs emisores las neuronas E1 y E2
firman las sen˜ales que emiten con una distribucio´n de potenciales de accio´n espec´ıfica
es correcta. La notacio´n utilizada para identificar estas firmas es la siguiente: en el
modelo de transmisio´n inhibitoria S1 va a ser la firma de la neurona E1 y S2 la de la





respectivamente, S′1 y S
′
2.
• El nu´mero de potenciales de accio´n por ra´faga es el mismo: seis en el modelo de
transmisio´n inhibitoria y cinco en el de transmisio´n excitadora.
• Y, finalmente, la duracio´n media de las ra´fagas, definida como el intervalo de tiempo
que transcurre desde que se produce el primer potencial de accio´n hasta que se produce
el u´ltimo de un mismo burst, tambie´n es el mismo en las cuatro sen˜ales de un mismo
modelo de transmisio´n (notar que los valores de error siempre solapan. Ver Tabla 5.1).
5.3.2. Respuesta de una sola neurona ante firmas diferentes
Antes de analizar el comportamiento de los CPGs receptores de firmas ante la llegada
de las sen˜ales emitidas por los emisores, vamos a estudiar cua´l es la respuesta de la neurona
R cuando esta´ aislada del resto del circuito receptor. Esto tiene una doble finalidad. Por
un lado, comprobar si una neurona individual es capaz de “reconocer” por si sola la firma
incluida en sus est´ımulos de entrada. Por otro, ilustrar el ana´lisis que se repetira´ ma´s adelante
para los CPGs receptores. El mecanismo utilizado para modular la influencia de cada firma
en la neurona receptora consiste en modificar la conductancia de las sinapsis entre e´sta y
las neuronas E de los CPGs emisores (para´metros α y β descritos en la Seccio´n 5.2.1). Los
valores de los para´metros utilizados en las simulaciones se muestran en el Ape´ndice B. Para
identificar la sen˜al que se utiliza como entrada sina´ptica predominante del sistema receptor
en cada simulacio´n, siempre usamos la notacio´n FxSy, donde “x” denota la frecuencia de
la onda lenta e “y” la firma que aparece sobre ella.
Al no haber cambios en sus para´metros, ni existir ninguna otra influencia externa, las






 0.03, β = 0.001
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Figura 5.3: Comportamiento de los CPGs emisores y respuesta aislada de la neurona receptora a
las firmas que emiten. Panel a: Modelo de transmisio´n inhibitoria. Panel b: Modelo de transmisio´n
excitadora. El CPG emisor siempre genera un ritmo bifa´sico con alternancia de disparo entre el
grupo marcapasos y la neurona I (paneles superiores). Dependiendo del modelo, su frecuencia puede




2. Las neuronas E1 y E2 esta´n acopladas ele´ctricamente a M , por lo que las tres
disparan sincronizadas. Los paneles inferiores muestran la respuesta de la neurona R a la entrada
sina´ptica procedente de E1 y E2 con frecuencias F1 y F1
′. Las l´ıneas verticales indican cua´ndo se
genera una ra´faga en las emisoras. R muestra comportamientos diferentes cuando la frecuencia de
la onda lenta es la misma. Los resultados con F2 y F
′
2 son equivalentes.
la conectividad con las emisoras se deben u´nicamente a su entrada sina´ptica. Dadas las
caracter´ısticas de las sen˜ales generadas por las emisoras, podemos asegurar que cuando sean
le´ıdas por la neurona receptora, su respuesta dependera´ exclusivamente de una distribucio´n
temporal particular de los potenciales de accio´n dentro de las ra´fagas y/o de la frecuencia
lenta espec´ıfica de la sen˜al.
Las neuronas receptoras muestran comportamientos diferentes cuando reciben sen˜ales
con la misma frecuencia de onda lenta, cosa que nunca ocurrir´ıa si toda la informacio´n
enviada por las emisoras se codificara en su dina´mica lenta. En el modelo de transmisio´n
inhibitoria esta neurona siempre muestra un comportamiento de tipo spiking-bursting (pa-
nel inferior de la Figura 5.3a), mientras que en el de transmisio´n excitadora siempre lo
tiene de tipo spiking (panel inferior de la Figura 5.3b). Sin embargo, en ambos casos, la
frecuencia de disparo depende de la entrada sina´ptica. Esta dependencia radica en la firma
predominante, y no en la frecuencia de la onda lenta de la sen˜al de entrada. La Figura 5.3
no muestra las simulaciones con frecuencias F2 y F
′
2, pero los resultados (ana´logos a los
de F1 y F
′
1) se pueden confirmar ma´s adelante cuando se muestran las simulaciones de los
modelos completos (Figuras 5.5 y 5.6). En el modelo de transmisio´n inhibitoria, con S1 la
frecuencia de la actividad spiking-bursting es el doble que con S2. En el modelo de trans-
misio´n excitadora, con S′1 se produce un potencial de accio´n por cada ra´faga recibida de
R, mientras que con S′2 la frecuencia de disparo es cuatro veces mayor, genera´ndose cuatro
potenciales de accio´n por cada ra´faga de la emisora. En vista de estos resultados podemos

















































(a) Firmas inyectadas en la neurona receptora
(b) Respuesta de la neurona receptora
Figura 5.4: Panel a: Firmas de las neuronas emisoras (Sa y Sb). Panel b: Comparacio´n del potencial
de membrana de la receptora al leer una ra´faga con las firmas Sa y Sb sobre una onda lenta con la
misma frecuencia (Fa izquierda y Fb derecha) a trave´s de una sinapsis inhibitoria gradual. El efecto
para una excitadora es ana´logo. Cada oscilacio´n de la sen˜al se corresponde con un potencial de accio´n
en la emisora. La neurona reconoce las firmas porque con Sa no alcanza el umbral de disparo y con
Sb s´ı.
concluir que la neurona receptora “adapta” su comportamiento a la distribucio´n temporal
de los potenciales de accio´n de la sen˜al que recibe en cada momento. Aqu´ı so´lo hemos mos-
trado la respuesta de esta neurona a dos firmas diferentes como ejemplos representativos de
nuestros resultados. Hemos encontrado muchos resultados similares con otras firmas ante
las que la neurona receptora responde con distinto tipo de comportamiento, tanto regular
como altamente irregular.
El reconocimiento de las firmas neuronales en la neurona R puede deberse a la suma no
lineal de los potenciales de accio´n presina´pticos [Segundo et al., 1963]. Segu´n esto, el efecto
de un potencial de accio´n depende del nivel de hiperpolarizacio´n o despolarizacio´n que haya
alcanzado la neurona como consecuencia de los anteriores. Es decir, que las neuronas son
capaces de mantener una memoria transitoria de su actividad y de los est´ımulos que han
recibido en el pasado. Cuanto mayor es el tiempo transcurrido entre dos potenciales de
accio´n consecutivos, menor es este efecto. Como ejemplo de ello, la Figura 5.4 muestra los
resultados de una simulacio´n de un modelo muy simple formado por dos posibles neuronas
emisoras y una receptora conectadas mediante una sinapsis inhibitoria gradual. Cada una
de las emisoras tiene una firma identificativa, Sa y Sb, que puede a aparecer sobre dos ondas















(a) Entrada F1S1 (b) Entrada F1S2
(d) Entrada F2S2(c) Entrada F2S1
Figura 5.5: Comportamiento del CPG receptor de firmas del modelo de transmisio´n inhibitoria
cuando recibe como entrada sina´ptica las cuatro sen˜ales objeto de estudio. Panel a: Sen˜al F1S1.
Panel b: Sen˜al F1S2. Panel c: Sen˜al F2S1. Panel d : Sen˜al F2S2. El comportamiento global del CPG
depende de la firma recibida en su entrada sina´ptica. Con S1 (series temporales de la izquierda), la
neurona N2 esta´ en silencio y el circuito genera un ritmo bifa´sico. Con S2 (series temporales de la
derecha), genera un ritmo trifa´sico con secuencia de activacio´n N1-N2-N3.
muy pequen˜as. Sin embargo, la neurona receptora es capaz de identificar de do´nde proceden
sus sen˜ales de entrada. Con la primera firma so´lo genera actividad subumbral, mientras que
con la segunda tiene comportamiento bursting. Esto se debe a que a excepcio´n del u´ltimo,
los ISIs de Sa son de mayor duracio´n que los de Sb. Estas distribuciones temporales hacen
que la neurona receptora alcance un mayor nivel de hiperpolarizacio´n con Sa. Lo que implica
que en este caso no alcance el umbral de disparo. Con Sb la mayor duracio´n del u´ltimo ISI
permite a la ce´lula alcanzar este umbral y generar ra´fagas de potenciales de accio´n.
5.3.3. Comportamiento de los CPGs receptores
Si ahora consideramos los modelos completos en los que la neurona R es una interneurona
de los CPGs receptores, la diferencia es que la sen˜al que recibe se propaga al resto del circuito
y que recibe “feedback” de la actividad colectiva de la red. Las Figuras 5.5 y 5.6 muestran
que el comportamiento de esta neurona al recibir las sen˜ales de control procedentes del CPG















Figura 5.6: Respuesta del CPG receptor de firmas del modelo de transmisio´n excitadora a la llegada
de sen˜ales con dos firmas diferentes. El CPG emisor siempre genera un ritmo bifa´sico estable con
la misma relacio´n de fase entre sus neuronas (M -I) y la misma frecuencia de onda lenta. El CPG
receptor lee las sen˜ales emitidas por las neuronas E1 y E2, cada una de las cuales tiene una firma
neuronal diferente. En la primera parte de la simulacio´n el receptor recibe la sen˜al emitida por la
neurona E1, mostrando un ritmo trifa´sico estable con secuencia de disparo N1-N3-N2. A mitad de
la simulacio´n pasa a ser predominante la sen˜al de la neurona E2. En ese instante, el CPG receptor
deja de generar el ritmo trifa´sico, comenzando a generar un ritmo con la neurona N3 en silencio.
emisor es el mismo que muestra al estar aislada. Sus cambios de comportamiento ahora se
propagan al resto de neuronas de la red. Estos cambios hacen que, al conectar los CPGs
emisores y los receptores, la relacio´n de fase entre la actividad de las neuronas N1, N2 y N3
var´ıe. De la misma forma que en el caso de la neurona R aislada, el comportamiento global
del CPG receptor tambie´n depende de cua´l es la firma predominante en cada instante. En
el modelo de transmisio´n inhibitoria, cuando la firma predominante es S1 pasa a generar un
ritmo bifa´sico con secuencia de disparo N1-N3, estando N2 en silencio (paneles izquierdos
de la Figura 5.5). Mientras que si la firma predominante es S2 , genera un ritmo trifa´sico
con secuencia de disparo N1-N2-N3. En el modelo de transmisio´n excitadora (Figura 5.6),
el ritmo generado por el CPG cuando la firma predominante es S′1 es un ritmo trifa´sico
con secuencia de disparo N1-N3-N2. Mientras que con S
′
2 genera un ritmo bifa´sico con la
neurona N3 en silencio.
La Figura 5.6 muestra la rapidez con la que la neurona R y, consecuentemente, el CPG
receptor adapta su comportamiento a la firma que lee en un momento dado en el modelo de
transmisio´n excitadora. Su comportamiento cambia de forma instanta´nea cuando la sen˜al
predominante pasa de ser la emitida por la neurona E1 a ser la emitida por E2. Por su
parte, la “adaptacio´n” del circuito completo es un poco ma´s lenta y no se produce de forma
instanta´nea. Esto se debe a la propagacio´n de la informacio´n a trave´s de sinapsis inhibitorias
(hay que recordar que todas las conexiones entre las neuronas del CPG receptor son sinapsis
graduales inhibitorias). Si se realiza una simulacio´n como la de la Figura 5.6 con el modelo
de transmisio´n inhibitoria, se observa que existe un pequen˜o retardo en la “adaptacio´n” del
receptor a la firma de entrada, que puede hacer que el efecto del cambio se vea reflejado a
partir de la siguiente ra´faga.
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5.4. Discusio´n
Reconocimiento de firmas neuronales
Los CPGs emisores de firmas de nuestros modelos son circuitos cuya misio´n principal es
generar un ritmo lento bien definido que consiste en la alternancia de disparo de las neuronas
del grupo marcapasos y la neurona I. Los ritmos pueden tener diferente frecuencia de onda
lenta, pero siempre mantienen la secuencia de disparo de las neuronas. Simulta´neamente,
el circuito emite sen˜ales con diferentes firmas neuronales. Cada una de estas firmas es
espec´ıfica de una ce´lula, por lo que podemos hablar de la firma individual de cada neurona
como caracter´ıstica que permite identificar un´ıvocamente el origen de la sen˜al. Dos de estas
firmas, las de las neuronas E1 y E2, se env´ıan a una neurona o red neuronal externa.
Los sistemas receptores de las sen˜ales generadas por el emisor muestran respuestas di-
ferentes en funcio´n de su entrada sina´ptica. La respuesta no depende de la onda lenta.
Tanto en el modelo de transmisio´n inhibitoria como en el de transmisio´n excitadora, los
receptores tienen respuestas distintas a sen˜ales con la misma frecuencia de onda lenta. Los
cambios en el tipo de comportamiento en respuesta a sus est´ımulos de entrada son siempre
dependientes de la firma neuronal incluida en la sen˜al. El sistema receptor siempre muestra
el mismo tipo de comportamiento cuando la entrada predominante procede de la misma
neurona. Esto indica que tanto neuronas individuales como redes neuronales relativamente
complejas como los CPGs receptores son capaces de reconocer el origen de la sen˜al mediante
las firmas neuronales, adaptando sensiblemente su respuesta a la distribucio´n temporal de
los potenciales de accio´n dentro de las ra´fagas en sus sen˜ales de entrada. Por ejemplo, en el
caso de los CPGs receptores presentados, la influencia de la firma cambia de forma dra´stica
el tipo de ritmo generado, pasando de un ritmo trifa´sico a uno bifa´sico.
Varios mecanismos subcelulares pueden ser los responsables de las distintas respues-
tas a distribuciones temporales de potenciales de accio´n diferentes. Obviamente, el origen
de los distintos tipos de comportamiento mostrados por los receptores son las corrientes
sina´pticas procedentes de los emisores. Sin embargo, es la integracio´n de estas corrien-
tes con las dina´micas intracelulares de las neuronas receptoras la que determina las ca-
racter´ısticas de las respuestas. Hemos mostrado ejemplos en los que existe una suma no
lineal de los potenciales presina´pticos, pero no ser´ıa sorprendente que existieran mecanis-
mos de integracio´n en el tiempo ma´s complejos en los que intervinieran distintas dina´mi-
cas de la neurona. Estudios recientes indican que la combinacio´n de propiedades reso-
nantes es el mecanismo dina´mico mı´nimo para identificar secuencias no triviales de po-
tenciales de accio´n [Baroni and Varona, 2007]. La interaccio´n de dina´micas lentas, como
la concentracio´n de calcio, con las dina´micas ra´pidas de la mayor´ıa de los canales io´ni-
cos [Ramaswamy et al., 2007] puede ser la responsable de que las corrientes de entrada con
determinadas distribuciones temporales de potenciales de accio´n se integren de una forma
particular. Como ejemplo del efecto de la dina´mica de un u´nico canal en el reconocimiento,
la Figura 5.7 muestra como la presencia (Figura 5.7a) o ausencia (Figura 5.7b) de la corrien-
te ICaS en el modelo de transmisio´n inhibitoria determina que la neurona receptora sea o
no capaz de reconocer la firma de las neuronas emisoras. La eliminacio´n de esta corrien-
te no permite que la neurona alcance el umbral de disparo y siempre muestra actividad
subumbral, por lo que no distingue entre S1 y S2.







(a) Neurona R con el canal CaS activo (b) Neurona R con el canal CaS bloqueado
Figura 5.7: Ejemplo de la influencia de las corrientes de calcio en el reconocimiento de firmas. Panel
a: Respuesta de la neurona R del modelo de transmisio´n inhibitoria a las firmas de E1 y E2 en
presencia de la corriente ICaS . Panel b: Misma respuesta pero en ausencia de la corriente de calcio.
En ausencia de esta corriente, la neurona R no es capaz de reconocer las firmas S1 y S2.
Generalidad de los resultados
Durante nuestro estudio hemos prestado especial atencio´n a aislar el efecto de las dis-
tribuciones de ISIs espec´ıficas del resto de aspectos de la sen˜al. Concretamente, nos he-
mos centrado en mostrar que sen˜ales con las mismas caracter´ısticas de onda lenta, pero
con una estructura temporal diferente en su actividad spiking pueden producir respuestas
diferentes en el sistema receptor de firmas. Au´n as´ı, al igual que en los circuitos biolo´gi-
cos [Graubard, 1978, Raper, 1979, Elson et al., 2001], la actividad colectiva de la red de-
pende muy significativamente de las propiedades de la onda lenta. Por ejemplo, la frecuencia
del ritmo generado en los modelos de CPG receptor depende de la frecuencia del ritmo lento
del CPG emisor de firmas.
Es importante tener en cuenta que para modelar la actividad spiking-bursting de cada
neurona hemos utilizado modelos realistas sin ningu´n tipo de ajuste ad hoc para las conexio-
nes sina´pticas. Los resultados obtenidos son va´lidos en una regio´n muy amplia del espacio
parame´trico y con mu´ltiples topolog´ıas de red. Resultados muy similares a los descritos
a lo largo de este cap´ıtulo se obtienen utilizando el modelo de neurona de Komendantov-
Kononenko [Komendantov and Kononenko, 1996].
Todos estos factores sen˜alan la generalidad de los resultados obtenidos. Los ejemplos
mostrados ilustran la habilidad de modelos de conductancia relativamente simples para
reconocer distintas firmas neuronales. En principio, otros modelos de neurona capaces de
mostrar comportamiento en ra´fagas podr´ıan reproducir de forma sencilla los feno´menos
discutidos aqu´ı.
Implicaciones del reconocimiento de firmas
Nuestros resultados indican que las firmas neuronales no so´lo pueden tener un papel
funcional dentro del circuito en el que aparecen (Cap´ıtulo 4), sino que tambie´n pueden
ser significativas para determinar el comportamiento de los receptores, as´ı como para los
mecanismos de comunicacio´n entre distintos circuitos. Los CPGs con actividad en ra´fagas
podr´ıan utilizarlas como mecanismo de codificacio´n de informacio´n. La ra´pida respuesta a
diferentes firmas sugiere que podr´ıan intervenir en los mecanismos de control de redes mul-
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tifuncionales. En las simulaciones se puede apreciar que cuando la entrada llega a trave´s de
conexiones sina´pticas graduales inhibitorias existe un pequen˜o retardo en la “adaptacio´n”
del receptor a la firma recibida. En este sentido, las sinapsis excitadoras son ma´s efectivas
a la hora de cambiar las propiedades del sistema receptor, ya que el efecto del cambio de
firma se refleja de forma inmediata en el comportamiento de este u´ltimo. La existencia de
mecanismos celulares que permitan identificar el origen de las sen˜ales de entrada de una
neurona y el estudio del procesamiento de informacio´n basado en esta identificacio´n no se ha
tenido en cuenta en el contexto del estudio teo´rico del sistema nervioso. El procesamiento
de informacio´n basado en el reconocimiento de firmas puede ser una estrategia de proce-
samiento muy potente que permita a los sistemas neuronales incrementar de forma muy
significativa su capacidad y rendimiento.
Los resultados teo´ricos presentados deben ser validados en el laboratorio. Desacoplar la
actividad ra´pida y la actividad lenta en una neurona viva es complicado. Para facilitar esta
tarea, vuelven a hacerse necesarias te´cnicas de dynamic clamp avanzado [Sharp et al., 1993a,
Sharp et al., 1993b, Robinson and Kawai, 1993, LeMasson et al., 1995, Pinto et al., 2000,
Szu¨cs et al., 2000, LeMasson et al., 2002, Olypher et al., 2006] como las que se esta´n im-
plementando actualmente en el laboratorio del GNB [Mun˜iz et al., 2005].
Aunque no se ha probado experimentalmente, la naturaleza funcional de las firmas
neuronales que predicen nuestros modelos puede darse de forma general en la dina´mica
ra´pida de otros sistemas con comportamiento en ra´fagas. Se ha demostrado que las neuro-
nas con este comportamiento pueden inducir respuestas postsina´pticas distintas en funcio´n
de la estructura temporal de los bursts [Kepecs and Lisman, 2003, Izhikevich et al., 2003].
Esto es posible gracias a que tanto ciertas neuronas, como algunas sinapsis muestran
una sensibilidad muy alta a los cambios en los patrones de la actividad presina´pti-
ca [Llina´s et al., 1991, Hutcheon et al., 1996, Izhikevich et al., 2003].
Por otro lado, como ya hemos mencionado anteriormente, a los mu´sculos controla-
dos por el CPG pilo´rico tambie´n les llega la firma de las neuronas que los inervan. En
un estudio reciente se muestra que un mu´sculos de Aplysia controlado por CPGs es ca-
paz de transformar a una dina´mica “lenta” la actividad “ra´pida” de sus sen˜ales de con-
trol [Zhurov and Brezina, 2006]. En la mayor´ıa de los experimentos anteriores a e´ste se
hab´ıa analizado la respuesta de los mu´sculos estimula´ndolos con ra´fagas de potenciales de
accio´n regulares. Sin embargo, en el sistema biolo´gico hay variaciones significativas de un
ciclo a otro [Horn et al., 2004, Lum et al., 2005]. Cuando el est´ımulo tiene una distribucio´n
de potenciales de accio´n variable, se comprueba que la integracio´n neuromuscular se produce
de forma no lineal [Zhurov and Brezina, 2006, Brezina, 2007, Hooper et al., 2007].
Algunas de las neuronas y mu´sculos que reciben las sen˜ales generadas por las ce´lulas del
CPG pilo´rico podr´ıan realizar un procesamiento selectivo de la informacio´n en funcio´n de
la firma de la neurona origen de la sen˜al. Obviamente, en este contexto, tambie´n se produce
unas transmisio´n de informacio´n siguiendo un enfoque ma´s tradicional. Nada impide que en
una misma sen˜al se transmita distinto tipo de informacio´n simulta´neamente. En el pro´ximo
cap´ıtulo presentamos un modelo que permite estudiar la viabilidad teo´rica de la existencia
de mecanismos de multiplexacio´n en la actividad en ra´fagas.
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Cap´ıtulo 6
Multico´digos en la actividad en
ra´fagas
El objetivo de este cap´ıtulo es estudiar la posibilidad de que existan mecanismos de
multiplexacio´n que permitan que en una misma sen˜al neuronal se transmita distinto tipo
de informacio´n simulta´neamente. Para realizar esta tarea hemos desarrollado un modelo
de CPG emisor cuyas neuronas son capaces de codificar informacio´n en la dina´mica lenta
(frecuencia del ritmo) y en la dina´mica ra´pida (firma neuronal) de las sen˜ales que emiten.
Estas sen˜ales las reciben distintos modelos de CPG. El objetivo del modelos es determinar
si estos circuitos receptores pueden decodificar a voluntad la informacio´n que les interese en
cada momento.
6.1. Introduccio´n
La visio´n ma´s extendida en Neurociencia es que la informacio´n que llega a un sistema
neuronal a trave´s de un canal de entrada, por ejemplo una sinapsis, se codifica mediante un
u´nico co´digo (“un canal, un co´digo”). Sin embargo, si se tiene en cuenta que en general las
neuronas reciben una gran cantidad de sen˜ales de entrada de diferentes neuronas y env´ıan
sus salidas a otra gran cantidad de ellas, parece razonable que los sistemas neuronales
utilicen otro tipo de estrategias de codificacio´n ma´s complejas para optimizar el env´ıo y
procesamiento de informacio´n. Desde esta perspectiva, la idea de la existencia de mu´ltiples
co´digos simulta´neos que permitan enviar distinto tipo de informacio´n en una misma sen˜al
cobra sentido. Este tipo de estrategias de transmisio´n multico´digo permitir´ıa a cada receptor
discriminar la informacio´n que recibe, interpretando so´lo aquella codificada en los aspectos
de la sen˜al en los que esta´ especializado.
La actividad en ra´fagas es una buena candidata para estudiar la posible presencia de
mu´ltiples co´digos dentro de una misma sen˜al, ya que este tipo de actividad es una de las ma´s
ricas que se puede producir en el sistema nervioso [Lisman, 1997]. En ella existen al menos
dos escalas temporales que pueden utilizarse para codificar informacio´n: la onda lenta y los
potenciales de accio´n. El papel de las ra´fagas de potenciales de accio´n se ha discutido en el
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contexto de mu´ltiples sistemas neuronales. Por ejemplo, se han interpretado como estados
patolo´gicos [McCormick and Contreras, 2001], como mecanismos eficaces para la transmi-
sio´n de informacio´n [Lisman, 1997] o como un mecanismo robusto para inducir plastici-
dad [Pike et al., 1999]. Pero, tal y como hemos discutido en el Cap´ıtulo 2, tradicionalmente
las ra´fagas se han considerado eventos unitarios (ver Figura 2.5). U´nicamente en los u´ltimos
an˜os se esta´ prestando mayor atencio´n al posible significado de la actividad spiking en
neuronas con comportamiento de tipo bursting [Szu¨cs et al., 2003, Izhikevich et al., 2003,
Kepecs and Lisman, 2003, Kepecs and Lisman, 2004, Krahe and Gabbiani, 2004,
Oswald et al., 2004, Szu¨cs et al., 2005, Campos et al., 2007]. Dentro de estos nuevos
enfoques se encuentra la codificacio´n de informacio´n utilizando firmas neuronales que
estamos discutiendo. Los sistemas biolo´gicos podr´ıan combinar estos mecanismos de codifi-
cacio´n entre s´ı o con los tradicionales de la onda lenta para implementar una transmisio´n
de informacio´n multico´digo.
Las neuronas del CPG pilo´rico “marcan” las sen˜ales que generan con su firma neuronal.
Como ya hemos indicado anteriormente en la memoria, estas firmas aparecen en la activi-
dad de cada neurona junto con la informacio´n codificada en la onda lenta y en la relacio´n
de fase de las ra´fagas generadas por cada ce´lula. En el cap´ıtulo anterior se han presenta-
do resultados que indican que los sistemas neuronales podr´ıan identificar la firma de las
neuronas emisoras de sus sen˜ales de entrada y modificar su comportamiento en funcio´n del
origen de la sen˜al. Si las neuronas de tipo bursting que forman el CPG pilo´rico biolo´gico son
capaces de implementar este tipo de codificacio´n en su firma, sus ra´fagas podr´ıan formar
parte de un mecanismo de transmisio´n de informacio´n multico´digo que hiciera uso de alguno
de los siguientes aspectos: (i) la frecuencia, duracio´n y fase espec´ıfica de la onda lenta y
(ii) la firma que identifica a la neurona emisora. La existencia de co´digos simulta´neos que
permitan enviar en una misma sen˜al ma´s de un tipo de informacio´n podr´ıa permitir a los
sistemas receptores (Figura 6.1) decodificar a voluntad la informacio´n recibida centra´ndose
en un determinado aspecto de la sen˜al.
Una vez que en el cap´ıtulo anterior hemos comprobado que las firmas neuronales pueden
ser identificadas por un receptor neuronal, el siguiente paso en nuestra investigacio´n es
discutir el papel que pueden desempen˜ar como parte de una estrategia de transmisio´n de
informacio´n multico´digo. Nuestro siguiente objetivo va a ser comprobar si un sistema emisor
de sen˜ales con comportamiento en ra´fagas puede multiplexar informacio´n en una misma
sen˜al combinando una codificacio´n de informacio´n en la onda lenta desde el punto de vista
tradicional con el reconocimiento de determinadas firmas neuronales.
6.2. Me´todos
Para realizar el estudio que planteamos en este cap´ıtulo, hemos desarrollado un nuevo
modelo de red neuronal formado por tres circuitos interconectados: un CPG emisor y dos
CPGs receptores. Como cualquier otro CPG, las tarea principal de estos circuitos es producir
tres ritmos lentos estables. La idea que hay detra´s del modelo es que el primer CPG ha de
controlar la actividad de los otro dos envia´ndoles informacio´n mediante dos co´digos distintos:
por un lado, utiliza la frecuencia de onda lenta; por otro, la firma neuronal de alguna de sus
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Figura 6.1: Representacio´n esquema´tica de la conectividad del CPG pilo´rico de los crusta´ceos con
otros sistemas externos que ilustra la existencia de mu´ltiples lectores de cada sen˜al. La individua-
lidad de las firmas neuronales se representa por distintos trazos de diferentes colores. Algunas de
las neuronas del CPG esta´n conectadas a neuronas del CPG ga´strico, mientras que las motoneu-
ronas inervan a mu´ltiples mu´sculos [Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. Las
conexiones internas entre las neuronas del CPG pilo´rico no se muestran, pero las firmas tambie´n se
transmiten entre ellas.
sen˜ales de control recibidas en cada instante. Cada uno de estos circuitos debe interpretar
la informacio´n codificada con uno de los co´digos y adaptar su respuesta a la informacio´n
recibida.
En el Cap´ıtulo 5 hemos estudiado mecanismos de codificacio´n de informacio´n basados en
las firmas neuronales centra´ndonos en los receptores de la sen˜al. Aqu´ı, adema´s, tenemos que
prestar especial atencio´n al emisor, ya que va a ser el encargado de codificar la informacio´n.
Para comprobar la posibilidad de implementar una multiplexacio´n en la actividad en ra´fagas,
el CPG emisor debe tener la capacidad de generar sen˜ales con dos posibles frecuencias de
onda lenta, sobre las que deben poder aparecer dos posibles firmas neuronales. Al igual que
en cap´ıtulo anterior, el resto de caracter´ısticas de las sen˜ales generadas debera´n permanecer
constantes (ver Seccio´n 5.2). Si al inyectar estas sen˜ales en uno de los CPGs receptores, e´ste
responde a cambios en la frecuencia, podremos afirmar que el CPG es un CPG lector de
frecuencias. Del mismo modo, si el CPG responde a la firma incluida en la sen˜al, tendremos
un CPG lector de firmas. Si simulta´neamente tenemos un CPG lector de frecuencias y otro
lector de firmas, probaremos de manera teo´rica que el uso de los multico´digos es posible
tanto desde el punto de vista de la codificacio´n (emisor) como desde el del procesamiento
(receptor).
6.2.1. Modelos de red
Los modelos de CPG emisor de firmas desarrollados en el cap´ıtulo anterior presentan
un comportamiento muy similar al mostrado por el CPG pilo´rico biolo´gico en el sentido de
ser capaces de generar diferentes firmas mientras producen un ritmo lento bien definido.
Adema´s, la frecuencia de este ritmo puede cambiar, de forma que las sen˜ales que emiten
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Figura 6.2: Modelo de red utilizado para estudiar la posible existencia de multico´digos. La sen˜al
generada por un CPG emisor (circuito central) se inyecta en dos CPGs diferentes: un CPG lector de
frecuencias (derecha) y un CPG lector de firmas (izquierda). Ambos CPGs receptores son ide´nticos,
u´nicamente se diferencian en sus para´metros de conectividad. La entrada sina´ptica de ambos tambie´n
es la misma. Los para´metros α y β controlan cua´l es la entrada predominante.
presentan las caracter´ısticas deseadas. Por ello, lo ma´s sencillo para nuestro estudio es usar
los mismos modelos de CPG. La u´nica diferencia es que ahora vamos a hablar de un CPG
emisor de sen˜ales multico´digo.
Por su parte, los CPGs receptores presentados en el cap´ıtulo anterior son capaces de
adaptar su comportamiento a la firma de las sen˜ales de entrada procedentes del CPG emisor
correspondiente (ver Seccio´n 5.3). Si utilizamos estos circuitos como CPG receptor de firmas,
so´lo nos falta desarrollar un modelo de CPG capaz de responder a la frecuencia de las sen˜ales
generadas por el emisor. Esto se puede conseguir de forma sencilla modificando los valores
de las conductancias de las conexiones entre las neuronas del CPG lector de firmas. Como
se puede ver en la Figura 6.2, la topolog´ıa de red de los dos CPGs receptores es la misma
(circuito amarillo vs. circuito verde). Los valores concretos de los para´metros de las sinapsis
utilizados en las simulaciones se muestran en el Ape´ndice B.
En el cap´ıtulo anterior hemos comprobado que el reconocimiento de las firmas neuronales
se puede producir tanto si la sen˜al llega a trave´s de una sinapsis excitadora como si lo
hace a trave´s de una inhibitoria. En el caso de los multico´digos vamos a restringir nuestro
estudio a las inhibitorias por ser el tipo de sinapsis ma´s habitual entre CPGs. Las neuronas
emisoras del CPG emisor (E1 y E2) van a estar conectadas a la neurona receptora de
cada CPG receptor (neuronas R) mediante conexiones inhibitorias graduales. El modelo
utilizado para representar estas conexiones es el modelo de sinapsis qu´ımica ra´pida gradual
de Golowasch et al. [Golowasch et al., 1999a]. Los detalles del modelo se encuentran en el
Ape´ndice B (Ecuacio´n B.3). Para controlar la llegada de una sen˜al predominante en cada
instante se utilizan distintos valores para las conductancias α y β, tal y como se hac´ıa
en el caso de los CPGs emisores de firmas del cap´ıtulo anterior (Seccio´n 5.2.1). Para las
conexiones entre el CPG emisor y el lector de frecuencias estos valores pueden ser 0.116 mS
o´ 0.009 mS. En el caso del CPG lector de firmas, valdra´n 0.136 mS o´ 0.009 mS.
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6.2.2. Modelos de neurona individual
El modelo de neurona individual que vamos a usar para modelar el comportamiento
de cada una de las neuronas que forman los circuitos de la Figura 6.2 es el modelo de
Liu et al. [Liu et al., 1998], cuya descripcio´n detallada se muestra en el Ape´ndice B. E´ste
el tipo de neurona que hemos analizado con mayor detalle con los modelos de CPG emisor
y receptor del Cap´ıtulo 5, circuitos que son la base de los modelos que se van a utilizar en
este estudio.
6.3. Resultados
De los resultados mostrados en el Cap´ıtulo 5 sabemos que el CPG emisor produce un
ritmo bifa´sico estable con dos posibles frecuencia de onda lenta, 1.38 Hz (F1) y 1.49 Hz
(F2). Sobre cada una de estas ondas lentas pueden aparecer dos distribuciones temporales
de potenciales de accio´n, S1 y S2, firmas de las neuronas E1 y E2 respectivamente (para
ma´s detalles ver Seccio´n 5.3). En el modelo de la Figura 6.2, estas sen˜ales se propagan por
toda red, siendo la entrada de los CPGs lectores.
Cuando esta´n aislados del CPG emisor, los dos CPGs receptores muestran un compor-
tamiento en ra´fagas que se caracteriza por la generacio´n de un ritmo lento trifa´sico estable:
primero dispara la neurona N1, despue´s la N3 y, por u´ltimo, la N2. Sin embargo, cuando
estos CPGs comienzan a recibir una entrada sina´ptica desde el CPG emisor a trave´s de sus
neuronas receptoras este comportamiento cambia. En este sentido, se puede decir que el
ritmo generado por los receptores se adapta a la informacio´n recibida del emisor.
Cuando las sen˜ales generadas por el CPG emisor se inyectan en el CPG lector de frecuen-
cias, el circuito adapta su comportamiento a las caracter´ısticas de la onda lenta de la sen˜al
(Figura 6.3). Cuando la entrada sina´ptica tiene frecuencia F1 (paneles superiores) el CPG
genera el mismo ritmo trifa´sico que genera cuando esta´ aislado (N1-N3-N2). Sin embargo,
con F2 (paneles inferiores de la figura) pasa a generar un ritmo con secuencia de disparo
N1-N2-N1-N2-N3. En este caso, la respuesta del circuito es independiente del origen de la
sen˜al. Por su parte, en el CPG lector de firmas la respuesta no depende de la frecuencia de
la onda lenta (Figura 6.4). Independientemente de e´sta, cuando la sen˜al de entrada procede
de la neurona E1 (firma S1, paneles izquierdos), la neurona N2 pasa a estar en silencio y el
ritmo generado por el CPG es un ritmo bifa´sico con secuencia de disparo N1-N3. Cuando
la firma de la sen˜al de entrada es S2 (paneles derechos) el CPG, pasa a generar un ritmo
trifa´sico con secuencia de disparo N1-N2-N3.
Como conclusio´n de estos resultados podemos afirmar que hemos conseguido un ejemplo
de transmisio´n de informacio´n multicodigo. El CPG emisor de nuestro modelo es capaz
de enviar informacio´n utilizando dos tipos de codificacio´n diferentes: la frecuencia de la
onda lenta y la firma neuronal del emisor de la sen˜al. Los CPGs receptores interpretan
la informacio´n recibida de distinta forma en funcio´n de las caracter´ısticas de la sen˜al que
reconocen.
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Figura 6.3: Comportamiento del CPG lector de frecuencias de la Figura 6.2 cuando recibe las sen˜ales
del CPG emisor. El CPG genera distintos ritmos en funcio´n de la frecuencia de su entrada sina´ptica.
Con F1 (series temporales superiores) genera un ritmo trifa´sico (N1-N3-N2). Con F2 (series tempo-
rales inferiores) genera un ritmo con secuencia de disparo N1-N2-N1-N2-N3. Las unidades son mV
y ms.
6.4. Discusio´n
Multiplexacio´n de informacio´n neuronal
En las simulaciones presentadas en este cap´ıtulo hemos mostrado co´mo una red neuronal
es capaz de utilizar mecanismos de multiplexacio´n para enviar distinto tipo de informacio´n
en una misma sen˜al. Los modelos de CPG emisor confirman de forma teo´rica la posible
utilizacio´n de mecanismos de trasnmisio´n multico´digo en estos circuitos.
La hipo´tesis planteada de la existencia de mecanismos de multiplexacio´n en un CPG
emisor esta´ tambie´n apoyada por un experimento reciente [Campos et al., 2007]. En este
experimento se observa que un feno´meno similar al impuesto en el modelo de CPG emisor
se produce en el CPG que controla los latidos del corazo´n de la sanguijuela. Las ce´lulas de
esta red tambie´n presentan una firma identificativa en sus ISIs, pero esta vez aparece en
mitad de la ra´faga. Antes de estas firmas hay una secuencia de potenciales de accio´n con
una estructura temporal muy variable. Esta parte variable contiene informacio´n que puede
utilizarse para predecir la duracio´n la ra´faga. De esta forma, en las sen˜ales que emiten
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Figura 6.4: Comportamiento del CPG lector de firmas de la Figura 6.2 cuando lee las sen˜ales gene-
radas por el CPG emisor. El ritmo colectivo generado por el CPG depende de cua´l es la neurona
emisora de la sen˜al predominante. Con S1 (series temporales de la izquierda) N2 esta´ en silencio y
el ritmo generado es un ritmo bifa´sico. Con S2 (series temporales de la derecha) el CPG genera un
ritmo trifa´sico (N1-N2-N3). Las unidades son mV y ms.
circuito, en la firma de cada neurona y en los potenciales de accio´n que aparecen antes de la
firma. Esta´ por comprobar que los receptores de estas sen˜ales puedan interpretar cualquiera
de estos co´digos.
Discriminacio´n y contextualizacio´n de informacio´n
La informacio´n enviada mediante una estrategia de transmisio´n multico´digo puede ser
decodificada o ignorada por los receptores en funcio´n de los aspectos de la sen˜al que este´n
especializados en reconocer. Utilizando estos mecanismos de multiplexacio´n, dos sistemas
que leen una misma sen˜al pueden interpretar la informacio´n enviada por el emisor de manera
diferente. Por ejemplo, en nuestro modelo, cierta entrada sensorial o modulatoria podr´ıa
hacer que cambiara la frecuencia del ritmo del CPG emisor pasando de F1 a F2 o viceversa.
Esto conllevar´ıa un cambio en el ritmo generado por el CPG lector de frecuencias y, por
lo tanto, en la actividad de la planta motora que controla. Sin embargo, el sistema motor
controlado por el CPG lector de firmas no tiene por que´ estar interesado en la entrada
que produce este cambio. Aunque haya un cambio en las caracter´ısticas del ritmo generado
del CPG emisor, e´ste no se reflejar´ıa en el comportamiento del CPG lector de firmas ni,
consecuentemente, en el sistema que controla.
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Hasta ahora nuestros modelos y conclusiones se han centrado en sistemas en los
que el emisor env´ıa informacio´n a distintos receptores. Los multico´digos no so´lo per-
miten este tipo de intercambio de informacio´n. En determinadas circunstancias un
receptor puede estar interesado en un tipo de informacio´n y en otras circunstancias
pasar a estar interesado en otro. Recordando nuestro modelo, la u´nica diferencia en-
tre los dos CPGs lectores son los para´metros de conectividad entre sus neuronas, de
forma que pueden verse como la misma red en un estado diferente. Como ya se ha
comentado anteriormente, en los sistemas biolo´gicos los neuromoduladores pueden
producir una situacio´n ana´loga a la de nuestro modelo, ya que pueden modificar las
conductancias de las sinapsis [Marder and Calabrese, 1996, Marder and Bucher, 2001,
Nusbaum et al., 2001, Nusbaum and Beenhakker, 2002, Masino and Calabrese, 2002a,
Masino and Calabrese, 2002b]. En funcio´n del re´gimen en el que se encuentre, nuestro
modelo de CPG tiene la capacidad de reaccionar selectivamente a la frecuencia de la sen˜al
inyectada o a la firma de la neurona que la ha generado. En este caso el sistema emisor
emite en una misma sen˜al distinto tipo de informacio´n para un mismo receptor. Ser´ıa e´ste
u´ltimo el que, en funcio´n del estado en el que se encuentra, se encargue de determinar
que´ tipo de informacio´n es la que le interesa decodificar.
Hasta ahora so´lo hemos hablado de multiplexacio´n para enviar informacio´n de forma
ortogonal a distintos sistemas receptores o a un mismo receptor en estados diferentes. Pero
no tiene por que´ ser solamente as´ı. Los receptores pueden decodificar toda la informacio´n
recibida, contextualizando con algunas de ellas a las dema´s, de forma que determinados
co´digos se podr´ıan interpretar en funcio´n de otros. Por ejemplo, en el caso particular de
las firmas neuronales, el receptor puede identificar al emisor del mensaje y/o determinar si
“va dirigido” a e´l. En funcio´n de esta identificacio´n, la informacio´n recibida se procesar´ıa
de una forma u otra o incluso podr´ıa ser ignorada si no es significativa para el receptor.
Implicaciones de los multico´digos en el CPG pilo´rico
El modelo presentado esta´ inspirado en los CPGs del ganglio estomatoga´strico de los
crusta´ceos, de forma que es factible que el sistema biolo´gico implemente mecanismos de
multiplexacio´n ana´logos a los propuestos. De ser as´ı, la capacidad de codificar, almacenar
y procesar informacio´n de este circuito se ver´ıa incrementada considerablemente si se com-
para con los enfoques tradicionales. El CPG pilo´rico es un sistema complejo en el que las
firmas neuronales aparecen de forma simulta´nea a la informacio´n codificada en la frecuencia
y/o en las relaciones de fase de la onda lenta de las sen˜ales generadas por sus neuronas.
As´ı, la actividad de estas neuronas puede formar parte de un mecanismo de comunicacio´n
multico´digo que haga uso de:
1. La frecuencia particular del ritmo generado.
2. La duracio´n y fase de la onda lenta.
3. La firma que identifica a la neurona emisora.
4. La informacio´n proporcionada en el resto de potenciales de accio´n de la ra´faga.
5. Combinaciones de los anteriores.
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Los receptores de estas sen˜ales podr´ıan decodificar de forma selectiva o global la informacio´n
recibida para realizar distintas tareas. Por ejemplo, los mu´sculos inervados por las moto-
neuronas podr´ıan leer la codificada en la onda lenta, las neuronas del CPG, que requieren
una respuesta ra´pida, la codificada en la estructura temporal de los potenciales de accio´n y
otros elementos externos (por ejemplo el CPG ga´strico) podr´ıan leer ambas para conseguir
la coordinacio´n de los ritmos.
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Parte IV
Paradigmas artificiales




Firmas neuronales y discriminacio´n
local de informacio´n
En el contexto de las redes neuronales artificiales ninguno de los mecanismo de codifica-
cio´n y procesamiento de informacio´n discutidos en esta memoria se ha analizado en detalle.
En este cap´ıtulo vamos a presentar un nuevo paradigma de red neuronal auto-organizativa
capaz de discriminar localmente la informacio´n que fluye por ella. En e´l se utiliza una es-
trategia de codificacio´n y procesamiento de informacio´n inspirada en el descubrimiento de
las firmas neuronales y en las hipo´tesis que surgen de nuestros modelos biolo´gicos. Nues-
tro objetivo es demostrar que una red neuronal artificial puede utilizar estos mecanismos
para resolver un problema concreto de forma eficiente. Para ilustrar el uso del paradigma
propuesto en el contexto de un problema cla´sico de la inteligencia artificial, hemos aplicado
este formalismo a la resolucio´n de puzzles rompecabezas.
7.1. Introduccio´n
Las redes neuronales artificiales se inspiran en sus equivalentes biolo´gicas para construir
sistemas computacionales capaces de resolver problemas en mu´ltiples campos. Sin embargo,
como se indicaba en el Cap´ıtulo 1, su base biolo´gica es muy limitada. En el contexto de
la Computacio´n Neuronal Artificial, feno´menos como el reconocimiento del emisor de la
sen˜al, la discriminacio´n y contextualizacio´n de los mensajes de entrada y las estrategias
de codificacio´n multico´digo no se han analizado en detalle. Ninguno de los paradigmas
tradicionales discrimina la informacio´n en funcio´n de quie´n es el emisor del mensaje. La
mayor´ıa de ellos consideran los elementos de la red unidades indistinguibles, con las mismas
funciones de transferencia y sin ningu´n tipo de mecanismo de memoria transitoria en cada
unidad.
Las simulaciones de modelos biolo´gicos presentadas hasta el momento en esta memoria
revelan que las firmas neuronales pueden jugar un importante papel funcional para el correc-
to funcionamiento de los CPGs y de los sistemas con los que interactu´an. Los receptores de
las sen˜ales emitidas por las ce´lulas de estos circuitos pueden aprovecharse de la existencia
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de mu´ltiples co´digos dentro de una misma sen˜al para optimizar sus mecanismos de pro-
cesamiento de informacio´n (Parte III). Estos co´digos pueden utilizarse para discriminar o
contextualizar la informacio´n recibida por una neurona.
En este cap´ıtulo vamos a desarrollar un nuevo paradigma de red neuronal artificial que
utiliza algunas de las estrategias de codificacio´n y procesamiento de informacio´n propuestas
a lo largo de esta memoria de tesis. Se hace uso de las firmas neuronales para distinguir cada
elemento de la red y de mu´ltiples co´digos simulta´neos para contextualizar la informacio´n
que recibe cada ce´lula. La auto-organizacio´n de la red se basa en el reconocimiento de de-
terminadas firmas y en la existencia de distintos modos de procesamiento de la informacio´n
de entrada en funcio´n del contexto de cada neurona.
Para probar la viabilidad del paradigma propuesto, lo hemos aplicado al problema cla´si-
co de la resolucio´n de puzzles. Aqu´ı so´lo vamos a centrarnos en los puzzles rompecabezas. El
problema asociado a este tipo de puzzles consiste en reconstruir una imagen fragmentada
cuando los fragmentos o piezas se han mezclado aleatoriamente. Esta tarea tiene dos difi-
cultades principales. La primera es combinatoria: las piezas se pueden elegir de mu´ltiples
formas para compararlas unas con otras. La segunda es geome´trica: es dif´ıcil comprobar
el ensamblaje de las piezas elegidas. Nosotros nos vamos a centrar en el primero de estos
problemas, que claramente puede aprovecharse de la discriminacio´n local de la informacio´n.
El problema de la resolucio´n de puzzles se considera un problema cla´sico de ajuste (“fit-
ting problem”) o de reconocimiento de patrones con aplicaciones en otras muchas a´reas de
conocimiento.
7.2. Formalizacio´n de la red neuronal basada en firmas
(SNN)
Detra´s del paradigma de red neuronal basado en las firmas neuronales que proponemos,
al que de aqu´ı en adelante vamos a denominar SNN (de sus siglas en ingle´s Signature Neural
Network), hay cuatro ideas principales:
• Cada neurona de la red tiene una firma que permite identificarla de forma un´ıvoca.
• Cada unidad “firma” su informacio´n de salida con su ru´brica. Por lo tanto, en los
mensajes que fluyen por la red existen mu´ltiples co´digos (multico´digos) atendiendo al
“quie´n” y al “que´” de la informacio´n.
• Cada neurona individual discrimina sus sen˜ales de entrada en funcio´n de quie´n sea el
emisor, realiza´ndose un tipo de procesamiento diferente en funcio´n de esta discrimi-
nacio´n. El procesamiento incluye una memoria transitoria que permite mantener un
registro de la informacio´n procesada con anterioridad y de su origen. Esta memoria
proporciona un mecanismo de contextualizacio´n de la informacio´n.
• La auto-organizacio´n de la red depende en gran medida de la discriminacio´n llevada
a cabo en cada unidad.
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7.2.1. Definiciones de la red neuronal basada en firmas neuronales
Antes de describir formalmente el paradigma de red neuronal que proponemos, se deben
definir una serie de te´rminos. Algunas de las definiciones de la SNN son abiertas, de forma
que dependen del problema espec´ıfico que se quiere resolver:
• Neurona o ce´lula: cada una de las unidades de procesamiento de la red.
• Firma neuronal : identificador u´nico de cada neurona en la red. Por ejemplo, se puede
utilizar el nu´mero de neurona o las coordenadas de la posicio´n que ocupa en la red.
• Datos neuronales: informacio´n almacenada en una neurona referente al problema a
resolver.
• Informacio´n neuronal : par formado por el “quie´n” (firma neuronal) y el “que´” (datos
neuronales) de una neurona.
• Sinapsis: conexio´n entre dos ce´lulas de la red. Una neurona no puede conectarse
consigo misma.
• Vecindario: conjunto de ce´lulas conectadas monosina´pticamente a una neurona.
• Contexto de informacio´n local. La entrada de cada unidad de la red puede contener
la informacio´n neuronal de mu´ltiples neuronas. Las reglas de procesamiento de cada
neurona deben determinar el subconjunto de estas informaciones neuronales que se va
procesar en una unidad de tiempo. Este subconjunto se denomina contexto de infor-
macio´n local de la neurona. El taman˜o del contexto (Ncontexto) es el nu´mero ma´ximo
de elementos del subconjunto. E´ste es el para´metro ma´s importante del algoritmo.
Cada neurona utiliza su contexto de informacio´n local como memoria transitoria para
almacenar la informacio´n procesada anteriormente y su origen.
• Mensaje: informacio´n total que se transmite a trave´s de una sinapsis entre dos neu-
ronas en una iteracio´n del algoritmo. El mensaje consiste en la informacio´n neuronal
de todas las neuronas que forma parte del contexto de informacio´n local del emisor,
ma´s la informacio´n neuronal del propio emisor. Esto permite mantener un registro del
camino seguido por el mensaje. El taman˜o ma´ximo de los mensajes que fluyen por la
red es igual a Ncontexto. La propagacio´n de informacio´n en la red es bidireccional.
• Un receptor comienza a reconocer o aprende la firma de un emisor durante el pro-
cesamiento de sus mensajes de entrada en el momento en que detecta que los datos
neuronales de e´ste son “relevantes para e´l para resolver el problema”. El significado
de “relevante” depende de cada problema concreto. La auto-organizacio´n de la red
se basa en la discriminacio´n de la informacio´n en funcio´n de este reconocimiento de
firmas en cada unidad.
• Propagacio´n de informacio´n: dependiendo del problema que se quiera resolver, una
neurona so´lo podra´ recibir un mensaje de entrada en cada iteracio´n (propagacio´n
monosina´ptica) o ma´s de un mensaje (propagacio´n multisina´ptica).
• Una neurona pertenece a un clu´ster si reconoce la firma de todas las neuronas de su
vecindario. Estas neuronas so´lo actu´an como “conductores” de informacio´n.
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7.2.2. Algoritmo
Antes de la ejecucio´n del algoritmo, se debe inicializar la conectividad y los datos neuro-
nales de todas las unidades de la red. Dependiendo del problema, esta inicializacio´n puede
ser aleatoria o heur´ıstica. Despue´s de este paso previo, el algoritmo consiste en la repeticio´n
de tres pasos diferentes para cada neurona de la red hasta que se cumpla la condicio´n de
parada. El esquema general de los dos primeros es comu´n a muchos otros paradigmas de
redes neuronales artificiales. Sin embargo, la discriminacio´n local de la informacio´n llevada
a cabo por la SNN requiere de nuevas tareas en cada uno de ellos:
1. Procesamiento de las entradas sina´pticas
Esta es la fase de procesamiento del paradigma. En ella se procesan todas las entradas
sina´pticas de la neurona. El conjunto de datos a analizar se elige de los recibidos a trave´s de
todas las sinapsis. El tipo de procesamiento que se realiza depende (i) de si el receptor reco-
noce o no la firma del emisor de la sen˜al y (ii) del problema espec´ıfico. Adema´s de las tareas
propias del procesamiento de informacio´n, si dentro de los datos neuronales seleccionados
para su procesamiento hay alguno enviado por una neurona que no pertenece al vecinda-
rio del receptor que es “relevante” para la resolucio´n del problema, se establece una nueva
sinapsis entre ambas neuronas. La reconfiguracio´n de la red en funcio´n del reconocimiento
de una determinada firma neuronal permite a las ce´lulas intercambiar informacio´n signifi-
cativa y avanzar en la solucio´n del problema. Como u´ltimo paso de esta fase, el contexto de
informacio´n local se actualiza con el conjunto de datos analizados durante el procesamiento
de los mensajes de entrada.
2. Propagacio´n de informacio´n
Durante esta fase las neuronas construyen y env´ıan sus mensajes de salida. Si la longitud
del mensaje alcanza el taman˜o ma´ximo Ncontexto, la informacio´n neuronal de la ce´lula ma´s
antigua del contexto de informacio´n local se elimina del mensaje (esto se ilustra en la
Seccio´n 7.4 para el caso particular de la resolucio´n de puzzles rompecabezas).
3. Restauracio´n del vecindario
Si la neurona no tiene el nu´mero ma´ximo de vecinos, trata de conectarse aleatoriamente
a otra neurona en la misma situacio´n (so´lo una sinapsis por neurona e iteracio´n). En primer
lugar, busca neuronas en su misma situacio´n en su contexto de informacio´n local y, si no es
posible establecer una conexio´n con ninguna de ellas busca en el resto de ce´lulas de la red.
Esta fase permite maximizar la cantidad de informacio´n que se propaga por la red. Adema´s,
establecer conexiones con neuronas que no pertenecen al contexto de informacio´n local de la
neurona permite la propagacio´n de informacio´n a otras regiones de la red, incluyendo nuevas
ce´lulas en el a´rea local de la unidad. De esta forma se procesa la informacio´n localmente,
descartando aquella que no es significativa para resolver el problema, y poco a poco se
incrementa el radio de influencia de la neurona.
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Figura 7.1: Ejemplo de puzzle cano´nico de dimensio´n 7×5 con una fotograf´ıa del Monte Kilimanjaro.
La solucio´n del puzzle consiste en reconstruir la imagen original a partir de sus piezas despue´s de
que se e´stas hayan mezclado aleatoriamente. Habitualmente, las piezas que componen este tipo de
puzzles son rectangulares, teniendo cada una de ellas cuatro vecinas, a excepcio´n de las piezas de
los bordes. Las que ocupan las esquinas so´lo tienen dos vecinas. Mientras que el resto de las piezas
de los bordes tienen tres.
7.3. El problema de la resolucio´n de puzzles rompecabezas
Los puzzles rompecabezas modernos surgieron en la segunda mitad del siglo XVIII
como un juego educativo de entretenimiento [McAdam, 2004]. Sin embargo, en los u´lti-
mos an˜os se han realizado mu´ltiples estudios cient´ıficos centrados en su resolucio´n me-
diante algoritmos computacionales. La primera publicacio´n en este sentido data del an˜o
1964 [Freeman and Garder, 1964].
Un puzzle rompecabezas t´ıpico es una imagen bidimensional que se ha fragmentado en
distintas piezas. Solucionar el puzzle consiste en reconstruir la imagen original a partir de
sus piezas despue´s de mezclarlas aleatoriamente. El grado de dificultad del problema viene
dado por el nu´mero de piezas que lo componen, su forma y las caracter´ısticas de la imagen
original. Por ejemplo, sera´ ma´s dif´ıcil reconstruir un puzzle en el que todas las piezas tengan
pocos colores y muy similares, que un puzzle en el que cada pieza sea de un u´nico color.
Los algoritmos utilizados para resolver puzzles rompecabezas se pueden generalizar y
aplicar potencialmente en otras muchas a´reas de conocimiento, tales como la arqueolog´ıa, la
restauracio´n de obras de arte, el ana´lisis de errores o la planificacio´n de tareas entre otros.
Por ejemplo, se pueden utilizar en la reconstruccio´n de manuscritos [Levison, 1965] o de ob-
jetos rotos [U¨coluk and Toroslu, 1999, Kong et al., 2001, da Gama Leitao and Stolfi, 2002]
a partir de sus fragmentos. Aunque alguna de estas aplicaciones se pueden considerar ana´lo-
gas a la resolucio´n de un puzzle tridimensional, aqu´ı vamos a focalizar nuestro trabajo en
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resolver puzzles bidimensionales tradicionales como el de la Figura 7.1. En este tipo de
puzzles, lo normal es que todas las piezas sean rectangulares y que al juntarse para formar
la imagen original constituyan una rejilla, tambie´n rectangular, en la que cada pieza “encaja”
o “ajusta” perfectamente con sus vecinas contiguas [Goldberg et al., 2004]. Los puzzles que
cumplen estas restricciones se suelen denominar puzzles cano´nicos [Yao and Shao, 2003].
Nuestro me´todo de resolucio´n y los resultados obtenidos se pueden extender fa´cilmente al
caso general de reconstruir objetos tridimensionales a partir de fragmentos con un nu´mero
de vecinos diferente.
La solucio´n general del problema del puzzle rompecabezas implica mu´ltiples tareas. Sin
embargo, la literatura referente a este problema y al caso general de la reconstruccio´n de
objetos rotos se centra principalmente en los algoritmos que permiten determinar si dos frag-
mentos “encajan” en la solucio´n final, o lo que es lo mismo, si se trata de dos piezas contiguas.
De aqu´ı en adelante, a este tipo de algoritmos los vamos a denominar “algoritmos de ajuste”.
Estos algoritmos atienden a la forma [Freeman and Garder, 1964, Radack and Badler, 1982,
Nagura et al., 1986, Ayache and Faugeras, 1986, Wolfson et al., 1988, Webster et al., 1991]
y/o al contenido gra´fico (textura, color, etc) de los fragmentos [Schwartz and Sharir, 1986,
Kosiba et al., 1994, Chung et al., 1998, Goldberg et al., 2004, Yao and Shao, 2003]. En
ellos se han utilizado distintas te´cnicas con resultados muy diferentes: coincidencia
de formas (“shape matching”) [Yao and Shao, 2003], mezcla de ima´genes (“image mer-
ge”) [Yao and Shao, 2003], algoritmos gene´ticos [Toyama et al., 2002], a´rboles de bu´sque-
da [Wolfson et al., 1988, Altman, 1989, Bunke and Kaufmann, 1993], etc. En el caso parti-
cular de las redes neuronales, los resultados obtenidos para los algoritmos de ajuste no han
sido satisfactorios [Suganthan, 1999].
Sin embargo, los algoritmos de ajuste no son los u´nicos que se deben tener en cuenta a
la hora de determinar la eficiencia de la solucio´n. Para reconstruir el puzzle, lo habitual es
unir las piezas una por una, por lo que se deben elegir (aleatoriamente o siguiendo algu´n
otro me´todo heur´ıstico) pares de piezas para comprobar si encajan. La solucio´n recorre
un “camino de bu´squeda” que depende de la forma en que se seleccionan estos pares de
piezas. Es por ello que alguna de las tareas que intervienen en la resolucio´n del puzzle se
pueden considerar parte de un problema de ordenacio´n o clasificacio´n, en el sentido que
las piezas se deben ordenar y unir en diferentes grupos con el objetivo de reducir el espacio
de bu´squeda para encontrar todas las piezas contiguas. El rendimiento de este algoritmo
habitualmente no se suele tener en cuenta a la hora de disen˜ar una solucio´n automa´tica
del problema. T´ıpicamente se piensa que la eficiencia de los algoritmos para reconstruir
puzzles rompecabezas automa´ticamente radica en la forma en que se determina si dos piezas
encajan, y no en la forma en que las piezas se ordena y clasifican para realizar esta prueba.
Aqu´ı, vamos a utilizar el paradigma de red neuronal artificial propuesto para optimizar esta
u´ltima tarea.
La resolucio´n de puzzles rompecabezas es interesante en el contexto de nuestro estudio
porque los algoritmos de ordenacio´n y clasificacio´n de piezas pueden aprovecharse de la
discriminacio´n local de la informacio´n para reducir el espacio de bu´squeda de los tests de
ajuste. Si todas las piezas similares (por su forma, color, textura, etc) se agrupan, cada
pieza u´nicamente debera´ compararse con aquellas que pertenecen al mismo grupo. Para
realizar esta tarea, hemos construido una red neuronal utilizando el paradigma propuesto
en la Seccio´n 7.2 capaz de dirigir el proceso de seleccio´n de piezas para probar su ajuste.
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Con este paradigma mejoramos el rendimiento de la solucio´n mediante la optimizacio´n de
la estrategia seguida para elegir estos pares de piezas.
7.3.1. Esquema general de las soluciones tradicionales
Los algoritmos de resolucio´n tradicionales habitualmente consideran la reconstruccio´n
del puzzle u objeto una bu´squeda exhaustiva sobre todos los fragmentos o piezas tratando
de encontrar el mejor ajuste hasta alcanzar la solucio´n correcta. Por lo tanto, podemos
considerar que el esquema general de estos algoritmos es el siguiente:
1. Elegir una pieza (P1) del conjunto de piezas disponibles.
2. Buscar una pieza (P2) que encaje con P1 a trave´s de uno de sus bordes.
3. Ensamblar ambas piezas formando una nueva pieza u´nica.
4. An˜adir la nueva pieza al conjunto de piezas disponibles, eliminando de e´l P1 y P2.
5. Volver al primer paso hasta que so´lo haya una pieza disponible.
La diferencia entre las distintas aproximaciones radica en el algoritmo de ajuste elegido
para probar el ajuste entre P1 y P2, y del utilizado para seleccionar que´ piezas probar.
7.3.2. Algoritmos tradicionales para elegir las piezas a comparar
En el caso ma´s sencillo, la seleccio´n de piezas para comprobar su ajuste se realiza ma-
nualmente y so´lo se usa el ordenador para ejecutar el algoritmo de ajuste. En las aproxima-
ciones en las que tambie´n se usa un ordenador para realizar la primera tarea, los algoritmos
utilizados habitualmente se basan en la forma en que una persona soluciona un puzzle rom-
pecabezas. En primer lugar se buscan las piezas de los bordes del puzzle y se forma el
marco. Despue´s, el resto de piezas se pueden agrupar en diferentes conjuntos (basa´ndose
por ejemplo en el nu´mero bordes co´ncavos o convexos de la pieza, en el color o en otras
me´tricas de similitud) para facilitar la bu´squeda centra´ndose so´lo en las piezas con una
mayor probabilidad de ser vecinas en la solucio´n final. Y, por u´ltimo, se buscan los ajustes
correctos para cada pieza del puzzle.
En las aproximaciones cla´sicas, la forma de seleccionar los pares de piezas a compa-
rar es estoca´stica en diferentes niveles. En muchos casos son te´cnicas de fuerza bruta que
ordenan las piezas hasta que se encuentra la solucio´n correcta [Radack and Badler, 1982,
Nagura et al., 1986, Ayache and Faugeras, 1986]. Las piezas se colocan de forma aleato-
ria y si la ordenacio´n no es satisfactoria se realiza una nueva iteracio´n. Obviamente, con
este tipo de te´cnicas so´lo se pueden solucionar puzzles de pequen˜o taman˜o. La siguien-
te alternativa es comparar cada pieza con el resto hasta que se encuentran los ajustes
correctos [Freeman and Garder, 1964]. En otros casos, so´lo se realiza el test para el sub-
conjunto de piezas disponibles con mayor probabilidad de ajuste [Wolfson et al., 1988,
Bunke and Kaufmann, 1993, Kong et al., 2001, Yao and Shao, 2003, Goldberg et al., 2004,
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De Bock et al., 2004]. Por ejemplo, como se ha comentado anteriormente, en muchas apro-
ximaciones primero se identifican las piezas de los bordes, que se ensamblan de forma inde-
pendiente utilizando diferentes heur´ısticas. Este tipo de aproximaciones ordenan todos los
posibles ajustes de acuerdo a una medida determinada, tratando de encontrar cua´l o cua´les
son los mejores candidatos para probar el ajuste en funcio´n del contorno y/o el contenido
gra´fico de las piezas. Una vez ordenadas, las piezas se eligen siguiendo determinado criterio
(primero el mejor, primero el de mayor confianza, etc) y no de forma aleatoria. E´sta es una
buena aproximacio´n porque consigue reducir muy significativamente el espacio de bu´squeda.
El problema de este enfoque es que el ca´lculo de una medida de similitud entre mu´ltiples
piezas suele ser costoso. Las medidas sencillas de calcular, como la concavidad o convexidad
de los lados de las piezas, no siempre proporcionan un rendimiento o´ptimo (a excepcio´n
de determinar si se trata o no de una pieza del borde del puzzle). Para que el algoritmo
sea efectivo se requieren medidas de similitud complejas. Los experimentos reportados en
la literatura utilizando este tipo de algoritmo siempre utilizan puzzles de menos de 300
piezas (por ejemplo, Bunke y Kauffmann [Bunke and Kaufmann, 1993] resuelven puzzles
con un taman˜o ma´ximo de 6× 9, Goldberg et al. [Goldberg et al., 2004] de 17× 12 piezas
o De Bock et al. [De Bock et al., 2004] de 15× 20 piezas).
7.4. Aplicacio´n de la SNN a la resolucio´n de puzzles
En esta seccio´n se describe co´mo utilizar el paradigma SNN en la resolucio´n de puzzles
rompecabezas. Este paradigma define un me´todo de bu´squeda distinto del esquema general
presentado en la Seccio´n 7.3.1. Ahora, las unidades de procesamiento son las neuronas, que
tratan de encontrar los mejores ajustes de forma local. Para aplicar la SNN a este problema
concreto, basta con fijar las definiciones, condiciones de la red y restricciones que en la
Seccio´n 7.2.1 se indica que dependen del problema espec´ıfico que se desea resolver:
• El nu´mero de neuronas de la red es igual al nu´mero de piezas del puzzle a resolver.
• Para simplificar la implementacio´n, la firma neuronal va a ser el nu´mero de neu-
rona. Existen algoritmos de ajuste que utilizan me´tricas para representar y resu-
mir las caracter´ısticas f´ısicas de las piezas o fragmentos [Kishon and Wolfson, 1987,
Kishon et al., 1990, Wolfson, 1990]. Algunas de estas me´tricas representan los objetos
mediante “firmas de forma”, cadenas de caracteres que se obtienen por aproximacio´n
a las curvas de contorno. En un caso general, las firmas neuronales de las ce´lulas de
la SNN podr´ıan ser estas firmas de forma, lo que incrementar´ıa el rendimiento del
algoritmo de ajuste. Aqu´ı no utilizamos este tipo de firma porque nuestro intere´s no
se centra en los algoritmos de ajuste.
• Los datos neuronales de cada ce´lula son una pieza del puzzle (ver Figura 7.2), exis-
tiendo una relacio´n uno a uno entre neuronas y piezas.
• Nuestra investigacio´n se va a centrar en la resolucio´n de puzzles cano´nicos, por lo
que el nu´mero ma´ximo de vecinos es cuatro, uno por cada lado de la pieza contenida
en la neurona (superior, inferior, izquierdo y derecho). En un caso ma´s general, esta
restriccio´n se podr´ıa extender fa´cilmente a ma´s de cuatro vecinos. El orden de los
vecinos es importante, inferior-superior e izquierdo-derecho son vecinos opuestos. Por










Camino seguido por un mensaje (10−11−12−19)








Figura 7.2: Ejemplo de SNN aplicada a la resolucio´n de puzzles rompecabezas. Panel izquierdo:
Posible estado de un fragmento de la SNN en una iteracio´n del algoritmo. Cada neurona tiene una
firma neuronal que la identifica (en este caso, el nu´mero de neurona, 10, 11, 12, etc) e informacio´n
necesaria para resolver el problema (en este caso, las piezas del puzzle). Panel derecho: Reconfigu-
racio´n de la red cuando las neuronas 18 y 25 del panel izquierdo reconocen sus firmas. La pieza de
la neurona 25 debe estar a la izquierda de la de la neurona 18 y no debajo.
ejemplo, en el panel izquierdo de la Figura 7.2, el vecindario de la neurona 18 lo
forman las neuronas 11, 17, 19 y 25. La topolog´ıa de la red tiene condiciones de
contorno perio´dicas.
• Cuando dos neuronas contienen piezas con lados complementarios (lados que el algo-
ritmo de ajuste indica que encajan correctamente), la informacio´n neuronal de ambas
ce´lulas es relevante para la otra, por lo que ambas comienzan a reconocer su firma.
Por la definicio´n del problema, cuando una neurona aprende la firma de otra, la red
se puede reconfigurar para colocar las piezas en su posicio´n correcta. Por ejemplo, en
el panel izquierdo de la Figura 7.2, las neuronas 18 y 25 contienen dos piezas com-
plementarias, por lo que cada una de ellas debe reconocer la firma de la otra. En la
solucio´n del puzzle (Figura 7.1), la pieza de la neurona 25 esta´ a la izquierda de la de la
neurona 18, por lo que no esta´n “bien colocadas”. Cuando la red se reconfigura (panel
derecho de la Figura 7.2), (i) las conexiones 17-18 y 25-26 se rompen, (ii) las neuronas
17 y 25 se intercambian y (iii) la 18 y la 25 se conectan en la posicio´n correcta. En
el ejemplo, como consecuencia de la reconfiguracio´n de la red, las neuronas 18 y 25
temporalmente pasan a tener so´lo tres vecinas.
• Cuando una neurona pertenece a un clu´ster, (i) no procesa la parte de su contexto de
informacio´n local que hace referencia a sus vecinas y (ii) no an˜ade sus datos neuronales
a los mensajes que emite.
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Figura 7.3: Transmisio´n sina´ptica en la SNN. El ejemplo muestra un mensaje que sigue la ruta
indicada en el panel izquierdo de la Figura 7.2 considerando Ncontext = 3. El nu´mero que hay dentro
de cada pieza representa la firma neuronal correspondiente. En la iteracio´n no 1 el mensaje so´lo
contiene la informacio´n neuronal de la neurona 10. En las iteraciones no 2 y no 3 se an˜ade la de las
neuronas 11 y 12. Finalmente, en la iteracio´n no 4, cuando el mensaje alcanza su taman˜o ma´ximo,
la neurona 19 elimina la informacio´n neuronal de la neurona 10 para an˜adir la suya.
• La propagacio´n de informacio´n es monosina´ptica, es decir, que en cada iteracio´n del
algoritmo las neuronas reciben y procesan u´nicamente un mensaje de entrada (Figu-
ra 7.3).
Con estas definiciones es posible implementar el algoritmos general descrito en la Sec-
cio´n 7.2 para el caso particular de la solucio´n del puzzle rompecabezas. En el Ape´ndice C
se proporciona un pseudoco´digo de esta implementacio´n.
7.5. Metodolog´ıa y validacio´n
7.5.1. Evaluacio´n del rendimiento de la SNN
Para evaluar cua´l es el rendimiento de la SNN para dirigir la resolucio´n de puzzles rom-
pecabezas, vamos a comparar sus resultados con los obtenidos con un algoritmo estoca´stico
tradicional que realiza la misma tarea (AE). Este algoritmo se basa en el esquema general
que se describe en la Seccio´n 7.3.1 y consta de los siguientes pasos:
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• Para cada pieza del puzzle (Pi) repetir N veces:
• Elegir aleatoriamente una pieza del conjunto de piezas disponibles (Pj).
• Si Pi y Pj tienen dos lados complementarios:
◦ Ensamblar ambas piezas en una nueva pieza.
◦ An˜adir la nueva pieza al conjunto de piezas disponibles, eliminando de e´l Pi
y Pj .
• Volver al primer paso hasta que so´lo quede una pieza disponible.
El nu´mero de veces que se intenta encontrar una pieza complementaria para cada pieza
por iteracio´n (N) es el principal para´metro del algoritmo. Si es igual al nu´mero total de
piezas del puzzle, el algoritmo estoca´stico ser´ıa equivalente al esquema general de bu´squeda,
ya que no se pasar´ıa a la siguiente iteracio´n hasta encontrar una pieza que ensamble con
la pieza seleccionada. Este para´metro es equivalente al taman˜o del contexto en la SNN
(Ncontexto). Todas las comparaciones entre los dos algoritmos se van a hacer en base a esta
equivalencia.
7.5.2. Tipos de puzzles se van a resolver
Para evaluar la viabilidad del uso de la SNN en la resolucio´n de puzzles rompecabezas
y para comparar su rendimiento con las aproximaciones tradicionales, hemos resuelto una
gran cantidad de puzzles con una SNN y con el algoritmo estoca´stico que se ha descrito
en la seccio´n anterior. En todos los casos hemos utilizado puzzles cano´nicos cuadrangula-
res. Como no estamos interesados en evaluar la eficiencia de los algoritmos de ajuste, para
generar estos puzzles hemos utilizado una aproximacio´n similar a la utilizada por Cato-
ni [Catoni, 1998], que construye “puzzles artificiales” formados por piezas rectangulares sin
ningu´n tipo de informacio´n gra´fica. En nuestro caso, hemos fragmentado distintas ima´genes
en n × n fragmentos rectangulares que hemos mezclado aleatoriamente antes de tratar de
resolver el puzzle.
7.5.3. Forma de comprobar el ajuste de dos piezas
Como ya se ha comentado anteriormente, aqu´ı no estamos interesados en los algoritmos
de ajuste. Por ello, para comprobar si dos piezas encajan utilizamos informacio´n de la
solucio´n global. Antes de mezclar las piezas, guardamos cua´les son los vecinos de cada uno
de los fragmentos en los que hemos dividido la imagen. De esta forma, durante la evolucio´n
del algoritmo podemos evaluar de una forma sencilla si dos piezas son o no vecinas en la
solucio´n final.
7.5.4. Mecanismos para cuantificar el rendimiento
Para medir el rendimiento de los algoritmos se van a utilizar tres me´tricas que nos van
a permitir analizar cuantitativamente nuestros resultados y comparar los dos me´todos:
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• El rendimiento de los algoritmos utilizados para resolver puzzles rompecabezas tra-
dicionalmente se mide en te´rminos del tiempo medio de ejecucio´n. Sin embargo, este
valor depende en gran medida de la calidad de la implementacio´n y de la potencia
del ordenador en el que se realizan las pruebas. Para tener una me´trica independien-
te ana´loga al tiempo, vamos a considerar una iteracio´n como un ciclo del algoritmo
en el que todas las unidades de procesamiento se actualizan (piezas en el algoritmo
estoca´stico y neuronas en la SNN). De esta forma dispondremos de una me´trica equi-
valente para ambos algoritmos en el sentido que una iteracio´n sera´ una unidad en la
que ambos intentara´n encontrar los mejores ajustes para todas las piezas del puzzle.
Vamos a medir el rendimiento en te´rminos del nu´mero medio de iteraciones necesarias
para resolver puzzles de distintos taman˜os.
• Ya hemos visto que los algoritmos de ajuste pueden ser complejos y muy costosos
computacionalmente hablando. Por lo tanto, el rendimiento de la solucio´n mejo-
rara´ conforme se reduzca el nu´mero de tests de ajuste, con independencia de si el
nu´mero de iteraciones es alto. Nuestra segunda medida de rendimiento va a ser el
nu´mero medio de tests de ajuste que se realizan para resolver puzzles de distintos
taman˜os. Vamos a considerar que durante la evolucio´n del algoritmo se realiza un test
de ajuste cada vez que se comparan los bordes de dos piezas. Por ejemplo, cuando
se intente reensamblar dos piezas de cuatro bordes cada una, se podra´ realizar un
ma´ximo de 16 tests de ajuste.
• Como u´ltima medida de rendimiento vamos a utilizar el nu´mero de tests de ajuste
efectivos por iteracio´n. Esta me´trica se define como el porcentaje de ajustes correctos
entre piezas que se produce en cada iteracio´n del algoritmo. Este valor permite estimar
la relacio´n entre las dos me´tricas anteriores.
Para ilustrar los resultados de la comparacio´n del rendimiento entre la SNN propuesta
y el algoritmo estoca´stico, vamos a calcular la diferencia entre los valores de estas tres
me´tricas para cada algoritmo. Esto nos va a proporcionar tres “distancias” entre ambas
aproximaciones:
dit = IteracionesAE − IteracionesSNN (7.1)
dtests = TestsAE − TestsSNN (7.2)
defec = TestEfectivosSNN − TestEfectivosAE (7.3)
Cuando estas distancias sean negativas, el rendimiento de la SNN sera´ peor que el del algo-
ritmo estoca´stico y viceversa. Hay que notar que cuanto mayor es el nu´mero de iteraciones
y mayor es el nu´mero de tests de ajuste de la SNN, peor es su rendimiento en relacio´n
al algoritmo estoca´stico. Sin embargo, en el caso del nu´mero de tests efectivos ocurre lo
contrario, cuanto mayor es su nu´mero en la SNN, mejor es su rendimiento.
7.5.5. Para´metros de la simulacio´n
Los principales para´metros de nuestras simulaciones son el taman˜o del contexto de infor-
macio´n local para la SNN y el nu´mero de intentos para encontrar una pieza complementaria
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en cada iteracio´n para el algoritmo estoca´stico. Para cada pieza, estos valores controlara´n
el nu´mero ma´ximo de piezas con las que se realizara´n tests de ajuste por iteracio´n. En este
sentido, vamos a considerar que ambos son equivalentes a la hora de comparar el rendi-
miento de los dos algoritmos. De aqu´ı en adelante, estas cantidades van a recibir el nombre
comu´n de “para´metro de la simulacio´n”.
En todos nuestros experimentos vamos a fijar el para´metro de la simulacio´n a un de-
terminado porcentaje del taman˜o del borde del puzzle que se quiere resolver. Por ejemplo,
cuando tratemos de resolver puzzles de taman˜o 50× 50, si decimos que el para´metro de la
simulacio´n es igual al 10%, significa que el taman˜o del contexto de informacio´n local en el
caso de la SNN y el nu´mero de intentos de ajuste en el algoritmo estoca´stico es igual a 5.
7.5.6. Condiciones iniciales
Para determinar la dependencia de la SNN de sus condiciones iniciales hemos utilizado
tres formas diferentes de inicializar el contexto de informacio´n local de cada neurona:
• Una “no-inicializacio´n” en la que inicialmente el contexto de todas las neuronas
esta´ vac´ıo.
• Una inicializacio´n aleatoria en la que los contextos se eligen aleatoriamente para cada
neurona.
• Una inicializacio´n a primeros vecinos, donde todos los contextos son coherentes con el
vecindario de cada neurona.
7.6. Resultados
Para comprobar la viabilidad de la SNN hemos resuelto una gran cantidad de puzzles
rompecabezas de diferentes dimensiones: inicialmente desde puzzles de 5×5 piezas a puzzles
de 100 × 100 piezas, incrementando el taman˜o de los bordes de cinco en cinco piezas. En
todos los casos hemos comparado los resultados obtenidos con la SNN con los obtenidos
con el algoritmo estoca´stico de la Seccio´n 7.5.1. Como se indica en las secciones anteriores,
la evaluacio´n del rendimiento se hace en funcio´n del valor del para´metro de la simulacio´n:
el taman˜o del contexto de informacio´n local para la SNN y el nu´mero de intentos para
encontrar una pieza complementaria en cada iteracio´n para el algoritmo estoca´stico. Para
cada posible taman˜o de puzzle, e´ste va a tomar valores entre el 10% y el 100% del taman˜o
del borde en pasos del 5%.
7.6.1. Dependencia de las condiciones iniciales
El primer resultado que se observa en las pruebas realizadas es que el rendimiento de
la SNN no depende de la forma en que se inicializa el contexto de informacio´n local de
cada neurona. Las diferencias obtenidas al utilizar los tres me´todos que se describen en la
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Figura 7.4: Comparacio´n entre el rendimiento de la SNN y el AE para resolver 100 puzzles de
dimensiones 25×25 y 100×100. Panel a: Rendimiento en te´rminos del nu´mero medio de iteraciones.
Panel b: Rendimiento en te´rminos del nu´mero medio de tests de ajuste. El eje X siempre es el
para´metro de la simulacio´n. El eje Y el valor medio de la medida correspondiente para resolver los
100 puzzles.
Seccio´n 7.5.6 son muy pequen˜as. Estas diferencias so´lo son significativas cuando el taman˜o
del puzzle y el de los contextos es grande (mayores de 75× 75 y del 80% respectivamente).
Teniendo en cuenta estos resultados, hemos decidido realizar todo nuestro estudio utilizando
la “no-inicializacio´n”, ya que con ella a priori no se utiliza ningu´n tipo de informacio´n.
7.6.2. Rendimiento de la solucio´n
Para comparar la eficiencia de la SNN y del algoritmo estoca´stico, hemos comenzado
analizando el rendimiento de resolver 100 puzzles pequen˜os (de 25×25 piezas) y 100 grandes
(de 100×100 piezas) en te´rminos del nu´mero de iteraciones y del nu´mero de tests de ajuste
necesarios para encontrar la solucio´n. Los resultados de este ana´lisis se muestran en la
Figura 7.4. Lo primero que llama la atencio´n en ella es que no existe una relacio´n clara entre
ambas me´tricas. Mientras que para el nu´mero de iteraciones el rendimiento del algoritmo
estoca´stico en general es mejor, para el nu´mero de tests de ajuste ocurre justo lo contrario.
Este es un resultado interesante en el contexto de la resolucio´n de puzzles rompecabezas,
ya que pone de manifiesto que la forma en que las piezas se escogen para probar su ajuste
es importante para incrementar el rendimiento de la solucio´n.
Como era de esperar, la eficiencia de la solucio´n en te´rminos del nu´mero de iteraciones
mejora cuanto mayor es el valor del para´metro de la simulacio´n independientemente del
















































 0  200  400  600  800  1000  1200
Figura 7.5: Evolucio´n del nu´mero de bordes complementarios encontrados (o tests efectivos acu-
mulados) por cada algoritmo en funcio´n del nu´mero de iteracio´n. Panel izquierdo: Comparacio´n de
la evolucio´n de la SNN y del AE para resolver un puzzle de taman˜o 25 × 25 con el para´metro de
la simulacio´n igual al 10%. Panel derecho: Evolucio´n para un puzzle de taman˜o 100 × 100 en las
mismas condiciones.
conforme el valor del para´metro tiende al 100%. Esto se debe a que cuanto mayor es el
nu´mero de intentos, mayor es la probabilidad de encontrar dos piezas complementarias.
El caso extremo se producir´ıa cuando el nu´mero de intentos por iteracio´n fuera igual al
nu´mero total de piezas del puzzle. En esta situacio´n, la solucio´n se podr´ıa encontrar en
una sola iteracio´n. Sin embargo, la SNN con la “no-inicializacio´n” nunca va a alcanzar
este grado de eficiencia. En esta situacio´n, la red requiere un periodo de adaptacio´n en las
iteraciones iniciales para rellenar los contextos de informacio´n local de todas las neuronas
de la red con informacio´n relevante para cada unidad. Por ello, para valores del para´metro
de la simulacio´n altos, el algoritmo estoca´stico siempre va a encontrar la solucio´n del puzzle
en menos iteraciones. Por ejemplo, si es igual al 100%, para resolver puzzles de taman˜o
100 × 100, el algoritmo estoca´stico requiere en promedio 106 iteraciones, mientras que la
SNN necesita 219 (el rendimiento de la SNN es un 52% peor). Por el contrario, a medida
que el taman˜o de los puzzles aumenta, el coste computacional de la discriminacio´n local
de la informacio´n es menos significativo en comparacio´n con el nu´mero de iteraciones. Esto
es lo que hace que para puzzles grandes, cuando el para´metro de la simulacio´n es pequen˜o
(menor del 30% del taman˜o del borde), el rendimiento de la SNN en te´rminos del nu´mero
de iteraciones es mejor que el del algoritmo estoca´stico. Por ejemplo, para un valor igual al
10%, la SNN requiere una media de 894 iteraciones, mientras que el algoritmo estoca´stico
necesita 1036 (la SNN mejora el rendimiento un 14%). Como ejemplo de este efecto, la
Figura 7.5 muestra co´mo evolucionan los dos me´todos durante la resolucio´n del mismo
puzzle. Como se vera´ ma´s adelante al evaluar la efectividad del algoritmo, en las primeras
iteraciones el algoritmo estoca´stico encuentra un mayor nu´mero de ajustes correctos por
el periodo de adaptacio´n de la SNN. Una vez que los contextos de informacio´n local se
rellenan con informacio´n significativa, la situacio´n se invierte. La SNN proporciona un mejor
rendimiento cuando las dimensiones del puzzle permiten que se alcance un nivel mı´nimo de
auto-organizacio´n que compense las deficiencias iniciales.
En el caso del nu´mero de tests de ajuste (Figura 7.4b), el rendimiento de la SNN en
general es mejor. La u´nica excepcio´n se produce para puzzles pequen˜os y valores bajos del
para´metro de la simulacio´n. Esto se debe de nuevo al periodo de adaptacio´n inicial de la
SNN. Por ejemplo, con un para´metro de la simulacio´n igual al 10%, el rendimiento de la
SNN es aproximadamente un 75% peor (realiza del orden de 6 · 106 tests de ajuste ma´s).
Fuera de esta regio´n, el rendimiento depende del taman˜o del puzzle y no del para´metro
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Figura 7.6: Comparacio´n entre el rendimiento de la SNN y el AE para resolver puzzles de un taman˜o
determinado con distintos valores del para´metro de la simulacio´n. Panel a: Rendimiento en te´rminos
del nu´mero de iteraciones. Panel b: Rendimiento en te´rminos del nu´mero de iteraciones. El eje X es
el para´metro de la simulacio´n (del 10% al 100% del taman˜o del borde). El eje Y es la dimensio´n del
puzzle (de 10×10 a 100×100 piezas). En los paneles superiores el eje Z es la distancia dit (izquierda)
y dtests (derecha) calculadas resolviendo 100 puzzles con ambos algoritmos. El plano oscuro es el
valor cero. Por debajo de e´l, el rendimiento del AE es mejor. En los paneles inferiores se muestran
estas distancias representadas como mapas de contorno. Los colores claros muestran las regiones en
las que el rendimiento de la SNN es mejor.
de la simulacio´n. En el caso del algoritmo estoca´stico, aunque el nu´mero de intentos para
encontrar una pieza complementaria sea lo suficientemente grande como para solucionar el
problema en una sola iteracio´n, el rendimiento en te´rminos del nu´mero de tests de ajuste no
se ve afectado. Para puzzles pequen˜os, el nu´mero de comparaciones requeridas por ambos
me´todos para alcanzar la solucio´n es muy similar. Sin embargo, para los puzzles de taman˜o
100× 100 la diferencia es aproximadamente 15 · 107 comparaciones a favor de la SNN. Esto
se traduce en un incremento del rendimiento del 24%. Estos resultados sugieren que, con
independencia del para´metro de la simulacio´n, cuanto mayor sea el taman˜o del puzzle, mejor
sera´ el rendimiento de la SNN en te´rminos del nu´mero de tests de ajuste.
Para extender nuestro ana´lisis despue´s de este primer ejercicio, hemos calculado las
distancias dit y dtests para solucionar con ambas aproximaciones 100 puzzles de distintos
taman˜os con un amplio abanico de valores del para´metro de la simulacio´n (Figura 7.6). Los
resultados son muy similares a los mostrados en la Figura 7.4, por lo que las conclusiones
obtenidas anteriormente son va´lidas tambie´n para estos casos. El tipo de ana´lisis que vamos
a realizar ahora nos va a permitir determinar las regiones frontera de los distintos compor-
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tamientos de la SNN. Teniendo en cuenta el nu´mero medio de iteraciones (Figura 7.6a),
cuando mayor es el taman˜o del puzzle y menor el para´metro de la simulacio´n, mejor es el
rendimiento de la SNN en comparacio´n con el algoritmo estoca´stico. Con esta me´trica, el
rendimiento se puede dividir en tres regiones:
• El peor rendimiento de la SNN aparece para puzzles de taman˜o moderado (mayores
de 50× 50) y un para´metro de la simulacio´n pequen˜o (menor del 20%).
• La u´nica regio´n en la que el valor de dit es mayor que cero es para puzzles de ma´s
de 50× 50 piezas con un para´metro de la simulacio´n entre el 10% y el 30%. En esta
zona el rendimiento de la SNN es mejor que el del algoritmo estoca´stico.
• En el resto de casos, el rendimiento del algoritmo estoca´stico es mejor, pero muy
similar al mostrado por la SNN.
Atendiendo al nu´mero de tests de ajuste necesarios para alcanzar la solucio´n (Figura 7.6b),
el rendimiento de la SNN en general es mejor. En este caso, el espacio tambie´n se puede
dividir en tres regiones:
• Ahora, la u´nica regio´n en la que el rendimiento del algoritmo estoca´stico es mejor es
para puzzles pequen˜os con un para´metro de la simulacio´n tambie´n pequen˜o.
• Para puzzles pequen˜os pero con valores del para´metro de la simulacio´n mayores, el
nu´mero de tests de ajustes es muy similar, por lo que dtests esta´ pro´xima a cero.
• Para puzzles mayores de 45 × 45 piezas, la SNN tiene un rendimiento mejor inde-
pendientemente del para´metro de la simulacio´n. Fijado el taman˜o del puzzle, el ren-
dimiento de la solucio´n es pra´cticamente el mismo. La mejora del rendimiento de la
SNN frente al algoritmo estoca´stico aumenta de forma muy significativa conforme au-
mentan las dimensiones del puzzle. Por ejemplo, para puzzles de taman˜o 75 × 75 la
SNN mejora el rendimiento aproximadamente en un 10%, mientras que para puzzles
de 100× 100 piezas la mejora alcanza el 24%.
Los resultados de la Figura 7.6 ponen de nuevo de manifiesto que no existe una relacio´n
clara entre el nu´mero de iteraciones y el nu´mero de tests de ajustes necesarios para resolver
un puzzle rompecabezas. Sin embargo, parece claro que el rendimiento de la SNN teniendo en
cuenta ambos valores mejora a medida que el taman˜o del puzzle crece y que el del contexto de
informacio´n local decrece. Para confirmar este resultado, hemos realizado nuevas ejecuciones
de la SNN utilizando un taman˜o de contexto pequen˜o para resolver puzzles rompecabezas de
mayores dimensiones. En ellas, hemos resuelto 100 puzzles de taman˜o 100× 100, 200× 200,
300 × 300, 400 × 400 y 500 × 500, con un contexto de informacio´n local igual al 10% del
taman˜o del borde del puzzle. En la Figura 7.7 se muestra la comparacio´n del rendimiento
de la SNN frente al del algoritmo estoca´stico a la hora de resolver estos puzzles. Tanto
el nu´mero de iteraciones, como el nu´mero de tests de ajuste necesarios para encontrar la
solucio´n crecen conforme aumenta el taman˜o del puzzle. Para ambos algoritmos, el nu´mero
de iteraciones viene dado por una funcio´n lineal del taman˜o del borde del puzzle que se
esta´ resolviendo (Figura 7.7a). Por su parte, el nu´mero de tests de ajuste crece de forma no
lineal (Figura 7.7b). Lo que es comu´n a ambas me´tricas es que la pendiente de crecimiento
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Figura 7.7: Comparacio´n del rendimiento de la SNN y el del algoritmo estoca´stico para puzzles
grandes con el para´metro de la simulacio´n igual al 10%. Panel a: Rendimiento en te´rminos del
nu´mero de iteraciones. Panel b: Rendimiento en te´rminos del nu´mero de tests de ajuste necesarios
para resolver el puzzle.
es mayor para el algoritmo estoca´stico. Esto hace que cuanto mayor sea el taman˜o del
puzzle, mejor sea el rendimiento de la SNN. Por ejemplo, para puzzles de taman˜o 500×500,
dit aproximadamente es igual a 2.000 iteraciones, mientras que dtests aproximadamente es
175 · 109 tests de ajuste. En ambos casos, estos valores representan un rendimiento de la
SNN un 40% mejor que el del algoritmo estoca´stico.
7.6.3. Efectividad de la solucio´n
Por u´ltimo, para analizar la efectividad de la SNN durante la evolucio´n del algoritmo,
hemos calculado el valor defec. Con esta medida, la efectividad de la solucio´n se mide como
el porcentaje de ajustes correctos entre piezas que se encuentran por iteracio´n en relacio´n al
nu´mero total de comparaciones. En la Figura 7.8 se muestran tres paneles que muestran el
valor de defec en funcio´n del nu´mero de iteracio´n y del taman˜o del puzzle para tres para´me-
tros de la simulacio´n diferentes. El algoritmo estoca´stico tiene mejor rendimiento en las
iteraciones iniciales (regiones oscuras), especialmente para taman˜os de contexto grandes.
Esto se debe a que, como hemos visto anteriormente, la SNN requiere cierto nu´mero de
iteraciones hasta que alcanza un nivel mı´nimo de auto-organizacio´n. A medida que avanza
el algoritmo, la SNN mejora su rendimiento y la efectividad se asemeja en ambas aproxima-
ciones (regiones blancas). Viendo en conjunto estos resultados y los anteriores, se observa
que, cuando el puzzle es pequen˜o, el algoritmo estoca´stico encuentra la solucio´n antes de
que la SNN alcance su grado de auto-organizacio´n mı´nimo. En estos casos, la mejora de
la efectividad de la SNN no se traduce en un mejor rendimiento en te´rminos del nu´mero
de iteraciones. Sin embargo, conforme el taman˜o del puzzle aumenta, la SNN compensa su
peor rendimiento inicial, principalmente cuando el taman˜o del contexto es pequen˜o (pane-
les a y b de la Figura 7.8). La SNN comienza con una efectividad mucho menor, pero llega
a alcanzar un nivel de efectividad alto que hace que consiga resolver el puzzle antes que
el algoritmo estoca´stico. La efectividad de la SNN, en comparacio´n con la del algoritmo
estoca´stico, mejora a medida que aumenta el taman˜o del puzzle a resolver.
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Figura 7.8: Evolucio´n de defec en funcio´n del taman˜o del puzzle para distintos valores del para´metro
de la simulacio´n. Los colores oscuros denotan los casos en los que el AE tiene mayor efectividad que
la SNN (defec < 0). Los colores claros, indican lo contrario (defec > 0). Y las regiones blancas
intermedias los puntos en los que la efectividad de ambas aproximaciones es similar (defec pro´ximo
a cero). Las l´ıneas rojas continuas y punteadas muestran el nu´mero medio de iteraciones necesarias
para resolver un puzzle de un taman˜o espec´ıfico con el AE y la SNN, respectivamente (calculado
sobre 100 puzzles diferentes).
En vista de los resultados presentados, podemos afirmar que un contexto de informa-
cio´n local grande no siempre se traduce en un rendimiento o´ptimo. Cuando el taman˜o del
contexto crece, el nu´mero de tests de ajuste necesarios para resolver el puzzle rompecabe-
zas es muy similar al que se necesita para taman˜os menores (Figura 7.6b). En la situacio´n
l´ımite, cuando el taman˜o del contexto esta´ pro´ximo al nu´mero total de neuronas de la red,
el procesamiento de informacio´n local es equivalente al procesamiento global del algoritmo
estoca´stico. En este caso, el puzzle se puede resolver en muy pocas iteraciones, pero esto no
significa que el nu´mero total de tests de ajuste sea menor. Basa´ndonos en todas las medidas
calculadas, podemos concluir que el mejor rendimiento de la SNN se obtiene para puzzles
grandes utilizando un taman˜o de contexto de informacio´n local relativamente pequen˜o. En
el caso particular de los puzzles rompecabezas, esto proporciona un balance o´ptimo entre el
nu´mero de iteraciones y el nu´mero de comparaciones entre piezas para resolver el problema
de una forma eficiente.
7.7. Discusio´n
Hemos presentado un nuevo paradigma de red neuronal auto-organizativa capaz de rea-
lizar una discriminacio´n local de la informacio´n basado en una estrategia de procesamiento
que se inspira en el descubrimiento de las firmas neuronales y en las hipo´tesis que se des-
prenden de nuestros modelos de redes biolo´gicas. Para ilustrar su uso, hemos utilizado este
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Figura 7.9: Comparacio´n entre el rendimiento de la SNN procesando informacio´n en serie (un u´nico
canal de entrada activo por iteracio´n y neurona) y en paralelo (hasta cuatro canales). Panel izquierdo:
Rendimiento en te´rminos del nu´mero medio de iteraciones. Panel derecho: Rendimiento en te´rminos
del nu´mero medio de tests de ajuste. En todos los casos, el taman˜o del contexto de informacio´n local
es igual al 10%. Para calcular las me´tricas se han resuelto 100 puzzles diferentes de cada taman˜o.
nuevo paradigma para resolver puzzles rompecabezas, comparando su rendimiento con el
de un me´todo estoca´stico cla´sico. El rendimiento se ha analizado en te´rminos del esfuerzo
necesario para resolver el problema de acuerdo a dos medidas diferentes: el nu´mero de ite-
raciones y el nu´mero de tests de ajuste. En ambos casos hemos encontrado resultados muy
similares. La discriminacio´n local de la informacio´n conlleva un coste computacional. Este
coste es mucho ma´s evidente para puzzles pequen˜os. Conforme el taman˜o del puzzle crece,
el coste computacional de la discriminacio´n local de la informacio´n se justifica, ya que se
consigue una mejora en rendimiento global de la solucio´n. La eficiencia de la red depende
de la relacio´n de equilibrio entre las ventajas proporcionadas por la discriminacio´n local de
la informacio´n y su coste computacional.
Dada la naturaleza del problema de la resolucio´n de puzzles rompecabezas, aqu´ı hemos
limitado nuestro estudio al caso en el que cada neurona recibe una u´nica entrada sina´ptica
por iteracio´n. Este es el caso que nos permite comparar el rendimiento de la SNN con un
algoritmo estoca´stico cla´sico en igualdad de condiciones. Sin embargo, es muy sencillo au-
mentar la capacidad de procesamiento de la red considerando mu´ltiples mensajes de entrada
por iteracio´n. Los contextos de informacio´n local se construyen entonces aleatoriamente con
fragmentos de las distintas entradas sina´pticas de cada neurona. De esta forma, la red es
capaz de procesar una mayor cantidad de informacio´n en paralelo. Esta estrategia permite
resolver el puzzle en menos iteraciones. Como ejemplo de ello, en el panel izquierdo de la
Figura 7.9 se muestra la comparacio´n entre el nu´mero de iteraciones necesarias para resol-
ver puzzles de distintos taman˜os con el “procesamiento en serie” y el “procesamiento en
paralelo” en el caso en el que la SNN presenta un mejor rendimiento (con contextos de
informacio´n local iguales al 10%). En todos los casos, la capacidad de poder procesar ma´s
de una entrada por iteracio´n mejora el rendimiento. Por ejemplo, en el caso de puzzles de
dimensio´n 100× 100, la mejora en promedio es igual al 15% (755 vs. 894 iteraciones). Sin
embargo, como muestra el panel derecho de la Figura 7.9, el nu´mero de tests de ajuste
necesarios para alcanzar la solucio´n es mucho mayor. Por otro lado, aqu´ı so´lo hemos con-
siderado los contextos de informacio´n local como almacenes de informacio´n “positivos”, es
decir, que en ellos se almacenan los datos neuronales de la unidades con las que se van a
realizar los tests de ajuste. Tambie´n cabe la posibilidad de utilizar un “contexto negativo”
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como memoria temporal de las unidades con las que se han realizado previamente tests
de ajuste no satisfactorios. Cuando se vaya a procesar nuevamente informacio´n procedente
de estas unidades, a priori se sabe que no contienen informacio´n relevante para la neurona
por lo que su informacio´n se puede ignorar. Utilizando esta estrategia no so´lo mejora el
rendimiento en te´rminos del nu´mero de tests de ajuste, tambie´n disminuye el nu´mero de
iteraciones necesarias para resolver el puzzle. Otra posibilidad es combinar el procesamiento
en paralelo con el uso de contextos positivos y negativos. Todo esto denota la versatilidad
del paradigma de red neuronal propuesto. Basa´ndose siempre en la discriminacio´n local de
la informacio´n, es lo suficientemente flexible para adaptarse a las caracter´ısticas de mu´ltiples
problemas, modificando simplemente el tipo de procesamiento realizado por cada neurona.
En el contexto del problema de la resolucio´n de puzzles rompecabezas, la SNN define
un mecanismo de bu´squeda distinto del esquema general que se ha presentado en la Sec-
cio´n 7.3.1. La contextualizacio´n local permite agrupar las piezas dina´micamente sin la ne-
cesidad de un preprocesamiento previo, a diferencia de los algoritmos cla´sicos que utilizan
estrategias similares [Bunke and Kaufmann, 1993, Kong et al., 2001, Yao and Shao, 2003,
Goldberg et al., 2004]. Cada uno de los grupos ira´ cambiando dina´micamente y con-
tendra´ las piezas con una mayor probabilidad de ser vecinas en la solucio´n final. Por otro
lado, dentro de las reglas de procesamiento de la SNN se puede incluir el uso de me´tricas de
similitud entre piezas cla´sicas como la concavidad o convexidad de sus lados. La discrimi-
nacio´n local de la informacio´n compensa las deficiencias que estas me´tricas sencillas tienen
cuando se utilizan en un contexto global. Este tipo de medidas disminuye muy significati-
vamente el nu´mero de tests de ajuste que requiere la SNN para encontrar la solucio´n.
El paradigma propuesto no so´lo se puede utilizar en el contexto de la resolucio´n de
puzzles. Existen mu´ltiples problemas que se pueden beneficiar de la discriminacio´n local de
la informacio´n en los que la SNN puede proporcionar un balance positivo entre su coste
computacional y el rendimiento obtenido.
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Parte V




En esta tesis doctoral hemos estudiado las firmas neuronales desde dos enfoques diferen-
tes. Desde la perspectiva de la Neurociencia Computacional, hemos desarrollado modelos
para determinar cua´l es su origen y su posible significado funcional como parte de una
estrategia de transmisio´n de informacio´n multico´digo. Las simulaciones y resultados presen-
tados apoyan la hipo´tesis de que las firmas neuronales, y en general la estructura temporal
existente en la dina´mica ra´pida de la actividad de neuronas con comportamiento en ra´fa-
gas, forman parte de un mecanismo de codificacio´n temporal de informacio´n que puede
optimizar los procesos de comunicacio´n del sistema nervioso. Desde la perspectiva de la
Computacio´n Neuronal Artificial, hemos utilizado los resultados anteriores para desarro-
llar un nuevo paradigma de red neuronal artificial auto-organizativa inspirado en las firmas
neuronales.
Firmas neuronales biolo´gicas
El trabajo de investigacio´n presentado en esta tesis doctoral parte del descubrimiento
de una firma neuronal identificativa en la actividad de las ce´lulas del CPG pilo´rico de la
langosta [Szu¨cs et al., 2003]. Estas firmas consisten en una distribucio´n temporal espec´ıfica
de los potenciales de accio´n que constituyen las ra´fagas. Su descubrimiento planteo´ una serie
de preguntas referentes a su origen y significado funcional.
Origen de las firmas neuronales
Nuestra investigacio´n comienza al identificar la necesidad de utilizar modelos teo´ricos
para el estudio de las firmas neuronales. La dina´mica intr´ınseca de cada neurona, la conec-
tividad de la red o el efecto de neuromoduladores externos son factores que pueden influir
en la distribucio´n temporal de los potenciales de accio´n de las ra´fagas. Aislar todos estos
factores en preparaciones in vitro es muy complejo.
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En los primeros modelos desarrollados nos centramos en estudiar el origen de las firmas
neuronales. Los resultados descritos en el Cap´ıtulo 3 indican que las firmas aparecen gracias
a dos factores: principalmente por el patro´n de conectividad de la red y, en menor medida,
por la dina´mica individual de cada neurona [Latorre et al., 2002]. Este resultado ha sido
validado experimentalmente [Szu¨cs et al., 2003, Szu¨cs et al., 2005].
Papel funcional de las firmas en el CPG pilo´rico
En el CPG pilo´rico, la informacio´n codificada en el ritmo lento esta´ autocontenida en la
actividad de cada ce´lula del circuito ya que todas las neuronas tienen el mismo periodo. Sin
embargo, la temporalidad de los potenciales de accio´n es distinta. Esto hace que los cambios
en la dina´mica ra´pida sean ma´s informativos. La existencia de unas estructuras temporales
tan precisas en esta dina´mica hizo pensar que las firmas neuronales pod´ıan formar parte de
un mecanismo de codificacio´n de informacio´n. Sin embargo, desacoplar la actividad ra´pida y
la actividad lenta de una neurona viva para abordar su estudio es complicado. Los modelos
permiten afrontar este estudio.
Las simulaciones presentadas en los Cap´ıtulos 3 y 4 nos han permitido evaluar la ca-
pacidad de diferentes modelos de CPG pilo´rico para generar ritmos trifa´sicos en distintas
condiciones. Si la dina´mica ra´pida no influye en la actividad global del circuito (como in-
dica la visio´n tradicional), el CPG siempre ha de generar el mismo ritmo (o muy similar)
independientemente de la firma de sus neuronas. Sin embargo, cuando se altera la firma
de alguna ce´lula, bien modificando las caracter´ısticas del modelo [Rodr´ıguez et al., 2002],
bien generando una firma artificial [Latorre et al., 2004], se producen cambios en el com-
portamiento colectivo de la red. En algunos casos, el circuito genera un ritmo con la misma
secuencia de disparo pero cambia la frecuencia o la fase entre las ra´fagas. En otros casos,
la actividad puede evolucionar a otro tipo de ritmo. En los modelos existe una correla-
cio´n entre las caracter´ısticas de las firmas neuronales y las de los ritmos generados por
el CPG [Latorre et al., 2002, Rodr´ıguez et al., 2002]. Cuando mayor es la precisio´n de las
firmas, mayor es tambie´n la estabilidad y precisio´n del ritmo lento (circuitos completos
e intactos vs. reducidos y dan˜ados). Estos resultados ponen de manifiesto la naturaleza
funcional de las firmas neuronales en nuestros modelos.
Las firmas neuronales pueden tener importantes implicaciones para comprender el
origen de los ritmos, su ra´pida respuesta a la modulacio´n y los mecanismos de comuni-
cacio´n con los mu´sculos controlados por el CPG. Ya hemos discutido que la generacio´n
de diferentes firmas depende de la dina´mica individual de las neuronas y de la conec-
tividad de la red. El sistema nervioso central dispone de mecanismos para modificar
cualquiera de estos dos factores [Marder and Calabrese, 1996, Marder and Bucher, 2001,
Nusbaum et al., 2001, Nusbaum and Beenhakker, 2002, Masino and Calabrese, 2002a,
Masino and Calabrese, 2002b, Hunter and Milton, 2003]. Esto posibilita inducir variacio-
nes en el ritmo lento generado por la red mediante mensajes de control codificados en la
firma de alguna de sus ce´lulas. Esta hipo´tesis debe ser validada experimentalmente.
Por otro lado, hay que recordar que la firma de las neuronas del CPG pilo´rico no so´lo la
leen las ce´lulas del propio circuito, sino que tambie´n la reciben las del CPG ga´strico. Estos
dos CPGs actu´an en escalas temporales diferentes, pero de forma coordinada. El desarrollo
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de nuevos modelos de CPG con esta restriccio´n en la escala de tiempo puede sen˜alar la
implicacio´n de las firmas neuronales en los mecanismos de coordinacio´n [Bucher et al., 2006]
de dos sistemas que actu´an a distinta frecuencia.
Reconocimiento de firmas
No todas las firmas son va´lidas para que nuestros modelos de CPG pilo´rico se comporten
correctamente [Latorre et al., 2004]. En los modelos descritos en el Cap´ıtulo 4, so´lo las firmas
que guardan cierto parecido con las que aparecen como propiedad emergente de la red hacen
que el circuito genere un ritmo trifa´sico. Esto indica que las neuronas de los modelos tienen
la capacidad de “reconocer” determinadas firmas, incluso con un pequen˜o nivel de ruido.
Aqu´ı podemos ver cierta analog´ıa con la firma de una persona. Aunque pra´cticamente nunca
firmemos exactamente igual, nuestra firma siempre se parece y se considera va´lida.
Para analizar en detalle la capacidad de “reconocimiento” de determinadas firmas,
dejamos el CPG pilo´rico y pasamos a estudiar mecanismos de codificacio´n de informa-
cio´n generales basados en las firmas neuronales. En el Cap´ıtulo 5 se han descrito nuevos
modelos con los que hemos comprobado que tanto una neurona aislada como un CPG
gene´rico son capaces de reconocer firmas espec´ıficas y “adaptar” su comportamiento a
ellas [Latorre et al., 2006, Latorre et al., 2007b].
Experimentalmente se ha demostrado que la integracio´n neuromuscular se produce de
forma no lineal, lo que permite a ciertos mu´sculos distinguir incluso ra´fagas en las que
se elimina o an˜ade algu´n potencial de accio´n [Zhurov and Brezina, 2006, Brezina, 2007,
Hooper et al., 2007]. Estos mecanismos podr´ıan aparecer en otros muchos sistemas neuro-
nales. Obviamente, la relacio´n entrada/salida en las neuronas no es una simple suma lineal,
sino que es producto de una integracio´n temporal compleja en la que es fundamental la
interaccio´n entre las distintas dina´micas (lentas y ra´pidas) de la ce´lula. Hemos mostrado
simulaciones que indican que la clave del reconocimiento de las firmas neuronales puede
ser esta interaccio´n. En esta l´ınea, estudios recientes muestran que el mecanismos dina´mico
mı´nimo para reconocer secuencias no triviales de potenciales de accio´n es la combinacio´n de
propiedades resonantes [Baroni and Varona, 2007] fa´cilmente implementables con los cana-
les activos de las neuronas.
Multico´digos
Teniendo en cuenta que las neuronas reciben gran cantidad de entradas sina´pticas pro-
cedentes de diversos emisores, y que env´ıan sus sen˜ales de salida tambie´n a mu´ltiples recep-
tores, en un entorno en el que la informacio´n puede estar altamente contextualizada, parece
evidente la necesidad de mu´ltiples co´digos simulta´neos para la transmisio´n de informacio´n
nerviosa. Esta idea cobra sentido especialmente cuando hablamos de redes multifuncio-
nales que pueden aprovecharse de la existencia de este tipo de codificacio´n. Por ejemplo,
las sen˜ales emitidas por las neuronas de los CPGs son procesadas por mu´ltiples recepto-
res simulta´neamente: neuronas pertenecientes al mismo CPG, neuronas de otros CPGs y
mu´sculos. No todos los receptores de una misma sen˜al tienen por que´ estar interesados en
un mismo aspecto. Las diferentes respuestas de los receptores pueden deberse a que cada
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uno de ellos lee un determinado aspecto.
Basa´ndonos en datos experimentales y utilizando modelos de conductancias, en el
Cap´ıtulo 6 hemos discutido la viabilidad teo´rica de la existencia de mecanismos de mul-
tiplexacio´n que permitan que en una misma sen˜al se transmita simulta´neamente distinto
tipo de informacio´n [Latorre et al., 2006, Latorre et al., 2007a]. La existencia de mu´ltiples
co´digos simulta´neos incrementa muy significativamente la cantidad de informacio´n que flu-
ye por la red y que potencialmente puede ser decodificada por los receptores de la sen˜al.
La informacio´n se puede decodificar individualmente o en conjunto, lo que permite su dis-
criminacio´n y/o contextualizacio´n. Dadas las caracter´ısticas de la actividad en ra´fagas,
nos hemos centrado en dos aspectos de la sen˜al en los que codificar informacio´n: la fre-
cuencia de la onda lenta y la firma neuronal individual. Nuestros resultados sugieren que
los sistemas neuronales disponen de mecanismos que les permiten reaccionar de forma al-
tamente selectiva a su entrada sina´ptica. Adema´s de la frecuencia de la onda lenta y la
firma neuronal, existen otros muchos aspectos que se pueden utilizar junto con e´stos para
el procesamiento de informacio´n. Por ejemplo, se ha sugerido que la duracio´n de la ra´fa-
ga o el nu´mero de potenciales de accio´n que contiene pueden codificar diferentes est´ımu-
los [Kepecs and Lisman, 2003, Kepecs and Lisman, 2004].
Generalidad de los resultados
A lo largo de la tesis hemos restringido nuestro estudio a modelos de CPGs, pe-
ro muchos otros sistemas neuronales presentan estructuras temporales tan precisas como
las firmas neuronales en respuesta a determinados est´ımulos [Reinagel and Reid, 2000,
Chi and Margoliash, 2001, Reinagel and Reid, 2002, Hunter and Milton, 2003]. Incluso re-
cientemente se ha reportado que neuronas pertenecientes a sistemas neuronales de vertebra-
dos tienen una firma individual caracter´ıstica [Garc´ıa et al., 2005, Zeck and Masland, 2007].
Que dentro de la gran diversidad celular del sistema nervioso [Soltesz, 2005] existan
neuronas con una firma neuronal identificativa tiene importantes implicaciones para el pro-
cesamiento de informacio´n neuronal, ya que la capacidad de las redes en las que aparecen se
incrementa, al menos desde un punto de vista teo´rico. El procesamiento basado en la exis-
tencia de unidades distinguibles es un aspecto que hasta el momento no se ha estudiado en
detalle en el contexto de la aproximaciones teo´ricas al sistema nervioso. La existencia de me-
canismos celulares que permitan identificar el origen de la sen˜al da mayor importancia a la
individualidad de las neuronas durante el procesamiento de informacio´n nerviosa, dejando de
ser meros entes transductores al disponer de mecanismos de discriminacio´n o contextualiza-
cio´n que les proporcionan cierta “inteligencia” para procesar selectivamente la informacio´n
que reciben. Estos mecanismos podr´ıan ser los responsables de la existencia de relaciones
de entrada/salida preferenciales en el sistema nervioso. Estas relaciones explicar´ıan por
que´ existen multitud de neuronas que reciben una gran cantidad de sen˜ales de entrada en
muy pocos milisegundos, pero que au´n as´ı se mantienen en silencio [Shoham et al., 2006].
Algunas de estas ce´lulas silenciosas podr´ıan responder u´nicamente a las sen˜ales proce-
dentes de determinadas ce´lulas “preferentes” identificadas por su firma. La capacidad de
discriminar informacio´n en los receptores en funcio´n del emisor es una propiedad deseable
en mu´ltiples sistemas de comunicacio´n de cualquier ı´ndole.
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L´ıneas de investigacio´n abiertas
El trabajo realizado hasta la fecha ha servido como base a nuevas l´ıneas de in-
vestigacio´n abiertas en los u´ltimos an˜os en el laboratorio del GNB, incluyendo es-
tudios teo´ricos [Baroni et al., 2005, Baroni and Varona, 2007, Lago, 2007], experimenta-
les [Campos et al., 2007, Mun˜iz et al., 2008] y sistemas h´ıbridos en los que se pretende
utilizar te´cnicas avanzadas de dynamic clamp que emplean una estrategia similar a las
simulaciones forzadas descritas en el Cap´ıtulo 4.
Las posibles implicaciones de los resultados de nuestros modelos requieren estudios ma´s
detallados, tanto a nivel teo´rico como experimental, que traten de responder a la gran
cantidad de cuestiones que se plantean. En particular, es necesario el desarrollo de modelos
que permitan estudiar el papel espec´ıfico de cada dina´mica subcelular en el reconocimiento
de las firmas. Un punto que no se ha abordado son los mecanismos de aprendizaje de
una determinada firma. Los procesos de homeostasis intracelular [Davis, 2006] son firmes
candidatos a participar en este aprendizaje.
Los avances obtenidos en los u´ltimos an˜os en el estudio del sistema nervioso sen˜alan
que el procesamiento de informacio´n neuronal hace uso de la presencia de relaciones pre-
ferenciales de entrada/salida, de mecanismos que permiten distinguir las unidades de pro-
cesamiento, de mecanismos de contextualizacio´n local de la informacio´n, de la codificacio´n
espacio-temporal de est´ımulos, de arquitecturas de conexiones que maximizan la capacidad
de las redes, de mecanismos de memoria transitoria y de reglas de aprendizaje no solamente
sina´ptico, sino tambie´n subcelular. Si a esto an˜adimos las hipo´tesis planteadas tras analizar
los resultados descritos en esta memoria, la capacidad de codificacio´n y procesamiento de
informacio´n del sistema nervioso aumenta respecto a la visio´n tradicional. El potencial de
la transmisio´n de informacio´n multico´digo y sus implicaciones para el procesamiento de
informacio´n nerviosa es algo que todav´ıa esta´ por explorar.
Firmas neuronales en Computacio´n Artificial
Las redes neuronales artificiales se inspiran en mayor o menor medida en las redes
biolo´gicas. Tradicionalmente esta inspiracio´n se limita casi exclusivamente a la presencia de
elementos de procesamiento de informacio´n conectados entre s´ı y a la existencia de reglas
de aprendizaje basadas en la modificacio´n de los pesos de estas conexiones. Los avances
en el estudio del sistema nervioso han proporcionado una ingente cantidad de nuevos datos
relativos a los mecanismos de codificacio´n, transformacio´n, coordinacio´n, creacio´n, ejecucio´n
y aprendizaje de informacio´n en distintos tipos de redes neuronales biolo´gicas. Dentro de la
Computacio´n Neuronal Artificial, pra´cticamente ninguno de los paradigmas existentes en
la actualidad hace uso de estos descubrimientos. Aqu´ı hemos utilizado los derivados de las
firmas neuronales para desarrollar un nuevo modelo de red neuronal artificial.
Red neuronal artificial basada en firmas
Nuestras simulaciones de modelos biolo´gicos revelan que las firmas neuronales pueden
jugar un importante papel funcional para el correcto comportamiento de los CPGs y de
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los sistemas con los que interactu´an. De ellas se desprende que las firmas pueden for-
mar parte de mecanismos de multiplexacio´n que utilicen diferentes co´digos simulta´neos.
Como ejemplo de utilizacio´n de los nuevos descubrimientos biolo´gicos en el contexto de la
Computacio´n Neuronal Artificial, en el Cap´ıtulo 7 hemos presentado un nuevo paradigma
de red neuronal auto-organizativa en el que el procesamiento de informacio´n se basa en
estas hipo´tesis y se apoya en algunos de los descubrimientos citados anteriormente. A este
tipo de redes las hemos denominado SNN, de sus siglas en ingle´s Signature Neural Ne-
twork [Latorre et al., 2008]. La SNN hace uso de firmas neuronales para identificar un´ıvo-
camente cada una de sus unidades y mecanismos de propagacio´n multico´digo que hacen
referencia al que´ y al quie´n de la informacio´n. Este tipo de mecanismos proporciona a cada
ce´lula individual la capacidad de discriminar o contextualizar la informacio´n de entrada que
recibe en cada instante. Anteriormente, so´lo se hab´ıan realizado experimentos sencillos para
estudiar las propiedades auto-organizativas de redes muy simples en las que cada neurona
tiene una firma identificativa [Trista´n et al., 2004].
Las redes neuronales artificiales suelen utilizar un conjunto de neuronas indistingui-
bles con la misma funcio´n de transferencia. Sus mecanismos de aprendizaje consisten en
modificar los pesos de las conexiones para adaptar el comportamiento de la red a los pa-
trones con los que se entrena partiendo de una topolog´ıa. Por ejemplo, en las redes de
Hopfield [Hopfield, 1982, Hopfield, 1984] todas las neuronas esta´n conectadas entre s´ı y no
hay forma de identificar la procedencia de la informacio´n recibida. Que las unidades puedan
distinguir al emisor de la entrada que reciben, permite procesar esta entrada de forma se-
lectiva, lo que puede incrementar la capacidad de la red. En el paradigma propuesto esto se
consigue mediante la firma que cada neurona incluye en los mensajes que env´ıa. A diferencia
de los paradigmas tradicionales, la auto-organizacio´n en la SNN se basa en el reconocimiento
de determinadas firmas y en el distinto tipo de procesamiento de la informacio´n recibida
por cada unidad.
Aplicacio´n de la SNN a la resolucio´n de puzzles
Para ilustrar su uso, en el Cap´ıtulo 7 hemos utilizado una SNN en el problema cla´si-
co de la resolucio´n de puzzles rompecabezas, obteniendo resultados satisfactorios frente a
otros me´todos tradicionales con puzzles de gran taman˜o [Latorre et al., 2008]. Esto nos ha
permitido probar que los sistemas de computacio´n artificial pueden resolver un problema
de forma eficiente utilizando las ideas en las que se basa nuestro paradigma.
La discriminacio´n local de la informacio´n conlleva un coste computacional. La eficiencia
de la red depende de la relacio´n de equilibrio entre este coste computacional y las ventajas
proporcionadas por este tipo de discriminacio´n. El paradigma propuesto se puede utilizar en
cualquier otro problema que se beneficie del procesamiento de informacio´n contextualizada
en cada unidad. La estrategia utilizada por la SNN se puede generalizar fa´cilmente en el
contexto de los sistemas multiagente [Weiss, 1999, Padgham and Winikoff, 2004].
Reglas de aprendizaje
Es importante tener en cuenta que, dado el objetivo que nos fija´bamos inicialmente, el
algoritmo propuesto para la SNN utiliza una estrategia auto-organizativa en la que se usan
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mecanismos de aprendizaje muy simples. Existe un aprendizaje sina´ptico segu´n el cual las
conexiones entre neuronas se establecen de forma binaria, es decir, existen (peso 1) o no
existen (peso 0). En un contexto ma´s general, las reglas de aprendizaje pueden ser ma´s
complejas.
El uso de firmas neuronales para identificar el origen de los mensajes de entrada permite
la utilizacio´n de un nuevo grupo de reglas de aprendizaje que no so´lo afecte a la conectividad,
sino que tambie´n pueda afectar a los para´metros que intervienen en la discriminacio´n local
de la informacio´n. En el algoritmo propuesto so´lo se utiliza este tipo de reglas para hacer
que una unidad actu´e como “conductor” de informacio´n cuando pertenece a un clu´ster.
Este conjunto de reglas tambie´n puede ser ma´s complejo. Por ejemplo, ser´ıa relativamente
sencillo definir reglas que indujeran plasticidad subcelular.
Aplicaciones futuras
En el contexto de la Computacio´n Neuronal Artificial, el camino por recorrer todav´ıa es
largo. El paradigma de red neuronal presentado so´lo es una primera aproximacio´n en la que
se comienza a utilizar la potencia de los multico´digos y de la identificacio´n del origen de la
sen˜al, pero los resultados obtenidos al aplicar la SNN al problema de la resolucio´n de puzzles
rompecabezas invitan al optimismo. Durante ma´s de 50 an˜os se han utilizado paradigmas de
redes neuronales artificiales con una inspiracio´n biolo´gica limitada. Una nueva generacio´n de
redes neuronales bioinspiradas en los u´ltimos descubrimientos referentes al procesamiento de
informacio´n en el sistema nervioso, no so´lo en las firmas neuronales, se antoja necesaria para
mejorar el rendimiento y expandir el a´rea de aplicacio´n de estos paradigmas de computacio´n
artificial.





Modelos de neurona individual
En las simulaciones de modelos biolo´gicos presentadas a lo largo de esta memoria de
tesis doctoral se han utilizado cuatros modelos de neurona individual diferentes:
• El modelo de Komendantov-Kononenko (KK) [Komendantov and Kononenko, 1996].
Se trata de un modelo unicompartimental de conductancias que se ha utilizado para
estudiar el origen de las firmas neuronales (Cap´ıtulo 3) y el efecto de las firmas en el
comportamiento del CPG pilo´rico (Cap´ıtulo 4).
• Una modificacio´n del modelo de Hindmarsh-Rose (HR) [Hindmarsh and Rose, 1984,
Pinto et al., 2000]. Se trata de un modelo dina´mico simplificado que se usa en los
mismos casos que el modelo anterior.
• El modelo de Huerta et al. [Huerta et al., 2000]. Este modelo es un modelo bicompar-
timental basado en conductancias que so´lo se utiliza en las simulaciones de los modelos
desarrollados para estudiar el origen de las firmas neuronales en el Cap´ıtulo 3.
• Y, por u´ltimo, una variante del modelo de Liu et al. [Liu et al., 1998]. Se trata de otro
modelo de conductancias que, en este caso, se ha utilizado para estudiar la capacidad
de los sistemas neuronales de reconocer firmas (Cap´ıtulo 5) y la posible existencia de
mecanismos de transmisio´n multico´digo en una misma sen˜al (Cap´ıtulo 6).
Todos ellos son modelos dina´micos capaces de generar actividad spiking y spiking-bursting,
cuyo comportamiento espec´ıfico viene dado por la eleccio´n de sus para´metros. En las si-
guientes secciones se muestran las ecuaciones que los definen y los para´metros elegidos para
los distintos tipos de comportamiento que presentan en las simulaciones descritas a lo largo
de la memoria.
A.1. Modelo de Komendantov-Kononenko
El modelo de Komendantov-Kononenko [Komendantov and Kononenko, 1996] es un mo-
delo de tipo Hodgkin-Huxley [Hodgkin and Huxley, 1952] de un solo compartimento. Se basa
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(a) Comportamiento spiking−bursting regular
(b) Comportamiento spiking−bursting irregular


































Figura A.1: Series temporales con la actividad de una neurona KK aislada con los tres posibles tipos
de comportamiento utilizados en nuestras simulaciones para las neuronas de este modelo. Panel
a: Neurona spiking-bursting regular. Panel b: Neurona spiking-bursting irregular. Panel c: Neurona
spiking irregular. Las unidades son s y mV .
en datos experimentales para modelar el comportamiento de ciertas neuronas con actividad
en ra´fagas de CPGs del caracol [Kononenko, 1993]. La Figura A.1 muestra tres ejemplos
del tipo de actividad mostrado por las neuronas de este modelo. La ecuacio´n que describe




= −(INa(TTX) + IK(TEA) + IK + INa + INa(V ) + IB + ICa + ICa−Ca) (A.1)
donde Cm es la capacidad de la membrana y V el potencial de membrana (mV ).
El modelo consta de ocho ecuaciones diferenciales de primer orden, una por cada una
de las corrientes de la Ecuacio´n A.1. Con ellas se definen cuatro componentes principales:
• Un mecanismo encargado de generar la onda lenta en el que intervienen las corrientes
INa(V ), IK , INa e IB.
• Dos corrientes Hodgkin-Huxley, una de ellas sensible al sodio (INa(TTX)) y la otra al
potasio (IK(TEA)), que permiten generar la actividad spiking.
• Una corriente de calcio dependiente del potencial.
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• Un almace´n intracelular de calcio.
Cada una de estas corrientes y sus funciones de activacio´n e inactivacio´n matema´ticamente
vienen dadas por las siguientes ecuaciones:




1 + exp(−0,2 · (V + 45))
· (V − VNa) (A.2)
IK = g
∗
K · (V − VK) (A.3)
INa = g
∗
Na · (V − VNa) (A.4)
IB = g
∗






















































1 + exp(−0,06 · (V + 45))
·
1
1 + exp(kβ · ([Ca]− β))
· (V − VCa) (A.15)
d[Ca]/dt = ρ · (
−ICa
2Fυ
− ks · [Ca]) (A.16)

















Ra´fagas regular 0.25 0.02 0.11 0.11 400.0 10.0 1.5 0.02
Ra´fagas irregular 0.25 0.02 0.13 0.18 400.0 10.0 1.5 0.01
Spiking irregular 0.25 0.0231 0.11 0.1372 400.0 10.0 1.5 0.02
Tabla A.1: Valores de las conductancias ma´ximas de los canales io´nicos para generar los tres posibles
tipos de comportamiento de las neuronas KK en las simulaciones presentadas en esta memoria. Las
unidades son µS.
donde [Ca] es la concentracio´n de calcio en el interior de la neurona (mM), F es la constante
de Faraday (96,485 C · mol−1), υ es el volumen de la ce´lula (4piR3/3), ks es el ratio de
respuesta del calcio debido al almacenamiento intracelular y ρ es la capacidad del almace´n
de calcio.
Las neuronas KK muestran una dina´mica muy variada en funcio´n de los valores de sus
para´metros. En las simulaciones presentadas a lo largo de esta memoria se utilizan tres de
los posibles modos de comportamiento propuestos en la descripcio´n del modelo: spiking-
bursting regular, spiking-bursting irregular y spiking irregular. La Figura A.1 muestra un
fragmento de serie temporal con la actividad de una neurona KK aislada con cada uno
de ellos. Los valores de las conductancias ma´ximas de los canales io´nicos del modelo para
generar estos modos de comportamiento son los que se muestran en la Tabla A.1. Mientras
que las constantes del modelo, comunes en todos los casos, son: VNa = 40mV , VK =-70mV ,
VB =-58 mV , VCa = 150 mV , Cm = 0.02 µF , R = 0.1 mm, ks = 50 s
−1, ρ = 0.002,
kβ = 15000 mM
−1 y β = 0.00004 mM .
A.2. Modelo de Hindmarsh-Rose cuatridimensional
El modelo de Hindmarsh-Rose [Hindmarsh and Rose, 1984] es un modelo dina´mico sim-
plificado. En este tipo de modelos, las no linealidades de tipo exponencial que relacionan las
conductancias y el voltaje en los modelos de tipo Hodgkin-Huxley se sustituyen por polino-
mios cuyos coeficientes se estiman analizando las curvas corriente/voltaje de la neurona que
se quiere modelar. El modelo HR original es un modelo tridimensional (con tres variables
dina´micas). Sin embargo, el que hemos utilizado en nuestras simulaciones es una variante
cuatridimensional que an˜ade una ecuacio´n al original. Las ecuaciones que definen el modelo
HR cuatridimensional son las siguientes [Pinto et al., 2000]:
dx
dt
= ay(t) + bx2(t)− cx3(t)− dz(t) + I (A.17)
dy
dt
= e− fx2(t)− y(t)− gw(t) (A.18)
dz
dt
= µ(−z(t) + S · (x(t) + h)) (A.19)
dw
dt
= ν(−kw(t) + r · (y(t) + l)) (A.20)
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(a) Comportamiento spiking−bursting regular


















Figura A.2: Series temporales con los dos tipos de comportamiento que una neurona HR puede
mostrar en nuestras simulaciones cuando esta´ aislada. Panel a: Neurona spiking-bursting regular.
Panel b: Neurona spiking-bursting irregular. Las unidades son adimensionales.
Hindmarsh-Rose
Comportamiento µ ν I
Ra´fagas regular 0.0021 0.0011 2.624
Ra´fagas irregular 0.0031 0.0003 3.128
Tabla A.2: Valores de las variables del modelo HR que determinan los dos tipos de comportamiento
utilizados en las simulaciones presentadas. Para obtener estos valores hemos partido de los datos
de [Pinto et al., 2000]. Las unidades son adimensionales.
donde x(t) representa el potencial de membrana de la neurona, y(t) es una corriente ra´pida,
z(t) una lenta (µ≪ 1) y w(t) representa un flujo de calcio muy lento (ν < µ≪ 1). Mientras
que a, b, c, d, I, e, f , g, µ, S, h, ν, k, r y l son para´metros ajustables que determinan el
comportamiento de la neurona. Las unidades en este modelo son adimensionales.
Las tres primeras ecuaciones (x(t), y(t) y z(t)) definen el modelo HR origi-
nal [Hindmarsh and Rose, 1984]. Con estas tres ecuaciones se puede conseguir que el mo-
delo reproduzca una gran variedad de actividades en ra´fagas, incluyendo un re´gimen cao´ti-
co muy similar al observado en las neuronas biolo´gicas. Sin embargo, la riqueza dina´mi-
ca del modelo se ve incrementada de muy forma significativa incluyendo la cuarta ecua-
cio´n [Pinto et al., 2000, Selverston et al., 2000, Szu¨cs et al., 2001].
De los mu´ltiples tipos de comportamiento que pueden mostrar las neuronas HR, en las si-
mulaciones presentadas so´lo hemos utilizado dos de ellos: uno spiking-bursting regular (Figu-
ra A.2a) y otro spiking-bursting irregular (Figura A.2b). Basa´ndonos en [Pinto et al., 2000],
para generar estos tipos de actividad hemos mantenido constantes todos los para´metros del
modelo a excepcio´n de µ, ν e I. Los valores de e´stos para cada tipo de comportamiento
son los que se muestran en la Tabla A.2. El resto de para´metros siempre toman los valores:
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a = 1, b = 3, c = 1, d = 1, e = 1, f = 5, g = 0.0278, S = 3.966, h = 1.6, k= 0.96, r = 3 y
l = 1.6.
A.3. Modelo de Huerta et al.
El modelo de Huerta et al. [Huerta et al., 2000] es un modelo de conductancias de tipo
Hodgkin-Huxley [Hodgkin and Huxley, 1952] que se basa en datos experimentales de neu-
ronas del STG [Turrigiano et al., 1995]. Su intere´s para nosotros radica en la precisio´n de
uno de sus posibles re´gimenes de actividad. Se trata de un modelo bicompartimental que
por un lado modela el axo´n, y por otro el soma de la neurona. El axo´n es el generador de
la onda ra´pida gracias a una corriente de sodio (INa), una rectificadora de potasio retarda-
da (IKd) y una corriente de descarga (ILf ). El soma es una componente lenta que recibe
una corriente de calcio (ICa), una de descarga (ILs), una de potasio dependiente del calcio
(IK(Ca)) y una corriente inyectada (Idc). Las ecuaciones que describen matema´ticamente el
comportamiento de las neuronas del modelo son:
Caxonm · Vf = −INa − IKd − ILf + IVf ,Vs (A.21)
Csomam · Vs = −ICa − ILs − Ih − IK(Ca) − IVf ,Vs + Idc (A.22)
donde Vf es el potencial de membrana del axo´n y Vs el del soma (mV ambos) y
Caxonm = 0.33 nF y C
soma
m = 0.5 nF son, respectivamente, las capacidades del axo´n y
del soma.
Cualquiera de las corrientes recibidas por ambas componentes tienen una funcio´n de




= m∞ −m y τh(V )
dh
dt
= h∞ − h (A.23)
De forma que las corrientes del axo´n (Ecuacio´n A.21) se definen como:
INa = gNa ·m
3 · h(t) · (Vf − 50) (A.24)
m∞ = Γ(−Vf , 4,5, 5,29) (A.25)
h∞ = Γ(Vf ,−28,9, 5,18) (A.26)
τh = 0,67 · (1,5 + Γ(Vf ,−14,9, 3,6)) · Γ(−Vf ,−42,9, 10) (A.27)
IKd = gKd ·m
4 · (Vf + 80) (A.28)
m∞ = Γ(−Vf ,−7,7, 11,8) (A.29)
τm = 7,2− 6,4 · Γ(−Vf , 8,3, 19,2) (A.30)
ILf = gLf · (Vf + 65) (A.31)














Figura A.3: Serie temporal con el u´nico tipo de comportamiento que una neurona de Huerta et al.
aislada puede mostrar en nuestras simulaciones. Las unidades son ms y mV .
IVf ,Vs = gfs · (Vs − Vf ) (A.32)
Mientras que las del soma (Ecuacio´n A.22) esta´n definidas por las ecuaciones:
ICa = gCa2 ·m
3 · (Vs/(1− exp(2Vs/24,42))) (A.33)
m∞ = Γ(Vs, 21, 10) (A.34)
τm = 37,14− 25,86 · Γ(−Vs, 10,1, 26,4) (A.35)
IK(Ca) = gK(Ca) · (Vs + 80) · ([Ca]
4/([Ca]4 +K4Ca)) · (1/(1 + exp((−Vs − 36)/15)))(Vs + 80)
(A.36)
[Ca] = −αICa − β · [Ca] + γ (A.37)
con KCa = 0,4µM , α = 6,6 · 10
−5µM/ms por nA, β = 1,2110−3ms−1 y
γ = 4,8410−5µM/ms.
Ih = gh ·m · (Vs + 15) (A.38)
m∞ = Γ(Vs,−50,3, 10,5) (A.39)
τm = 7,2− 6,4 · Γ(−Vs, 8,3, 19,2) (A.40)
IK(Ca) = gLs · (Vs + 65) (A.41)
En todas las ecuaciones anteriores, la funcio´n Γ(x, y, z) viene dada por:
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Huerta et al.
Comportamiento gNa gKd gLf gfs gCa2 gLs gh gK(Ca) gsf
Bursting regular 80.0 30.0 0.02 0.11 1.0 0.0024 2.1 0.25 0.11
Tabla A.3: Valores de las conductancias ma´ximas de los canales io´nicos del modelo de Huerta et al.
para generar el u´nico tipo de actividad utilizado en las simulaciones con este modelo. Las unidades
son µS.
En nuestras simulaciones con el modelo de Huerta et al. so´lo utilizamos uno de los
posibles modos de comportamiento descritos en la definicio´n del modelo, el modo spiking-
bursting regular, que es capaz de generar una actividad, tanto lenta como ra´pida, muy
precisa (Figura A.3). Las conductancias de los canales io´nicos del modelo para conseguir
este tipo de comportamiento son los que se muestran en la Tabla A.3.
A.4. Modelo de Liu et al.
El u´ltimo modelo de neurona individual usado en nuestras simulaciones es el mode-
lo de Liu et al. [Liu et al., 1998]. Se trata de un modelo unicompartimental de conduc-
tancias de tipo Hodgkin-Huxley [Hodgkin and Huxley, 1952] que se basa en datos experi-
mentales [Turrigiano et al., 1995] para reproducir el comportamiento de las neuronas del
STG. Este modelo se ha utilizado en mu´ltiples estudios referentes a este sistema neu-
ronal [Goldman et al., 2001, Golowasch et al., 2002, Prinz et al., 2003, Prinz et al., 2004].
Consta de ocho corrientes de membrana y una almace´n intracelular de calcio. Las corrien-
tes io´nicas son: una ra´pida de sodio (INa), una ra´pida y una lenta transitoria de calcio
(ICaT e ICaS), una ra´pida transitoria de potasio (IA), una de potasio dependiente de la
concentracio´n de calcio (IKCa), una rectificadora de potasio retardada (IKd), una interna
de activacio´n (IH) y una de descarga independiente del voltaje (Ileak). La ecuacio´n que




= −(INa + ICaT + ICaS + IA + IKCa + IKd + IH + Ileak) (A.43)
donde C es la capacidad de la membrana (1.0 nF ).
Todas las corrientes de la ecuacio´n A.43 se definen matema´ticamente como:
Ii = gi ·m
p
i · hi · (V − Ei) ·A (A.44)
donde:
• gi es la conductancia ma´xima del canal. En el modelo de Liu et al. original, los valores
de las conductancias ma´ximas de cada canal io´nico se calculan dina´micamente. Sin
embargo, aqu´ı utilizamos la misma aproximacio´n que en [Prinz et al., 2003], fijando
los valores de las conductancias segu´n nuestras necesidades. La Tabla A.4 muestra los
valores utilizados para los modelos presentados en los Cap´ıtulos 5 y 6.
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(a) CPG emisor del modelo de transmisio´n inhibitoria
Liu et al.
Neurona gNa gCaT gCaS gA gKCa gKd gH gleak
M e I con F ′1 110.0 2.1 3.5 20.1 90.6 60.0 0.01 0.02
M e I con F ′2 110.0 2.1 3.5 17.5 90.6 60.0 0.01 0.02
E1: siempre 125.0 2.1 3.5 11.0 50.0 59.9 0.01 0.02
E2: siempre 110.0 2.1 3.5 10.5 50.0 64.0 0.01 0.02
(b) CPG emisor del modelo de transmisio´n excitadora
Liu et al.
Neurona gNa gCaT gCaS gA gKCa gKd gH gleak
M e I con F ′1 100.0 3.0 4.0 28.8 90.6 26.4 0.01 0.01
M e I con F ′2 100.0 3.0 4.0 45.5 90.6 26.4 0.01 0.01
E1: siempre 178.0 2.0 3.0 10.9 7.4 55.0 0.0 0.02
E2: siempre 48.6 1.5 3.0 10.5 44.3 41.0 0.0 0.02
(c) CPG lector de firmas del modelo de transmisio´n inhibitoria
Liu et al.
Neurona gNa gCaT gCaS gA gKCa gKd gH gleak
R: siempre 125.0 2.1 3.5 10.0 50.0 50.0 0.01 0.01
N1, N2, N3: siempre 200.0 2.1 4.0 10.0 10.0 125.0 0.01 0.04
(d) CPG lector de firmas del modelo de transmisio´n excitadora
Liu et al.
Neurona gNa gCaT gCaS gA gKCa gKd gH gleak
R: siempre 200.0 0.0 4.0 10.0 10.0 125.0 0.08 0.08
N1, N2, N3: siempre 125.0 1.69 4.0 29.0 10.0 55.0 0.02 0.04
(e) CPG lector de frecuencias del modelo de transmisio´n inhibitoria
Liu et al.
Neurona gNa gCaT gCaS gA gKCa gKd gH gleak
R: siempre 200.0 2.1 1.0 10.0 10.0 88.3 0.02 0.04
N1, N2, N3: siempre 110.0 2.1 3.5 20.0 50.0 50.0 0.01 0.01
Tabla A.4: Valores de las conductancias ma´ximas de los canales io´nicos para las neuronas de Liu et al.
en los modelos de los Cap´ıtulos 5 y 6. Los valores para las neuronas M e I de los CPGs emisores
(Tablas a y b) dependen de la frecuencia del ritmo lento generado por el circuito (F1 y F2 para
el modelo de transmisio´n inhibitoria; F ′1 y F
′
2 para el de transmisio´n excitadora). So´lo se presenta
el CPG lector de frecuencias del modelo de transmisio´n inhibitoria porque en el Cap´ıtulo 6 no se
presentan los resultados con el de transmisio´n excitadora.
• Ei es el potencial inverso para el canal. Sus valores son: 50 mV para el sodio, -80 mV
para el potasio, -20 mV para IH , -50 mV para Ileak y para el calcio se determina
dina´micamente utilizando la ecuacio´n de Nernst fijando la concentracio´n extracelular
de calcio a 3 mM .
• A es el a´rea de la membrana (A = 1.0 · 10−3cm2).
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= m∞ −m y τh
dh
dt
= h∞ − h (A.45)
en las que las constantes de tiempo (τm y τh) y los valores m∞ y h∞ son diferentes
para cada una de las corrientes.
De forma que las ecuaciones que describen las corrientes io´nicas del modelo son:
INa = gNa ·m
3 · h · (V − ENa) ·A (A.46)
m∞ =
1












1 + exp((V + 62,9)/− 10)
· (1,5−
1
1 + exp((V + 34,9)/3,6)
) (A.50)
ICaT = gCaT ·m
3 · h · (V − ECa) ·A (A.51)
m∞ =
1












1 + exp((V + 62,9)/− 10)
· (1,5−
1
1 + exp((V + 34,9)/3,6)
) (A.55)
ICaS = gCaS ·m
3 · h · (V − ECa) ·A (A.56)
m∞ =
1












1 + exp((V + 62,9)/− 10)
· (1,5−
1
1 + exp((V + 34,9)/3,6)
) (A.60)
IA = gA ·m
3 · h · (V − EA) ·A (A.61)















Figura A.4: Serie temporal con uno de los posibles tipos de comportamiento spiking-bursting regular
generado por una neurona de Liu et al. aislada. Los para´metros utilizados en esta simulacio´n son los
que se muestran en la Tabla A.4a para la neurona R. Las unidades son ms y mV .
m∞ =
1












1 + exp((V + 62,9)/− 10)
· (1,5−
1
1 + exp((V + 34,9)/3,6)
) (A.65)
IKCa = gKCa ·m















−14,96(ICaT + ICaS)− [Ca] + 0,05
200
(A.69)
IKd = gKd ·m
4 · h · (V − EKd) ·A (A.70)
m∞ =
1




1 + exp((V + 120)/− 25)
(A.72)
IH = gH ·m · h · (V − EH) ·A (A.73)
m∞ =
1




1 + exp((V + 120)/− 25)
(A.75)
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La dina´mica de las neuronas de Liu et al. es muy rica y variada en funcio´n de los valores
de las conductancias ma´ximas de sus canales io´nicos. La Figura A.4 muestra un ejemplo
de serie temporal con el potencial de membrana de una neurona de Liu et al. aislada con
comportamiento en ra´fagas regular.
Ape´ndice B
Modelos de sinapsis
Las sinapsis entre dos neuronas en el sistema nervioso pueden ser ele´ctricas o qu´ımi-
cas (Cap´ıtulo 2). En los modelos, estas conexiones entre ce´lulas se representan mediante
ecuaciones matema´ticas que determinan la cantidad de corriente que fluye entre la neurona
presina´ptica y la postsina´ptica. La corriente sina´ptica total que recibe una neurona post-
sina´ptica (Isin) es la suma de la corriente aportada por cada una de las conexiones que
establece con otras neuronas. Si Ielec e Iquim son, respectivamente, la corriente que recibe a
trave´s de conexiones ele´ctricas y qu´ımicas, la corriente sina´ptica total viene dada por:
Isin = Ielec + Iquim (B.1)
Esta corriente se suma al resto de corrientes io´nicas en las ecuaciones de los modelos descritos
en el Ape´ndice A. En los modelos de redes biolo´gicas presentados hemos utilizado cuatro
modelos diferentes para representar las sinapsis que se establecen entre sus neuronas:
• Un modelo de sinapsis ele´ctrica de acoplamiento difusivo en el que la conductancia no
depende del voltaje. Se utiliza para modelar todas las sinapsis ele´ctricas existentes en
los modelos de CPG, tanto en los de CPG pilo´rico de los Cap´ıtulos 3 y 4, como en los
de CPGs gene´ricos de los Cap´ıtulos 5 y 6.
• El modelo de sinapsis qu´ımica ra´pida de Golowasch et al. [Golowasch et al., 1999a].
Con e´l se modelan (i) las sinapsis qu´ımicas, inhibitorias y graduales internas existentes
entre las neuronas de cualquiera de los modelos de CPG; y las sinapsis inhibitorias
entre los emisores y (ii) los receptores de los modelos de los Cap´ıtulos 5 y 6.
• El modelo de sinapsis qu´ımica lenta de Golowasch et al. [Golowasch et al., 1999a]. Se
utiliza en los Cap´ıtulos 3 y 4 para modelar las conexiones qu´ımicas lentas entre las
neuronas del CPG pilo´rico.
• Y el modelo de Destexhe et al. [Destexhe et al., 1994]. Este modelo so´lo se utiliza
en el Cap´ıtulo 5 para conectar los emisores y los receptores de firmas mediante una
conexio´n qu´ımica excitadora.
En las siguientes secciones se muestran las ecuaciones que describen cada uno de estos
modelos, as´ı como los valores de sus para´metros en las simulaciones presentadas.
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B.1. Modelos de sinapsis ele´ctricas
Las sinapsis ele´ctricas son conexiones que se establecen por contacto directo entre dos
neuronas. En ellas el flujo de informacio´n es muy ra´pido. Este tipo de conexio´n tiende
a sincronizar la actividad de las dos neuronas que conecta de forma proporcional a la
conductancia. Aqu´ı utilizamos este tipo de conexio´n en los casos en los que se construye un
grupo marcapasos
La corriente que fluye a trave´s de una sinapsis ele´ctrica puede describirse mediante la
ley de Ohm, de forma que la corriente total que llega a una neurona postsina´ptica a trave´s




gpre→post · (Vpost − Vpre) (B.2)
donde las neuronas “pre” son todas aquellas que esta´n conectadas ele´ctricamente con la
neurona “post”; Vpost y Vpre representan los potenciales de membrana de las neuronas que
intervienen en la conexio´n; y gpre→post denota la conductancia entre cada neurona pre-
sina´ptica y la correspondiente postsina´ptica. Esta u´ltima es el u´nico para´metro del modelo.
A continuacio´n se muestran los valores de las conductancias en cada uno de los modelos en
los que se utilizan sinapsis ele´ctricas:
Modelos de CPG Pilo´rico
En los modelos del CPG pilo´rico presentados en los Cap´ıtulos 3 y 4 se utilizan conexiones
ele´ctricas para acoplar la actividad de las neuronas del grupo marcapasos (neuronas AB,
PD1 y PD2 de las Figuras 3.1 y 4.1). En todas las simulaciones en las que se usa el mismo
modelo de neurona individual los valores de estas conductancias son iguales, independien-
temente de la topolog´ıa de la red (reducidas vs. completas). Teniendo esto en cuenta, sus
valores en las simulaciones para los tres modelos de neurona individual son:
• Neuronas KK: gAB→PD1 = 0.0096 µS, gPD1→AB = 0.0096 µS, gAB→PD2 = 0.0223 µS,
gPD2→AB = 0.0223 µS, gPD1→PD2 = 0.0151 µS y gPD2→PD1 = 0.0151 µS.
• Neuronas HR (unidades adimensionales): gAB→PD1 = 0.325, gPD1→AB = 0.325,
gAB→PD2 = 0.548, gPD2→AB = 0.548, gPD1→PD2 = 0.332 y gPD2→PD1 = 0.332.
• Y neuronas de Huerta et al.: gAB→PD1 = 0.0322 µS, gPD1→AB = 0.0322 µS,
gAB→PD2 = 0.0428 µS, gPD2→AB = 0.0428 µS, gPD1→PD2 = 0.0519 µS y
gPD2→PD1 = 0.0519 µS.
Modelos de CPG emisor gene´rico
En los modelos de los Cap´ıtulos 5 y 6 se utilizan conexiones ele´ctricas para unir las
tres neuronas del grupo marcapasos de los CPGs emisores (neuronas M , E1 y E2 de las
Figuras 5.1 y 6.2). Los valores de las conductancias ma´ximas de estas conexiones dependen
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Para´metro
Modelo Esin Vfast sfast
KK -65.0 -44.7 0.31
HR -1.92 -1.66 0.44
Huerta et al. -34.3 -26.2 0.33
Liu et al., trans. inhibitoria -59.7 -47.7 0.5
Liu et al., trans. excitadora -50.0 -30.0 1.0
Tabla B.1: Valores de los para´metros de los modelos de sinapsis qu´ımica ra´pida de Golowasch et al.
en los circuitos de la Figuras 3.1, 4.1 (KK, HH y Huerta et al.), 5.1 y 6.2 (Liu et al.). Con neuronas
KK, HR y Huerta et al. los valores siempre son los mismos independientemente del modelo de red.
En el caso de Liu et al., los valores dependen de si se trata de un modelo de transmisio´n inhibitora
o uno de transmisio´n excitadora. Las unidades son mV y ms para KK, Huerta et al. y Liu et al., y
u.a. para HR.
de si se trata del modelo de transmisio´n inhibitoria o del de transmisio´n excitadora. En las
simulaciones presentadas con neuronas de Liu et al. estos valores son:
• Modelo de transmisio´n inhibitoria: gM→E1 = 0.011 mS, gE1→M = 0.011 mS,
gM→E2 = 0.010 mS, gE2→M = 0.010 mS, gE1→E2 = 0.028 mS y gE2→E1 = 0.028 mS.
• Modelo de transmisio´n excitadora: gM→E1 = 0.105 mS, gE1→M = 0.105 mS,
gM→E2 = 0.169 mS, gE2→M = 0.169 mS, gE1→E2 = 0.095 mS y gE2→E1 = 0.095 mS.
B.2. Modelos de sinapsis qu´ımicas
B.2.1. Modelo de conexio´n qu´ımica ra´pida gradual de Golowasch et al.
La mayor parte de las conexiones que se establecen entre las neuronas del CPG pilo´rico de
los crusta´ceos son conexiones qu´ımicas ra´pidas, inhibitorias y graduales. Para modelar este
tipo de conexio´n, aqu´ı siempre hemos utilizado un modelo propuesto por Golowasch et al.
para un estudio del comportamiento del CPG pilo´rico [Golowasch et al., 1999a]. Empleando




gpre→post · (Vpost − Esin)
1 + exp(sfast · (Vfast − Vpre))
(B.3)
Adema´s de las conductancias ma´ximas, en este modelo se deben fijar tres para´metros
ma´s (Esin, sfast y Vfast). En los modelos de CPG pilo´rico (Cap´ıtulos 3 y 4), para un mismo
modelo de neurona individual (KK, HR y Huerta et al.), los valores de estos tres para´metros
siempre son iguales. Por su parte, en los modelos de CPG gene´rico (Cap´ıtulos 5 y 6) sus
valores dependen de si se trata de un modelo de transmisio´n inhibitoria o uno de transmisio´n
excitadora. En la Tabla B.1 se muestran los valores utilizados en nuestras simulaciones en
cada situacio´n.
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Los valores de las conductancias ma´ximas de cada una de las sinapsis qu´ımicas ra´pidas,
inhibitorias y graduales de nuestros modelos son los que se muestran a continuacio´n:
Modelos de CPG Pilo´rico
En los experimentos presentados en los Cap´ıtulos 3 y 4 se utilizan dos topolog´ıas de
red que se diferencian en el nu´mero de conexiones qu´ımicas que se establecen entre sus
neuronas. A estas topolog´ıas las denominamos reducida y completa. Los valores de las
conductancias de las conexiones qu´ımicas ra´pidas inhibitorias en estos circuitos con cada
modelo de neurona individual utilizado son:
• Circuito reducido con neuronas KK: gAB→LP = 0.0446 µS, gAB→PY = 0.0556 µS,
gLP→AB = 0.0578 µS, gLP→PY = 0.0398 µS y gPY→LP = 0.0311 µS.
• Circuito completo con neuronas KK: gAB→LP = 0.0446 µS, gAB→PY = 0.0556 µS,
gLP→PD1 = 0.0211 µS, gLP→PD2 = 0.0269 µS, gLP→PY = 0.0398 µS y
gPY→LP = 0.0311 µS.
• Circuito reducido con neuronas HR (unidades adimensionales): gAB→LP = 0.112,
gAB→PY = 0.120, gLP→AB = 0.585, gLP→PY = 0.241 y gPY→LP = 0.186.
• Circuito completo con neuronas HR (unidades adimensionales): gAB→LP = 0.112,
gAB→PY = 0.120, gLP→PD1 = 0.208, gLP→PD2 = 0.432, gLP→PY = 0.241 y
gPY→LP = 0.186.
• Circuito reducido con neuronas de Huerta et al.: gAB→LP = 0.0033 µS,
gAB→PY = 0.0528 µS, gLP→AB = 0.0853 µS, gLP→PY = 0.0278 µS y
gPY→LP = 0.0336 µS.
• Y circuito completo con neuronas de Huerta et al.: gAB→LP = 0.0033 µS,
gAB→PY = 0.0528 µS, gLP→PD1 = 0.0511 µS, gLP→PD2 = 0.0448 µS,
gLP→PY = 0.0278 µS y gPY→LP = 0.0336 µS.
Modelos de CPG emisor gene´rico
La topolog´ıa y el nu´mero de conexiones entre las neuronas de los CPGs emisores de
los Cap´ıtulos 5 y 6 dependen de si se trata del modelo de transmisio´n inhibitoria o del
de transmisio´n excitadora. En el primero de ellos se utiliza una red con mayor nu´mero de
conexiones recurrentes. Los valores de las conductancias ma´ximas de las conexiones qu´ımicas
en estas simulaciones con neuronas de Liu et al. son:
• Modelo de transmisio´n inhibitoria: gI→M = 0.121 mS, gI→E1 = 0.021 mS,
gI→E2 = 0.014 mS y gM→I = 0.138 mS.
• Modelo de transmisio´n excitadora: gI→M = 0.178 mS y gM→I = 0.381 mS.
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Modelos de CPG receptor gene´rico
En los Cap´ıtulos 5 y 6 se presentan tres modelos de CPG receptor: dos receptores
de firmas y uno receptor de frecuencias. Todas las conexiones entre las ce´lulas de estos
circuitos son sinapsis qu´ımicas, inhibitorias y graduales. De la misma forma que en el caso
anterior, aqu´ı so´lo se presentan simulaciones con neuronas de Liu et al. Los valores de las
conductancias ma´ximas en estas simulaciones son:
• CPG receptor de firmas del modelo inhibitorio: gN1→R = 0.011 ms,
gN1→N2 = 0.101 ms, gN1→N3 = 0.176 ms, gN2→N1 = 0.073 ms, gN2→N3 = 0.165 ms,
gN3→R = 0.021 ms, gN3→N1 = 0.162 ms, gN3→N2 = 0.121 ms, gR→N1 = 0.131 ms,
gR→N2 = 0.107 ms y gR→N3 = 0.033 ms.
• CPG receptor de firmas del modelo excitador: gN1→R = 0.238ms, gN1→N2 = 0.258ms,
gN1→N3 = 0.308 ms, gN2→N1 = 0.306 ms, gN2→N3 = 0.378 ms, gN3→N1 = 0.292 ms,
gN3→N2 = 0.117 ms, gR→N1 = 0.228 ms, gR→N2 = 0.168 ms y gR→N3 = 0.399 ms.
• CPG receptor de frecuencias: gN1→R = 0.011 ms, gN1→N2 = 0.113 ms,
gN1→N3 = 0.170 ms, gN2→N1 = 0.139 ms, gN2→N3 = 0.159 ms, gN3→R = 0.011 ms,
gN3→N1 = 0.182 ms, gN3→N2 = 0.157 ms, gR→N1 = 0.020 ms, gR→N2 = 0.028 ms y
gR→N3 = 0.047 ms.
Sinapsis entre sistemas emisores y receptores
Finalmente, en los Cap´ıtulos 5 y 6 tambie´n se utiliza el modelo de sinapsis qu´ımica
ra´pida gradual de Golowasch et al. siempre que el sistema emisor y el receptor intercambian
informacio´n a trave´s de una sinapsis inhibitoria. En estos casos, el valor de la conductancia
de la conexio´n puede tomar dos valores en funcio´n de que la sen˜al que fluye por la sinapsis
sea o no la entrada predominante del receptor. Para las conexiones entre el CPG emisor y
el lector de frecuencias estos valores pueden ser 0.116 mS o´ 0.009 mS. En el caso del CPG
lector de firmas, pueden ser 0.136 mS o´ 0.009 mS.
B.2.2. Modelo de conexio´n qu´ımica lenta de Golowasch et al.
En el CPG pilo´rico, adema´s de las conexiones qu´ımicas inhibitorias ra´pidas predo-
minantes, existen conexiones qu´ımicas inhibitorias lentas que hacen que el ritmo sea ro-
busto y que la red sea capaz de responder a distinto tipo de fallos. Para modelar este
tipo de conexio´n aqu´ı hemos utilizado otro modelo de sinapsis propuesto por Golowas-
ch et al. [Golowasch et al., 1999a]. Utilizando la misma notacio´n que en las secciones ante-




gpre→post ·m · (Vpost − Esin) (B.4)





1 + exp(sslow(Vslow − Vpre))
− k2post ·m (B.5)
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Para´metro
Modelo sslow Vslow k1LP k2LP k1P Y k2P Y
KK 1.0 -49.0 1.0 0.01 1.0 0.0275
HR 1.0 -1.74 0.74 0.007 0.74 0.015
Huerta et al. 0.92 -28.2 1.0 0.0233 1.0 0.0086
Tabla B.2: Valores de los para´metros de los modelos de sinapsis qu´ımica lenta de Golowasch et al.
en los circuitos de la Figuras 3.1, 4.1. Las unidades son mV y ms para KK y Huerta et al., y u.a.
para HR.
Este tipo de conexio´n so´lo se utiliza en los modelos de CPG pilo´rico de los Cap´ıtulos 3
y 4. Como ocurr´ıa con los para´metros de las conexiones qu´ımicas ra´pidas, en estos modelos
los para´metros sslow y Vslow dependen del modelo de neurona individual utilizado en la
simulacio´n. En la Tabla B.2 se muestran los valores de estos para´metros en las simulaciones
presentadas. Por su parte, los valores de la conductancias ma´ximas dependen del modelo
de neurona y de la topolog´ıa de la red:
• Circuito reducido con neuronas KK: gAB→LP = 0.0043 µS y gAB→PY = 0.0056 µS.
• Circuito completo con neuronas KK: gPD1→LP = 0.0015 µS, gPD1→PY = 0.0023 µS,
gPD2→LP = 0.0033 µS y gPD2→PY = 0.0028 µS.
• Circuito reducido con neuronas HR (unidades adimensionales): gAB→LP = 0.032 y
gAB→PY = 0.029.
• Circuito completo con neuronas HR (unidades adimensionales): gPD1→LP = 0.046,
gPD1→PY = 0.065, gPD2→LP = 0.038 y gPD2→PY = 0.035.
• Circuito reducido con neuronas de Huerta et al.: gAB→LP = 0.0063 µS y
gAB→PY = 0.0027 µS.
• Y circuito completo con neuronas de Huerta et al.: gPD1→LP = 0.0023 µS,
gPD1→PY = 0.0011 µS, gPD2→LP = 0.0051 µS y gPD2→PY = 0.0025 µS.
B.2.3. Modelo de conexio´n qu´ımica ra´pida de Destexhe et al.
Finalmente, para modelar las sinapsis qu´ımicas excitadoras entre neuronas de
distintos CPGs en el Cap´ıtulo 5 hemos utilizado el modelo dina´mico de Destex-
he et al. [Destexhe et al., 1994]. Este modelo es un modelo simplificado en el que la corriente
sina´ptica recibida por una neurona postsina´ptica viene dada por la ecuacio´n:
Isin = r · gsin · (VPOST − Vsin) (B.6)




= αsin · x · (1− r)− βsin · r,
dx
dt
= α(f(VPre)− x), (B.7)
f(V ) = σ/(1 + exp(−(V − θ)/T ))
Ape´ndice C
Pseudoco´digo de la red neuronal
basada en firmas
En este ape´ndice presentamos un pseudoco´digo de la implementacio´n del paradigma de
red neuronal basado en firmas (SNN) aplicado a la resolucio´n de puzzles rompecabezas (ver
Cap´ıtulo 7). Cuando usamos la notacio´n expresio´n → variable significa que se asigna
el valor de la expresio´n a la variable. La funcio´n principal de la red neuronal se repite
hasta que se cumple condicio´n de parada (se alcanza la solucio´n del puzzle o se alcanza el
nu´mero ma´ximo permitido de iteraciones). Esta funcio´n consiste en los tres pasos generales
del algoritmo descritos en la Seccio´n 7.2:
1. Procesamiento de las entradas sina´pticas
Para cada mensaje sina´ptico de entrada → msj:
• Si msj.receptor no reconoce msj.emisor.firma y msj.receptor.pieza y
msj.emisor.pieza son complementarias:
• msj.receptor aprende la firma de msj.emisor.
• msj.emisor aprende la firma de msj.receptor.
• Reconfigurar la red para colocar las piezas en su posicio´n correcta (ver panel
derecho de la Figura 7.2).
• Buscar en msj una neurona tal que msj.receptor no reconozca neurona.firma y
msj.receptor.pieza y neurona.pieza sean complementarias → neurona.
• Si neurona es null; con probabilidad Pcontexto, buscar en msj una neurona que se
pueda conectar con msj.receptor → neurona.
• Si neurona no es null; conectar msj.receptor y neurona.
• Hacer msj.receptor.contexto igual a la informacio´n neuronal de msj.
• Si msj.receptor pertenece a un clu´ster; eliminar de msj.receptor.contexto la informa-
cio´n de sus vecinas.
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2. Propagacio´n de informacio´n
Para cada neurona de la red → ni:
• Si ni.pieza no esta´ en su posicio´n correcta:
• Buscar en ni.vecindario una vecina de ni tal que ni no reconozca vecina.firma
y ni.pieza y vecina.pieza sean complementarias → vecina.
• Si vecina es null, elegir aleatoriamente una neurona de ni.vecindario (tener en
cuenta que el flujo de informacio´n es monosina´ptico) → vecina.
• Si vecina no es null, enviar mensajes entre ni y vecina.
3. Restauracio´n del vecindario
Para cada neurona de la red → ni:
• Si ni.pieza no esta´ en su posicio´n correcta y ni no tiene el nu´mero ma´ximo de vecinas:
• Buscar un borde de ni que no este´ conectado con otra neurona → vac´ıo.
• Buscar en ni.contexto una neurona que no este´ conectada con otra por el borde
opuesto a vac´ıo → nj .
• Si nj no es null, conectar ni y nj por vac´ıo.
• Sino, si ni.vecindario ha estado incompleto durante un nu´mero de iteraciones
superior que un determinado umbral (THcn):
◦ Elegir aleatoriamente una neurona de la red que no pertenezca a
ni.vecindario → nk.
◦ Romper la conexio´n de nk en el borde opuesto a vac´ıo.
◦ Conectar ni y nk por vac´ıo.
En los experimentos discutidos en el Cap´ıtulo 7, los valores de los para´metros del algo-
ritmo son: Pcontexto = 0.1 y THcn = 10.
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