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We study the ground state of a gapped quantum many-body system whose entanglement entropy
SA can be expressed as SA = a|∂A| − γ, where a, γ are some constants and |∂A| is an area of the
subsystem A. By using a recently proved operator extension of strong subadditivity of entropy,[I.
H. Kim, J. Math. Phys. 53, 122204 (2012)] we show that certain linear combination of the real-
space entanglement spectrum has a small correlation with almost any local operator. Our result
implies that there exists a structure relating the real-space entanglement spectrum over different
subsystems. Further, this structure is inherited from the generic property of the ground state alone,
suggesting that the locality of the entanglement spectrum may be attributed to the area law of
entanglement entropy.
I. INTRODUCTION
It is commonly believed that gapped phases of quan-
tum many-body systems exhibit area law: entanglement
entropy of a simply connected subsystem increases as
the area of the boundary.1 Overwhelming amount of ev-
idences supporting this statement has been suggested,
including the explicit proof for a ground state of 1D
gapped system2, exactly solvable models3, and varia-
tional wavefunctions4. Constant subcorrection to the
entanglement entropy - also known as the topological
entanglement entropy - can be extracted by judiciously
choosing a set of subsystems that cancel out the bound-
ary contributions.5,6 Topological entanglement entropy
is believed to be a universal constant characterizing the
phase of the quantum many-body system.
Li and Haldane(LH) were the first to realize that the
spectrum of the reduced density matrix may reveal an in-
formation about the phase that cannot be inferred from
the entanglement entropy alone.7,8 While LH studied re-
duced density matrix in the orbital cuts, one may study
its spectrum along a real-space partition and arrive at a
similar conclusion.9–11 In particular, it has been recently
suggested by several authors that entanglement spectrum
along a real-space partition has a low-lying part that can
be described by a local field theory.12,13
Topological entanglement entropy can be obtained
from a real-space entanglement spectrum of variational
wavefunctions, similar to the way it is extracted from
the entanglement entropy.13 Consequently, the corre-
sponding linear combination of entanglement spectrum
is “topological”, in a sense that i) it does not interact
with any local observable ii) it is equal to the topological
entanglement entropy.
Here we claim that the existence of such topological op-
erator can be attributed to an approximate conditional
independence of these quantum states. A tripartite state
ρABC is conditionally independent if conditional mutual
information I(A : C|B) = SAB + SBC − SB − SABC is
equal to 0. A state is approximately conditionally inde-
pendent if 0 is replaced by a small number  > 0. To the
best of author’s knowledge, Hastings and Poulin were
the first to point out that there can be configurations
that are conditionally independent even in a quantum
many-body system with long range entanglement.14 To
illustrate their idea, suppose entanglement entropy satis-
fies an area law with a universal constant subcorrection
term.
SA = a|∂A| − γ, (1)
One can show that I(A : C|B) = 0 for a choice of A,B,C
such that i) AB,BC,B,ABC are all simply connected ii)
A and C do not share a boundary.
A state that is conditionally independent saturates
the equality condition of the strong subadditivity of
entropy.15 Such state forms a quantum Markov chain,
and the structure of the reduced density matrix is vastly
restricted compared to an arbitrary state.16–18 It is im-
portant to note that one cannot directly use these re-
sults for a generic quantum many-body system, since the
conditional independence condition is unlikely to hold
exactly. Still, one may hope these properties to hold ap-
proximately for a sufficiently small conditional mutual
information. This is precisely the key idea behind this
paper. More specifically, we shall use the recently dis-
covered operator extension of the strong subadditivity of
entropy as our main technical tool.19
Rest of the paper is structured as follows. In Section
II, we shall briefly review several information-theoretic
inequalities. In Section III, we shall introduce a diagram-
matic trick that leads to the main result of this paper.
Its physical interpretation shall be given in Section IV.
II. APPROXIMATELY CONDITIONALLY
INDEPENDENT STATES
Strong subadditivity of entropy is one of the most
widely used tools in quantum information theory. Its im-
portance stems from the fact that there exists a variety
of nontrivial structure theorems that relate the reduced
density matrix of different subsystems if the inequality is
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2saturated with an equality condition.16–18 In particular,
Petz showed that the following relation holds if and only
if the conditional mutual information I(A : C|B) is equal
to 0.16
HˆAB + HˆBC − HˆB − HˆABC = 0, (2)
where HˆA = −IAc ⊗ log ρA is a formal definition of the
entanglement spectrum. From now on, we denote the left
hand side of the equation as HˆA:C|B and refer to it as a
conditional mutual spectrum of ABC. It follows that
C(HˆA:C|B , X) = 0, (3)
where C(HˆA:C|B , X) = 〈HˆA:C|BX〉 − 〈HˆA:C|B〉〈X〉 is a
connected correlation function between the conditional
mutual spectrum and an arbitrary operator X. 〈· · · 〉
denotes ground state expectation value.
While such operator trivially has zero correlation with
any local operator, exact conditional independence is
rarely satisfied by any realistic physical systems. Mo-
tivated by this observation, author has recently obtained
a nontrivial statement about the spectrum of the reduced
density matrices.19
Theorem 1.
TrBC(ρABCHˆA:C|B) ≥ 0. (4)
We would like to emphasize two important facts about
this inequality. First, Eq.4 reproduces a statement sim-
ilar to Eq.2 when the conditional mutual information is
0. This can be seen from the following lemma.
Lemma 1.
|TrABC(ρABCHˆA:C|BOA)| ≤ ‖OA‖I(A : C|B), (5)
where ‖ · · · ‖ is l∞ norm.
Proof. Let IA = TrBC(ρABCHˆA:C|B). |TrA(IAOA)| ≤
‖OA‖|IA|1. | · · · |1 is the l1 norm. Since IA is positive,
|IA|1 = TrAIA = I(A : C|B).
If the conditional mutual information vanishes, the cor-
responding conditional mutual spectrum has zero corre-
lation with any operator supported on A. Furthermore,
since both HˆA:C|B and I(A : C|B) are symmetric under
the exchange of A and C, the same statement holds for
an operator supported on C as well. Secondly, Eq.4 is
satisfied by any quantum states. Therefore, unlike Eq.2,
it can be applied to quantum states that approximately
saturate the strong subadditivity of entropy.
III. CORRELATION BOUND FOR
ENTANGLEMENT SPECTRUM
The main goal of this section is to obtain a statement
that resembles Eq.3 when the global state is a ground
state of a gapped quantum many-body system. Such cor-
relation bound can be easily obtained in certain cases us-
ing Lemma 1 alone, but there are also important caveats.
For example, there are choices of subsystems that yield
a nonzero value of conditional mutual information even
at a fixed point of some renormalization-group flow.5,6
Furthermore, Lemma 1 alone cannot produce any bound
on the correlation between the conditional mutual spec-
trum HˆA:C|B and an operator supported on B. We shall
show that, despite these shortcomings, it is still possible
to obtain a bound analogous to Eq.3 under a reasonable
set of assumptions.
A brief comment on the notation is in order. For a
conditional mutual spectrum HˆA:C|B , we shall refer B
as the reference party and A,C as target parties. Also,
we shall diagrammatically represent the operator HˆA:C|B
with the following rule. The reference party corresponds
to the region with a ‘R’ sign. Each of the target parties
corresponds to one of the simply connected regions with
a ‘T’ sign. When taking a partial trace, subsystem X
is used to denote the nontrivial support of operator X.
Shaded region in the diagram is a nontrivial support of
X.
We postulate the following modified formula for the
entanglement entropy to account for the deviations from
the ideal area law.
SA = a|∂A| − γ + A. (6)
SA + SB − SAB = A:B . (7)
For a large enough subsystem size, we expect A to ap-
proach 0. A:B denotes a long range correlation of the
ground state. Due to the exponential clustering theo-
rem, we expect A:B to scale as min(|A|, |B|)2e− 2lξ , where
ξ is the correlation length and |A| is the volume of the
subsystem A.29
To simplify the analysis, we assume that each of the
subsystems are sufficiently smooth and their boundary
lengths are O(l). We assume that the support of X is
sufficiently small compared to the size of the subsystems.
We also assume that X is supported on only one of the
subsystems that partitions the system.
A. Deformation moves
The key idea for generalizing Eq.3 is that one can de-
compose HˆA:C|B into a sum of HˆAi:Ci|Bi in such a way
that either i) I(Ai : Ci|Bi) is small or ii) AiBiCi is suf-
ficiently far away from the support of X. Such decom-
position can be derived from a simple application of the
following chain rule of conditional mutual spectrum.
HˆA1A2:C|B = HˆA2:C|B + HˆA1:C|A2B . (8)
The chain rule can be easily verified from the definition of
the conditional mutual spectrum. While any deformation
3of the subsystem can be expressed as a linear combination
of the chain rule, we define three elementary deformation
moves for the clarity of the exposition.
First example is an isolation move. Goal of the isola-
tion move is to deform the boundary between the target
party and the reference party so thatX can be sufficiently
separated from the reference party, see FIG.1. We also
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FIG. 1: After applying the isolation move, the conditional
mutual spectrum is deformed in such a way that i) for the new
conditional mutual spectrum, X is sufficiently far away from
the reference party ii) the difference is a conditional mutual
spectrum with small conditional mutual information.
define a separation move. The purpose of the separation
move is to deform the target party so that X is suffi-
ciently separated from the target party, See FIG.2.
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FIG. 2: After applying the separation move, the conditional
mutual spectrum is deformed in such a way that i) for the
new conditional mutual spectrum, X is sufficiently far away
from both the reference and target party ii) the difference is
a conditional mutual spectrum with small conditional mutual
information.
By first applying the isolation move and then the
separation move, one can always deform the configu-
ration to be distance O(l) away from X. The cor-
rection from the deformation procedure is of the form
Tr(ρAiBiCiXHˆAi:Ci|BiX) with I(Ai : Ci|Bi) = o(1). To
bound these terms, we introduce an absorption move, see
FIG.3.
After applying the absorption move, corrections from
the deformation move can be expressed as a sum of terms
of the form Tr(ρAiBiCiHˆAi:Ci|BiX) with X ⊂ Ai. These
terms can be bounded using Lemma 1.
To summarize, given a topologically nontrivial configu-
ration, C(HˆA:C|B , X) can be expressed as C(HˆA′:C′|B′ , X)
with d(A′B′C ′, X) = O(l) and the correction terms that
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FIG. 3: Goal of the absorption move is to change the cor-
rection terms into conditional mutual spectrum HˆAi:Ci|Bi
such that i) support of X is contained in either Ai or Ci
ii) I(Ai : Ci|Bi) is small.
can be expressed as a sum of Ai‖X‖ and Ai:Bi‖X‖.
Assuming i) X is localized in one of the original subsys-
tems A,B,C, (ABC)c ii) each of the subsystems are suf-
ficiently large, the correction terms vanish in the l →∞
limit. One may be tempted to think that C(HˆA′:C′|B′ , X)
vanishes in the l → ∞ limit as well, since correlation
decays exponentially in the ground state of a gapped
system.20,21 While this speculation turns out to be cor-
rect, we emphasize that a slight modification of the ex-
ponential clustering theorem is necessary.
B. Modified form of exponential clustering
theorem
Before we explain the details of our analysis, we would
like to present a technical background about the subject.
Exponential clustering theorem states that
|C(OA, OB)| ≤ c‖OA‖‖OB‖min(|A|, |B|)e−
d(A,B)
ξ (9)
for two spatially separated operator OA and OB , pro-
vided there is a gapped parent hamiltonian that consists
of sum of geometrically local bounded-norm terms.20,21
Since the spectrum of HˆA is formally unbounded, one
cannot directly apply exponential clustering theorem.
We circumvent this problem by regularizing the entan-
glement spectrum and bounding the error from the reg-
ularization procedure.
Definition 1. Regularized entanglement spectrum HˆΛA
with a cutoff Λ is
HˆΛA = −
∑
p≥1/Λ
log pi |i〉 〈i| . (10)
Simple consequence of this construction is that l∞
norm is bounded, i.e. ‖HˆΛA‖ ≤ log Λ. Correction from
the regularization can be bounded using the following
lemma.
Lemma 2.
Tr(ρAB∆
Λ
AOB) ≤ ‖OB‖
log Λ
Λ
dA (11)
for Λ ≥ 2, where ∆ΛA = HˆA − HˆΛA.
4Proof. Purify ρAB to |ψ〉ABC . Rewrite the formula as
Tr(ρAB∆
Λ
AOB) = 〈ψ|ABC ∆ΛAOB |ψ〉ABC . Note that|ψ〉ABC admits a Schmidt decomposition |ψ〉ABC =∑
i
√
pi |i〉A |i〉BC , where ρA =
∑
i pi |i〉A 〈i|A. This in
turn can be expressed as∑
pi≤1/Λ
−pi log pi 〈i|BC OB |i〉BC . (12)
Using −pi log pi ≤ 1Λ log Λ and | 〈i|OB |i〉 | ≤ ‖OB‖, one
can complete the proof.
IV. PHYSICAL INTERPRETATION
Setting Λ = dABCe
O(l)/ξ, we arrive at the following
conclusion.
|C(HˆA:C|B , X)| ≤ ‖X‖(1(l) + 2(l))l2, (13)
where 1 represents a deviation from the ideal area law,
and 2 represents an error from the long range correla-
tion. As l → ∞, conditional mutual spectrum has van-
ishing correlation with any local operator, provided that
i) X is supported on one of A,B,C, or (ABC)c ii) both
1 and 2 decays sufficiently fast. In l → ∞ limit, we
have
〈HˆA:C|BX〉 = I(A : C|B)〈X〉. (14)
We conclude that operator HˆA:C|B is topological, in
a sense that i) it has vanishing correlation with any op-
erator that is localized in one of the subsystems ii) its
eigenvalues contain information about the phase. A set
of assumptions to conclude so was that i) correlation de-
cays exponentially ii) the extensive terms of the entangle-
ment entropy cancel out each other iii) the deformation
procedure separating X from ABC does not change the
topology of the configuration.
We emphasize that the derivation of our result is not
necessarily restricted to a pure state. At finite temper-
ature, entanglement entropy obtains volume contribu-
tions, but one may be able to show that those contri-
butions can be canceled out as well. In particular, we
expect these conditions to be met for quantum many-
body systems at sufficiently high temperature.
In the large volume limit, it seems the local contri-
bution of the reduced density matrices cancel out each
other, at least when I(A : C|B) = o( 1l2 ). We do not have
a definitive proof for this statement, but we argue as fol-
lows. If HˆA:C|B contains a localized term, one could have
chosen X to be an operator supported nearby so as to
have a large correlation with the local term. Such terms
will violate Eq.14. Our result suggests a decomposition
of the entanglement spectrum into i) terms that can be
canceled out by a suitable choice of subsystems ii) terms
that cannot be canceled out and have small correlation
with almost any local operators. It would be interesting if
the terms of the first kind can be shown to be quasilocal.
V. CONCLUSION
We have presented a general argument as to why cer-
tain linear combination entanglement spectrum allows
cancelation of local degrees of freedom, owing in part
to a recently discovered information-theoretic inequality.
While our formulation is not as precise as the ones de-
scribed by the variational wavefunction,9,12,13 it has an
advantage of being applicable to a more general class
of quantum states. Indeed, we have only used an ap-
proximate form of area law and the exponential cluster-
ing theorem, which are strongly believed to be a generic
property of a gapped phase.
It would be interesting if the approximate conditional
independence can be shown to hold in other systems.
There are evidences suggesting that models based on
BF theory should satisfy such condition22, yet no stud-
ies have been performed for exotic models in 3D such
as Haah’s code.23 As for the finite temperature states,
approximate conditional independence is one of the key
ideas of quantum belief propagation(QBP) algorithm.24
Success of the QBP indicates that our result may be ap-
plicable to finite temperature quantum states as well.25
On the other hand, we wish to find a deeper insight as
to why conditional independence arises in these systems.
In particular, exactly solvable models which satisfy exact
conditional independence can be thought as a fixed point
of some renormalization-group procedure.26 Does condi-
tional mutual information of topologically trivial config-
urations monotonically decrease under such flow?
We conclude with a remark that our correlation bound
cannot be applied to operators that are supported on
more than one of the subsystems. Ability to bound corre-
lation of such form can be used for showing perturbative
stability of topological entanglement entropy, but that
shall be published elsewhere.27
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