It is difficult to apply well-formulated model-based noise adaptation approaches to Deep Neural Network (DNN) due to the lack of interpretability of the model parameters. In this paper, we propose incorporating a generative front-end layer (GFL), which is parameterised by Gaussian Mixture Model (GMM), into the DNN. A GFL can be easily adapted to different noise conditions by applying the model-based Vector Taylor Series (VTS) to the underlying GMM. We show that incorporating a GFL to DNN yields 12.1% relative improvement over a baseline multi-condition DNN. We also show that the proposed system performs significantly better than the noise aware training method, where the per-utterance estimated noise parameters are appended to the acoustic features.
Introduction
The performance of both Deep Neural Network (DNN) and Gaussian Mixture Model (GMM) based acoustic models degrades significantly in the presence of background noise or channel mismatch conditions. This essentially necessitates noise adaptation. In traditional GMM-HMM systems, plenty of research has been done for noise robustness over the past two decades. Methods that have been proposed to address the noise robustness in GMM-HMM system can be categorized into feature enhancement and model-based adaptation [1] approaches. Typical feature enhancement techniques include denoising the speech features so that they match with the acoustic model trained on clean data, e.g. [2, 3] . On the other hand, modelbased adaptation techniques distorts the clean model probability distribution based on the noisy test input feature, e.g. [4, 5] . However, better recognition accuracy is achieved when the relation between clean and noisy speech is exploited such as vector Taylor series (VTS)-based methods [6] [7] [8] [9] [10] . Traditional VTS approaches require a model trained on entirely clean data. To make use of the multi-condition data a noise adaptive training (NAT) approach is proposed in [11] .
Recently, context-dependent DNN-HMM (CD-DNN-HMM) [12] has replaced the GMM-based systems due to the DNN's capability of modeling arbitrary non-linear distribution which in turn results better recognition accuracy. However, there is not much work done for noise robustness in DNN-based systems. Usually, feature enhancement techniques that were proposed for GMM-HMM system, can be applied to DNN-HMM system as well [13] . Another direction for noise robustness in DNN-based systems is network adaptation.
One simple yet powerful approach is training the DNN with multi-style data [14] . In noise aware training (NaT) [14] , noise parameters are estimated by averaging head and tail frames of each utterance and augmented with the regular features for DNN training. In NaT, authors claimed that the DNN can itself learn the complex relation between clean and corrupted speech due to the feature augmentation. However, our experimental results on Aurora-4 [15] do not validate the claim. Instead, we found that the system performs better if we augment the features with VTS estimated noise parameters. To fully benefit from both the powerful modeling capability of DNN and effective noise compensation of VTS, an adaptive training algorithm is proposed in [16] . Factorial Hidden Restricted Boltzman Machine (FHRBM) [17] was proposed to explicitly model the noise distribution and how the noise affects speech. Ideal Hidden-Activation Mask (IHM) [18] is inspired from the existing spectral masking techniques. Instead of masking the noise in spectral domain, IHM discards the DNNs inconsistent hidden activation units.
There is an increasing interest on combining the GMM and DNN based models for feature processing as well as adaptation. For instance, in [19] , the temporally varying weight regression (TVWR) framework is proposed for unsupervised speaker adaptation. In [20] , posterior values from both the feature space adapted DNN and GMM are combined at the state level during decoding. GMM-derived features have also been used in [21] and [22] for speaker adaptation in DNN-based system. So far, all the approaches proposed on combining GMM and DNN for acoustic modeling are primarily for speaker adaptation. In this paper, we propose a novel adaptation approach for noise robustness by incorporating a VTS adapted generative GMM-based front-end layer to DNN. We use log-likelihood scores of the GMMs as features for training the DNN. To make use of the multi-condition data, we use Noise Adaptive Training (NAT) [11] for adapting the front-end layer. We also experimentally justify the benefit of having an adaptable generative front-end layer by comparing with DNN-based noise aware training (NaT). From now on, we will refer our proposed approach as GFL-DNN as it is the combination of noise-adapted GMM-based Front-end Layer and DNN.
Generative Front-end Layer DNN
Our proposed GFL-DNN differs from the traditional CD-DNN-HMM system by having an adaptable generative GMM-based front-end layer.
Incorporating a generative front-end layer
One of the challenges with adapting DNN is due to the lack of meaningful interpretation of its model parameters, rendering it difficult to apply well-formulated algorithms such as the modelbased noise compensation techniques. Applying Gaussian Mixture Models as a feature extractor provides an adaptable generative front-end layer (GFL) for the DNN. To derive the input features for the feed forward DNN, we rely on log-likelihoods of the GMMs. A typical GMM-HMM system consists of some HMM states where the observation probability of each HMM state is modeled by a GMM. Let us consider the pth state observation probability of an HMM is modeled with a GMM consisting of Mp Gaussians. Then the joint log-likelihood of the state p for a frame t of utterance u, represented as y u,t , can be given as:
where l u,t and D are the log-likelihood and feature dimension respectively. In this way, for each vector y u,t , we will have a P dimensional log-likelihood vector where P is the total number of GMMs. If the log-likelihood vector corresponding to y u,t is given as lu,t, then lu,t = [l
T . We also perform a speaker mean normalization on log-likelihood features before feeding to the DNN. Note that, co-variance of the Gaussian is always considered diagonal.
GFL as a polynomial kernel
The log-likelihood vector extracted from the GFL can be treated as a transformation on a polynomial kernel. If every HMM state observation probability is modeled with only one Gaussian (Mp = 1), the log-likelihood feature vectors can be obtained by applying a linear transform on the squared expansion of the regular features and augmented with an unit bias. If P be the total number of states, log-likelihood corresponding to state p, i.e. p th Gaussian, can be given as:
where
and y 2 u,t is the square of input feature y u,t . Exploiting Eq.
(1), the log-likelihood vector can be represented as:
where W is a matrix constructed by Gaussian parameters and can be given as:
In GFL-DNN, we use (2D + 1) HMM states to construct the front-end layer to preserve the full degree of freedom even if each of the HMM state observation probability is modeled with only one Gaussian where D is the feature dimension. As the MFCC-∆-∆ features are 39 dimensional, we used 79 HMM states for adapting the front-end. If each HMM state observation probability is modeled with multiple Gaussians, the loglikelihood vector can be represented as a complex non-linear transform on the polynomial expansion of the feature vector and can be represented as:
where Φ(.) is a non-linear transform determined by the Gaussian parameters.
3. Adaptation of the GFL
Noise Adaptive Training with VTS compensation
In this section, we will discuss the steps of Noise Adaptive Training (NAT) [11] as it is an essential component in the proposed approach. Let us assume that a clean speech vector x is corrupted by environment distortions, resulting vector y, can be given as:
h and n are the channel distortion vector and additive noise vector respectively. C and C † are discrete cosine transform (DCT) and inverse discrete cosine transform (IDCT) matrices respectively. Note that, Eq. (9) is valid for MFCC features. After applying VTS, as given in [23] , the mean update equations of the qth Gaussian belongs to the pth state of an HMM can be given as: µ
In Eqs. (11)- (13), J (pq) is the Jacobian for the qth Gaussian of the pth state w.r.t. x or h. The variance update equation can be given as:
and K (pq) is the Jacobian w.r.t. n and is equal to (I − J (pq) ). Σ ∆∆y can be updated similarly. Note that, additive noise mean is considered static and channel distortion is considered invariant.
In standard VTS, a clean canonical model is required for compensation. To make use of the multi-condition data, NAT [11] is proposed where a pseudo clean model is derived iteratively from the multi-condition model. Key steps of NAT are illustrated in Fig. 1 . In NAT, a GMM-HMM system is trained from the multi-condition data which is treated as an initialized model. Then the noise parameters are initialized for every utterance -channel mean is zero and mean and variance of the additive noise is the mean and variance of the head and tail frames respectively. After the initialization, additive and channel noise parameters are re-estimated. Based on the re-estimated noise parameters, the model is compensated according to Eqs. (11)- (14) for every utterance. A pseudo clean model is derived based on the statistics accumulated from all the utterances in the training set. As given in Fig. 1 , noise parameter re-estimation and pseudo clean model derivation is done in an iterative fashion until likelihood converges. The derived pseudo clean model at the end can be treated as a canonical model in test time during standard VTS compensation. The detailed derivation steps can be found in [11, 23] .
Noise adaptation of the GFL
In the proposed GFL-DNN system, we use NAT [11] for adapting the GMM-based generative front end layer. Based on the derived pseudo clean model after few iterations of NAT, noise parameters are estimated by a two-pass decoding for the multicondition test data. Before extracting the log-likelihood features, we compensate the pseudo clean model based on the estimated noise parameters. As we estimate the noise parameters for each utterance and compensate the pseudo clean model, transformations in Eq. (6)-(8) will be noise dependent and utterance specific. Similar to Eq. (6)-(8), log-likelihood vectors can be represented as:
where W (n) is noise adapted linear transform and Φ (n) (.) is noise adapted non-linear transform. Note that, both W (n) and Φ (n) (.) are utterance specific.
Experiments

Experimental Setup
We used Aurora-4 corpus [15] to justify the effectiveness of the proposed GFL-DNN system. In Aurora-4 corpus, two channel recordings were made at 16 kHz. Channel 1 is same microphone for all speakers. Channel 2 is chosen by sampling from a set of 18 different microphones. There are 7 background noise conditions for each channel recording type which are matched for the train and test data. The training set is multi-conditional. For experimentation, the test set is divided into four subsets: A (Clean Speech and Channel 1), B (Noisy speech and Channel 1), C (Clean speech and Channel 2) and D (Noisy speech and Channel 2). We report word error rate (WER) for each of the set as well as for the entire set. In this paper, we used Kaldi [24] and CNTK [25] for training and evaluating the models. We use MFCC-∆-∆ feature to construct the baseline. The features are 39 dimensional and consist of 13 static, 13 delta and 13 acceleration coefficients. We perform an 11 frame context 
N1
We estimate the additive and channel noise parameters by applying VTS on top of a GMM-HMM system consists of around 2500 HMM states and 15K Gaussians in total. We compensate the GFL based on this.
N2
Noise estimator and GFL are same. We iteratively perform NAT to estimate the noise parameters and the pseudo clean model. The derived pseudo clean model is then treated as GFL to extract log-likelihood features. Table 2 , the average baseline performance we obtained is 12.4% WER. Note that, for rest of all the experiments we do not change the size of context window and DNN configuration except the input layer size. The log-likelihood features are 79 dimensional. For additive noise parameter initialization we use first and last 20 frames for every utterance.
Proposed GFL-DNN performance
In this section we analyze the performance of GFL-DNN system. Note that, in Table 2 and 3, when we perform noise adaptation, we use two types of noise estimator namely N1 and N2.
Description of N1 and N2 is given in Table 1 . Table 2 shows the performance of baseline system, with expanded features and when the GFL can be expressed as a linear transformation on the expanded features as described in Section 2.2. It is shown that comparable performance to the baseline is achieved when expanded features, i.e. ([1 y u,t y 2 u,t ] T ) are used for training the DNN. However, performance degrades when a Gaussian parameter based linear transformation is applied on the expanded features to get the log-likelihood features for training the DNN. Significant performance improvement is obtained when we perform noise adaptation on the GFL, i.e. apply a noise-adapted per-utterance linear transformation on the expanded features. Better performance is obtained in case of N1 compared to N2 as N1 is providing a more robust noise estimation due to having a large number of Gaussians. Table 3 shows the results when log-likelihood features are extracted from the GFL where each GMM consists of multi- Table 3 : WER obtained using log-likelihood features extracted from the GFL (GFL-DNN) when it can be expressed as a nonlinearly transformed kernel.
System
Adaptation Table 4 : Performance comparison between Noise aware Training (NaT) and adapted GFL-DNN system. "NO" in "VTS" field signifies that only additive noise parameters are estimated by averaging the head and tail frames of every utterance. ple Gaussians and can be expressed as given in Eq. (8) and (17) . In Table 3 , the GFL used for log-likelihood feature extraction consists of 79 GMMs and around 4K Gaussians in total. Similar to linear transformation based GFL, we obtain a performance degradation when only Gaussian parameter based non-linear transformation is applied on the expanded features. Performance improves significantly when noise adaptation is performed on the GFL, i.e., extracting log-likelihood based on Eq. (17). In Table 3 , same average error rate is obtained using N1 and N2 noise estimator. Hence it can be concluded that, if we apply NAT on a GFL with larger number of Gaussians, it can provide similar noise estimation to the VTS-based bigger GMM-HMM system used in N1 noise estimator. We obtained similar performance by varying the number of NAT iterations. This might be due to the fact that the variations arise due to different number of noise estimation iterations, can be learned by the DNN. Table 2 and 3 show that performance degrades if linear or non-linear transformation is applied on the expanded features without applying adaptation. This might be due to the fact that the DNN is not being able to reconstruct the transformation during training. When we are updating the GFL parameters for a particular utterance by maximizing the likelihood, loglikelihood vector corresponding to every frame provides more informative feature representation which becomes helpful for the DNN and in turn resulting better recognition accuracy. If we compare the performance of GFL-DNN of Table 2 and 3 without adaptation, we can see that degradation is higher in case of non-linear transformation as it is harder for the DNN to reconstruct the non-linear transformation during training. However, when noise adaptation is performed, non-linear transformation based log-likelihood features provide significantly better recognition accuracy. This is because of using a larger number of Gaussians facilitate generating more robust per-utterance based transformations.
Performance Comparison with Noise Aware Training
One simple yet powerful approach for adapting DNN is noise aware training (NaT). The NaT proposed in [14] only considers the mean of additive noise parameter. Per utterance ad- ditive noise mean vector is initialized as an average of head and tail frames. The authors claimed that, due to augmentation of the additive noise mean vector with regular features during the DNN training, DNN will itself learn the relation given in Eq. (9) . Table 4 shows that better recognition accuracy can be acheived if we do NaT with VTS compensated noise parameters. It is evident that DNN is not able to learn everything that VTS does. When the GFL is compensated with only initialized additive noise mean, GFL-DNN does not perform well. However, GFL-DNN performs significantly better than NaT even VTS adapted NaT when VTS adapted noise parameters are used for compensation. Hence, it can be concluded that using an adaptable generative front-end layer provides better recognition accuracy than aware training where the estimated noise parameters are given directly to DNN, hoping that the DNN will learn the meaningful relationship. Besides, having a generative frontend layer gives more control and interpretation that leads to better adaptability of the entire system.
Effect of utterance mean normalization
In the previous experiments, we used per-speaker mean subtraction on all types of features before feeding to the DNN. Table  5 shows the results when per-utterance mean subtraction is applied on the features before feeding to the DNN. Configuration of GFL is same as in Table 3 . For MFCC-∆-∆ and un-adapted GFL log-likelihood features, the average performance improves compared to the results given in Table 3 . However, average performance of adapted GFL log-likelihood features remains same. As VTS adaptation is already an utterance based adaptation, utterance based CMN could not improve further. Although the average performance of adapted GFL is similar to MFCC-∆-∆, improvement is significant in case of set C and D (Channel mismatch).
Conclusions
Having an adaptable generative front-end layer facilitates applying model based adaptation approaches such as VTS and thereby increase the system adaptability. In this paper, we proposed a noise adaptation strategy where a generative GMMbased system is used as a front-end layer to DNN. In Aurora-4 task, we obtained around 12.1% relative improvement compared to the baseline. Performance of the proposed system is also compared with noise aware training (NaT). We show that VTS estimated noise parameters yield better performance for noise aware training compared to simply relying on the average of silence frames for feature augmentation. We obtained around 5.7% relative improvement for VTS based NaT compared to the regular NaT. Our proposed system yields 6% and 11.4% relative improvements compared to the VTS-based NaT and regular NaT respectively. So far we have not managed to get similar performance of the unadapted GFL compared to the baseline. Having such a GFL will improve the performance when adaptation will be applied even in case of utterance based normalization. This will be a part of our future work.
