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In this paper we consider a new variational model for multiplicative noise removal. We
prove the existence and uniqueness of the minimizer for the variational problem. Fur-
thermore, we derive the existence and uniqueness of weak solutions for the associated
evolution equation. Finally, some numerical experiments are shown to compare the pro-
posed model with the model given by Aubert and Aujol.
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1. Introduction
As is well known, multiplicative noises are commonly found in many real world image processing applications, such
as in laser images, microscope images, medical ultrasonic images and SAR images. Unlike additive noises, these noises
are much more diﬃcult to be removed from the corrupted image, mainly not only because of their multiplicative nature,
but also because of their distributions which are generally not Gaussian. The additive noise models have been extensively
studied over the last decades, such as the PDE-based variational methods including the ROF model [12] and LLT model [10].
However, the multiplicative noises have been studied very little. Let f be an observed image with multiplicative noise
deﬁned on Ω , where Ω is a rectangle of R2. The multiplicative model is given by
f = un,
where u denotes the image to be recovered and n is the noise.
In the literature, there exist two main variational approaches to process multiplicative noise problems. One is proposed
by Rudin, Lions and Osher [11], and the other is given by Aubert and Aujol [1]. In [11], under the assumption that the mean
of the multiplicative noise is equal to 1 and the variance is known, the authors introduced the following denoising model:
min
u
{
J (u) + λ1
∫
Ω
f
u
+ λ2
∫
Ω
(
f
u
− 1
)2}
, (1.1)
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Ω
|Du| is the TV regularization term, the last two terms are the data ﬁtting terms, λ1 and λ2 are the
weighted parameters. They gave some numerical experiment results for the model (1.1). As far as we know, the theoretical
analysis about the variational problem (1.1) has not been studied. In [1], based on maximum a posteriori (MAP) regulariza-
tion approach, Aubert and Aujol derived the denoising model (called AA model) as follows:
min
u
{
J (u) + λ
∫
Ω
(
logu + f
u
)}
, (1.2)
where the last term is the ﬁtting term, λ is the weighted parameter. Notice that AA model (1.2) is speciﬁcally devoted to
the denoising of images corrupted by Gamma noise. Gamma noise is more complex than Gaussian noise and appear in SAR
images [13]. The authors in [1] proved the existence of a minimizer to the variational problem (1.2), and derived existence
and uniqueness results of the solution to the associated evolution equation:
∂tu = div
( ∇u
|∇u|
)
+ λ f − u
u2
. (1.3)
Recently, in [6] Huang, Ng and Wen considered an exponential transformation u → eu in the ﬁtting term of AA model,
and proposed the following denoising model:
min
u,w
{∫
Ω
(
u + f e−u)+ α1
∫
Ω
|u − w|2 + α2 J (w)
}
, (1.4)
where α1 and α2 are positive regularization parameters, and w is an auxiliary variable. They further developed an alter-
nating minimization algorithm for the model (1.4) by incorporating another way of modiﬁed TV regularization in [7], and
showed the capability of their model on some numerical examples. The theoretical analysis about the variational prob-
lem (1.4) was not given in [6].
In this paper, motivated by AA model (1.2) and model (1.4), we study the following denoising model:
min
u
{
J (u) + λ
∫
Ω
(
u + f e−u)
}
. (1.5)
We know that the ﬁtting term logu + fu of AA model (1.2) is turned into u + f e−u in (1.5) under the exponential trans-
formation: u → eu . Here the choice of the new ﬁtting term u + f e−u is based on the following two reasons: one is that
the exponential transformation preserves image edges well [6]; The other is that u + f e−u is globally convex for all u as
f > 0, which ensures the uniqueness of the solutions to the variational problem (1.5). We investigate the following initial
boundary value problem of the evolution equation corresponding to (1.5):
∂tu = div
( ∇u
|∇u|
)
+ λ( f e−u − 1) on ΩT , (1.6)
∂u
∂n
= 0 on ∂Ω × [0, T ], (1.7)
u(0) = u0 on Ω. (1.8)
For problem (1.5) we prove the existence and uniqueness of the minimizer in BV(Ω). For problem (1.6)–(1.8), we show the
existence and uniqueness of the weak solution. Our method is to study ﬁrstly the approximation problem of (1.6)–(1.8). Then
some uniform estimates of the approximation solutions are derived, which enable us to pass to the limit in the approximate
problem to get the existence of weak solutions to (1.6)–(1.8). In the last part of this paper some numerical experiments are
demonstrated to show the capabilities of the model for multiplicative noise removal.
This paper is organized as follows. In Section 2 we give some classical theory for the space of BV(Ω) and present
the deﬁnition of weak solutions to problem (1.6)–(1.8). In Section 3, the existence and uniqueness of the minimizer to
problem (1.5) is proved. In Section 4 we study the associated evolution equation and get the existence and uniqueness of
weak solutions to problem (1.6)–(1.8). Finally, in Section 5 some numerical experiments are shown to compare the proposed
model with the known model – AA model. It is worth mentioning that the interested domain for image processing problem
is in R2. However, our results of this paper hold for a generic domain in Rn .
2. Preliminaries
Let Ω be an open, bounded Lipschitz domain in Rn , and write ΩT := Ω × [0, T ] with T > 0. In the following we recall
some basic notations and facts on the space of BV(Ω) (see [4,5,9]).
Z. Jin, X. Yang / J. Math. Anal. Appl. 362 (2010) 415–426 417Deﬁnition 2.1. Deﬁne BV(Ω) as a space of functions u ∈ L1(Ω) such that the following quantity∫
Ω
|Du| := sup
{ ∫
Ω
u div(ϕ)dx
∣∣∣ ϕ ∈ C10(Ω;Rn), |ϕ| 1
}
is ﬁnite. BV(Ω) is a Banach space with the norm ‖u‖BV(Ω) =
∫
Ω
|Du| + ‖u‖L1(Ω) .
About the lower semicontinuity and compactness, we state the following theorems [4].
Theorem 2.1. Suppose uk ∈ BV(Ω) (k = 1, . . .) and uk → u in L1loc(Ω). Then∫
Ω
|Du| lim inf
k→∞
∫
Ω
|Duk|.
Theorem 2.2. Assume {uk}∞k=1 is a sequence in BV(Ω) satisfying supk ‖uk‖BV(Ω) < ∞. Then there exists a subsequence {uk j }∞j=1 and
a function u ∈ BV(Ω) such that
uk j → u in L1(Ω)
as j → ∞.
Let us give the deﬁnition of weak solutions to problem (1.6)–(1.8) followed the idea of [14,3].
Deﬁnition 2.2. A function u ∈ L2([0, T ];BV(Ω)) is called a weak solution of (1.6)–(1.8) if ∂tu ∈ L2(ΩT ), u(0) = u0 and u
satisﬁes
s∫
0
∫
Ω
∂tu(v − u)dxdt +
s∫
0
∫
Ω
|Dv|
s∫
0
∫
Ω
|Du| + λ
s∫
0
∫
Ω
(
f e−u − 1)(v − u)dxdt (2.1)
for all v ∈ L2([0, T ];BV(Ω)) and a.e. s ∈ [0, T ].
Remark 1. If (2.1) holds, by selecting v = u + γ φ for φ ∈ C∞0 (Ω) and γ ∈R we get that u is a solution to (1.6) in the sense
of distributions.
3. The variational problem
In this section we discuss the following restoration model:
inf
u∈BV(Ω)
{∫
Ω
|Du| + λ
∫
Ω
(
u + f e−u)
}
, (3.1)
where f ∈ L∞(Ω) is the given data and λ > 0 is the weighted parameter. We prove that problem (3.1) has a unique solution
in BV(Ω).
Theorem 3.1. Let f ∈ L∞(Ω) with infΩ f > 0, then problem (3.1) admits a unique solution u ∈ BV(Ω) satisfying
inf
Ω
(log f ) u  sup
Ω
(log f ). (3.2)
Proof. Denote by α = infΩ(log f ), β = supΩ(log f ) and
E(u) =
∫
Ω
|Du| + λ
∫
Ω
(
u + f e−u).
Let us denote by
h(s) = s + f e−s. (3.3)
It is obvious that h
′′
(s) = f e−s and h is strictly convex as f > 0. Therefore, we have
h(s) 1+ log f  1+ α
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{un} ⊂ BV(Ω) for (3.1).
First, we show that α  un  β . Since f ∈ L∞(Ω) with infΩ f > 0, we can choose a sequence { fn} ⊂ C∞(Ω) such that
fn → f in L1(Ω) and a.e. in Ω as n → ∞, and
inf
Ω
f  fn  sup
Ω
f . (3.4)
If in (3.3) f is replaced by fn , we see that h(s) is decreasing as s ∈ (−∞, log fn) and increasing as s ∈ (log fn,+∞) for
n ∈ N . Therefore, if M  log fn , one always has
min(s,M) + fne−min(s,M)  s + fne−s
for x ∈ Ω and n ∈ N . Notice that
β = sup
Ω
(log f ) log fn
from (3.4). Hence, if we let M = β , we have
∫
Ω
(
inf(u, β) + fne− inf(u,β)
)

∫
Ω
(
u + fne−u
)
.
Letting n → ∞ in the above inequality, using Lebesgue Convergence Theorem and (3.4), we conclude
∫
Ω
(
inf(u, β) + f e− inf(u,β))
∫
Ω
(
u + f e−u). (3.5)
Moreover, by using the results of [8] (see Lemma 1 in Section 4.3), we obtain
∫
Ω
∣∣D(inf(u, β))∣∣
∫
Ω
|Du|. (3.6)
Combining (3.5) and (3.6), we deduce that
E
(
inf(u, β)
)
 E(u).
On the other hand, in the same way we get that E(sup(u,α))  E(u). Therefore, we can assume that without restriction
that α  un  β .
Second, we prove that there exists u ∈ BV(Ω) such that
E(u) = min
u∈BV(Ω) E(u).
The above proof implies in particular that un is bounded in L1(Ω). Moreover, by the deﬁnition of {un}, we get that there
exists a constant C such that
∫
Ω
|Dun| +
∫
Ω
h(un) C, (3.7)
since α  un  β and h ∈ C[α,β], we get that h(un) is bounded. Therefore, by using (3.7), we deduce that
∫
Ω
|Dun| C .
Hence, we get that un is bounded in BV(Ω) and there exists u in BV(Ω) such that up to a subsequence, un → u in L1(Ω)-
strong. Necessarily, we have α  u  β . By using the lower semicontinuity of the total variation and Fatou’s Lemma, we get
that u is a solution of problem (3.1).
Since h is strictly convex as f > 0, the uniqueness of the minimizer follows from the strict convexity of the energy
functional in (3.1). 
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In this section we study the weak solutions of the evolution equation (1.6) associated to (3.1). First we consider the
following approximation Problem P,δR of (1.6):
Problem P,δR .⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂tu = 

u + div
( ∇u√|∇u|2 + 
2
)
+ λ( f e−[u]R − 1), on ΩT ,
∂u
∂n
= 0, on ∂Ω × [0, T ],
u(0) = uδ0, on Ω.
(4.1)
Here [·]R is the truncated function deﬁned as [η]R := max{−R,min{R, η}}, R is a constant that will be determined in the
latter part of this section; uδ0 ∈ C∞(Ω), u0 ∈ L∞(Ω) ∩ BV(Ω) such that uδ0 → u0 in L1(Ω) and∥∥uδ0∥∥L∞(Ω)  C1‖u0‖L∞(Ω), (4.2)∫
Ω
∣∣∇uδ0∣∣ C2
∫
Ω
|Du0|, (4.3)
where C1, C2 is a ﬁxed constant independent of δ.
We have the following existence and uniqueness results for Problem P,δR (4.1).
Lemma 4.1. Let f ∈ L∞(Ω). For ﬁxed 
, δ, R > 0, approximation problem (4.1) admits a unique weak solution u
,δR such that u
,δR ∈
L∞(0, T ; H1(Ω)), ∂tu
,δR ∈ L2(0, T ; L2(Ω)) and
t∫
0
∫
Ω
∣∣∂tu
,δR ∣∣2 dxdt + 

∫
Ω
∣∣∇u
,δR (t)∣∣2 dx+ 2
∫
Ω
∣∣∇u
,δR (t)∣∣dx
 

∫
Ω
∣∣∇uδ0∣∣2 dx+ 2
∫
Ω
∣∣∇uδ0∣∣dx+ C(R) + 2|Ω|
 (4.4)
for a.e. t ∈ [0, T ], where C(R) is a constant dependent on R and |Ω| denotes the Lebesgue measure of Ω .
Proof. By using the Galerkin method and Lebesgue Convergence Theorem, the fact that p√
p2+
2 is a monotone operator [2]
and f e−[u]R is bounded, we get that problem (4.1) admits a unique weak solution u
,δR such that
∂tu

,δ
R ∈ L2
(
0, T ; L2(Ω)), u
,δR ∈ L∞(0, T ; H1(Ω)).
Moreover, multiplying the ﬁrst equation in (4.1) by ∂tu

,δ
R and integrating it over Ω , we have∫
Ω
∣∣∂tu
,δR ∣∣2 dx+ ddt
∫
Ω
(


2
∣∣∇u
,δR ∣∣2 +
√∣∣∇u
,δR ∣∣2 + 
2
)
dx = λ
∫
Ω
(
f e−[u

,δ
R ]R − 1)∂tu
,δR dx
 1
2
∫
Ω
∣∣∂tu
,δR ∣∣2 dx+ C(R). (4.5)
Since
|p|
√
|p|2 + 
2  |p| + 

holds for p ∈Rn , we easily obtain (4.4) by using (4.5). 
In order to get the existence of weak solution for the original problem (1.6)–(1.8), we need derive some uniform estimates
of the solution {u
,δ} for the approximation problem (4.1).R
420 Z. Jin, X. Yang / J. Math. Anal. Appl. 362 (2010) 415–426Lemma 4.2. Assume that f ∈ L∞(Ω) with infΩ f > 0, u0 ∈ L∞(Ω) ∩ BV(Ω) and
M := ‖log f ‖L∞(Ω) + C1‖u0‖L∞(Ω). (4.6)
Let {u
,δR } be a weak solution for problem (4.1) with R  M. Then we have
∥∥u
,δR ∥∥L∞(ΩT )  M.
Here C1 is the same constant in (4.2).
Proof. Since u
,δR is a weak solution of (4.1), we see that (u

,δ
R − M)+(t) ∈ H1(Ω), where (·)+ is the truncated function
deﬁned as (ζ )+ := max{0, ζ }.
Multiplying the ﬁrst equation in (4.1) by (u
,δR − M)+(t) and integrating it over Ω , we get
1
2
d
dt
∫
Ω
∣∣(u
,δR (t) − M)+
∣∣2 dx+ 

∫
Ω
∣∣∇(u
,δR − M)+
∣∣2 +
∫
Ω
|∇(u
,δR − M)+|2√|∇u|2 + 
2
 λ
∫
Ω
(
f e−[u

,δ
R ]R − 1)(u
,δR − M)+. (4.7)
Note that if R  M , u  M , then
[u]R  M  ‖log f ‖L∞(Ω).
Hence, we have
∫
Ω
(
f e−[u

,δ
R ]R − 1)(u
,δR − M)+ =
∫
{u
,δR M}
(
f e−[u

,δ
R ]R − 1)(u
,δR − M)+

∫
{u
,δR M}
(
f e−‖log f ‖L∞ − 1)(u
,δR − M)+
 0. (4.8)
Combining (4.7) and (4.8), we conclude
1
2
d
dt
∫
Ω
∣∣(u
,δR (t) − M)+
∣∣2 dx 0.
The above inequality implies that
∫
Ω
∣∣(u
,δR (t) − M)+
∣∣2 dx 0
holds for a.e. t ∈ [0.T ], since u
,δR (0) = uδ0  M from (4.2) and (4.6). Therefore, we get that
u
,δR (x, t) M
holds for a.e. (x, t) ∈ ΩT .
By similar argument, multiplying the ﬁrst equation in (4.1) by (−u
,δR − M)+(t) we conclude
u
,δR (x, t)−M
holds for a.e. (x, t) ∈ ΩT . Thus ‖u
,δR ‖L∞(ΩT )  M. 
Remark 2. Choosing R = M in (4.1), we see that the truncated function [·]R in (4.1) can be omitted. In the following, we
consider the solution of Problem P,δR as u

,δ depending only on 
, δ (not on R). Moreover, choosing R = M in (4.4), the
solution u
,δ has the following estimate
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0
∫
Ω
∣∣∂tu
,δ∣∣2 dxdt + 

∫
Ω
∣∣∇u
,δ(t)∣∣2 dx+ 2
∫
Ω
∣∣∇u
,δ(t)∣∣dx
 

∫
Ω
∣∣∇uδ0∣∣2 dx+ 2
∫
Ω
∣∣∇uδ0∣∣dx+ C + 2|Ω|
 (4.9)
for a.e. t ∈ [0, T ].
Now we are able to establish the existence and uniqueness theorem of weak solutions for problem (1.6)–(1.8).
Theorem 4.3. Assume that f ∈ L∞(Ω) with infΩ f > 0, and u0 ∈ L∞(Ω) ∩ BV(Ω). Then problem (1.6)–(1.8) admits a unique weak
solution in the sense of Deﬁnition 2.2.
Proof. Let u
,δ be the solution to (4.1). By Lemma 4.6, Remark 2 and (4.9) we get that
∥∥u
,δ∥∥L∞(ΩT )  M (4.10)
and
T∫
0
∫
Ω
∣∣∂tu
,δ∣∣2 dxdt + 2
∫
Ω
∣∣∇u
,δ(t)∣∣dx 

∫
Ω
∣∣∇uδ0∣∣2 dx+ 2
∫
Ω
∣∣∇uδ0∣∣dx+ C + 2|Ω|
 (4.11)
for a.e. t ∈ [0, T ]. It follows from (4.10) and (4.11) that
∥∥u
,δ∥∥BV(ΩT ) =
T∫
0
∫
Ω
∣∣u
,δ∣∣+
T∫
0
∫
Ω
(∣∣∂tu
,δ∣∣+ ∣∣∇u
,δ∣∣) C∥∥uδ0∥∥H1(Ω),
where C = C(Ω, T ). Therefore, combining the above inequality, (4.11) and Theorem 2.2, we conclude that for ﬁxed δ > 0,
there exists a subsequence {u
,δ} such that
u
,δ → uδ strongly in L1(ΩT ) and a.e. in ΩT , (4.12)
u
,δ → uδ strongly in L1(Ω) for a.e. t ∈ [0, T ], (4.13)
∂tu

,δ ⇀ ∂tu
δ weakly in L2(ΩT ) (4.14)
as 
 → 0. Moreover, letting 
 → 0 in (4.10) with ﬁxed δ and using (4.12), we have
∥∥uδ∥∥L∞(ΩT )  M. (4.15)
Notice the fact that as 
 → 0,
u
,δ → uδ strongly in L2(ΩT ), (4.16)
since it follows from (4.10) and (4.15) that
T∫
0
∫
Ω
∣∣u
,δ − uδ∣∣2  C(M)
T∫
0
∫
Ω
∣∣u
,δ − uδ∣∣.
Recall that⎧⎨
⎩
√
p2 + 
2 −√q2 + 
2  q√
q2+
2 · (p − q),
p2 − q2  2q · (p − q)
(4.17)
hold for p,q ∈ Rn , due to the convexity of √p2 + 
2 and p2. Since u
,δ is a weak solution to (4.1), multiplying the ﬁrst
equation in (4.1) by v − u
,δ , using (4.17) and integrating it over Ω × [0, s], we conclude that
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0
∫
Ω
∂tu

,δ
(
v − u
,δ)dxdt + 

2
s∫
0
∫
Ω
|∇v|2 dxdt +
s∫
0
∫
Ω
√
|∇v|2 + 
2 dxdt
 

2
s∫
0
∫
Ω
∣∣∇u
,δ∣∣2 dxdt +
s∫
0
∫
Ω
√∣∣∇u
,δ∣∣2 + 
2 dxdt
+ λ
s∫
0
∫
Ω
(
f e−u
,δ − 1)(v − u
,δ)dxdt

s∫
0
∫
Ω
∣∣∇u
,δ∣∣dxdt + λ
s∫
0
∫
Ω
(
f e−u
,δ − 1)(v − u
,δ)dxdt (4.18)
holds for all v ∈ L2(0, T ; H1(Ω)). Now considering every term in (4.18), and using (4.10), (4.12)–(4.14), (4.16) and Lebesgue
Convergence Theorem, we obtain that
s∫
0
∫
Ω
∂tu

,δ
(
v − u
,δ)dxdt →
s∫
0
∫
Ω
∂tu
δ
(
v − uδ)dxdt, (4.19)


2
s∫
0
∫
Ω
|∇v|2 dxdt +
s∫
0
∫
Ω
√
|∇v|2 + 
2 dxdt →
s∫
0
∫
Ω
|∇v|dxdt (4.20)
and
λ
s∫
0
∫
Ω
(
f e−u
,δ − 1)(v − u
,δ)dxdt → λ
s∫
0
∫
Ω
(
f e−uδ − 1)(v − uδ)dxdt (4.21)
as 
 → 0. Moreover, combining (4.13) and Theorem 2.1 we have∫
Ω
∣∣Duδ(t)∣∣ lim inf

→0
∫
Ω
∣∣∇u
,δ(t)∣∣dx for a.e. t ∈ [0, T ], (4.22)
which implies
s∫
0
∫
Ω
∣∣Duδ∣∣dt  lim inf

→0
s∫
0
∫
Ω
∣∣∇u
,δ∣∣dxdt (4.23)
by using Fatou’s Lemma. Therefore, combining (4.19)–(4.21) and (4.23), let 
 → 0 in (4.18) to arrive at
s∫
0
∫
Ω
∂tu
δ
(
v − uδ)dxdt +
s∫
0
∫
Ω
|∇v|dxdt

s∫
0
∫
Ω
∣∣Duδ∣∣dt + λ
s∫
0
∫
Ω
(
f e−uδ − 1)(v − uδ)dxdt. (4.24)
This shows that uδ is a weak solution to (1.6) with initial data uδ0.
Additionally using (4.3), (4.22) and letting 
 → 0 in (4.11), we obtain
T∫
0
∫
Ω
∣∣∂tuδ∣∣2 dxdt + 2
∫
Ω
∣∣Duδ(t)∣∣ 2C2
∫
Ω
|∇u0| (4.25)
holds for a.e. t ∈ [0, T ]. Similarly, we have
∥∥uδ∥∥ + ∥∥∂tuδ∥∥ 2  C,BV(ΩT ) L (ΩT )
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uδ → u in L1(ΩT ), hence in L2(ΩT ) from (4.15),
uδ → u in L1(Ω), for a.e. t ∈ [0, T ],
and
∂tu
δ ⇀ ∂tu in L
2(ΩT ). (4.26)
Finally, by the similar argument pass to the limit as δ → 0 in (4.24) to get
s∫
0
∫
Ω
∂tu(v − u)dxdt +
s∫
0
∫
Ω
|Dv|
s∫
0
∫
Ω
|Du| + λ
s∫
0
∫
Ω
(
f e−u − 1)(v − u)dxdt
for all v ∈ L2([0, T ];BV(Ω)) and a.e. s ∈ [0, T ]. At the same time we see that u ∈ L∞(0, T ;BV(Ω)∩ L∞(Ω)) and ∂tu ∈ L2(ΩT )
from (4.15), (4.25) and (4.26). Thus we get the existence of a weak solution u to problem (1.6)–(1.8).
In the following we prove the uniqueness of weak solutions to problem (1.6)–(1.8). Let u1, u2 be two weak solutions to
(1.6) with u1(0) = u2(0) = u0. Then we have
s∫
0
∫
Ω
∂tu1(u2 − u1)dxdt +
s∫
0
∫
Ω
|Du2|
s∫
0
∫
Ω
|Du1| + λ
s∫
0
∫
Ω
(
f e−u1 − 1)(u2 − u1)dxdt
and
s∫
0
∫
Ω
∂tu2(u1 − u2)dxdt +
s∫
0
∫
Ω
|Du1|
s∫
0
∫
Ω
|Du2| + λ
s∫
0
∫
Ω
(
f e−u2 − 1)(u1 − u2)dxdt.
Adding the above two inequalities we get
s∫
0
∫
Ω
∂t(u1 − u2)(u1 − u2)dxdt −λ
s∫
0
∫
Ω
f
(
e−u1 − e−u2)(u1 − u2)dxdt.
Since λ > 0, f > 0 and es is a monotone function for s ∈R, it follows from the above inequality that
1
2
s∫
0
d
dt
∫
Ω
|u1 − u2|2 dxdt  0.
This implies
∥∥u1(·, s) − u2(·, s)∥∥L2(Ω) = 0
for a.e. s ∈ [0, T ]. Therefore u1 = u2. 
5. Numerical results
In this section some numerical tests on our model (1.5) are demonstrated for multiplicative noise removal to compare
with the known model (AA). Numerically we get a solution to problem (3.1) by computing the associated Eq. (1.6) to a
steady state. To discretize equation (1.6), the ﬁnite difference scheme in [12] is used. Denote the space step by h = 1 and
the time step by τ . Thus we have
D±x (ui, j) = ±[ui±1, j − ui, j],
D±y (ui, j) = ±[ui, j±1 − ui, j],∣∣Dx(ui, j)∣∣=
√(
D+x (ui, j)
)2 + (m[D+y (ui, j), D−y (ui, j)])2 + δ,
∣∣Dy(ui, j)∣∣=
√(
D+y (ui, j)
)2 + (m[D+x (ui, j), D−x (ui, j)])2 + δ,
where m[a,b] = ( signa+signb ) ·min(|a|, |b|) and δ > 0 is the regularized parameter chosen near 0.2
424 Z. Jin, X. Yang / J. Math. Anal. Appl. 362 (2010) 415–426Fig. 1. (b) The noisy image is corrupted by some multiplicative noise with Gamma law of mean one, SNR = 3.09; (c) SNR = 26.76, λ = 0.5, iterations= 250;
(d) SNR= 22.46, λ = 2, iterations= 260.
The numerical algorithms for Eq. (1.6) are given in the following (the subscripts i, j are omitted):
un+1 − un
τ
=
[
D−x
(
D+x un
|Dxun|
)
+ D−y
(
D+y un
|Dyun|
)]
+ λ( f e−un − 1),
with boundary conditions
un0, j = un1, j, unN, j = unN−1, j, uni,0 = uni,1, uni,N = uni,N−1
for i, j = 1, . . . ,N − 1.
The parameters are chosen like this: τ = 0.2, δ = 0.0001, and the larger the noise is, the smaller the ﬁdelity coeﬃcient
λ is. In addition, we take u0 = f as the initial value. Similarly, we carry out numerical experiments for AA model (1.2) by
discretizing the corresponding evolution (1.3) with the above numerical algorithm. In the following numerical experiments,
for each scheme it is will be stopped at the index where the variance of the recovered noise matches that of our prior
knowledge.
In order to evaluate the two models, we show the Signal to Noise Ratio (SNR) of the restored image. For a given true
image u and its noisy observation u0, the noise is denote by n = u0 − u. With this we deﬁne the SNR in dB as
SNR= 20 log10
(∫
Ω
(u0 − u¯0)2 dxdy∫
Ω
(n − n¯)2 dxdy
)
,
where
u¯0 = 1|Ω|
∫
Ω
u0 dxdy, n¯ = 1|Ω|
∫
Ω
ndxdy.
In Figs. 1 and 2, two synthetic images are corrupted by some multiplicative noise with Gamma law of mean 1. We
display the denoising results obtained by our approach, as well as with AA model. We see that our model gets a good visual
effect, and has a higher SNR than AA model.
In Figs. 3 and 4, two real images are corrupted by some multiplicative Gaussian noise with the standard derivation
σ = 0.2, and the original image in Fig. 4 includes plenty of textures. We see that our model also has a higher SNR than AA
model, and works well for the texture image.
Z. Jin, X. Yang / J. Math. Anal. Appl. 362 (2010) 415–426 425Fig. 2. (b) The noisy image is corrupted by some multiplicative noise with Gamma law of mean one, SNR = 3.98; (c) SNR = 15.34, λ = 0.5, iterations= 180;
(d) SNR = 12.64, λ = 13, iterations= 180.
Fig. 3. (b) The noisy image is corrupted by some multiplicative Gaussian noise with σ = 0.2, SNR = 16.38; (c) SNR = 28.78, λ = 0.1, iterations = 80;
(d) SNR = 23.93, λ = 190, iterations= 100.
426 Z. Jin, X. Yang / J. Math. Anal. Appl. 362 (2010) 415–426Fig. 4. (b) The noisy image is corrupted by some multiplicative Gaussian noise with σ = 0.2, SNR = 14.47; (c) SNR = 24.11, λ = 0.8, iterations = 70;
(d) SNR= 20.90, λ = 500, iterations= 80.
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