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The stochastic projected Gross-Pitaevskii equation (SPGPE) is a finite-temperature theory
of Bose-Einstein condensate dynamics, utilizing a classical-field approach to describing
the dynamics of a low-energy coherent subspace in contact with an incoherent thermal
reservoir. Interactions with the reservoir are encapsulated in two distinct processes, known
as number damping and energy damping. Historically the energy-damping process has
received little attention, at least in part due to difficulty in finding a sufficiently efficient
and accurate numerical algorithm for solving the SPGPE. Rooney et al [1] developed such
an algorithm, providing new opportunities to investigate the energy-damping process. In
this work we provide an analytic treatment of the energy-damping process for a range of
systems using functional Ito calculus.
We perform a linear fluctuation analysis on the SPGPE for a homogeneous system.
We find the dispersion relation to be the usual Bogoliubov dispersion with an additional
momentum dependent damping rate. The damping rate is a combination of number- and
energy-damping terms with distinct momentum dependence, revealing that each damping
process is dominant for excitations of different length scales. We also find the spectra
of density and phase fluctuations in momentum space, again with distinct momentum
dependence associated with the two damping processes. These results demonstrate that
there always exists a regime of length scales where one can expect energy-damping to be
the dominant process.
We derive stochastic Ehrenfest relations (SER) from the SPGPE using projected func-
tional change of variables. The SER take the form of stochastic differential equations for
matter wave moments of the system and include drift and diffusion terms corresponding
to the number- and energy-damping processes. We find that for a well-chosen cutoff the
SER can often admit approximate analytic solutions. Analytic solutions of the SER for a
quasi-1D Thomas-Fermi system show good agreement with simulations of the 1D SPGPE.
Next, we characterise the centre of mass equilibrium properties of a 3D harmonically
trapped finite temperature system in the Thomas-Fermi regime using the SER for position,
momentum, and particle number. We find that the energy-damping process is generally
dominant over the number-damping process when considering position and momentum
fluctuations. Considering the stochastic evolution of particle number in this system, we find
that the steady-state fluctuation properties depend only on the number-damping process.
This suggests that the effects of each reservoir interaction can be measured individually
in the same system, allowing for experimental detection of the energy-damping reservoir
interaction.
We finish by considering the motion of a singly-charged quantum vortex confined to
a disc trap in an energy-damped system. We find a stochastic differential equation for
v
the dissipative motion of the vortex. It is revealed that the presence of noise can cause
a stabilizing effect on the vortex, extending its lifetime. We also consider the presence of
a rotating thermal cloud, a scenario that leads to the vortex becoming the energetically
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The phenomena now known as Bose-Einstein condensation was first predicted in 1925
by Einstein based on ideas originally developed by Bose for light [3] and extended to
bosonic matter by Einstein [4–6]. When a gas of identical bosons is cooled to very low
temperatures, a macroscopic amount of identical bosons may transition to the lowest energy
mode, forming the Bose-Einstein condensate. This phase transition is purely due to the
quantum statistics governing the particles, and is distinct from thermal phase transitions
that are due to inter-particle interactions. The Bose-Einstein condensate phase transition
is of second order (i.e. the order parameter is continuous across the transition) and occurs
when the gas is cooled into the quantum degenerate regime. In an ideal (non-interacting)
Bose gas, this occurs when the thermal de-Broglie wavelength of the individual particles
becomes comparable to the inter-particle spacing.
The first experimental realization of a Bose-Einstein condensate occurred via the dis-
covery of superfluidity in liquid 4He by Kapitza [7] and Allen and Misener [8], though
the connection between Bose-Einstein condensation and superfluidity was not immediately
made. Later in the same year, London suggested that the observed superfluid properties
of 4He when cooled below the lambda point of 2.17K were due to the presence of a Bose-
Einstein condensate [9]. Examples of the odd behaviour of superfluids include but are
not limited to the fountain effect [10], the existence of quantized vortices [11] and vortex
arrays [9], and superfluid creep [12]. Prior to their first experimental realization, quantized
vortices in superfluid 4He had been predicted by Onsager [13] and Feynman [14] due to
the the irrotational nature of the superfluid velocity field. Quantum vortices are an excel-
lent example of the macroscopic quantum behaviour that is possible due to Bose-Einstein
condensates. While the superfluidity of 4He is due to the presence of a Bose-Einstein con-
densate, and they are certainly related, the superfluid component is not equivalent to the
condensate component. At zero temperature 4He is predicted to be entirely superfluid, but
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the condensate fraction is only predicted to be ∼8% [15]. The reason for the low conden-
sate fraction is that the strong interactions in 4He gives significant quantum depletion [16].
The low condensate fraction means that superfluid 4He has very limited use as a platform
for studying Bose-Einstein condensates, as the non-condensate component is dominant.
1.2 Ultra-cold Bose gases
In 1995, following the advancements in the field of laser cooling throughout the 1980s
and 1990s [17–19], Bose-Einstein condensation was achieved in dilute gases of the alkalis
rubidium [20], sodium [21], and lithium [22]. In contrast with the strongly interacting
4He, these dilute gases are weakly interacting and thus almost pure condensates can be
achieved. The successful formation of Bose-Einstein condensates in these experiments
served as a catalyst for the field of ultra-cold Bose gases, stimulating much theoretical and
experimental research in the area that continues in earnest to this day. In the intervening
years Bose-Einstein condensates have been achieved in dilute gases of many other atomic
species, not limited to alkali metals, including 1H [23], 85Rb [24], 4He [25, 26], 41K [27],
39K [28], 133Cs [29], 52Cr [30], 40Ca [31], 164Dy [32], 84Sr [33], 86Sr [34], 88Sr [35], 174Yb [36],
170Yb [37], 176Yb [38], 164Yb [39].
All of the aforementioned examples have concerned condensates formed of single atomic
species in a single electronic state. This is by no means the only possible scenario, and
indeed there are many examples of Bose-Einstein condensates being formed in more ex-
otic systems. Examples of these include spinor systems [40] used to observe the spin Hall
effect [41], two-component systems [42], exciton-polaritons in semiconductor microcavi-
ties [43], photons in optical microcavities [44], and magnons in magnetic insulators [45].
The behaviour of these systems are influenced by both the presence of a Bose-Einstein
condensate and the exotic nature of the system, making them an interesting area of study
in their own right.
The fine control of lasers and magnetic fields possible in modern laboratories allow pre-
cise manipulation in dilute gas Bose-Einstein condensate experiments, allowing exploration
of a wide range of quantum phenomena. One of the most significant characteristics of Bose-
Einstein condensates is the presence of long range quantum coherence1 [15,46], a property
that was explored in a number of experiments following the initial realization of a Bose-Ein-
1In the context of Bose-Einstein condensates, long range quantum coherence manifests as a global phase
across the spatial extent of the system.
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stein condensate. The presence of long range quantum coherence has been demonstrated
via matter wave interference between two expanding condensates [47], coherent four-wave
mixing of matter waves [48], and phase-coherent amplification of matter waves [49]. Long
range phase coherence has also been measured using Bragg spectroscopy [50] and inter-
ference [51], around the Bose-Einstein condensate phase transition [52], and in the phase-
fluctuating regime of a quasi-1D condensate [53].
The development of external trapping of dilute gases has been key to the progress of
Bose-Einstein condensate research. These traps are typically constructed using magnetic
and/or optical techniques [54]. In the past trapping has predominately taken the form of a
harmonic potential in three dimensions, but later techniques such as optical painting [55]
gave the ability to make essentially custom trapping potentials. As a result the effects of
more exotic potentials and geometries can be explored. Dynamics in one or two of the three
accessible dimensions can be restricted using very tight confinement, allowing the realiza-
tion of Bose-Einstein condensation in essentially lower dimensional systems2 [56]. This has
allowed studies of the onset of phase [57] and density [58] fluctuations in one dimension,
and of the Berezinskii-Kosterlitz-Thouless transition [59–61] in two dimensions [62–65].
Periodic optical lattices have been used to study many interesting phenomena [66] such
as the superfluid to Mott-insulator transition [67] and the collapse and revival of matter
waves [68]. The study of persistent superfluid currents is enabled through the realization
of toroidal potentials [55, 69–73]. The persistent current itself may be created by angu-
lar momentum transfer via Laguerre-Gaussian lasers [74], through the decay of quantum
turbulence initiated via stirring [75], or defect formation through the Bose-Einstein con-
densate phase transition [71]. Homogeneous systems are also accessible through optical
box traps [76].
Bose-Einstein condensates in dilute gases provide an excellent platform for the study
of dynamical excitations and general condensate dynamics. Experiments have allowed
in-depth study of non-equilibrium dynamics associated with condensate growth [77, 78].
Collective modes have been observed, and their frequency at both zero temperature [79] and
finite temperate showing damping [80, 81] have been calculated. Various other excitation
modes have also been observed, including the scissors mode [82,83], and quadrupolar and
hexadecapolar modes [84].
A Bose-Einstein condensate can also support several types of topological defects. Two
prominent examples are vortices [85] and dark solitons [86], which have been observed
2The system must retain 3D characteristics such that it can remain globally phase coherent.
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in repulsively interacting condensates. Dark solitons were originally created using phase
imprinting in an elongated trap [87, 88], and subsequent experiments have explored other
methods of formation such as the snake instability [89], formation via flow through a bar-
rier [90], and via the Kibble-Zurek mechanism of defect formation [91]. The dynamical
properties of dark solitons have also been explored, including soliton oscillations and inter-
actions [92,93], collisions [94], soliton trains [95], and dark-bright solitons in two-component
condensates [96]. In attractively interacting condensates [22] bright solitons have also been
observed [97–99].
As evidenced by the number of examples we have listed, which is by no means exhaus-
tive, there are many experimental applications of dilute gas Bose-Einstein condensates,
showing that the system provides a unique platform for the observation of many-body
quantum phenomena on a macroscopic scale [54]. The theory behind dynamical and
equilibrium properties of dilute gas Bose-Einstein condensates is thus an area of great
importance. The weak interactions in dilute gases make it feasible to formulate tractable
theories from a microscopic derivation that are able to quantitatively describe experimental
observations [100]. This gives a significant advantage over other Bose-Einstein condensate
systems such as superfluid 4He, where strong interactions make even qualitative comparison
between theory and experiment a challenging prospect.
Historically, the usual tool that has been used for the theoretical study of dilute gas
Bose-Einstein condensates is the Gross-Pitaevskii equation [101–103]. The Gross-Pitaevskii
equation is a mean-field theory for the condensate order parameter ψ, and takes the form









+ V (r, t) + g|ψ(r, t)|2
)
ψ(r, t) (1.1)
where m is the atomic mass, V (r, t) is the external trapping potential, and g = 4π~2as/m
parameterizes the strength of two-body interactions, where as is the s-wave scattering
length which may be positive (repulsive interactions) or negative (attractive interactions).
The Gross-Pitaevskii equation is a generally tractable approach that can be used to
describe the coherent evolution of the condensate order parameter. This method assumes
that all atoms in the system are represented by a single condensate wave function, and as
such the Gross-Pitaevskii equation is only truly valid at zero temperature. In the zero-
temperature regime, defined as temperatures significantly below the temperature of the
Bose-Einstein condensate transition Tc, the Gross-Pitaevskii equation has been successfully
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used to predict a wide range of equilibrium and dynamical properties in trapped dilute gas
Bose-Einstein condensate experiments [88,104,105].
1.3 Finite temperature regime
Many dilute gas Bose-Einstein condensate experiments are performed in the finite-tempera-
ture regime, defined as temperatures that are less than but of the same order of magnitude
as the Bose-Einstein condensate transition temperature. In this regime there is a significant
thermal component present, such that many particles are excited out of the condensate, but
the system is still approximately Bose degenerate with an appreciable condensate fraction.
This regime can be specified by the condition
ε kBT (1.2)
with ε the characteristic single-particle energy. For example, in a harmonically trapped
system of trapping frequency ω we have ε = ~ω. This criterion leads to typical system
temperatures of around 0.6Tc [106]. In this regime dissipation due to interaction with the
thermal component has significant influence on the systems dynamical and equilibrium
properties. Experiments commonly consider the dissipative dynamics of Bose-Einstein
condensates, such as the decay of collective modes [80], vortex formation and decay [71,107,
108], condensate growth [77,78], phase transition dynamics [71], and superfluid turbulence
[75].
The highly controllable nature of dilute Bose gas systems make them an excellent plat-
form for investigating finite-temperature dynamics [54]. While the Gross-Pitaevskii equa-
tion is extremely useful in the zero-temperature regime, it neglects all the spontaneous and
incoherent processes that are significant in the finite-temperature regime. Exact methods
may give some insight for very small systems where they are tractable [109], while the
positive-P [110] and Monte Carlo [111] techniques may be applied to understand equi-
librium properties of larger systems. Developing a quantitative description that may be
applied to simulating experiments which incorporates thermal fluctuations and dynamics
is a significant challenge [100,106].
One potential avenue of investigation is the generalization of the Gross-Pitaevskii equa-
tion to include a low-energy region consisting of the macroscopically occupied condensate
mode in addition to a number of significantly occupied single-particle modes. One of sev-
eral ways to do this is known as the classical-field method, which simulates dynamics of
5
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the low-energy region using the Gross-Pitaevskii equation [112–114]. A more sophisticated
approach extends this to include coupling with the higher energy atoms, represented by
the addition of noise and damping terms to the Gross-Pitaevskii equation. These stochas-
tic Gross-Pitaevskii equations have seen a range of applications, such as defect formation
across phase transitions [71,115–119], decay of vortices [2,120–122] and solitons [123,124],
polariton [125] and spinor [126–130] condensates, and equilibrium properties in 3D [131].
The theory has found particular use in lower dimensions where thermal fluctuations may
prevent the formation of a true condensate [123,132–142].
While phenomenological arguments can and have been used to obtain a form of stochas-
tic Gross-Pitaevskii equation, it is also possible to derive such an equation from a micro-
scopic theory of the Bose gas. Most prominently such formal derivations have been carried
out by the groups of Stoof [132,143,144] and Gardiner [145–147], and have been validated
by successfully providing an ab initio quantitative and qualitative description of non-equi-
librium dynamics.
1.4 Stochastic projected Gross-Pitaevskii equation
In this thesis we make heavy use of the stochastic projected Gross-Pitaevskii equation
(SPGPE) as introduced by Gardiner and Davis in 2003 [146]. For simulations we utilize
a numerical implementation of the SPGPE devised by Rooney et al [1]. The central idea
behind the SPGPE is the sub-division of the system into two regions. One is a high-energy
region, or incoherent region, consisting of modes that are sparsely occupied, while the
other is a low-energy region, or coherent region, consisting of modes that are significantly
occupied and can be treated in a classical field approximation. The low-energy region
thus contains not only the condensate, but other modes that are highly Bose degenerate.
The high-energy region acts as a thermal reservoir that can exchange energy and particles
with the low-energy region and is treated semiclassically. The formalism of the SPGPE
makes significant use of the projection operator used to define the two regions; a projection
operator appears explicitly in the final equation of motion for the coherent region classical
field. The interactions between the coherent and incoherent regions are described by two
distinct processes. The number-damping process consists of two incoherent region particles
interacting and exchanging energy such that one remains in the incoherent region while
the other enters the coherent region3, leading to a change in population of the coherent
3The time-reverse process is also included.
6
1.4 Stochastic projected Gross-Pitaevskii equation
region. The energy-damping process consists of a particle from each region interacting and
exchanging energy such that either both particles stay in the region they began in or they
swap regions, such that the population of the coherent region is unchanged. Historically,
the number-damping and energy-damping processes have been referred to as growth and
scattering processes respectively [146,148].
The number-damping SPGPE, where the energy-damping process is neglected entirely,
was the first to be assigned a numerically tractable method to quantitatively describe
finite-temperature dynamics by Bradley et al [115], with experimental comparisons quickly
following [71]. Methods existing for numerical implementation of the projected Gross-
Pitaevskii equation can be relatively easily extended to solve the number-damping SPGPE
due to the simplicity of the number damping terms; the damping term is proportional to
the Gross-Pitaevskii operator while the noise is additive with local spatial correlations.
The energy-damping terms in the SPGPE present more of a technical challenge. The
original derivation of the SPGPE [146] treated the energy-damping terms using a simplified
non-local approximation, which was later shown to be exact when the thermal reservoir is
treated using a semiclassical approximation [115, 148, 149]. This provided a pathway for
the implementation of the energy-damping terms. The challenging nature of the energy-
damping is due to the properties of the noise and damping terms; the noise is multiplicative
with non-trivial spatial correlations, while the damping term involves a calculation of the
current divergence in the coherent region. Neglecting the energy-damping process entirely
has been the usual approach, particularly in systems close to equilibrium where it has
been argued that the contribution will be small. However it has also been argued that the
energy-damping process may have an effect on non-equilibrium scenarios such as condensate
growth, vortex dynamics [106], and bright soliton dynamics [150], though to what extent
is not clear. Rooney et al [1] developed methods for numerically implementing the energy-
damping terms, allowing simulation of the full SPGPE.
The main aim of this thesis is to investigate the role energy-damping can play in both
equilibrium and non-equilibrium dynamics. Importantly, we approach the SPGPE from
an analytic standpoint, gaining insight into the roles of the two damping processes by
developing new equations governing the system dynamics. Firstly, we perform a linear
fluctuation analysis the SPGPE while retaining the stochastic terms, revealing the roles of
the two damping processes in the dispersion, damping, and spectra of density and phase
fluctuations. Secondly, we find approximate equations for matter wave moments of the
system. In the latter case, the formal elimination of the spatial degree of freedom generally
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results in much more simple equations compared to the SPGPE, and approximate analytic
solutions may also be found.
1.5 Thesis overview
1.5.1 Aims
• To characterise the effects of the two damping processes, energy-damping and num-
ber-damping, by investigating the excitation spectrum and hydrodynamic formula-
tion of the SPGPE. The stochastic nature of the SPGPE is retained in this investi-
gation.
• Extend the method used in our previous work [150] to obtain stochastic Ehrenfest
relations for the SPGPE, including both the number-damping and energy-damping
processes. The result of this is stochastic equations of motion for several key moments
of degenerate Bose gas systems. We use as an example the motion of a quasi-1D
harmonically trapped degenerate Bose gas to validate our approach, and use the
results to justify a level of approximation that admits analytic solutions.
• To use the stochastic Ehrenfest relations to obtain stochastic equations of motion for
moments of some select systems. In particular we fully characterize the centre of mass
motion of a harmonically trapped degenerate Bose gas showing the effects of number-
damping and energy-damping. We also characterize the motion of a singly-charged
vortex in a quasi-2D system.
1.5.2 Outline
• In Chapter 2 we describe the theoretical framework that is used to model finite-tem-
perature Bose-Einstein condensates. This includes the establishment of the various
classical-field methods and a description of how they differ in their treatment of
reservoir interactions.
• In Chapter 3 we cover our classical-field method of choice, the stochastic projected
Gross-Pitaevskii equation. This includes a review of the derivation and a summary of
the three distinct sub theories that arise from the consideration of the two reservoir
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interaction processes; the SPGPE has both damping processes, the energy-damp-
ing SPGPE has only energy-damping, and the number-damping SPGPE has only
number-damping. We also consider how to estimate simulation parameters for ex-
perimental systems.
• In Chapter 4 we perform a linear fluctuation analysis of the SPGPE for the simple
case of a large system of uniform background density. Through this we find the
dispersion relation and momentum dependent damping rate, as well as the steady-
state fluctuation spectra for density and phase. We consider the relative effects of
energy-damping and number-damping.
• In Chapter 5 we develop methods of stochastic projected functional calculus to find
stochastic Ehrenfest relations for the SPGPE. We consider a quasi-1D harmonically
trapped degenerate Bose gas in the context of these equations, demonstrating how
equations of motion for the centre of mass may be found. After justifying the neglect
of corrective terms due to the projected formalism, we compare analytic solutions to
numerical solutions of the 1D SPGPE.
• In Chapter 6 we use the stochastic Ehrenfest relations for position and momentum to
give a complete description of the harmonically trapped Bose gas. We find effective
damping rates for the collective motion of the gas corresponding to energy-damp-
ing and number-damping. The analytic expressions for the centre of mass position
and momentum are found and compared to numerical solutions of the SPGPE. The
relative importance of the two damping processes are explored, considering how the
values of the rates change for varying experimental parameters. We also consider
the steady-state properties of the number of particles in the system. Our collective
equations allow a quantitative comparison of the damping rates.
• In Chapter 7 we use the stochastic Ehrenfest relation for angular momentum to
characterise the decay of a vortex in a degenerate Bose gas confined to a disc trap.
We consider the dissipative effects of the energy-damping reservoir interaction process
on the system. We also look at how the predicted motion of the vortex changes upon
inclusion of a rotating thermal cloud.
• In Chapter 8 we conclude by summarizing the main results of the thesis and suggest-








Classical field theory for finite tem-
perature degenerate Bose gases
2.1 Introduction
The aim of this work is to investigate finite-temperature effects on dynamics and equi-
libria of Bose degenerate gases using the stochastic projected Gross-Pitaevskii equation
(SPGPE), in particular the roles of energy-damping and number-damping. The SPGPE
is one of a variety of theoretical methods that extend the Gross-Pitaevskii equation to in-
clude finite-temperature effects; an excellent introduction to the many finite-temperature
theories is given by Proukakis and Jackson [100]. For the purposes of this thesis, we are
interested in the high-temperature regime, with temperature approximately in the range
0.6Tc . T . 1.1Tc. Theoretical treatments of dynamics in this regime form two conceptu-
ally distinct groups. The classical field methods, of which the SPGPE is one, arise from
utilizing a phase-space representation of the many-body quantum field [151]. The sec-
ond group consists of generalized mean-field theories utilizing a U(1) symmetry-breaking
approach. There is also the number-conserving approach [152] which gives a generalized
mean-field description while avoiding U(1) symmetry breaking; this falls into neither of the
aforementioned groups. In this thesis we concern ourselves predominantly with the classi-
cal field methods, introducing the symmetry-breaking and number-conserving approaches
as useful points of comparison. In this chapter we summarize classical field theories of the
Bose gas. This includes a review of the universal concepts leading to classical field theories
and a summary of the differences and applications of the different methods possible from
these theories.
We begin in Section 2.2 by considering the effective field theory for a weakly interacting
Bose gas and the challenges arising from this description at finite temperatures. Then in
Section 2.3 we review the various methods that stem from the classical field approximation.
This includes a conceptual overview of the theoretical background of classical field theories
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and an outline of the main methods used in practice. In Section 2.4 we briefly summarize
the symmetry-breaking and number-conserving approaches and give a comparison with
classical field methods. We give a summary of the chapter in Section 2.5.
2.2 Effective field theory for ultra-cold bosons
In this section we introduce the effective field theory for ultra-cold bosons. We consider the
cold-collision regime where the two-body interactions are approximated by a delta function
potential. This approximation leads to an ultraviolet divergence in the full field theory,
and thus necessitates the introduction of an energy cutoff.
2.2.1 Many-body Hamiltonian
We begin with the second quantized Hamiltonian [153] for the Bose field operator Ψ̂(r, t),
with commutation relations[








Ψ̂(r, t), Ψ̂†(r′, t)
]
= δ(r− r′). (2.1)
The many-body Hamiltonian for a system of N particles interacting via a binary interaction















∇2 + Vext(r), (2.3)
which only takes into the account the kinetic energy and effect of the external trapping
potential Vext(r) on the individual particles.
2.2.2 Cold-collision regime
The two-body interaction potential U(r − r′) depends only on the displacement vector
between the particles, and the magnitude of the interaction can generally be characterized
by some effective range parameter r0. In a Bose-Einstein condensate of a dilute bosonic
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gas, the length scales of interest are much larger than r0, provided there is no long-range
interparticle interactions such as those due to magnetic dipoles, as the de Broglie wave-
length becomes much larger than the mean interparticle separation. Thus only low energy
binary atomic interactions are important, and the interactions may be characterized by
the s-wave scattering length [154–156]. This is known as the cold-collision regime, and the
two-body interaction potential is approximated by a delta function
U(r− r′) = gδ(r− r′) (2.4)





with as the s-wave scattering length and m the atomic mass. The effective Hamiltonian












= HspΨ̂(r) + gΨ̂
†(r)Ψ̂(r)Ψ̂(r). (2.7)
In principle we are finished: (2.7) can tell us the dynamics of any Bose condensed system
in the cold-collisional regime. However the solution in this form is generally intractable, as
the Hilbert space is prohibitively large. To understand this, we comment briefly on how we
arrive at the effective field theory. We impose an energy cutoff Emax on the system, such
that all modes outside of a low-energy subspace are neglected. An immediate consequence
of this is that the Bose commutation relations are no longer a pure delta function, but
instead take the form of a coarse-grained delta[
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where ∆ represents the region with modes of energy less than Emax. For an effective field






Emax  kBT, µ, (2.10)
such that using the effective interaction potential (2.4) is valid [106]. The first condition
(2.9) allows any effect of short-wavelength components of the wave function that exist
in the interaction region to be neglected. The second condition (2.10) ensures that the
neglected modes will be sufficiently unpopulated such that they will be unaffected by
thermal or interaction effects. Together these conditions allow for a two-body description
of the interactions; if these conditions go unsatisfied then a description using a modified
many-body T-matrix is required [144].
As a result of imposing these conditions on Emax, the size of ∆ becomes too large to
realistically perform any kind of numerical calculations. When an accurate description of
finite-temperature dynamics becomes important this is especially problematic, as there are
then many modes within the low-energy subspace that give significant contribution to the
overall dynamics and therefore cannot be neglected. The classical field approach provides a
numerical method for finding approximate solutions to the Heisenberg equation of motion.
In the following section we review this approach.
2.3 Classical field methods
In this section we review the different theories used to describe Bose-Einstein condensates
that stem from a classical field approach. These theories arise from a phase-space represen-
tation of the effective field theory. First we provide a conceptual overview of phase-space
methods, before motivating the use of the classical field approximation. We review the
broad theoretical background behind classical field methods, and outline the main meth-
ods that are used in practice. Along with this we give a brief review of the key applications
of these methods.
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2.3.1 Overview
Phase-space methods
Solving the Heisenberg operator equation of motion for the entire many-body quantum
field is generally impossible due to the large Hilbert space. Phase-space methods offer
a more tractable method for studying the dissipative dynamics of a complete quantum
field [157], using the fact that the quantum density operator ρ̂ may be represented as
a quasi-probability function P (r,k) of classical phase-space variables. This relationship
between quantum and classical variables [158] allows for the existence of an equation of
motion for the quasi-probability distribution. The central idea of phase-space methods is
that under certain conditions, the equation of motion for the quasi-probability distribution
takes the form of a Fokker-Planck equation with a positive-definite diffusion matrix. The
Fokker-Planck equation for the quantum phase space distribution may then be mapped to
an equivalent stochastic differential equation for a classical field, so that the evolution of
the quantum field is described in terms of a classical field equation of motion.
Phase-space methods were originally formulated for quantum optics research, where
several approaches have been used that differ in the choice of quasi-probability function
representing the quantum field [157]. These approaches, known as the P-, Q-, and Wigner
representations, differ by the choice of operator ordering [157]. While the phase-space
methods may appear to be classical, in general the equations of motion are driven by
stochastic processes representing both thermal and quantum fluctuations of quantum field.
Operator averages are obtained by averaging over ensembles of trajectories, such that the
ensemble statistics from classical fields correspond to those of the quantum field.
More recently, phase-space methods have been applied to research on Bose-Einstein
condensates in the presence of thermal and quantum fluctuations [106,151,159]. Utilizing
the Wigner representation leads to what is known as the classical field methods. In this
group of methods, beyond mean field effects are, to a good approximation, described by
a Gross-Pitaevskii equation with additional noise and damping terms. An alternative
approach based on the P representation leads to the positive P method [160], which is in
principle exact but in practice is numerically unstable.
Motivation for the classical field approximation
Classical field methods utilize a Wigner representation of the quantum field to give dy-
namics of classically occupied single-particle modes of a finite temperature Bose field. The
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Figure 2.1: A schematic showing the coherent region C, incoherent region I, and states elimi-
nated to give the effective field theory. In the stochastic Gross-Pitaevskii equation, the coherent
region is treated quantum mechanically in a classical field approximation. The incoherent region
is treated semiclassically, and is most simply described as a grand canonical reservoir.
foundation of the methods is the separation of the Bose field operator into two regions
defined by energy; the separation is formally applied using a projection operator. The low-
energy region contains the single-particle modes with significant occupation; this region
is known primarily as the coherent region, but may also be referred to as the C-region or
C-field. The high-energy region contains the single-particle modes with sparse occupation;
this region is known primarily as the incoherent region, but may also be referred to as the
I-region or I-field. A visual representation of the separation may be seen in Fig. 2.1 in
the context of single-particle modes of the harmonic oscillator potential. The separation
is always introduced in the single-particle basis as the full Hamiltonian is approximately
diagonal at high energies for this choice of basis.
An energy cutoff is chosen such that the average occupation of modes in the coherent
region is significantly greater than one particle per mode, that is, they are said to be clas-
sically occupied. In this regime, the presence of strong interactions and correlations cause
18
2.3 Classical field methods
coupling between the single-particle states, and thus in this regime the coherent region
can not be understood purely in terms of the the single-particle modes. However, clas-
sical occupation of the single-particle modes allows the neglect of quantum fluctuations;
the non-trivial dynamics and correlations in the coherent region are predominantly due to
interaction between the various modes rather than any effects due to quantization of the
low-energy modes. This neglect of quantum fluctuations in the coherent region is what is
known as the classical field approximation, and leads to a tractable Gross-Pitaevskii like
description of the coherent region dynamics where interactions are treated non-perturba-
tively. The range of classical field methods have different regimes of validity, but all share
the basic treatment of a Gross-Pitaevskii equation describing evolution of a set of highly
occupied low-energy modes; what distinguishes the various methods is the way in which
the reservoir interactions are treated.
2.3.2 Classical field theory





where the single-particle eigenstates χn(r) are solutions of
εnχn(r) = Hspχn(r), (2.12)
the operators ân obey the Bose commutation relations
[ân, â
†
m] = δnm, (2.13)
n represents all quantum numbers required to fully define the single-particle states, and
the summation includes all single-particle states with energy less than the effective-field
theory energy cutoff Emax. The system is formally split into the coherent and incoherent
regions using projection operators, or projectors, defined by















Chapter 2. Classical field theory for finite temperature degenerate Bose gases
where the regions are defined by
C = {n : εn ≤ εcut} (2.16)
I = {n : εcut < εn ≤ Emax} (2.17)
where εcut is the single-particle cutoff energy. The projectors have the following properties
P {Q{F (r)}} = Q{P {F (r)}} = 0 (2.18)
P {P {F (r)}} = P {F (r)} (2.19)
P {F (r)}+Q{F (r)} = F (r). (2.20)
The field operator (2.11) can now be decomposed into coherent (ψ̂) and incoherent (φ̂)
field operators using the projectors


















are the coherent region field operator and incoherent region field operator respectively. At





where 〈r|n〉 = χn(r) are the single particle basis kets. Substituting the separated field
operator (2.21) into the cold-collisional Hamiltonian (2.6) allows us to decompose it into
three terms
Ĥ = Ĥ0 + ĤI + Ĥint, (2.25)
20
2.3 Classical field methods
where Ĥ0 comprises all terms containing solely coherent region operators
1, ĤI comprises all
terms containing solely incoherent region operators, and Ĥint comprises all terms containing
both coherent and incoherent region operators and thus describes the interactions between
the two regions. The purpose of the classical field methods is to describe evolution of the
coherent region. In the following three sections we will discuss three different classical
field methods, all differing based on the treatment of the interaction Hamiltonian term
Ĥint [106].
2.3.3 Truncated Wigner Gross-Pitaevskii equation
The truncated Wigner method is a natural starting point for discussion of the classical
field methods, as it provides the foundation of all classical field methods. This method
provides a description of quantum fluctuations on sparsely occupied modes, and was the
first successful application of the Wigner representation to describe quantum dynamics in
Bose-Einstein condensates [151].
The truncated Wigner method includes the effects of vacuum noise on a cold condensate
by evolving an ensemble of trajectories of the Gross-Pitaevskii equation. In the language
of our projected field theory, the coherent region is evolved in isolation, with no dynamic
effects from interaction with the incoherent region included. Instead, beyond mean-field
effects arise from initial fluctuations that are seeded into the system. Essential to this
method is the accurate sampling of the initial Wigner distribution of the system. In
practice, this is done by seeding the single-particle or Bogoliubov modes [161–163] with an
average of half a quantum per mode to represent quantum fluctuations [106,164].
This approach may be formally obtained by consideration of a master equation for the
coherent region density operator only under the action of the Hamiltonian H0. This is then
followed by the usual phase-space procedure, where the density operator is represented by
the Wigner quasi-probability distribution. This leads to an equation of motion for the
Wigner function. This equation of motion does not take the form of a Fokker-Planck
equation as it contains third order derivatives of the distribution. Neglecting the third
order derivatives is known as the truncated-Wigner approximation, valid when the coherent
region modes are highly occupied, and it is an essential component of all classical field
methods utilizing the Wigner representation. Applying this approximation leaves us with
1Note that Ĥ0 does not include all Hamiltonian evolution of the coherent region, as there is a forward
scattering contribution due to interaction with the thermal cloud. This is accounted for in the coherent
region Hamiltonian ĤC, which we define in the next chapter.
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Figure 2.2: (a)-(f) Velocity mode populations on the planes vz = 0 (left) and vx = 0 (right)
for the condensate collision described in the text at t = 0 (top), t = 0.5 ms (middle), and
t = 2.0 ms (bottom). The spherical momentum cutoff is clearly visible in the upper plots due to
the presence of quantum fluctuations. (g)-(h) Mode populations at t = 2.0 ms for an identical
collision excluding vacuum noise. Reproduced from [165].
a Fokker-Planck equation, which can then be mapped to an equation of motion for the
classical field. This equation is known as the truncated-Wigner Gross-Pitaevskii equation,
a somewhat misleading name as the equation itself is exactly the classical Gross-Pitaevskii
equation; the distinction lies in the use of an ensemble of specific initial conditions.
The applicability of the truncated-Wigner Gross-Pitaevskii equation in the finite-tem-
perature regime may be questioned, as the method includes single-particle modes with
vacuum occupation. An argument for the validity of the truncated-Wigner approximation
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is presented by Norrie et al [166]; the method is valid in the regime where the spatial
condensate density is very large compared to the density of the added quantum fluctu-
ations. The truncated-Wigner approximation also arises as the first quantum correction
to the classical Gross-Pitaevskii equation [167]. When using the truncated-Wigner Gross-
Pitaevskii equation, one must take care when when considering evolution over long time
scales, as virtual particles may cause spurious thermalization of the classical field under
Gross-Pitaevskii evolution [164].
The first application of the truncated-Wigner Gross-Pitaevskii equation was by Steel
et al [151], who considered a one-dimensional homogeneous condensate. Since then this
method has found application in many systems where beyond mean-field effects are im-
portant. An excellent example of a system where there is a clear departure from the
mean-field theory is the collision of two Bose-Einstein condensates. This was studied us-
ing the truncated-Wigner Gross-Pitaevskii equation by Norrie et al [165, 166], where this
was also compared to simulations using the mean-field theory. In a collision between two
condensates, atom pairs are scattered onto a spherical shell in momentum space creating
an S-wave halo where energy are conserved. The halo arises due to incoherent and spon-
taneous scattering and is therefore not able to be replicated by a mean-field description.
In Fig. 2.2 the result of Norrie et al [165] is shown, where as predicted the halo is only
present in truncated-Wigner simulations.
The truncated-Wigner Gross-Pitaevskii equation has been used to describe a variety of
systems and phenomena including three-body recombination [168], condensate reflection
[169], quantum de Laval nozzles [170], supersonic condensate transport [171], atom chip
interferometry [172], collapsing condensates [173], vortex lattice formation [174, 175], and
dark solitons [176, 177]. The study of bright solitons has utilized distinct approaches for
sampling of the initial Wigner function, such as assuming a coherent initial state [178]
or sampling of Bogoliubov modes [179]. The effect of quantum fluctuations on bright
solitons has been studied by sampling initial fluctuations in the soliton centre of mass
distribution [180,181].
2.3.4 Projected Gross-Pitaevskii equation
The projected Gross-Pitaevskii equation results from a treatment of the coherent region in
isolation while the incoherent mode is neglected entirely, that is, there is no interaction
between the two regions. This approach, as described by Davis and others [112, 182–184],
is valid in the classical regime where all modes in the coherent region are macroscopi-
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cally occupied. Svistunov first suggested the use of a Gross-Pitaevskii method to describe
degenerate finite-temperature systems in 1991 [185], and this was followed by several the-
oretical [186–188] and numerical [182,189] works further developing the idea.
The projected Gross-Pitaevskii equation can be obtained by replacing the coherent
region field operator (2.22) with a classical field, that is, making the substitution




Ultimately, the substitution consists of replacing the set of operators {ân} with complex
numbers {cn}, the magnitude of which gives the occupancy of the modes. Applying (2.26)
to the coherent region Hamiltonian H0 gives the Gross-Pitaevskii energy functional, then











The projected Gross-Pitaevskii equation can also can be found using the Wigner rep-
resentation of the coherent region. In the classical limit the third-order derivative terms
in the Wigner distribution equation of motion identically go to zero. Furthermore, in this
limit the commutation relations may be neglected. Clearly the truncated Wigner approxi-
mation is valid in this case, and the resulting truncated-Wigner Gross-Pitaevskii equation
is identical to the projected Gross-Pitaevskii equation.
The projected Gross-Pitaevskii equation gives a microcanonical description of coherent
region dynamics. The evolution of the classical field is formally Hamiltonian, and all first in-
tegrals of the system are conserved (e.g. normalization, energy, momentum) [112,183,184].
The nonlinear interactions between modes in the coherent region generate ergodic dynam-
ics, allowing the projected Gross-Pitaevskii equation to describe the complex interactions of
fluctuating coherent region atoms non-perturbatively [106]. The projected Gross-Pitaevskii
equation is thus able to give a quantitatively accurate description of finite temperature sys-
tems in or near equilibrium, with the caveat that the reservoir interaction is insignificant.
Significantly, the projected Gross-Pitaevskii equation was shown to accurately replicate the
departure of the critical temperature in a harmonically trapped Bose gas from the ideal
gas prediction [190].
2This modification of functional differentiation is defined in Section 3.4.1.
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The projected Gross-Pitaevskii equation has seen wide application over a variety of
systems. Early studies considered the thermalization and equilibrium properties of homo-
geneous Bose gases [112, 184, 191]. This was followed by the application of the method
to trapped systems [192, 193], where many quantities of interest were explored including
two-point correlations [194], critical properties [195], and temporal coherence [196]. It has
been shown that the nonlinear classical field dynamics includes a full account of many-body
processes within the classical field approximation [197]. Studies of Bose gas dynamics have
considered collective modes [198], vortex nucleation [175], and the rotating to non-rotating
transition [197].
A crucial aspect of the projected Gross-Pitaevskii equation is the formal implementation
of the projector in terms of the single-particle modes. There have been other implemen-
tations of the Hamiltonian classical-field method without such a formal implementation,
however the use of a finite grid [199] means that an implicit projection is still incor-
porated. Such an approach has been used to consider quadrupole oscillations in three
dimensions [200] and spontaneous soliton formation is a quasi-1D system [201].
2.3.5 Stochastic Gross-Pitaevskii theory
The inclusion of interactions between the incoherent and coherent regions leads to what is
known as stochastic Gross-Pitaevskii theory, where the equation of motion takes the form
of a stochastic differential equation for the classical field. There are two distinct methods
that fall under this banner. The stochastic projected Gross-Pitaevskii equation, introduced
by Gardiner and others [145–147, 149], stems from utilizing a phase-space method, while
the Stoof stochastic Gross-Pitaevskii equation of Stoof et al [144] utilizes the Keldysh path-
integral formalism.
Stochastic projected Gross-Pitaevskii equation: Phase-space approach
The stochastic projected Gross-Pitaevskii equation (SPGPE) is a grand-canonical theory
of finite temperature Bose gases that makes use of the truncated Wigner approximation
and extends the projected Gross-Pitaevskii equation to include the interactions between
the incoherent and coherent regions. The interaction is treated using standard methods
of open quantum systems [157, 202], with the incoherent region is treated as a thermal
reservoir in equilibrium with temperature T and chemical potential µ. In these methods
the reservoir degrees of freedom are traced out and a phase-space approach leads to a
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stochastic differential equation for the classical field.
The seeds of the theory that would become the SPGPE are present in a series of
seven papers by Gardiner et al regarding the quantum kinetic theory of Bose-Einstein
condensation [203–209], an approach that successfully replicated observations of condensate
formation and growth in select experimental systems [210, 211]. The use of the random
phase approximation in quantum kinetic theory, essentially neglecting coherences between
low energy modes, imposes significant restrictions on the range of validity. In particular, in
regimes where quasi-condensation may be important, the application of quantum kinetic
theory could not accurately predict experimentally observed condensate growth [78].
Instead of the random phase approximation, the SPGPE as formulated by Gardiner et
al [145–147,149] relies on the truncated-Wigner approximation, and as such is valid for high
temperature systems. The method is a unification of the reservoir treatment considered in
the quantum kinetic theory and the projected Gross-Pitaevskii equation. Ultimately the
SPGPE takes the form of the projected Gross-Pitaevskii equation with additional noise and
damping terms. Thus the method serves as an extension of the projected Gross-Pitaevskii
equation allowing the quantitative description of non-equilibrium dynamics. Treating the
incoherent region as a semiclassical thermal reservoir allows the damping rates to be analyt-
ically calculated, and thus an ab initio description of non-equilibrium dissipative dynamics
is possible. Temperature and chemical potential are control parameters in the theory, thus
equilibrium states are more easily produced compared to the projected Gross-Pitaevskii
equation [2], and as such the SPGPE is also useful for studying equilibrium properties of
the coherent region.
There are two distinct dissipative processes describing interactions between the reservoir
and coherent region, shown in Fig. 2.3, each giving a noise term and a damping term in
the SPGPE. The number-damping process involves the interaction between two incoherent
region particles where energy and momenta are exchanged such that one of the particles
enters the coherent region. The reverse process is also included, where there is net particle
loss in the coherent region. The energy-damping process involves the interaction between
one incoherent region particle and one coherent region particle where energy and momenta
are exchanged such that there is no net transfer of particles between the regions. The
particles may remain in the respective region they began in, or they may exchange places.
One might suggest that there is a third reservoir interaction process, where two coherent
region particles interact resulting in one particle entering the incoherent region, however
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(a) (b) (c) (d)
Figure 2.3: A schematic describing the various interparticle interactions accounted for in the
SPGPE, where εcut is the energy cutoff defining the coherent (C) and incoherent (I) regions.
The incoherent region is considered to be a thermal reservoir defined by the temperature T and
chemical potential µ. (a) Non-linear mixing interaction in the coherent region. This is the result
of Hamiltonian evolution of the coherent region. There is no transfer of energy, momenta, or
particles between the two regions. (b) The energy-damping process, where one particle from the
coherent region interacts with one particle from the reservoir resulting in energy and momenta
exchange such that there is no net movement of particles between the regions, The two particles
may swap regions. (c) The number-damping process, where two particles from the reservoir
interact resulting in energy and momenta exchange such that one of the particles enters the
coherent region. The reverse process also occurs.(d) A third reservoir interaction process, where
two particles from the coherent region interact resulting in energy and momenta exchange such
that one particle enters the reservoir. The rate of this process is formally zero.
the rate of this process is formally zero3. In the literature the number-damping process
has frequently been referred to as the growth process, while the energy-damping process
has been referred to as the scattering process [146,148]. This is a misleading terminology,
as both processes are fundamentally scattering processes, and so we eschew this in favor
of the number-damping/energy-damping terminology.
Historically, most studies utilizing simulations of the SPGPE have neglected the energy-
damping terms. The resulting equation is most commonly known as the simple-growth
SPGPE, however we will refer to it as the number-damping SPGPE to keep in line with
our terminology. This sub-theory of the SPGPE is closely related to Ginzburg-Landau φ4
theory [212, 213]. The use of the number-damping SPGPE as opposed to the full SPGPE
has been justified using several lines of reasoning:
(i) The number-damping process is a grand canonical reservoir interaction, and so equi-
librium states of the number-damping SPGPE sample the same grand canonical
ensemble as the the full SPGPE. On the other hand, the energy-damping process is
a canonical reservoir interaction, and so should have no effect on the grand canonical
3See Section 3.3.3.
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equilibrium achieved in the full SPGPE.
(ii) The damping term relating to the energy-damping process is (approximately) pro-
portional to the divergence of the coherent region current, which is expected to be
small near equilibrium.
(iii) The inclusion of energy-damping may not qualitatively effect the observed physics
of the system. In quantum kinetic theory, an energy-damping process was seen to
have a quantitative effect on condensate growth dynamics, but this could also be
accounted for by renormalizing the rate of number-damping [208,214].
(iv) The numerical implementation of the energy-damping terms is rather technically
challenging. This is due to the dependence on the divergence of the coherent region
current in the damping term, and also the multiplicative nature of the noise. In con-
trast, the number-damping process is fairly simple to implement, with the damping
term being proportional to the Gross-Pitaevskii operator and the noise being addi-
tive. This is possibly the most significant reason for the use of the number-damping
SPGPE.
The number-damping SPGPE was first numerically implemented to study vortex lattice
formation following condensation of a rotating thermal cloud [115], and has since seen
significant use in a wide range of systems. Examples include spontaneous vortex formation
via the Kibble-Zurek mechanism [71], vortex decay [2, 120], equilibrium properties in 1D
[140] and 3D [131], and the study of dipolar systems [215].
There are however a variety of systems and scenarios where the neglect of energy-
damping terms is not justified. Since the deterministic energy-damping term is dependent
on the coherent region current divergence, it is likely that energy-damping is important in
non-equilibrium systems. Energy-damping has been shown to lead to phase diffusion [216],
has been been identified as the driver of superfluid internal convection [217] and dissipation
in negative differential conductivity experiments [218], and may play a central role in
vortex decay [122]. More recent studies utilizing the SPGPE have included the effects of
energy-damping, both in addition to number-damping [119, 122, 148] or in systems where
number-damping is neglected [150]. The full SPGPE including the energy-damping terms
was first numerically implemented by Rooney et al [1,148], who showed that the evolution
to equilibrium is significantly altered from the number-damping only case.
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Stochastic Gross-Pitaevskii equation: Keldysh path-integral approach
An alternative method for including the stochastic interactions between the thermal reser-
voir and condensate was formulated by Stoof et al [144]. In this approach a Fokker-Planck
equation for the probability distribution of the condensate order parameter is derived
within the Keldysh path-integral framework, which is then mapped to a stochastic Gross-
Pitaevskii equation for the order parameter. We refer to the resulting equation of motion
as the Stoof stochastic Gross-Pitaevskii equation or Stoof SGPE. This method has seen
considerable use in one dimension, describing phenomena such as reversible formation of
condensates [132], calculation of collective-mode damping rates [133] and spatial corre-
lations [135], the interplay of density and phase fluctuations [134], and quasicondensate
growth on an atom chip [136]. Equilibrium properties of the Stoof SGPE have been com-
pared with the number-conserving Bogoliubov approach [138], and also with experimental
observations with respect to density profiles and fluctuations [139] and temperature de-
pendence of phase coherence [141].
The Keldysh path-integral approach is very closely related to the phase-space approach,
as both result in a stochastic differential equation for a classical field with a reservoir in-
teraction driving dissipation. There is a technical difference in the Wigner phase-space
representation used in the SPGPE, but this is not physically significant. There are however
several key conceptual differences between the two theories. In the Keldysh path-integral
approach the cutoff defining the reservoir is relatively low, such that the reservoir contains
all modes with energy larger than the chemical potential. Consequently, the contact in-
teraction approximation in the cold-collision regime is inappropriate and a full many-body
T-matrix must be used to calculate self-energy functions appearing in the Fokker-Planck
equation. Furthermore the classical field then contains significantly fewer modes than in
the SPGPE, typically just the condensate mode and only a few low-energy excitations;
in the projected formalism the classical field typically contains 103 − 104 single-particle
modes [193] corresponding to a cutoff of around 3µ [106]. The Stoof SGPE only includes a
number-damping reservoir interaction; the energy-damping process cannot be consistently
included as a result of the low-energy cutoff.
It is unclear how important the conceptual differences between the two approaches are
in practice. Evidence suggests that the two theories will closely agree in equilibrium [219].
Numerical results of both theories have been compared favorably to experiments involving
quasi-1D Bose gases [140, 142, 220], corroborating the equilibrium convergence of the two
theories, at least in the one dimensional regime. Indeed, both approaches are functionally
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equivalent when both the projector and energy-damping process are neglected [100]. In
higher dimensions beyond 1D, the inclusion of the projector is essential in treatment of the
ultraviolet divergence [146] and cannot be neglected. Also, the role of energy-damping in
finite temperature dynamics is yet to be fully understood; investigating the importance of
these terms may give insight into the differences between the SPGPE and the Stoof SGPE.
Damped Gross-Pitaevskii equation: a limiting case
Dynamics of finite temperature-Bose-Einstein condensates have commonly been described
using a purely deterministic equation of motion. When applying this approach to the
SPGPE or the Stoof SGPE, this amounts to neglecting the noise terms associated with
reservoir interactions while retaining the deterministic terms. Both the number-damping
SPGPE and Stoof SGPE reduce to the same equation of motion under this approximation:
the damped Gross-Pitaevskii equation (dGPE). The dGPE was originally proposed using
phenomenological arguments [221]. It can also be obtained via a Wick rotation, introducing
a small imaginary time component to the non-linear GPE evolution. The dGPE has been
used to study vortex lattice formation [222–224], two-dimensional quantum turbulence
[75,225,226], and vortex chain formation in a spin-1 condensate [227].
A significant advantage of using the dGPE as opposed to one of the stochastic equa-
tions of motion is the potential for analytical insights. One can also use the physically
appropriate damping rate obtained from the SPGPE, such that the dGPE can give a real-
istic description of the dissipative dynamics in regimes where the noise is negligible. Such
regimes may exist when the system is far from equilibrium or at relatively low temperature.
These physically consistent damping rates have been used to describe the dissipative dy-
namics of a single vortex [228], and also for dark solitons [123] where the Stoof SGPE was
also used to show that the mean stochastic trajectories agreed with the analytic predictions
from the dGPE. It has been shown in a different study of single vortex decay [2] that at
higher temperatures the inclusion of noise can introduce both qualitative and quantitative
differences compared to the dGPE; in such regimes a stochastic theory is essential.
2.3.6 Importance of the projector
We have repeatedly mentioned the use of the projector (2.14) as a crucial aspect of the
SPGPE and other classical field theories. The formal separation of the system into the
coherent and incoherent region must be performed in a particular way in order to obtain
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quantitative results from numerical simulations. In this subsection we outline the various
reasons justifying this careful approach.
The classical-field methods hinge on the use of the classical-field approximation. The
assumption behind this is that the single-particle modes of the coherent region are ap-
preciably occupied such that the truncated Wigner approximation is valid. The use of a
formal projector ensures that the division of the system is such that this is indeed the case.
An important aspect of the projector is that it is defined in terms of single-particle basis
states. If one instead uses a momentum space basis in a trapped system, then the energy
cutoff becomes spatially dependent, and as a result the separation of the coherent and
incoherent regions is ill-defined. Using the single-particle basis ensures that the separation
of the two regions is well defined. The cutoff energy must also be physically appropriate;
too high and modes in the coherent region will be sparsely occupied, but too low and
modes in the incoherent region will be classically occupied. In practice the appropriate
cutoff is on the order of three times the chemical potential (εcut ≈ 3µ). As a result of
this appropriate cutoff, the many-body Hamiltonian will be approximately diagonal at the
cutoff energy. This allows the incoherent region to be treated semiclassically [115] as a
thermal reservoir. The thermodynamic properties of the reservoir are simple to calculate,
and a quantitative description of the full system can be found.
The use of a projector also ensures that the energy-damping process can be represented.
This process is thought to be significant in non-equilibrium systems [106], but is frequently
neglected. As mentioned earlier, the energy-damping process is formally absent in the
Stoof SGPE due to the lack of a high-energy cutoff.
In numerical simulations, it is crucial that all modes in the coherent region are evolved
accurately. Regular cartesian grid methods are sufficient in zero-temperature simulations
of the Gross-Pitaevskii equation, as all high-energy modes are sparsely occupied and have
little to no effect on the system dynamics. In classical-field simulations, the significant oc-
cupancy of higher energy modes combined with the non-linearity can generate momentum
components several times larger than those in the coherent region [229]. The projected
Gross-Pitaevskii equation provides a spectral method for propagation that ensures these
components do not lead to spurious aliasing. In the plane wave basis description of a
system without confinement this is done by evaluating the nonlinear interaction term on
a grid with twice the points as the wave function grid, extending the momentum cutoff
to twice that of the wave function [184]. This is easily extended to other bases [115, 192],
where the order of the grid is again twice that of the mode space.
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2.3.7 Positive P method
While classical-field methods based on the Wigner representation of the density operator
have been very successful in describing finite temperature Bose-Einstein condensates, these
methods rely on the use of the truncated Wigner approximation. This many be seen as
unsatisfactory, as the neglected third order derivative terms may be significant in some
regimes. An alternative method using the Glauber-Sudarshan P-representation is based
on normally-ordered operator averages [230, 231]. In this approach there are formally no
third order derivative terms in the equation of motion for the distribution and thus no
truncation is required; the equation of motion is already in the form of a Fokker-Planck
equation. However, this representation allows the distribution function to take on negative
values and delta function singularities, and thus the diffusion matrix is not positive semi-
definite and there is no mapping to an equivalent stochastic differential equation.
A solution to this problem was found by Drummond and Gardiner, who considered a
variety of generalized P-representations [160]. One of these, the positive P-representation,
is particularly useful in the field of ultra-cold atoms. This method considers a phase-
space that has twice the dimensionality of the usual classical phase-space [160, 232, 233].
The result of this is that the diffusion matrix in the Fokker-Planck equation becomes
strictly positive semi-definite, and an equivalent stochastic differential equation for the
classical phase-space variables may be found that exactly represents the quantum dynamics.
Because there is no truncation of higher order terms, the positive P-representation is valid
in regimes where the truncated Wigner approach fails, in particular allowing the study of
strongly correlated systems.
The downside of the positive P-representation is the technical challenges associated
with numerical implementation. Because the dimensionality of the phase-space has been
doubled, there is increased sensitivity to sampling errors. Over long times these sampling
errors grow exponentially, so while positive P-representation simulations are well defined
over very short times, convergence is difficult to achieve for longer simulations [233].
Because the validity of the positive P-representation is restricted to relatively short
times compared to the more robust SPGPE, its use in studying the dissipative dynamics
of Bose-Einstein condensates is somewhat limited. Despite the limitations there are many
examples of the positive P-representation being used to study dynamics in such systems,
including studies of condensate formation [234], spin squeezing in two-component conden-
sates [235], correlation dynamics in uniform systems [236], and dynamics and correlations
of Bose-Einstein condensates formed via dissociation of molecules [237–240]. These exam-
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ples are all limited to short time scales and weak interactions. In general the utility of
the positive P-representation in quantum optics can be traced to stronger interactions and
weaker damping compared to Bose-Einstein condensates.
2.4 Alternative finite-temperature methods
In this section we review two alternative methods used to describe finite temperature
Bose-Einstein condensates. The first method is based on the Beliaev broken symmetry
approach, where the field operator is separated into condensate and non-condensate con-
tributions. This approach follows a theoretical framework traditionally used in condensed
matter physics, and leads to theories describing physics beyond the predictions of Gross-
Pitaevskii theory [100]. In particular we focus on the method of Zaremba, Nikuni, and
Griffin (ZNG), who utilize a kinetic desription of the thermal cloud coupled to a dissipa-
tive Gross-Pitaevskii equation. The second method avoids the use of symmetry-breaking,
and results in a number-conserving theory.
2.4.1 Symmetry-breaking methods: Zaremba-Nikuni-Griffin
System Separation
Just as in the classical field methods, the starting point for the symmetry breaking approach
is the effective field theory described in Section 2.2. The field operator Ψ̂(r) is decomposed
into the expectation of the field operator and a fluctuation operator
Ψ̂(r) = 〈Ψ̂(r)〉+ δ̂(r). (2.28)
The fluctuation operator is the difference between the field operator and its expectation
δ̂(r) ≡ Ψ̂(r) − 〈Ψ̂(r)〉; from this definition the fluctuation operator expectation is clearly
zero (〈δ̂(r)〉 = 0). The expectation is identified as the condensate contribution 〈Ψ̂(r)〉 ≡
φ̂(r) 6= 0 (assumed to be non-zero), while the fluctuation operator represents all non-
condensed atoms and thus accounts for all quantum fluctuations, thermally excited atoms,
or excited atoms due to interaction effects. The field operator decomposition can then be
expressed as
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where ân obey the Bose commutation relations and φn(r) are a complete set of single-parti-
cle eigenstates, found in practice by diagonalizing the one-body density matrix introduced
by Penrose and Onsager [15]
ρ(r, r′) = 〈Ψ̂†(r′)Ψ̂(r)〉. (2.30)
The condensate mode φc(r) is defined as the eigenstate of the one-body density matrix
with the largest eigenvalue; the value of the eigenvalue Nc gives the occupation of the
condensate mode. Assuming a well defined condensate exists, the condensate operator âc
can be replaced by the complex number
√
Nce
iΘ with Θ the phase. The field operator is
then
Ψ̂(r) = φ(r) + δ̂(r), (2.31)
where all operator dependence is now given by the fluctuation operator. The replacement
φ̂(r) → φ(r) ≡
√
Nce
iΘφc(r) is what gives the symmetry-breaking approach its name, as
this gives the condensate a determinate phase, breaking the U(1) gauge symmetry of the
cold-collision Hamiltonian (2.6).
Hamiltonian and equations of motion
Under substitution of the separated field operator (2.31), the cold-collision Hamiltonian
(2.6) may be written as
Ĥ +H0 + Ĥ1 + Ĥ2 + Ĥ3 + Ĥ4 (2.32)
where the subscript denotes the number of occurrences of the fluctuation operator in each





= (Hsp + g(nc(r) + 2n̄(r)))φ(r) + gm̄(r)φ
∗(r) + g〈δ̂†(r)δ̂(r)δ̂(r)〉, (2.33)
with nc(r) = |φ(r)|2 the condensate density, n̄(r) = 〈δ̂†(r)δ̂(r)〉 the non-condensate den-
sity, and m̄(r) = 〈δ̂(r)δ̂(r)〉 the anomalous average. This equation of motion is generally
intractable, and as such approximations are essential to gaining a useful description of the
system.
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Hartree-Fock-Bogoliubov approximation
One of the common approximations applied to the generalized GPE is the neglect of the
triplet correlation function 〈δ̂†(r)δ̂(r)δ̂(r)〉 in (2.33), known as the Hartree-Fock-Bogoliubov
(HFB) approximation [242]. This approximation leads to population conservation of the
condensate, as the triplet correlation function is the only source term in the generalized
GPE. The HFB approximation also leads to some unphysical behavior, due to the incon-
sistent treatment of the condensate and non-condensate particles [163, 242]. This may be
remedied in a variety of ways.
Neglecting the anomalous average in the HFB approximation [242] is known as the
Popov approximation. The result is a more tractable description of the condensate and
non-condensate interactions. This is often used in static form, where thermal cloud fluctu-
ations are also neglected (n̄(r, t) = n̄(r, 0)). The physical interpretation of this is that the
condensate atoms are moving in a static Hartree-Fock field resulting from non-condensate
atoms. Dynamics of the non-condensate density can also be included [243]. Calculations
within the Popov approximation have shown agreement with experiment, however the
neglect of high oder fluctuation operators limits its regime of validity to low temperatures.
The triplet correlation function can also be included. This term allows the description
of particle transfer between the condensate and non-condensate, as well as interactions
between non-condensate particles. The inclusion is possible via a kinetic theory treatment
of the scattering dynamics [244, 245]. The triplet term contributions have been combined
with the HFB formalism by perturbatively including the difference between the full Hamil-
tonian (2.32) and the HFB Hamiltonian including all fluctuation operator terms up to
second order [246–248]. The inclusion of these high order terms allows a description of
high-temperature dynamics, however their implementation in the HFB formalism is tech-
nically challenging.
Zaremba-Nikuni-Griffin approach
An effective solution to the challenge of including high order terms in the HFB formalism
was formulated by Zaremba, Nikuni, and Griffin, known as the Zaremba-Nikuni-Griffin
(ZNG) approach [249]. The ZNG approach combines the Popov approximation with a
perturbative description of the triplet terms, allowing for a full description of thermal
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= (Hsp + g(nc(r, t) + 2n̄(r, t))− iR(r, t))φ(r, t). (2.34)
The term iR(r, t) is a contribution from the triplet term, a non-Hermitian source term
describing particle exchange between the condensate and thermal cloud.
In the ZNG approach the thermal cloud is treated with a Wigner distribution f(p, r, t)
within a local semiclassical approximation. Using a phase-space distribution function re-
sults in the kinetic equations from the perturbative treatment of the fluctuation operators
becoming numerically tractable; this is in direct contrast to the perturbative treatments







· ∇rf − (∇rUHF) · (∇pf) = C12(f, φ) + C22(f) (2.35)
with the generalized mean-field potential
UHF = Vext(r) + 2g(nc(r) + n̄(r)). (2.36)
The terms on the right hand side of (2.35) are collisional integrals, with C12 representing
collisions between condensate and non-condensate particles leading to particle transfer,
and C22 representing collisions between two non-condensate particles.
The ZNG method gives a self-consistent approach to treating thermal cloud dynam-
ics via the Boltzmann equation (2.35), which is coupled to condensate dynamics via the
collisional integrals C12 and C22, and the growth term R(r, t). The major strength of the
ZNG approach is the ability to give a quantitative description of thermal cloud dynamics
in addition to the dynamics of the condensate. Application of the ZNG method has been
used to study collective mode oscillations at finite temperature [250–253], hydrodynamic
regimes [254, 255], surface mode damping in a rotating thermal cloud [256], dark soliton
decay [257,258], and vortex decay [259,260]. However, ZNG is not a true reservoir theory,
as it lacks any noise that would allow satisfaction of the fluctuation-dissipation theorem.
Furthermore, ZNG cannot easily describe systems involving fragmented condensates, or
the formation of topological excitations during the BEC phase transition.
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2.4.2 Number-conserving approach: beyond symmetry-breaking
There are some issues in the symmetry-breaking approach that can be problematic in some
regimes. Particle number is not explicitly conserved, and the condensate and symmetry-
broken non-condensate operator are not orthogonal. As a result of this, there is some
ambiguity in defining the condensate and non-condensate, which is a concern in systems
where the coupled condensate and non-condensate dynamics are significant [152]. This is
the case in non-equilibrium systems at cold temperatures, where the presence of a large
condensate contribute significantly to the dynamics. Also, the HFB and ZNG approaches
are not valid in this low-temperature non-equilibrium regime, as there the anomalous
average is significant.
In the number-conserving approach, the global U(1) symmetry of the many-body
Hamiltonian is preserved [161–163, 261]. The formalism initially follows that of the sym-
metry-breaking method, with the condensate being identified using the Penrose-Onsager
criterion, with the key differences being that the condensate mode is in operator form and
the fluctuation operator is defined such that it commutes with the total particle number
operator. It is not surprising that this results in a theory that is much greater in com-
plexity compared to the theories resulting from the symmetry-breaking approach. Never-
theless, formalism has been developed to describe time dependence in finite temperature
systems [261,262].
Fully dynamical implementations of the number-conserving method are rare [152,263].
The number-conserving approach has been used to study condensate excitations [264], and
non-equilibrium dynamics of a δ-kicked-rotor Bose-Einstein condensate at finite tempera-
ture [152].
2.4.3 Comparison with the SPGPE
We finish this section by comparing the SPGPE and ZNG methodologies. In particular
we will outline the key differences between the two theories. There have been very few
studies comparing the classical-field and symmetry breaking methods [122], however both
have seen questions arise about their validity [265,266]. The number-conserving approach
is appropriate to low-temperature regimes, and so is not directly comparable to the high-
temperature SPGPE method.
The most significant advantage of the ZNG method is the inclusion of a fully dynamical
thermal cloud. While the SPGPE does include some thermal dynamics in the coherent
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region, the omission of high-energy thermal cloud dynamics is the main limitation. While
there is no current dynamical description of a thermal cloud in the SPGPE theory, this is
not fundamentally impossible to include [106].
In the symmetry breaking approach, a macroscopically occupied single-particle mode
is identified corresponding to the condensate. At this point a mean-field description of the
condensate mode is enforced. While this is useful for immediate access to the condensate
order parameter and related properties, the choice of a single coherent mode assumes
that the condensate has no fluctuations or non-trivial correlations with thermal particles.
This is problematic in many scenarios. Around the BEC transition the condensate will
be small and fluctuations necessarily large in comparison, in the high-temperature regime
there are large fluctuations in the condensate population in equilibrium [195, 197], and in
dimensionally reduced systems enhanced fluctuations lead to a significant difference in the
condensate and superfluid densities [61]. These regimes are of experimental interest but
all outside the validity of the symmetry breaking approach.
In the classical-field approach, the classical-field includes many low-energy modes in
addition to the condensate mode. Separating the system into a coherent region and inco-
herent region, as opposed to a condensate mode and thermal cloud, obscures the role of the
condensate in the system and has been called ad hoc [266]. However the system separation
is based on the choice of a physically consistent energy cutoff such that the modes in the
classical-field are classically occupied. There is some freedom in the choice of cutoff within
this regime, and any results should be independent of the exact cutoff provided it meets
this criteria. A significant advantage in the classical-field approach is that the existence of
a condensate not necessary; in general the condensate must be extracted from the one-body
density matrix approach of Penrose and Onsager [15]. All interactions between classically
occupied modes are also included non-perturbatively. The classical-field approach is thus
valid in systems with large fluctuations, and in non-equilibrium systems.
It is apparent that each method is valid in regimes where the other is not, and as such
may be viewed as complementary methods rather than than alternative methods. ZNG
is the more appropriate method when thermal cloud dynamics are important in highly
condensed systems, while the SPGPE is more suited to systems where the temperature





In this chapter we have described the classical-field methods for describing degenerate
Bose gases at finite temperature, providing a conceptual background and discussion of the
validity and limitations of the resulting theories.
We introduced the effective field theory essential to the development of the classical-
field method, where the infinite dimensional energy space is restricted to a finite subspace.
The use of a consistent projector was discussed, a crucial element of the classical-field
method, and how this leads to a treatment of reservoir interactions that can be used to
describe finite temperature dynamics. We gave a brief survey of several classical-field
theories including the precise way in which the reservoir interactions are accounted for, the
regime in which they may be applied, and examples of their use in the literature. Finally,
we introduced possible alternative approaches for describing finite temperature degenerate
Bose gases, and discussed how they compare with the classical-field approach.
In the remainder of this thesis we focus on the classical-field method known as the
stochastic projected Gross-Pitaevskii equation. In particular we are interested in the role
of energy-damping in system dynamics and equilibrium, as this process is formally absent







The main tool we use in this work is the stochastic projected Gross-Pitaevskii equation
(SPGPE), one of several classical field methods that describe the dynamics of finite tem-
perature Bose-Einstein condensates. The SPGPE is derived via a microscopic treatment
of reservoir interactions, and is thus a first-principles approach to describing evolution of
dissipative superfluid systems. Here we outline the derivation of the SPGPE for a single
component bose gas, as well as how it may be used to perform simulations of finite-tem-
perature dynamics. We endeavour to present this derivation with a level of clarity such
that a doctoral level student can follow with little difficulty.
The outline of the chapter is as follows. In Section 3.2 we separate the system by
performing a projection of the quantum field and review the resulting Hamiltonian terms
including reservoir interactions. In Section 3.3 we give a theoretical treatment of the
reservoir interaction terms. Section 3.4 sets out the Fokker-Planck equation for the Wigner
representation of the quantum field. In Section 3.5 we arrive at the full form of the
single component SPGPE; we also comment on extensions of this to multi-component,
spinor, and effective low-dimensional systems. Section 3.6 considers different sub-theories
of the SPGPE that arise from neglecting different reservoir processes. In Section 3.7 we
outline how one may estimate SPGPE parameters for the purposes of performing numerical
simulations of experimental systems. We conclude in Section 3.8 by briefly commenting on
the numeric method used in this work, and the computing resources that were required.
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3.2 System separation


















∇2 + Vext(r) (3.3)
the single particle Hamiltonian. The single-particle states of the system are separated into
a low-energy coherent region (or C-field) and a high-energy incoherent region (or I-field);
the energy defining the two regions is known as the cutoff energy εcut. The field operator
is decomposed into












are field operators for the coherent region and incoherent region respectively. Here we have
introduced the projection operators, or projectors, which have the following properties
P {Q{F (r)}} = Q{P {F (r)}} = 0, (3.7)
P {P {F (r)}} = P {F (r)} , (3.8)
P {F (r)}+Q{F (r)} = F (r). (3.9)
42
3.2 System separation
The cold-collision Hamiltonian can then be written as

























is the Hamiltonian for reservoir interactions resulting in energy and/or particle transfer
between the two regions. The terms in the reservoir interaction Hamiltonian have been
grouped by how many coherent region field operators are present, indicated by the super-































Note that mixed terms of the coherent and incoherent region operator and the single
particle Hamiltonian are zero by definition∫
d3r ψ̂†(r)Hspφ̂(r) =
∫
d3r φ̂†(r)Hspψ̂(r) = 0. (3.17)
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3.3 Microscopic treatment of reservoir interactions
In this section we describe how we microscopically account for the reservoir interactions
between the incoherent and coherent regions, following the derivations presented in [145–
147, 149]. This involves the derivation of an equation of motion for the coherent region
density operator using master equation techniques [157,158,202].
3.3.1 Master equation
The system evolves according to the von Neumann equation of motion for the density
operator
ρ̇ = − i
~
[




ρ̇ = (L0 + LI + Lint) ρ, (3.19)
where the L are Louivillian superoperators. We now trace out the incoherent region degrees
of freedom to obtain an equation of motion for the coherent field density operator
ρC = TrI (ρ) . (3.20)
We define a new pair of projectors1 P and Q such that
v(t) = Pρ = ρI ⊗ TrI (ρ) = ρI ⊗ ρC, (3.21)
w(t) = Qρ = (1− P) ρ = ρIC, (3.22)
so
ρ = v(t) + w(t) = ρI ⊗ ρC + ρIC (3.23)
1Note that the projectors P and Q are not the same as the projectors P {·} and Q{·} we defined earlier
to separate the system into the two regions.
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where ρI ⊗ ρC is the part of the total density operator where the coherent and incoherent
regions are uncorrelated and ρIC is the part of the total density operator where the coherent
and incoherent regions are correlated. The von Neumann equation then gives
v̇(t) = P [(L0 + LI + Lint) (v(t) + w(t))] , (3.24)
ẇ(t) = Q [(L0 + LI + Lint) (v(t) + w(t))] . (3.25)





The equations of motion are now
sṽ(s)− v(0) = P [(L0 + LI + Lint) (ṽ(s) + w̃(s))] , (3.27)
sw̃(s) = Q [(L0 + LI + Lint) (ṽ(s) + w̃(s))] , (3.28)
where we have assumed that the coherent and incoherent regions are initially uncorrelated
and so w(0) = 0. We now introduce the superoperators
LC ≡ L0 + PLintP , (3.29)
LIC ≡ Lint − PLintP , (3.30)
such that L0 + Lint = LC + LIC. The superoperator LC has been defined such that it
contains the mean-field contribution of scattering from the incoherent region, known as
forward scattering. Thus LC accounts for all terms that contribute to the Hamiltonian
evolution of the coherent region. The evolution equations are now
sṽ(s)− v(0) = P [(LC + LI + LIC) (ṽ(s) + w̃(s))] , (3.31)
sw̃(s) = Q [(LC + LI + LIC) (ṽ(s) + w̃(s))] . (3.32)
We can simplify this by using the following properties [267]:
• The superoperator LC evolves the coherent region only. Applying this to the uncor-
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related part ṽ(s) thus cannot cause any correlations to form. Therefore
PLCṽ(s) = LCṽ(s), (3.33)
QLCṽ(s) = 0. (3.34)
• The term PLICP is zero by the construction of LIC, so
PLICṽ(s) = 0, (3.35)
QLICṽ(s) = LICṽ(s). (3.36)












such that LIρI = ρI. Then
QLIṽ(s) = 0. (3.38)
• The projector P also has the property PLI = LIP = 0. This gives
PLIṽ(s) = 0, (3.39)
PLIw̃(s) = 0, (3.40)
QLIṽ(s) = 0, (3.41)
QLIw̃(s) = LIw̃(s). (3.42)
• Furthermore, P and LC commute (PLC = LCP) , so
PLCw̃(s) = 0, (3.43)
QLCw̃(s) = LCw̃(s). (3.44)
Applying these leads to
sṽ(s)− ṽ(0) = LCṽ(s) + PLICw̃(s), (3.45)
sw̃(s) = (LC + LI +QLIC) w̃(s) + LICṽ(s). (3.46)
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We may eliminate w̃(s) using
w̃(s) = [s− LC − LI −QLIC]−1 LICṽ(s), (3.47)
so
sṽ(s)− v(0) = LCṽ(s) + PLIC [s− LC − LI −QLIC]−1 LICṽ(s). (3.48)
Inverting the Laplace transform and using its properties with respect to convolutions
v̇(t) = LCv(t) + PLIC
{∫ t
0
dτ exp [(LC + LI +QLIC)τ ]u(τ)LIC
}
v(t− τ), (3.49)
with u(τ) the Heaviside step function. We now make two physical approximations. The
first is that LC and LI are dominant over LIC, which acts only as a weak coupling over
the time scale of the integrand, so we may neglect the final term in the argument of the
exponential





dτ exp [(LC + LI)τ ]LIC
}
v(t− τ). (3.50)
Secondly we use the Markov approximation [157], assuming that the correlation times of
the incoherent region are very small compared to those of the coherent region. The energy
cutoff is chosen fairly high, so this approximation is justified. In this case we can set
v(t− τ)→ v(t) and the integration limit to ∞





dτ exp [(LC + LI)τ ]LIC
}
v(t). (3.51)
It will be convenient to modify the variable of integration τ → −τ such that the argument
of the exponential is negative
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3.3.2 Hamiltonian terms
The Hamiltonian terms arise from the LCv(t) term of (3.52)
ρ̇C|H = LCρC = −
i
~
[HC, ρC] , (3.53)
where
ĤC = Ĥ0 + ĤF . (3.54)












The forward-scattering term takes into account the influence of the average incoherent
region density, taking the form of a Hartree-Fock term. It is convenient to include this
term by defining an effective potential
Veff(r) ≡ Vext(r) + 2gnI(r), (3.57)




∇2 + Veff(r). (3.58)
3.3.3 Reservoir interaction terms
The second part of (3.52) accounts for interactions between the coherent and incoherent
regions. We expand LIC as
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then
































There are no terms like (3.61) that involve cross-terms between the interaction terms,
for example L(1)IC and L
(2)
IC. This is because no non-zero contributions remain after Hartree-
Fock factorization of the reservoir correlation functions stemming from these cross-terms
for a thermalised incoherent region3.
To evaluate these terms, we introduce the following definitions and notation. For a
general function f(r), we have
e−(LC+LI)τf(r) = eiĤCτ/~eiĤIτ/~f(r)e−iĤCτ/~e−iĤIτ/~. (3.64)
To simplify the formalism we will use interaction picture operators, defined as
ψ̂(r, t) = eiĤCt/~ψ̂(r)e−iĤCt/~ = e−LCtψ̂(r), (3.65)
φ̂(r, t) = eiĤIt/~φ̂(r)e−iĤIt/~ = e−LItφ̂(r). (3.66)
Number damping process: One-field terms
The one-field terms (3.61) refer to the reservoir interaction terms in (3.52) that contain
one instance of the coherent region field operator. These terms correspond physically to
the number-damping process, interactions between two reservoir atoms that result in an
energy exchange where one atom loses sufficient energy that it moves into the coherent


























+〈φ̂†(r, 0)φ̂†(r, 0)φ̂(r, 0)φ̂†(r′, τ)φ̂(r′, τ)φ̂(r′, τ)〉
[
ψ̂†(r′, τ)ρC, ψ̂(r, 0)
]







where we have used
〈R̂[φ̂†(r′, τ), φ̂(r′, τ), φ̂†(r, 0), φ̂(r, 0)]〉 = TrI
[




with R̂[φ̂†(r′, τ), φ̂(r′, τ), φ̂†(r, 0), φ̂(r, 0)] a product of the incoherent field operators.
Energy damping process: Two-field terms
The two-field terms (3.62) refer to the reservoir interaction terms in (3.52) that contain
two instances coherent region field operator. These terms correspond physically to the
energy-damping process, interactions between one coherent region atom and one reservoir
atom that result in an energy exchange such that there is no net change in particle number












〈φ̂†(r′, τ)φ̂(r′, τ)φ̂†(r, 0)φ̂(r, 0)〉 [n̂(r, 0), ρCn̂(r′, τ)]
+〈φ̂†(r, 0)φ̂(r, 0)φ̂†(r′, τ)φ̂(r′, τ)〉 [n̂(r′, τ)ρC, n̂(r, 0)]
}
, (3.69)
where we have introduced the coherent region number density operator
n̂(r, t) = ψ̂†(r, t)ψ̂(r, t). (3.70)
5See appendix B.3.
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Here we have neglected all terms that contain the anomalous field operator pairings ψ̂†ψ̂†,
ψ̂ψ̂, φ̂†φ̂†, and φ̂φ̂. The terms we have retained are know as resonant terms, while those
we neglected are non-resonant. When neglecting the condensate energy relative to the
reservoir, the non-resonant terms violate energy conservation, hence their non-inclusion.
Three-field terms
The entirety of (3.63) are also neglected, since they do not lead to processes that conserve
energy and momentum [146]. This can be seen by following the procedure used for the
one and two-field terms in Sections 3.3.5 and 3.3.6. For the case of L(3)IC, the resulting
Wigner function phase space integral [compare with (3.88)] is formally zero, otherwise the
delta-function term would violate energy conservation6.
3.3.4 Reservoir correlation functions
Hartree-Fock factorization
We treat the incoherent region as fully thermalized, so we may assume that the incoherent
region density operator is quantum Gaussian. This allows us to factorize the reservoir
correlation functions using Hartree-Fock factorization. This leads to a sum of all possible
factorizations into pair averages in which the order of the operators in the individual
pair averages is the same as within the many-operator average [267]. The Hartree-Fock
factorization of six operators is
〈ABCDEF 〉 = 〈AB〉〈CD〉〈EF 〉+ 〈AB〉〈CE〉〈DF 〉+ 〈AB〉〈CF 〉〈DE〉
+〈AC〉〈BD〉〈EF 〉+ 〈AC〉〈BE〉〈DF 〉+ 〈AC〉〈BF 〉〈DE〉
+〈AD〉〈BC〉〈EF 〉+ 〈AD〉〈BE〉〈CF 〉+ 〈AD〉〈BF 〉〈CE〉
+〈AE〉〈BC〉〈DF 〉+ 〈AE〉〈BD〉〈CF 〉+ 〈AE〉〈BF 〉〈CD〉
+〈AF 〉〈BC〉〈DF 〉+ 〈AF 〉〈BD〉〈CE〉+ 〈AF 〉〈BE〉〈CD〉, (3.71)
while for four operators
〈ABCD〉 = 〈AB〉〈CD〉+ 〈AC〉〈BD〉+ 〈AD〉〈BC〉. (3.72)
6See appendix B.4.
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Since the incoherent region is approximated as a non-interacting thermal distribution
the anomalous averages 〈φ̂†φ̂†〉 and 〈φ̂φ̂〉 are zero, and furthermore we neglect terms like
〈φ̂†(r′, τ)φ̂(r′, τ)〉 where the position and time are equal as they do not conserve energy. So
for example the first term in (3.67) is
〈φ̂†(r′, τ)φ̂†(r′, τ)φ̂(r′, τ)φ̂†(r, 0)φ̂(r, 0)φ̂(r, 0)〉 = 2〈φ̂†(r′, τ)φ̂(r, 0)〉
×〈φ̂†(r′, τ)φ̂(r, 0)〉
×〈φ̂(r′, τ)φ̂†(r, 0)〉, (3.73)
and we can factorize the remaining correlations of (3.67) and (3.69) in the same manner.
Semiclassical Wigner representation
The one-body correlations can be approximated using the one-body Wigner function [267]
W (r,k) =
∫
d3v〈φ̂†(r + v/2)φ̂(r− v/2)〉eik·v, (3.74)
so the incoherent region particle density can be recovered by integrating over the distribu-
tion






If the incoherent region is in a state of thermal equilibrium, it can be accurately described
using a semiclassical approximation. For a reservoir in equilibrium with temperature T and
chemical potential µ, and employing the local-density approximation, the Wigner function
is simply given by the Bose-Einstein distribution [268]
W (r,k) =
1
exp [β (~ω(r,k)− µ)]− 1 , (3.76)




+ V (r). (3.77)
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Approximate correlation functions
We are now able to evaluate the one-body correlations within a semiclassical approxima-
tion. Defining u = (r + r′)/2 and v = r− r′, the pair correlations are approximated over
the reservoir correlation times by





W (u,k)e−ik·v−iω(u,k)τ , (3.78)





[1 +W (u,k)] eik·v+iω(u,k)τ , (3.79)





[1 +W (u,k)] e−ik·v−iω(u,k)τ , (3.80)





W (u,k)eik·v+iω(u,k)τ , (3.81)
where the subscript I on the integration limit represents the semiclassical incoherent region
of phase space I = {~ω(r,k) > εcut} .
3.3.5 Master equation for number damping terms























+〈φ̂†(r, 0)φ̂(r′, τ)〉〈φ̂†(r, 0)φ̂(r′, τ)〉〈φ̂(r, 0)φ̂†(r′, τ)〉
[
ψ̂†(r′, τ)ρC, ψ̂(r, 0)
]
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We now rewrite this equation in terms of the approximate reservoir correlation functions



















ψ̂†(u + v/2), ρC
{
[1 +W (u,k1)]W (u,k2)W (u,k3)e
i(k1−k2−k3)·v




ψ̂(u + v/2), ρC
{
W (u,k1) [1 +W (u,k2)] [1 +W (u,k3)] e
i(k1−k2−k3)·v




[1 +W (u,k1)]W (u,k2)W (u,k3)e
i(k1−k2−k3)·v
×δ(−L̂C/~ + ω(u,k1)− ω(u,k2)− ω(u,k3))ψ̂†(u− v/2)
}




W (u,k1) [1 +W (u,k2)] [1 +W (u,k3)] e
i(k1−k2−k3)·v













and noted that this leads to
ψ̂(r, t) = e−iL̂Ct/~ψ̂(r), (3.85)
ψ̂†(r, t) = e−iL̂Ct/~ψ̂†(r). (3.86)
In (3.83) we have ignored the principal value of the time integral∫ 0
−∞
dτe−iωτ = πδ(ω) + iP (1/ω) ≈ πδ(ω), (3.87)
a physically appropriate approximation as it ensures that scattering events between coher-
ent region and incoherent region atoms conserve energy. We now define the number-damp-
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d3k3 [1 +W (u,k1)]W (u,k2)W (u,k3)












d3k3W (u,k1) [1 +W (u,k2)] [1 +W (u,k3)]
×ei(k1−k2−k3)·vδ(ε/~ + ω(u,k1)− ω(u,k2)− ω(u,k3)), (3.89)
































ψ̂(u− v/2)ρC, ψ̂†(u + v/2)
]}
. (3.90)
3.3.6 Master equation for energy damping terms













〈φ̂†(r′, τ)φ̂(r, 0)〉〈φ̂(r′, τ)φ̂†(r, 0)〉 [n̂(r, 0), ρCn̂(r′, τ)]
+〈φ̂†(r, 0)φ̂(r′, τ)〉〈φ̂(r, 0)φ̂†(r′, τ)〉 [n̂(r′, τ)ρC, n̂(r, 0)]
}
. (3.91)
Just as we did for the number-damping terms, we rewrite the equation in terms of the
approximate reservoir correlation functions (3.78)-(3.81) and neglect the principal part of
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n̂(u + v/2), ρC
{
W (u,k1) [1 +W (u,k2)] e
i(k1−k2)·v




W (u,k1) [1 +W (u,k2)] e
i(k1−k2)·v
×δ(ω(u,k1)− ω(u,k2) + L̂C/~)n̂(u− v/2)
}
ρC, n̂(u + v/2)
]}
, (3.92)









d3k2W (u,k1) [1 +W (u,k2)]
×ei(k1−k2)·vδ(ω(u,k1)− ω(u,k2)− ε/~), (3.93)















ρC, n̂(u + v/2)
]}
. (3.94)
3.3.7 High temperature regime master equation
We are interested in the high-temperature regime, where the eigenvalues of the coherent
region operator L̂C are very small compared to the temperature, that is
εn  kBT (3.95)
with εn the eigenvalues of L̂C.
Forward-backward relations
If the reservoir is in thermal equilibrium, then the Wigner function takes the semiclassi-
cal form (3.76) and the number-damping and energy-damping amplitudes satisfy what is
known as the forward-backward relations. The two number-damping amplitudes are related
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by
G(−)(u,v, ε) = eβ(ε−µ)G(+)(u,v, ε), (3.96)
while the energy-damping amplitude satisfies
M(u,v, ε) = e−βεM(u,v,−ε). (3.97)
In the high-temperature regime we can linearize the forward-backward relations with re-
spect to the energy ε.
Number-damping terms
We assume that the local condensate energy is small compared to the energy of the scat-
tering process represented in (3.88) [269], allowing us to the neglect the coherent region
energy, that is
G(+)(u,v, ε) ≈ G(+)(u,v, 0). (3.98)







Recognising that the number-damping amplitudes (3.88) and (3.89) are sharply peaked
functions of v, we are able to approximate that
ψ̂(u + v/2) ≈ ψ̂(u) (3.100)
in the number-damping master equation terms (3.90). We can then write the number-
















































We are unable to treat the energy-damping as a local process as we did for the number-
damping, due to the form of the energy-damping amplitude (3.93). We are able to reduce





as shown in appendix C.2. We will discuss the specific form of ε(r − r′) after we have
obtained the final equation of motion, for now we retain the general form. The energy-






















where [Â, B̂]+ ≡ ÂB̂ + B̂Â is the anticommutator.
High temperature regime master equation
The final master equation for the coherent region density operator, valid in the high tem-
perature regime, is
ρ̇C ≈ ρ̇C|H + ρ̇C|(1) + ρ̇C|(2), (3.106)
with ρ̇C|HC given by (3.53), ρ̇C|(1) given by (3.101), and ρ̇C|(2) given by (3.105). The
master equation in this form can be mapped to a Fokker-Planck equation using a Wigner




We use phase-space methods to represent the coherent region density operator with the
Wigner quasi-probability distribution [270]. In this section we derive a Fokker-Planck
equation for evolution of the Wigner function.
3.4.1 Multimode Wigner representation
Representation of the coherent region
In projected classical field theory, the coherent region field operator is expanded in terms



















and the χn(r) are eigenstates of the single-particle Hamiltonian (3.3)
Hspχn(r) = εnχn(r), (3.109)
with the index of summation n being a shorthand for all quantum numbers required to
specify the eigenstate. The summation in (3.107) is restricted to eigenstates in the coherent
region
C = {n : εn ≤ εcut} , (3.110)
with εcut the cutoff energy defining the two regions. The projectors introduced in Section
3.2 can be defined in terms of the eigenstates
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where F (r) and G(r) are general functions, and the summation in (3.112) is restricted to
eigenstates in the incoherent region
I = {n : εcut < εn ≤ Emax} , (3.113)
with Emax the energy cutoff that defines the effective field theory defined in Section 2.2.2.
The projector can also be equivalently written as
P {F (r)} ≡
∫









is the commutator of the coherent region field operators[
ψ̂(r), ψ̂†(r′)
]
= δ(r, r′), (3.116)




δ(r, r′) = δ(r− r′). (3.117)
Multimode Wigner distribution
The multimode Wigner distribution for a system of M modes, easily obtained as a gener-














where λ = (λ1, λ2, ..., λM) is a vector of complex variables and the α = (α1, α2, ..., αM) are
















is the symmetrically ordered quantum characteristic function for a multimode bosonic field
with density operator ρ̂ and mode operators ân. General operators are expressed in terms












Here the curly braces {·}S denotes the symmetrically ordered product of the arguments.






















Note that we pick up an extra term due to the symmetrically ordered product, representing
half a virtual particle per mode [151]. In the regime of validity for the SPGPE the extra
term is much smaller than the operator expectation, and it is thus safely neglected.
Operator correspondences
A central component of phase-space methods is the operator correspondences. These cor-
respondences allow the action of a quantum operator on the density matrix to be mapped
to the action of a classical operator on a quasi-probability distribution, in this case the
Wigner distribution. That is, we can map from a quantum representation of the system
to an equivalent classical representation.





where again the αn are the complex amplitudes of the modes; we have effectively made
the replacements ψ̂(r)→ ψ(r) and ân → αn. The quantum to classical functional operator
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We now use the operator correspondences to map the master equation (3.106) for the
coherent region density matrix ρC to an equivalent equation of motion for the Wigner
function W of the classical field ψ(r).
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3.4 Fokker-Planck equation
3.4.2 Wigner evolution equation
Hamiltonian terms
Using the operator correspondences we map the Hamiltonian master equation (3.53) to a


































In principle this is solvable, however the phase-space occupied by the Wigner function is
rather large. In addition to this, the third-order derivative term cannot be represented
by an equivalent diffusion process that would allow a formulation in terms of a stochastic
differential equation. In fact, in order to be mapped to a stochastic differential equation,
the Wigner evolution equation must take the form of a Fokker-Planck equation, with
derivatives up to second order and a positive-definite diffusion matrix [271, 272]. To this

















where we have introduced the Gross-Pitaevskii classical-field operator






















The approximate Wigner evolution equation (3.134) is a Fokker-Planck equation with no
diffusion. It may appear that there is no stochasticity in this equation due to the absence
of a diffusion term; in fact the stochastic nature comes from the initial conditions sampling
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the Wigner distribution.
Number-damping terms
Mapping the number-damping master equation (3.101) to a Wigner evolution equation



















where in contrast to the Hamiltonian Fokker-Planck equation (3.134) there is now a dif-
fusion term. When the incoherent region is near equilibrium and well described by a
single-particle Wigner function in the local density approximation, the function G(r) is
approximately constant over the spatial extent of the condensate [115]. The value of G(r)






















dB, with β = 1/kBT , λdB =
√
2π~2/mkBT the thermal de Broglie
wavelength, and Φ[z, x, a] =
∞∑
k=0






















Finally, mapping the energy-damping master equation (3.105) to Wigner evolution equa-


































3.5 Stochastic projected Gross-Pitaevskii equation
where we have used that


























































3.5 Stochastic projected Gross-Pitaevskii equation



















with the Hamiltonian, number-damping, and energy-damping terms given by (3.134),
(3.140), and (3.145) respectively. At this point we are able to map the Wigner evolu-
tion equation to an equivalent stochastic differential equation for ψ(r)8 [272].
8See appendix D.
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3.5.1 Equation of motion
The SPGPE is given by [145–147,149]



















Vε(r, t)ψdt+ iψdU(r, t)
}
, (3.150)
and the (S) in (3.150) denotes that the equation is in Stratonovich form9. The individual
terms are as follows:
Hamiltonian term
The Hamiltonian term (3.148) describes evolution of the coherent region under the coherent
region GPE operator L, as defined in (3.136). The Hamiltonian term in isolation is known
as the projected GPE (PGPE), as described in Section 2.3.4, encapsulating the interactions
between the low energy modes. Note that we have also transformed to a rotating frame
with reference energy given by the chemical potential µ, the result of which is the the
chemical potential appearing explicitly in this term.
Number-damping term
The term describing the number-damping process (3.149) takes the form of a drift term
characterized by the rate γ (3.139) and a diffusion (noise) term dW (r, t). The non-zero
correlations of the Gaussian complex noise are
〈dW ∗(r, t)dW (r′, t)〉 = 2γkBT
~
δ(r, r′)dt, (3.151)
where δ(r, r′) is the coherent region delta function (3.115).
9Note that a distinction between the Ito and Stratonovich forms exists only for multiplicative noise.
We thus only denote which form an equation is in when multiplicative noise is involved.
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Energy-damping term
The term describing the energy-damping process (3.150) takes the form of a drift term
characterized by the effective potential Vε(r) (3.144) and a diffusion (noise) term dU(r, t).
The noise is multiplicative and real with non-zero correlations
〈dU(r, t)dU(r′, t)〉 = 2kBT
~
ε(r− r′)dt, (3.152)












e(εcut−µ)/kBT − 1 . (3.154)
The domain of integration for the epsilon function (3.153) is over all k, though there is
an implicit cutoff as it inevitably is associated with a projected function. The object M
is sometimes referred to as the energy-damping rate, in direct analogy to the number-
damping rate γ, however this terminology is somewhat misleading; while both are directly
related to the strength of the corresponding process, the two processes are so functionally
distinct that it is not clear that comparing the sizes of M and γ will give any physical
insight. In fact the two rates do not even share the same units; M has units of length
squared while γ is dimensionless.
3.5.2 Formal properties
The SPGPE describes a coherent region with coupling to a thermal reservoir, with which
can be exchanged energy and particles. Thus the SPGPE gives a grand canonical descrip-
tion of the coherent region. Regardless of the values of γ andM, or indeed the actual forms
of the functions G(r) and ε(r), the SPGPE evolves any initial condition towards samples
of the grand canonical ensemble11, with equilibrium probability P (ψ) ∝ exp (−K/kBT ),
10See appendix C.2.
11This is only true if G(r) > 0; we clarify this case in the next section.
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are the coherent region energy and particle number respectively.
3.6 Sub-theories of the SPGPE
A range of sub-theories of the SPGPE may be obtained by neglecting various terms. These
sub-theories can be useful for gaining insight into the effect of the individual terms of
the SPGPE. Two of these sub-theories, the PGPE and the number-damping SPGPE12,
have seen extensive use in the past. The energy-damping SPGPE has only recently been
attracting more interest. Here we give a brief overview of the properties of these three
sub-theories.
3.6.1 Projected GPE
The PGPE (see Section 2.3.4) is given by (3.148), with the latter two terms neglected.
Formally, this may be thought of as setting the rates γ and M both to zero. It can be
shown explicitly that the PGPE is both number-conserving and energy-conserving for any











Thus the PGPE equilibrium states are drawn from the microcanonical ensemble [106].
3.6.2 Number-damped SPGPE
The number-damped SPGPE is given by
dψ|H+γ = dψ|H + dψ|γ , (3.158)
12More commonly referred to as the simple growth SPGPE in the literature.
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or by formally setting the rate M to zero while keeping γ non-zero (and positive) in the
SPGPE (3.147). The number-damping drift term is proportional to the PGPE, and the
noise is additive and weak. As a result, numerical implementation of the number-damped
SPGPE is of a similar computational expense to the PGPE [273], and a high order Runge-
Kutta algorithm can be used [115,274].
The quiet number-damped SPGPE, obtained by neglecting the noise (dW ≡ 0), is
equivalent to the damped PGPE [221–224]. This equation of motion evolves the particle








with µ̄(t) = N−1
∫
d3rψ∗Lψ the instantaneous chemical potential. The grand canonical








d3r |P {(µ− L)ψ}|2 , (3.160)
a monotonic decay that minimizes K and damps out thermal fluctuations. The equilibrium
state is the zero temperature ground state of the PGPE (3.148), that is the solution of
µψ0 = P {Lψ0}.
When the noise is retained, the number-damped SPGPE samples the grand canonical
distribution. The grand canonical energy K [ψ] > K [ψ0] for any sample ψ, however all
equilibrium properties are independent of the value of γ. This property provides a good
test when numerically implementing the number-damped SPGPE.
3.6.3 Energy-damped SPGPE
The energy-damped SPGPE is given by
(S) dψ|H+ε = dψ|H + (S) dψ|ε , (3.161)
or by formally setting the rate γ to zero while keeping M non-zero (and positive) in the
SPGPE (3.147). The energy-damped SPGPE is number-conserving, and thus samples the
canonical distribution with probability P (ψ) ∝ exp (−E/kBT ).
Numerical implementation of this sub-theory is much more technically challenging than
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for the number-damped case due to the nature of the terms in dψ|ε. The noise is multi-
plicative, requiring a semi-implicit vector Euler algorithm for stochastic integration. The
semi-implicit vector Euler algorithm is first order in the weak sense of convergence [272],
and so is much more inefficient in terms of computing resources than the high order Runge-
Kutta algorithms available for the number-damped SPGPE. Furthermore, the deterministic
term Vε(r, t) (3.144) requires calculation of the coherent region current divergence, and the
noise dU has non-local spatial correlations. A numerical method for implementing the
energy-damped SPGPE (and with it the full SPGPE) was developed by Rooney et al [1]
based on techniques used for solving the PGPE with dipole-dipole interactions [275]. We
give an overview of this method in appendix F.
The quiet energy-damped SPGPE, obtained by neglecting the noise (dU ≡ 0), may
also be referred to as the energy-damped PGPE. The deterministic term Vε(r, t) takes the
















∣∣∣k · j̃(k, t)∣∣∣2 . (3.163)
This is negative semi-definite, causing the energy of the coherent region to monotonically
decrease. This property provides a good test when numerically implementing the energy-
damped SPGPE.
When the noise is retained, we have E [ψ] > E [ψ0] for any sample ψ, however all
equilibrium properties are independent of the value of M, also a convenient test when
attempting numerical implementation. Under the assumed equivalence of the canonical
and grand canonical ensembles, the equilibrium state of the energy-damped SPGPE must
share the same equilibrium properties with the equilibrium state of the number-damped
SPGPE for the same final particle number and energy.
3.7 Estimating parameters for experiments
As a result of the first principles microscopic treatment of the reservoir interactions, the
SPGPE allows for ab initio numerical simulations that may be directly compared to ex-
periments. For this, the control parameters T , µ, and εcut must be appropriately chosen.
The rates (3.139) and (3.154) of each damping process can then be calculated. Also, the
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properties of the incoherent region can be found; this is crucial as generally experiments
will measure the total particle number.
Here we outline the incoherent region properties, then review a method for estimating
SPGPE parameters for a harmonically trapped three-dimensional system [2]. We finish by
comparing the values the SPGPE parameters for given T and NT , in addition to the values
of the two rates γ and M.
3.7.1 Properties of the incoherent region
The incoherent region density is given by semi-classical description using the single-particle

















with W (r,k) given by (3.76) and the lower integration limit
~2K2I (r)
2m
≡ max {εcut − Vext(r), 0} . (3.166)

















ex/z − 1 , (3.168)








where ω ≡ (ωxωyωz)1/3 is the geometric mean of the harmonic trapping frequencies.
13Also commonly known as the incomplete polylogarithm function, denoted Liν(y, z).
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3.7.2 Parameter estimation for a trapped system
We need to find an estimate for the chemical potential µ such that the total particle number
NT = 〈N〉+NI (3.170)
is matched accurately with experiment, where 〈N〉 is the ensemble average of the coherent
region particle number given by (3.156) and the incoherent region particle number is given
by (3.169). The energy cutoff εcut must also then be chosen such that cutoff occupation is
appreciable to validate the truncated Wigner approximation, typically ncut ≈ 1− 3 [106].
We utilise the Hartree-Fock approach developed by Rooney et al [2] to find estimates
of µ and εcut. In this method the coherent region is treated using the Thomas-Fermi
approximation, such that the number of particles in the coherent region determines the
value of µ. The thermal particles comprising the incoherent region are treated with a




+ Vext(r) + 2gn(r), (3.171)
where n(r) is the Thomas-Fermi particle density. The density of states from (3.171) can
be treated semi-analytically for a harmonically trapped system [276], allowing one to de-
termine self-consistently the values of µ and εcut for a given total particle number NT . The
resulting SPGPE equilibrium states from these estimates gives final total particle numbers
within a few percent of the desired value [2]. The numerical implementation of this method
is shown in detail in appendix E.
3.7.3 Comparison of energy-damping and number-damping rates
It can be of interest to compare the values of γ and M. We consider the ratio of γ and
M/a2ω, with aω ≡
√
~/mω the geometric mean harmonic oscillator length scale, included
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x = 0 .001
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x = 0 .001
Figure 3.1: Measures of convergence for (3.173). The top row is the ratio Φj+1(x)/Φj(x) with
varying x ≡ βµ for several values of j (top left), and varying j for several values of x (top right).
The bottom row is the truncated sum
∑jmax
j=1 Φj(x) with varying x for several values of jmax
(bottom left), and varying jmax for several values of x (bottom right).













does not have a linear approximation with respect to βµ as the Lerch transcendent diverges
when the first argument goes to unity.
In Fig. 3.1, we consider the convergence properties of Φ0(x). When considering the ratio
Φj+1(x)/Φj(x) we see that for x & 10
−2 the ratio converges to less than 1, indicating that
the sum should converge. This is supported by considering the truncated sum
∑jmax
j=1 Φj(x),
where we see that for x & 10−2 the sum converges to a finite value relatively quickly.
For x . 10−3 the convergence is less clear, however this is well below the values of βµ
appropriate to the SPGPE formulation. For typical values of βµ ∼ 10−1, the value of
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Figure 3.2: Estimates of the chemical potential µ (top row), energy cutoff εcut (middle row),
and the ratio of the two (bottom row) obtained using the Hartree-Fock parameter estimation
scheme [2] for various experimentally accessible parameters of total particle number NT and
temperature T . The black crosses indicate the parameters considered in Chapter 6.












It is common in experiments to access regimes where λdB ∼ aω for temperatures near the
critical temperature, and so this figure of merit indicates that the energy-damping rate
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N T = 10
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N T = 10
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0.6 0.65 0.7 0.75 0.8 0.85 0.9
T /Tc
Figure 3.3: Estimates of the number-damping rate γ (top row), dimensionless energy-damping
rateM/a2ω (middle row), and the ratio of the two (bottom row) obtained using the Hartree-Fock
parameter estimation scheme [2] for various experimentally accessible parameters of total particle
number NT and temperature T . The black crosses indicate the parameters considered in Chapter
6.
may be comparable to or even dominant over the number-damping rate. While (3.174)
seems to imply a linear relationship with temperature, we must keep in mind that the
chemical potential µ is also dependent on temperature, so the true temperature dependence
is obscured.
For a more quantitative comparison, we use the Hartree-Fock parameter estimation
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scheme to obtain SPGPE parameters for an isotropic harmonically trapped system with




and ratios of the
temperature to critical temperature T/Tc ∈ [0.5, 0.9]. In Fig. 3.2 we show the estimated
values of the chemical potential µ and energy cutoff εcut. We see that µ increases with total
particle number but decreases with temperature, while εcut increases with both total parti-
cle number and temperature. The ratio of εcut and µ decreases slowly with increasing total
particle number and increases with increasing temperature. The ratio is in the expected
range, staying below εcut = 4.5µ and only just dropping below εcut = 1.5µ at the extremes
of temperature. In Fig. 3.3 we show the estimated values of the number-damping rate γ
and dimensionless energy-damping rate M/a2ω, where aω ≡
√
~/(mω) is the harmonic os-
cillator length. We see that γ increases with increasing total particle number but only has
a weak dependence on temperature, showing a slow decrease. Similar behaviour is seen for
M, increasing with NT and decreasing with T/Tc, though with a stronger dependence on
the latter than for γ. The ratio of the two decreases with increasing total particle number
and also with increasing temperature, though the dependence on temperature is weaker
than that on total particle number. The value of the ratio only just drops belowM/a2ω = γ
and reaches as high asM/a2ω = 5γ at the extremes, thus indicating that the energy-damp-
ing rate is generally comparable to the number-damping rate. In Fig. 3.2 and Fig. 3.3 we
also indicate the parameters we have used when considering the 3D harmonically trapped
system in Chapter 6.
While we have shown that the number-damping and energy-damping rates are com-
parable, the two processes manifest in such different forms that simply comparing the
respective multiplicative factors is insufficient for making any conclusions at this stage.
The energy-damping takes the form of an effective potential related to the coherent region
current, while the number-damping is, up to a multiplicative factor, given by the projected
Gross-Pitaevskii operator. In the main results of this thesis, we show for specific systems
how one can directly compare the two processes, and use this to make conclusions about
their respective significance.
3.8 Numerically solving the SPGPE
Finding numeric solutions of the SPGPE is a highly non-trivial process, mainly due to two
technical challenges. Firstly, all moderately occupied low-energy modes play a significant
role in finite-temperature non-equilibrium dynamics. Thus we must propagate all modes
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beneath an appropriately chosen cutoff to a high degree of accuracy. Secondly, the de-
terministic term arising from the energy-damping reservoir interactions is non-local, and
furthermore the noise is multiplicative and has non-local spatial correlations. Efficiently
and accurately accounting for the energy-damping contributions is thus very challenging.
Previous works have shown how a spectral approach [277,278] can be used for numerically
solving the PGPE [192], providing a method of accurately propagating the low energy
coherent modes for a Bose gas with both contact [273] and dipolar [275] interactions.
The numerical method used in this work was developed by Rooney et al for a three-
dimensional harmonically trapped system [1], and is an extension of the spectral-Galerkin
method previously developed for evaluating the SPGPE number-damping terms [115]. The
core principle of the algorithm exploits that the basis states of the harmonic oscillator are
Gauss-Hermite functions, and so many of the spatial integrals can be evaluated exactly us-
ing Gauss-Hermite quadrature. The finer details of this method are presented in appendix
F.
We do wish to point out two errors that appear in the literature surrounding the
numerical method we have used. Firstly, in [1, 275] it is erroneously stated that both
the spectral and auxiliary basis states are eigenstates of the Fourier transform, giving
an incorrect quadrature rule for the energy-damping potential. This error is present in
the text only; the code developed in those works and used in this work has the correct
quadrature rule. Secondly, in [1] it is stated that the correlations of the energy-damping
noise are anti-diagonal in momentum space. This is not so much an error as it is an
oversimplification. The correlations in the traditional sense, where we take the complex
conjugate of the second noise are diagonal
〈dU(k, t)dU∗(k′, t)〉 ∝ δ(k,k′), (3.175)
but if we do not take the conjugate of the second noise the correlations are indeed anti-
diagonal
〈dU(k, t)dU(k′, t)〉 ∝ δ(k,k′). (3.176)
This is a consequence of the energy-damping noise being real in position space.
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M = 0, kBT = 32.7 h̄ω
M = γ , kBT = 32.7 h̄ω
M = 0, kBT = 0




Figure 3.4: Ensemble averages of (a) normalization, (b) condensate number, (c) energy, (d)
energy per particle, (e) position squared, and (f) momentum squared for evolution of a breathing




We perform a basic check of the algorithm by evolving some initial state to equilibrium.







in an isotropic harmonic trap of frequency ω. We consider four parameter sets; a quiet
system with number-damping only, a quiet system with both number-damping and energy-
damping, a noisy system with number-damping only, and a noisy system with both number-
damping and energy-damping. The parameters are ω = 2π × 10 Hz, Ni = 4.3 × 104,
σ = aω, κ = a
−2
ω , µ = 7.9~ω, εcut = 19.1~ω, γ = 1.9 × 10−4, kBT = 0 or kBT = 32.7~ω,
and M = 0 or M = γ. In Fig. 3.4 we show the ensemble averages of normalization N ,
condensate number N0, energy E, energy per particle E/N , position squared 〈r2〉, and
momentum squared 〈p2〉 over 1000 oscillator time periods. The time axis is scaled by
γ−1, as this determines the timescale of equilibration. We see that for each observable the
inclusion of energy-damping provides a quicker route to equilibrium. In Fig. 3.4 we see that
the coherent region loses ∼ %75 of the initial particles before reaching equilibrium when
only number-damping is present, but when energy-damping is included the loss is only
∼ %25, indicating that the energy-damping provides a more coherent route to equilibrium.
However the presence of the energy-damping does not influence the equilibrium values
reached for any of these measurements. This is true for both quiet and noisy systems,
though the presence of noise does change the equilibrium values as one would expect.
These effects due to energy-damping have previously been demonstrated [148].
3.9 Computing resources
In this section we briefly discuss the computing resources we used when obtaining the
numerical data in this thesis. The vast majority of the data was obtained using the
University of Otago’s thunderbird machines. These machines each contain twelve to twenty
Intel Core i7 CPUs, ranging from 3.2 to 3.7 GHz clock rates.
In Chapter 5 we use the 1D SPGPE, allowing us to easily vectorize the code such
that multiple trajectories are performed in parallel. The increase in computing time with
trajectories is slower than linear, so obtaining large ensembles is not too time consuming.
The main set of data in Chapter 5 is an ensemble of 5000 trajectories, which took ∼ 940
79
Chapter 3. Stochastic projected Gross-Pitaevskii equation
hours of computing time to simulate.
In Chapter 6 we use the 3D SPGPE, and as such we are unable to vectorize the code
to perform trajectories in parallel. The total computing time thus scales linearly with the
number of trajectories. Furthermore, the number of modes needed to be accurately prop-
agated scales like the cutoff energy cubed, so considering larger systems quickly increases
the required computing time. The individual trajectories in Chapter 6 ranged from ∼ 2
hours of computing time for an energy cutoff of εcut = 7.9 to ∼ 80 hours for εcut = 44.
The main set of data in Chapter 6 is the ensembles of 100 trajectories for each of the 9
parameter sets, which took a total of ∼ 14000 hours, or ∼ 570 days, of computing time to
simulate. In general one would desire more trajectories for analysing a system, preferably
by an order of magnitude, but in our timeframe we were unable to do this while still hav-
ing some exploration of the parameter space. Potential future work is the modelling of a
particular experiment using the SPGPE; in that case we would focus on a single parameter







SPGPE linear fluctuation analysis
4.1 Introduction
While giving a simple figure of merit, comparing values of the damping rates does not give
a complete picture, as the way they manifest in the equation of motion is not equivalent.
Number-damping is simply a constant multiplied by the Gross-Pitaevskii operator, while
the energy-damping is given by an effective potential related to the divergence of the co-
herent region superfluid current, thus the detailed dynamics matter in setting the relative
importance of the two non-linear dissipative mechanisms. The noises are also distinct, with
number-damping being additive, complex and local, while energy-damping is multiplica-
tive, real, and non-local. The importance to dynamics of each process is thus not initially
clear. Equilibrium system properties can become clearer by performing a linear fluctuation
analysis. Linear fluctuation analysis is a commonly used technique that generally results in
obtaining the dispersion relation and momentum dependent damping rates for the system
under consideration. The technique is closely related to the analysis of Bogoliubov modes
of a system.
In this chapter we perform linear fluctuation analysis of the SPGPE, assuming a 3D
homogeneous system and considering density and phase fluctuations. This analysis reveals
a number of key properties of the system. Neglecting the noise allows us to obtain the
dispersion relation and momentum-dependant damping for the SPGPE. This damping
has distinct dependences on both number-damping and energy-damping. Retaining the
noise then leads us to the steady-state variances and spectra for the fluctuations, further
revealing the significant role that energy-damping plays in the equilibrium properties of
the system.
In Section 4.2 we find the linearized form of the SPGPE in momentum space, util-
ising a hydrodynamic approximation and neglecting projector effects. In Section 4.3 we
find analytic expressions for various properties of density and phase fluctuations around a
homogeneous background. We consider the dispersion relation, damping, and fluctuation
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spectra, in particular with respect to the two reservoir interaction processes. In Section
4.4 we conclude.
4.2 Linearized hydrodynamic SPGPE in k-space
Here we show step by step how to obtain a form of the SPGPE that allows us to perform
the linear fluctuation analysis. First we recast the SPGPE in a hydrodynamic form by
writing the wave function ψ in terms of the probability density n and phase θ, giving
a pair of coupled stochastic differential equations for n and θ. We then linearize the
equations around the equilibrium background density n̄ and phase θ̄, giving a pair of
coupled stochastic differential equations for the fluctuations in density δn and phase δθ.
Finally, we transform these equations to momentum space, where each of the noise terms
have delta correlations. This final form of the SPGPE allows us to analyse the properties
of the density and phase fluctuations.
4.2.1 Hydrodynamic form
The SPGPE (3.147)-(3.150) may be written as a single equation




[(1− iγ) (µ− L) dt− Vε(r, t)dt+ ~dU(r, t)]ψ(r, t) + dW (r, t)
}
. (4.1)


























(dW1(r, t) + i dW2(r, t)) , (4.3)
where the dWi(r, t) are increments of real Wiener processes with true delta correlations
〈dWi(r, t)dWj(r′, t)〉 = δ(r− r′)δijdt, (4.4)
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consistent with the neglect of the projector. In (4.2) we have used that γVε(r, t) ∝ γM≈ 0
to bring the the energy-damping potential Vε(r, t) into the first term with common factor
(1 − iγ). The SPGPE is in Stratonovich form so we are free to proceed using standard
calculus. We use the Madelung transformation
n = |ψ|2, (4.5)
(S)dn = ψ∗dψ + ψdψ∗ = 2Re (ψ∗dψ) , (4.6)



































































































cos θ(r, t)dW2(r, t). (4.10)
85
Chapter 4. SPGPE linear fluctuation analysis
Note that if we neglect the presence of noise the hydrodynamic form of the SPGPE becomes
∂n(r, t)
∂t
= −∇ · (n(r, t)v(r, t)) + 2n(r, t)γµ
~









∇ · (n(r, t)v(r, t))
)
, (4.12)

















We have thus recovered the quantum Euler equations for a superfluid with damping γ
and trapping V (r, t) = Vext(r) + Vε(r, t). Evidently (4.9) and (4.10) may be considered
stochastic versions of the standard quantum Euler equations.
4.2.2 Linearized homogeneous system
We consider a homogeneous system with Vext(r) = 0 and linearize about the Thomas-Fermi
ground state. That is, we set
n(r, t) = n̄+ δn(r, t), (4.15)
θ(r, t) = θ̄ + δθ(r, t), (4.16)
where µ = gn̄. Note that we are free to set θ̄ = 0 given it is a global phase and thus does
not have any physical meaning. The hydrodynamic form of the SPGPE then becomes






























4.2 Linearized hydrodynamic SPGPE in k-space
Note that we have not yet applied the linearization to the effective energy-damping poten-
tial Vε(r, t); it is simpler to leave this until we have transformed to momentum space. We
have also dropped the (S) denoting that the SDE is of the Stratonovich form; as we no
longer have multiplicative noise there is no difference of consequence between the Ito and
Stratonovich forms.
4.2.3 Momentum space












δn(r, t) = F−1 [δn(k, t)] , (4.21)
δθ(r, t) = F−1 [δθ(k, t)] (4.22)

















d3r dU(r, t)e−ik·r (4.25)
are now complex with correlations
〈dWi(k, t)dW ∗j (k′, t)〉 = δ(k− k′)δijdt (4.26)
〈dU(k, t)dU∗(k′, t)〉 = 2MkBT
~k
δ(k− k′)dt. (4.27)
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where dW3(k, t) is also the Fourier transform of a real Wiener process with correlations




F−1 [kδθ(k, t)] . (4.29)
Transforming to k-space then leads to


































or in vector SDE notation











the complex Wiener processes are independent with correlations






































Equations (4.32)-(4.36) give a complete description of the stochastic dynamics of linearized
fluctuations. In what follows we study the fluctuation properties in detail for a specific
set of parameters, focussing on steady-state fluctuation spectra and the link to Bogoliubov
dispersion for density fluctuations.
4.3 Fluctuation properties
In this section we consider the fluctuation properties that may be discerned from the
linearized equation of motion (4.32) using standard stochastic methods [272]. For the
purposes of visualizing these properties, we must choose some appropriate parameters. We
first find physically consistent parameters for a large harmonically trapped system using
the Hartree-Fock parameter estimation scheme [2], then take the values at the trap centre
as an estimate of appropriate parameters for our homogeneous system.
4.3.1 Parameters
We first find physically consistent parameters for a large (NT = 10
6) harmonically trapped
(ω = 2π×10 Hz) system of 87Rb atoms at temperature T = 0.75Tc using the Hartree-Fock
parameter estimation scheme [2]. We then consider a new homogeneous box system with
length chosen to be the Thomas-Fermi radius of the harmonic trap L = RTF = 21.3µm.
The parameter estimation gives the chemical potential µ = 1.30×10−31J (µ/kB = 9.42 nK)
and temperature T = 33.8 nK. The background particle density, healing length, and
speed of sound are chosen to be the values at the centre of the harmonic trap giving
n̄ = 2.54µm−3, ξ = 0.770µm, and c = 948µm s−1 respectively. The total number of
particles in the coherent region is then N = 2.47 × 105, and the number-damping and
energy-damping rates are γ = 4.4×10−4 andM = 0.0038µm2 = 1.68×10−5ξ2 respectively.
For a finite system, the experimentally meaningful values of k are limited1 above by the
1By this we mean that there is little relevant interesting physics outside this regime; the k values outside
this range can in principle be probed.
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For our homogeneous box system these upper and lower limits are kξ = 8.16µm
−1 = 2πξ−1
and kL = 0.294µm
−1 = 0.226ξ−1 respectively.
4.3.2 Dispersion and damping
Here we neglect the noise in order to obtain the dispersion relation describing the relation
between wavenumber, energy, and dissipation rate. We will then use this non-stochastic
description as a reference point for understanding the role of noise in the system. Neglecting
the noise, we find the deterministic equation
∂
∂t
δx(k, t) = −A(k)δx(k, t). (4.39)
As is usual for such calculations, we assume the time dependence is given by
δx(k, t) = δx(k)e−iε(k)t/~ (4.40)
where ε(k) is the dispersion relation. Then
(A(k)− iε(k)/~) δx(k) = 0, (4.41)
and we can find the dispersion relation by solving the characteristic equation
|A(k)− iε(k)/~| = 0, (4.42)
giving









− ~2Γ(k)2 − i~Γ(k) (4.43)
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containing distinct terms due to number-damping and energy-damping respectively. In the
















~k = cp (4.46)





We can decompose the damping rate into contributions from the two reservoir interaction
processes














There is a clear distinction between the contributions due to energy-damping and number-
damping; the number-damping is quadratic in the momentum while energy-damping is
linear in the momentum. We can find where the relative contributions of each process are
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Figure 4.1: (a) The total dispersion relation (4.43), phonon dispersion relation (4.46), and
quasiparticle dispersion relation (4.47). (b) The ratio of the energy-damping (4.50) and number-
damping (4.49) contributions to the mode damping. (c) The total mode damping (4.44), and
the energy-damping (4.50) and number-damping (4.49) contributions for low k. (d) The total
mode damping (4.44), and the energy-damping (4.50) and number-damping (4.49) contributions
for high k. We have also indicated the upper (kξ) and lower (kL) limits on physically relevant k
by dashed gray vertical lines.
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For all parameters we have looked at, the second term in the square root is much smaller
than unity, so we may approximate the solutions as
k1 ≈
2gmγ




Hence there are three regimes:
i) The low k, or large length scale regime, given by k < k1. Here the number-damping
process dominates the total mode damping due to the constant term in (4.49).
ii) The intermediate k, or intermediate length scale regime, given by k1 < k < k2. Here
the energy-damping process dominates the total mode damping due to the linear k
term (4.50).
iii) The high k, or short length scale regime, given by k2 < k. Here the number-damping
process again dominates the total mode damping due to the quadratic term in (4.49).
There is a point within the intermediate k region where the relative contribution of the
energy-damping process is at its highest, which we denote kε. It is easy to show that this
occurs at kεξ ≡
√
2.
The easily accessible regime for many experiments involves k values at longer wave-
lengths. However, important physics also occurs near kξ = 1, for example in vortex-sound
interactions. Values of k  kξ corresponding to high energy are difficult to both resolve and
excite. For these reasons, here we focus on the regime of wave numbers kL < k < kξ, ac-
counting for much of the physically interesting and accessible length scales in Bose-Einstein
condensates. The dispersion and damping curves are shown in Fig. 4.1. For our parameters
the damping regime separators are k1 = 0.0235 ξ
−1  kL and k2 = 170 ξ−1  kξ, small and
large enough respectively that we are unable to show them in Fig. 4.1 without obscuring
the relevant features. The physically relevant region lies entirely within the intermediate k
regime, and so for our parameters we expect the damping of excitations to be dominated
by energy-damping.
4.3.3 Stationary properties
Here we consider the stationary properties of the k-space density and phase fluctuations.
In the literature it is standard to include a subscript to indicate that we are interested in
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fluctuations around the steady-state
δx(k, t) −→ δxs(k, t). (4.53)
Variance
The stationary covariance matrix σ(k) is defined by
σ(k) =
∫
d3k′ 〈δxs(k, t)δx†s(k′, t)〉 (4.54)
and can be calculated using [272]
σ(k) =
Det (A(k)) B(k)BT(k) + [A(k)− Tr (A(k))] B(k)BT(k) [A(k)− Tr (A(k))]T
2Tr (A(k)) Det (A(k))
.
(4.55)
From this we find that the variances of density and phase fluctuations are
σ11(k) ≡
∫










respectively, while the covariances are zero
σ12(k) ≡
∫
d3k′ 〈δns(k, t)δθ†s(k′, t)〉 = 0, (4.58)
σ21(k) ≡
∫
d3k′ 〈δθs(k, t)δn†s(k′, t)〉 = 0. (4.59)
The steady-state variances have no dependence on either of the damping rates. This is
to be expected, as it is a general property of statistical ensembles that the equilibrium
ensemble cannot depend on the detailed values of the reservoir coupling parameters, but
rather can only depend on the type of reservoir coupling (grand canonical, canonical,
microcanonical). The density-density variance has a well-defined low-k limit, while the
phase-phase variance diverges as k tends to zero. In any physical system, there is an
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Figure 4.2: The density-density (4.56) σ11(k) and phase-phase variances (4.57) σ22(k). Also
shown by the dashed grey vertical lines are the effective upper and lower k values (4.37) and
(4.38).
effective lower limit to k imposed by the system size2, so in practice the phase variance
will saturate at mkBT/(n̄~2k2L). The k-dependence of the variances are shown in Fig. 4.2,
demonstrating these properties.
Spectrum matrix
The spectrum matrix is defined as the temporal Fourier transform of the two-time corre-








G(k, τ) = lim
t→∞
∫
d3k′ 〈δxs(k, t)δx†s(k′, t+ τ)〉. (4.61)
2The divergence does imply that there can be no phase coherence in the limit of an infinitely large
system. However whether this is an appropriate conclusion is up for debate, as a rigorous application of
the thermodynamic limit would need to be considered, especially with respect to the projected formalism
which we have thus far neglected.
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For a vector stochastic differential equation of the form (4.32)3 the spectrum matrix may









The full result for the spectrum matrix is rather unwieldy, but there is a common factor


















k6~6 + 8k4µm~4 + 16k2µ2m2~2
) (
γ2k + k + 2γn̄M
)2
(4.63)






























γ2k + k + 2γn̄M
) (




where S11 is the density-density fluctuation spectra
4, S12 is the density-phase fluctuation
spectra, and S22 is the phase-phase fluctuation spectra.
To investigate the roles of the two damping processes, we linearize the full fluctuation
spectra with respect to the (small) rates γ andM and decompose this into number-damping
and energy-damping contributions
S(k,Ω) ≈ Sγ(k,Ω) + Sε(k,Ω). (4.67)
3That is, a vector Ornstein-Uhlenbeck process.
4The spectra of density-density fluctuations in k-space is equivalent to the dynamic structure factor.
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n̄~π (~3k4 + 4m~ (k2µ−mΩ2))2
×












and the leading order energy-damping contribution is
Sε(k,Ω) =
16MkBTm2



















k (k4~4 + 4m (2µk2 +mΩ2) ~2 + 16m2µ2)
 ,
(4.70)
where where have performed the division component-wise.
The density-density fluctuation spectra is shown in Fig. 4.3(a). Of immediate note
is that the fluctuation spectra is always strongly peaked about the dispersion relation
(4.43), an expected result but still an important check of consistency. Of more relevance to
our investigation of the significance of the two damping processes is the ratio of the linear
energy-damping contribution to the linear number-damping contribution (4.70). This ratio
is shown in Fig. 4.3(b), where it is clear that the energy-damping contribution dominates
over the majority of the space. In particular, the region where the number-damping contri-
bution becomes larger, in the area to the left of the black line in Fig. 4.3(b), is significantly
removed from where the spectra is peaked, so the fluctuation spectra have low amplitude
in this region anyway. To directly compare the leading order damping contributions to the
full fluctuation spectra, we consider each at constant k for varying Ω, or constant Ω for
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Figure 4.3: (a) The density-density fluctuation spectra (4.64); the black dashed line is the
dispersion relation (4.43) and the white dash-dot line are the slices shown in (c) and (d) at Ωm
and km. (b) The ratio of the linear contributions (4.68) and (4.69); the black line is where the
ratio is unity. (c) The leading damping contributions (4.68) and (4.69), and full spectra (4.64) at
Ωm. (d) The leading damping contributions (4.68) and (4.69), and full spectra (4.64) at km.
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The constant Ω is then chosen to be the value of the dispersion relation (4.43) at km
~Ωm = ε(km) = 6.22µ. (4.72)
In Fig. 4.3(c) we show the fluctuation spectra (4.64) and leading order damping contribu-
tions (4.68) and (4.69) at k = km, while in Fig. 4.3(d), we show these at Ω = Ωm. We see
from these that the energy-damping contribution closely approximates the full fluctuation
spectra, while the number-damping contributes very little. Again we see that the spectra
is peaked about the dispersion relation (4.43), however the height of the peak is larger for
both the leading order damping contributions than the full spectra.
Similar properties can be seen in the phase-phase fluctuation spectra shown in Fig. 4.4(a).
As expected the spectra is again strongly peaked about the dispersion relation (4.43),
and the energy-damping contribution dominates over the number-damping contribution as
shown specifically in Fig. 4.4(b). In this case the small region where number-damping be-
comes dominant is at low frequency Ω, for all wavenumber k, while in the density-density
fluctuation spectra this occurred at low wavenumber for all frequency. In both cases,
however, the result of note is that the energy-damping is the largest contributor around
the peak of the spectra. In Fig. 4.4(c) and Fig. 4.4(d) we show the fluctuation spectra
(4.66) and leading order damping contributions (4.68) and (4.69) at k = km and Ω = Ωm
respectively. Once again the energy-damping contribution closely approximates the full
spectra while the number-damping is largely negligible, and the peak of both leading order
damping contributions is larger than the true peak.
We see similar features once more in the density-phase fluctuation spectra shown in
Fig. 4.5(a), with a peak about the dispersion relation (4.43). In this case, the ratio of the
two contributions (4.70) has no dependence on the frequency Ω; for the density-density
and phase-phase fluctuation spectra the ratio had dependence on both Ω and k. The ratio
is thus easily visualized in Fig. 4.5(b). The ratio goes to zero at both low and high k, with
a peak that can easily be shown to occur at kεξ =
√
2; this is the same behaviour that
was seen in the ratio of damping contributions in Fig. 4.1(b). Over the physically relevant
range, the energy-damping contribution is larger than the number-damping contribution
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Figure 4.4: (a) The phase-phase fluctuation spectra (4.66); the black dashed line is the dispersion
relation (4.43) and the white dash-dot line are the slices shown in (c) and (d) at Ωm and km. (b)
The ratio of the linear contributions (4.68) and (4.69); the black line is where the ratio is unity.
(c) The leading damping contributions (4.68) and (4.69), and full spectra (4.66) at Ωm. (d) The














































































































Figure 4.5: (a) The density-phase fluctuation spectra (4.65); the black dashed line is the dis-
persion relation (4.43) and the white dash-dot line are the slices shown in (c) and (d) at Ωm and
km. (b) The ratio of the linear contributions (4.68) and (4.69); the black line is where the ratio
is unity. (c) The leading damping contributions (4.68) and (4.69), and full spectra (4.65) at Ωm.
(d) The leading damping contributions (4.68) and (4.69), and full spectra (4.65) at km.
101
Chapter 4. SPGPE linear fluctuation analysis
by an order of magnitude. In Fig. 4.5(c) and Fig. 4.5(d) we show the fluctuation spectra
(4.65) and leading order damping contributions (4.68) and (4.69) at k = km and Ω = Ωm
respectively. The observed features are consistent with the previous two cases, with the
energy-damping contribution closely approximating the full spectra while the number-
damping contributing very little, and the peak of both leading order damping contributions
being larger than the true peak.
4.4 Conclusions
In this chapter we have performed a linear fluctuation analysis of the SPGPE for a 3D
homogeneous system, including both the number-damping and energy-damping reservoir
interaction processes. To our knowledge this is the first instance such an analysis has
been done that includes the energy-damping process. Using standard stochastic methods
we obtained the dispersion relation, momentum dependent damping rate, and momen-
tum space fluctuation spectra. The dispersion relation shows the usual phonon-like and
quasiparticle-like regimes familiar from Bogoliubov analysis. The distinct nature of the
two reservoir interaction processes are apparent in the momentum dependent damping
rate as they have different momentum dependence; the number-damping term is quadratic
in the momentum, while the energy-damping term is linear in the momentum. This im-
plies that energy-damping is the dominant damping process over a significant range of
length scales. Indeed, we see that the ratio of energy-damping to number-damping con-
tributions to the mode damping is at least an order of magnitude greater than unity over
the experimentally accessible range of length scales, and exhibits a peak at kεξ =
√
2. The
momentum space fluctuation spectra is strongly peaked about the Bogoliubov dispersion
relation, as would be expected. When taking the linear contributions from energy-damping
and number-damping, we found that the fluctuation spectra is typically dominated by the
energy-damping contribution. Our results strongly suggest that the energy-damping reser-
voir interaction process is significant when considering the properties of a finite-temperature
3D homogeneous Bose gas in equilibrium. These predictions can be tested numerically by
solving the SPGPE in a 3D box, however the development of code for solving such a system
is itself a non-trivial task, and is a topic for future work. Furthermore, increasing control
in BEC confinement [279,280] also means that direct experimental tests in a box trap are
now possible. It could also be possible to use a local density approximation to extend this





Numerical solutions of the Stochastic Projected Gross-Pitaevskii equation (SPGPE) have
been shown to give results that agree qualitatively and quantitatively with experiments
[71,121]. However solving the full SPGPE is in general very computationally intensive, even
for single trajectories, and large ensembles of trajectories are usually required to obtain
any meaningful results. Of course, a much quicker route to making predictions is to use
analytic solutions of the SPGPE. Unfortunately explicit analytic dynamical or equilibrium
solutions for the full complex field are few and far between.
In many systems we may already know that the system will only access a limited set of
states, to some reasonable approximation. A system in equilibrium with its surroundings is
highly unlikely to change to a state too far from the steady state. Furthermore, particular
types of excitations on top of an equilibrium system are often able to be described by only
a few parameters. For example, an approximately Thomas-Fermi condensate in a quasi-1D
trap is unlikely to stray too far from being Thomas-Fermi, even in contact with a thermal
cloud. We may then consider the excitations on top of the equilibrium, such as “sloshing”
(Kohn-like modes of the condensate) and “breathing” (expansion and contraction of the
condensate). These excitations can be (approximately) parameterised by the expectation
of position and momentum, or the square of position and momentum respectively. If we can
construct a stochastic differential equation for these low order moments, it may be much
more simple than the SPGPE due to the elimination of the spatial degree of freedom, and
may even admit analytic solutions.
An earlier implementation of this method was used in a previous work [150] to describe
motion of a matter wave bright soliton in a condensed quasi-1D bose gas moving through
a thermal cloud of a second component; this was done by obtaining a stochastic equation
of motion for the field momentum. In this chapter we take a more general approach and
derive stochastic collective equations for matter wave moments of the SPGPE including the
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effects of both number-damping and energy-damping, which we refer to as the stochastic
Ehrenfest relations ; a previous work has found Ehrenfest relations for the ensemble averages
of the moments for a number-damped system [281]. The chapter is structured as follows.
In Section 5.2 we recap the standard Ehrenfest relations. In Section 5.3 we show how Ito’s
change of variables formula can be applied to the SPGPE. In Section 5.4 we derive the
stochastic Ehrenfest relations, stochastic differential equations for moments of the SPGPE,
and demonstrate the simpler form that results when the moment is the expectation of a
one-body operator. In Section 5.5 we consider the effect of corrective terms arising from
the projector via the simple example of a quasi-1D Thomas-Fermi system, showing that
these terms can generally be neglected. We conclude in Section 5.6.
5.2 Ehrenfest relations
5.2.1 Ehrenfest’s theorem








〈p̂〉 = −〈∇V (r)〉 (5.2)
relates the time derivative of the position r̂ and momentum p̂ expectation values to the
expectation of the force F (r) = −∇V (r) on a massive particle moving in a potential. These
Ehrenfest relations suggest that the motion of the particle obey Newton’s second law in an
average sense, though one should not then expect that the averages 〈r̂〉 and 〈p̂〉 will follow
classical trajectories. In fact, only the special case of a harmonic potential will result in
the classical particle motion and expectation of the quantum particle motion coinciding
exactly. For a general potential, the classical and quantum trajectories will approximately
coincide if the wave function is very localised [283]. The Ehrenfest relations are a special
case of a more general result that relates the time derivative of the expectation of a general
quantum mechanical operator Â with the Hamiltonian operator Ĥ ≡ p̂2/2m+ V (r) [284]
d
dt













where the second term arises due to any explicit time dependence of the operator. When
working in the Heisenberg picture this result is immediate, however for our purposes it is
useful to consider the Schrodinger picture. Let the expectation of Â be
〈Â〉 =
∫
d3rψ∗(r, t)Âψ(r, t) (5.4)




= Ĥψ(r, t). (5.5)
Then taking the time derivative of (5.4) and substituting in (5.5) gives the result.
5.2.2 Gross-Pitaevskii equation
It is simple to show that the Ehrenfest relations for the Gross-Pitaevskii equation are
identical to those for the Schrodinger equation [285]. Let the expectation of Â be
〈Â〉 =
∫
d3rψ∗(r, t)Âψ(r, t) (5.6)






Ĥsp + g|ψ(r, t)|2
)
ψ(r, t). (5.7)
Then taking the time derivative of (5.6) gives
d
dt











Importantly, the terms containing the non-linearity cancel out; the Ehrenfest theorem for a
Gross-Pitaevskii fluid simplifies due to the internal cancellation of all two-body interaction
forces.
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5.2.3 Damped projected Gross-Pitaevskii equation




= P {(1− iγ)(L− µ)ψ(r, t)} (5.9)






+ V (r, t) + g|ψ(r, t)|2
)
ψ(r, t). (5.10)
The external potential is decomposed into a time invariant part V (r) and a time dependent




+ V (r). (5.11)
The eigenstates φn(r) of the single-particle Hamiltonian (Hspφn(r) = εnφn(r)) are chosen
to be the basis states for the system. The Ehrenfest relations for the damped projected



















= −〈∇V (r, t)〉W +
2γ
~
Re〈p (µ− L)〉W +
2γkBT
~





〈lV (r, t)〉W +
2γ
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5.3 Ito change of variables
for A ∈ {r,p, l}. The angled brackets again represent the expectation of the operator over
the field (5.6), while the subscript W indicates that the Wigner ensemble average has also



















d3r〈ψ∗(r)ψ(r)〉W δ(r, r), (5.20)
which has a well-defined value in the projected theory. If we take the non-projected limit
(εcut → ∞) then an ultraviolet divergence arises due to the δ(0). It is apparent that the
value of these trace terms is dependent on the single-particle basis being used.
5.3 Ito change of variables
In this section we show how we can obtain a stochastic differential equation of motion for an
arbitrary matter wave moment from the SPGPE. This is done by extending the Ito change
of variables method to projected functional calculus. In order to use this method, we
must first recast the SPGPE into the Ito form, rather than the usual Stratonovich form.
This requires a revisit to the Fokker-Planck equation for the Wigner quasi-probability
distribution, and a reordering of projected functional derivatives before again mapping the
Fokker-Planck equation to an equivalent stochastic differential equation for the classical
field.
5.3.1 Ito stochastic projected Gross-Pitaevskii equation
Recall that the stochastic projected Gross-Pitaevskii equation (SPGPE) is a stochastic
differential equation (SDE) in Stratonovich form




(1− iγ) (L− µ)ψ(r, t)dt
− i
~
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The projector restricts the evolution to the coherent region consisting of the M single-
particle modes with energy less than the cutoff εcut. Given a functional A[ψ, ψ
∗, t] of the
field ψ we can find an equivalent SDE for the functional using Ito’s formula [272], however
this requires that the original SDE is in Ito form rather than Stratonovich form. The
SPGPE being in Stratonovich form is a consequence of the mixed ordering of functional
derivatives and fields in the latter two lines of (5.22). To map to an SDE in the Ito form,
these must be altered such that all instances of functional derivatives precede any instances




ψ(r′)W [ψ, ψ∗] =
δ̄
δ̄ψ(r′)
ψ(r)ψ(r′)W [ψ, ψ∗]− δ(r, r′)ψ(r′)W [ψ, ψ∗], (5.23)
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allows us to manipulate the FPE (5.22) such that the functional derivatives and fields are




























































where the Stratonovich correction is given in the second line. The Ito form1 of the SPGPE
is thus














The change in form has resulted in a correction in the deterministic part of the SPGPE,
which we refer to as the Stratonovich correction








5.3.2 Ito change of variables
Consider an n-dimensional vector x(t) satisfying the (Ito) stochastic differential equation
(I)dx(t) = A(x, t)dt+ B(x, t)dW(t), (5.27)
1We denote this by the inclusion of (I).
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where x(t), the n× n drift matrix A(x, t), the n×m diffusion matrix B(x, t), and the m-
dimensional noise vector dW(t) are all real-valued2. The stochastic differential equation
describing an arbitrary function of x(t), f [x(t)], is given by Ito’s formula for change of
variables, obtained by expanding df [x(t)] to second order in dW(t) and retaining only



















Bij(x, t)∂if [x(t)]dWj(t). (5.28)
The extension of this to the Ito SPGPE is an application of functional calculus. Consider
a functional A[ψ, ψ∗, t] of the complex field ψ, and recall the definition of the projected
functional derivatives (3.128) and (3.129). The change of variables formula is then



















































with (I)dψ(r) the Ito form of the SPGPE (5.25).
Equation (5.29) expresses the Ito change of variables for projected functional calculus
applied to the SPGPE. In the next section we apply this general statement to obtain
stochastic equations of motion for moments of the stochastic matter wave field.
5.4 Stochastic Ehrenfest relations
In this section we derive equations of motion for moments of the classical field by evaluating
(5.29), which we refer to as stochastic Ehrenfest relations. We first consider the most
general case, making no assumptions about the nature of the moment. We then consider
2The dimensionality of the vector x and the noise vector dW(t) need not be the same.
110
5.4 Stochastic Ehrenfest relations
the simpler, but still significant, case of one-body operators. In this case the connection
between these equations and the usual statement of the Ehrenfest relations becomes clear.
We finish by explicitly showing the stochastic Ehrenfest relations for several commonly
considered moments of the classical field.
5.4.1 General matter wave moment
Evaluating (5.29) gives


































F [∇ · j(r)] dt




















































The two noises are independent
〈dWAγ (t)dWAε (t)〉 ≡ 0 (5.31)
with correlations




















∣∣∣∣F [Im{ δ̄A[ψ, ψ∗, t]δ̄ψ(r) ψ(r)
}]∣∣∣∣2 dt. (5.33)
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It will be useful to rewrite this as an equation of motion with regular functional derivatives











The equation of motion is then


































F [∇ · j(r)] dt+QεA














dt+ T εA, (5.35)
where the noise correlations are




























































F [∇ · j(r)] dt,(5.40)
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and the epsilon term






































The number-damping and energy-damping each have a corresponding drift, diffusion, and
trace3 term.
5.4.2 One-body operators
With knowledge of a particular matter wave moment, we can use (5.42) to obtain the
corresponding stochastic equation of motion. However, we can obtain a simpler form if
we restrict our attention to one-body operators, which is a restriction that still includes a
number of useful moments and is thus a useful restriction with some practical advantages.
Consider a moment that is the expectation of a one-body operator
A[ψ, ψ∗, t] = 〈ψ|Â|ψ〉 =
∫
d3r〈ψ|Â|r〉ψ(r), (5.44)
3We refer to dAε loosely as the energy-damping trace term, despite the fact it is not strictly a trace; it
is the energy-damping counterpart to the number-damping trace term, which is a true trace.
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where we have defined the totally projected operator ÂP ≡ P̂ÂP̂ . Importantly, for such
operators the projected functional derivatives corresponding to the operator Â are equiva-
lent to the regular functional derivatives of the totally projected operator ÂP ; this makes











































F [∇ · j(r)] dt+ T εA
+dWAγ (t) + dW
A
ε (t) (5.47)
where the noise correlations are












∣∣∣F [Im{〈ψ|ÂP |r〉ψ(r)}]∣∣∣2 dt, (5.49)
and the epsilon term is



















〈r|ÂP |r′〉ψ(r′)ψ∗(r) + h.c.
]
ε(r− r′)dt. (5.50)
As with (5.30), it will be useful to rewrite this as an equation of motion where the effect
of the projectors are more explicit. To this end, we use that P̂ ≡ 1−Q̂, so the SDE of the
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F [∇ · j(r)] dt










where the noise correlations are
















∣∣∣F [Im{〈ψ|Â|r〉ψ(r)}]∣∣∣2 +DεA) dt,
(5.53)


























F [∇ · j(r)] dt (5.56)
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and the epsilon term is















d3r′〈r|P̂ÂP̂|r′〉ψ∗(r)ψ(r′)ε(r− r′) + h.c.. (5.59)
We have expressed (5.51) in a way that shows the presence of the commutator [Â, Ĥsp] so
as to make the connection between this equation and the general Ehrenfest theorem clear.
5.4.3 Noise correlations for multiple moments
When considering more than one moment, one must take care when considering the noise
terms that arise. Let B = B[ψ, ψ∗, t] be another moment of the SPGPE with evolution
described by (5.30). The correlations between the noises corresponding to A and the noises
corresponding to B are


































for number-damping and energy-damping respectively.
One-body operator
For moments that are the expectation of a one-body operator the correlations are
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for number-damping and energy-damping respectively.
5.4.4 Stochastic Ehrenfest relations
Now that we have a general form of the stochastic Ehrenfest relations (5.59), we consider
some useful special cases of operators. We consider the expectations of position R ≡ 〈r̂〉,
momentum P ≡ 〈p̂〉, angular momentum L ≡ 〈̂l〉, grand canonical energy K ≡ E − µN ,
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(I)dPj(t) = −〈∂jV (r, t)〉 dt−
2γ
~










d3k k−1F [∂jn(r)]∗F [∇ · j(r)] dt




























d3kk−1F [(rj+1∂j−1 − rj−1∂j+1)n(r)]∗F [∇ · j(r)] dt































d3kk−1 |F [∇ · j(r)]|2 dt














dt+ dWNγ (t), (5.68)
where M is the number of single-particle modes in the coherent region. These stochastic
Ehrenfest relations are our main result4. The cutoff terms are all consistently accounted
for, in general contributing additional damping and diffusion. However, provided the basis
of projection is properly chosen, their effect is typically only a small correction. Testing
whether such terms are negligible provides a useful consistency test for a well chosen
cutoff. Neglecting energy-damping and averaging over the noise leads us back to the (non-
4Note in these equations we have used the index j ∈ {1, 2, 3} to denote a general cartesian coordinate.
This is cyclic, so e.g. if j = 3, then j + 1 = 1.
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stochastic) Ehrenfest relations for the number-damped SPGPE as found in [281]5.
5.5 Cutoff terms
The terms given by (5.54)-(5.59) are collectively referred to as the cutoff terms, as they are
explicitly dependent on the projector. Their presence greatly restricts any analytic progress
being made using the stochastic Ehrenfest relations. Fortunately, in most cases these terms
are small enough to be neglected. We provide an example of a system where neglecting
these terms is valid: the centre of mass motion of a finite-temperature harmonically trapped
quasi-1D system described using a Thomas-Fermi ansatz.
5.5.1 1D Thomas-Fermi ansatz
For the quasi-1D system we use the dimensionally reduced SPGPE [286]




(1− iγ) (L− µ1)ψ(x, t)dt
− i
~
Vε(x, t)ψ(x, t)dt+ dW (x, t) + iψ(x, t)dU(x, t)
}
, (5.69)












where the transverse trapping is much tighter than the longitudinal trapping (ω⊥  ω).








+ V (x) + g1|ψ(x, t)|2
)
ψ(x, t), (5.71)
and the 1D effective energy damping potential






5In [281] the energy equation is missing the projector correction.
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where G(q) ≡ eq2 erfc(q) is the scaled complementary error function and σ ≡
√
~/(mω⊥) is
the transverse harmonic oscillator length scale. Here we have the 1D interaction parameter
g1 = 2~ω⊥as and chemical potential µ1 = µ−~ω⊥. The transverse trapping is assumed to be
strong enough that the transverse dynamics of the coherent region are suppressed, allowing
an effective 1D representation to be found, but weak enough that the thermal cloud retains
3D characteristics. The reservoir interaction parametersM and γ are therefore unchanged
from the 3D case. Further discussion on this point, and the low dimensional SPGPE in
general, can be found in [286].
We use as an ansatz for the coherent region wave function the Thomas-Fermi state with














H (R− |x− x(t)|) , (5.76)
with H(x) the Heaviside step function, R =
√
2µ1/mω2 the Thomas-Fermi radius, ω the
harmonic trapping frequency, x(t) the centre of mass position, and p(t) the centre of mass


















H (R− |x− x(t)|) , (5.78)
















As we are considering a harmonically trapped system, we use the harmonic oscillator state
basis to represent the system. In this basis, the number-damping trace terms for position










5.5.2 Equations of motion
Substituting (5.76) into the stochastic Ehrenfest relations for position (5.64) and momen-








x(t)3dt− 2Λγx(t)dt+ dW xγ (t)









(I)dp(t) = −mω2x(t)dt− γmω
2
~
x(t)2p(t)dt− 2Λεp(t)dt+ dW pε (t)









where the noise correlations are










〈dW pγ (t)dW pγ (t)〉 = dγpdt, (5.84)




〈dW xε (t)dW xε (t)〉 = dεxdt, (5.86)





〈dW xε (t)dW pε (t)〉 = dεx,pdt, (5.88)
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and the cutoff terms have all been scaled by N−1, apart from the diffusion cutoff terms






































































































































































dx′〈x|P̂ p̂P̂|x′〉ψ∗(x)ψ(x′)ε(x− x′) + h.c., (5.104)





























We restrict our attention to small values of x(t) and p(t), retaining terms only linear
in these variables, which allows us to write the coupled equations of motion as a single








p(t) ≡ 〈â〉 (5.106)
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where â is the usual ladder operator for a quantum harmonic oscillator. The equation of
motion is then
(I)dz(t) = −iωzdt− (Λγ + Λε)zdt− (Λγ − Λε)z̄dt






















































dx′〈x|P̂ ẑP̂|x′〉ψ∗(x)ψ(x′)ε(x− x′) + h.c., (5.111)
and the noises have correlations
〈dW zγ,1(t)dW zγ,1(t)〉 =
mω
2~








〈dW zγ,2(t)dW zγ,2(t)〉 = −
1
2~mω




〈dW zγ,1(t)dW zγ,2(t)〉 =
i
2~
〈dW xγ (t)dW pγ (t)〉 = 0, (5.114)
〈dW zε,1(t)dW zε,1(t)〉 =
mω
2~




〈dW zε,2(t)dW zε2(t)〉 = −
1
2~mω







〈dW zε,1(t)dW zε2(t)〉 =
i
2~



































a more useful form for constructing tεz numerically.
5.5.3 Cutoff term magnitudes
With the exception of the epsilon correction (5.111), all the cutoff terms are a result of mode
mixing between the highest energy coherent mode and the lowest energy incoherent mode.
In the limit of the energy cutoff being very high, it is easy to see that all the cutoff terms
go to zero. We expect the integrals involving the overlap of the lowest energy incoherent
mode φncut+1(x) and the coherent field wave function ψ(x) to be small, as φncut+1(x) is
highly oscillatory and the mode population is invariably small for a well-chosen cutoff.
We claim that for a well-chosen cutoff the cutoff terms are small enough such that they
may be neglected, and we justify this in two ways. Firstly, we consider the magnitude of
a selection of the cutoff terms by calculating them numerically. Second, we consider the
analytic solutions that can be found by neglecting the cutoff terms and show that these
agree well with simulations of the 1D SPGPE.
Magnitude calculations
When considering the cutoff terms involving mode mixing at the cutoff (i.e. all except the
epsilon correction), we note that only the Hamiltonian cutoff term qHz (5.108) does not
have one of the damping rates as a multiplying factor. As the damping rates have a typical
value several orders of magnitude less than unity, it is reasonable to expect that of all these
terms, the Hamiltonian cutoff term will be the largest. If we show that qHz is small enough
to be neglected then we can reason that the remaining cutoff terms are smaller still and so
can certainly be neglected also.
The epsilon term tεz (5.111) is distinct from the other terms, as it is not a result of
mode mixing at the cutoff. We expect the two terms in the epsilon term to almost cancel,
as it is clear this is the case in the limit that the projector becomes the identity. This
is an important result of the earlier step where we found that writing the SPGPE in Ito
125
Chapter 5. Stochastic Ehrenfest relations


















Figure 5.1: The mean relative cutoff term magnitudes (5.119) for qHz (blue) and t
ε
z (green) over
time determined numerically for an ensemble of 1000 trajectories.
form resulted in an extra term; without this extra term the epsilon term would in general
be non-negligible, and in fact diverges in the infinite cutoff limit. We thus monitor the
magnitudes of qHz and t
ε
z over the course of an ensemble of numerical trajectories.
We define the relative cutoff term magnitudes by
E(1)z (t) =
∣∣∣∣qHz (t)ż(t)
∣∣∣∣ , E(2)z (t) = ∣∣∣∣tεz(t)ż(t)
∣∣∣∣ , (5.119)
noting that |ż(t)| is strictly non-zero for harmonic motion. If these values remain sig-
nificantly less than unity, then we may conclude that the effects of the cutoff terms are
negligible. We perform simulations of the 1D SPGPE with the initial condition given by
(5.76) with x(0) = p(0) = 0. We choose parameters such that the effects of energy-damping
and number-damping are of similar significance; we note that in general one of the damping
processes may dominate over the other in a physical system. While in principle we could
find a set of parameters that match a particular experimental system, our goal here is not
to make predictions about experimental observations but rather to investigate whether we
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can make analytic predictions for solutions of the SPGPE using the stochastic Ehrenfest
relations. We use a chemical potential of µ1 = 100~ω, an energy cutoff of εcut = 500~ω,
a temperature of T = 500~ω/kB, an interaction strength of g = 0.01~ωaω, an energy-
damping rate ofM = 0.0005a2ω, and a number-damping rate of γ = 0.001. Timescales are
considered in units of the harmonic oscillator time period tω ≡ 2π/ω.
The relative cutoff term magnitudes are shown in Fig. 5.1, where the initial state is
(5.76) with x(0) = p(0) = 0 and we have taken an ensemble average over 1000 trajectories.
While the magnitudes can reach as high as ∼ 0.1 early in the dynamics, we see that once
the system has equilibrated they obtain a steady-state of roughly ∼ 0.01.
Analytic solutions
If we neglect the cutoff terms, we can then write the coupled differential equation as a
vector SDE representing an Ornstein-Uhlenbeck process
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is a vector of independent Wiener processes with correlations6
〈dWn(t)dWm(t)〉 = δmndt. (5.124)
The vector SDE representing an Ornstein-Uhlenbeck process admits the analytic solution
u(t) = exp [−Λt] u(0) +
∫ t
0
exp [−Λ(t− t′)] BdW(t′), (5.125)
where we have assumed the initial state u(0) to be deterministic. The mean undergoes
exponential decay
〈u(t)〉 = exp [−Λt] u(0). (5.126)
We perform simulations for an ensemble of 500 trajectories with an initial displacement of
x(0) = 0.2R to test the exponential decay rate. For a system with x(0) = x0 and p(0) = 0,









where we have defined the new frequency
ωγε =
√
ω2 − (Λγ − Λε)2. (5.128)
The result of this is shown in Fig. 5.2, where we see that the analytically predicted decay
rate agrees well with the numeric data.




[u(t)− 〈u(t)〉] [u(t+ τ)− 〈u(t+ τ)〉]T
〉
, (5.129)




(Λ + iΩ)−1BBᵀ(Λᵀ − iΩ)−1. (5.130)
The steady-state correlations for position-position, momentum-momentum, and momentum-
6Note that the correlations between the position and momentum noises are either nonlinear in x(t) and
p(t) (5.85), or given by a cutoff term (5.88). Therefore, in the regime we are considering these correlations
are small and we are able to approximate the noises as being independent.
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Figure 5.2: Mean centre of mass position for 500 trajectories with an initial displacement
x(0) = 0.2R, showing the numeric result from simulations of the 1D SPGPE (dashed red) and































e−(Λγ+Λε)|τ | sin (ωγετ) (5.133)
respectively. The steady-state spectra for position-position, momentum-momentum, and
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(4ΛγΛε + ω2)2 − 2(ω2 − 2(Λ2ε + Λ2γ))Ω2 + Ω4
(5.136)
respectively. We compare these analytic solutions with the numerical data used to calculate
the variance.
In Fig. 5.3 we show the steady-state correlations for position-position, momentum-
momentum, and momentum-position using an ensemble of 5000 trajectories. When cal-
culating the correlations from the numeric data, we have assumed that the system has
reached equilibrium after five trap cycles t = 5tω, and used ergodic averaging over the
remaining time. With respect to the dissipation timescale (Λγ + Λε)
−1, this is equivalent
to t = 2.78(Λγ + Λε). We see that the analytic and numeric results show excellent agree-
ment for short times with differences becoming more pronounced for larger τ . Similarly,
the steady-state spectra for position-position, momentum-momentum, and momentum-
position are shown in Fig. 5.4, where the numeric spectra are obtained using the Wiener-
Khinchin theorem applied to the numeric steady-state correlations. Again we see that the
















































Figure 5.3: Steady-state time correlations for position-position (top), momentum-momentum
(middle) and momentum-position (bottom), as determined by numerical solutions of the SPGPE
(red dots) and the analytic solutions (solid blue) (5.131)-(5.133).
131

















































Figure 5.4: Steady-state spectra for position-position (top), momentum-momentum (middle)
and momentum-position (bottom), as determined by numerical solutions of the SPGPE (red dots)




In this chapter we used stochastic calculus methods to obtain stochastic equations of
motion for moments of the classical field in the SPGPE. We refer to these equations
of motion as the stochastic Ehrenfest relations, as they are the extension of the usual
Ehrenfest relations to the SPGPE and involve integrating the stochastic field over its
spatial degrees of freedom. Using the example of a quasi-1D Thomas-Fermi system, we
have demonstrated that for a well-chosen cutoff the effects of the projector are often small
enough to be neglected in an analytic treatment7. The stochastic Ehrenfest relations then
admit analytic solutions, which we found compared favourably to numeric solutions of the
1D SPGPE. These results suggest that the stochastic Ehrenfest relations may be utilised
to attain deeper analytic understanding for a range of systems. In particular they may
be used to reveal the particular influence of the respective damping processes for systems
where an insightful ansatz for the matter-wave field leads to a reduced description in terms
of a small number of effective degrees of freedom.
7Note that the cutoff can be neglected only in an analytic treatment; it is still essential that it is




Kohn mode oscillations at finite tem-
perature
6.1 Introduction
Historically, when modelling finite-temperature bosonic systems reservoir interactions have
been accounted for through the inclusion of the number-damping process only, with the
energy-damping process neglected entirely. The combined effect of the two reservoir in-
teractions is often assumed to be encapsulated in a single effective number-damping rate,
with any additional effects due to the energy-damping serving only to increase the value
of the effective number-damping rate [208, 214]. It is usually suggested that in any sys-
tem with both processes present, the energy-damping would only be significant when far
from equilibrium [106]. Using the stochastic Ehrenfest relations derived in the previous
chapter in addition to the Hartree-Fock parameter estimation scheme described in [2], we
investigate whether the neglect of the energy-damping reservoir interaction is physically
consistent, and how the two reservoir interaction processes may be individually measured
in experiments.
In this chapter we apply the stochastic Ehrenfest relations for position and momentum
to a degenerate finite-temperature Bose gas confined to an isotropic harmonic trap in the
Thomas-Fermi regime. The chapter is structured as follows. In Section 6.2 we briefly recap
Kohn’s theorem. In Section 6.3 we introduce the system under consideration, presenting
the wave function ansatz and subsequent relevant properties. In Section 6.4 we use the
stochastic Ehrenfest relations to find a pair of coupled stochastic differential equations
describing the centre of mass motion of the classical field. In Section 6.5 we present the
analytic solutions to these equations and compare these to results from numeric simula-
tions of the full stochastic projected Gross-Pitaevskii equation. In Section 6.6 we briefly
consider the additional effect of including number dynamics in the wave function ansatz.
We conclude in Section 6.8.
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6.2 Kohn’s theorem
Kohn showed that the presence of electron-electron interactions in a bulk three dimensional
electron gas does not change the cyclotron resonant frequency [287]. The theorem was
extended by Dobson to describe any many-body system with two-body interactions under
harmonic confinement [288]. Consider a system of N interacting particles and assume a



















U(|ri − rj|), (6.1)


























From (6.3) we find
d2R̂α
dt2
+ ω2αR̂α = 0, (6.5)
showing that the centre of mass motion is independent of the detailed form of the two-body
potential and undergoes oscillations at the harmonic trapping frequency. Furthermore, one
can show that the time-dependent Gross-Pitaevskii equation admits a solution of the form






+ ω2αuα(t) = 0, (6.7)
that is, the condensate oscillates rigidly about the centre of the trap.
When considering finite-temperature systems, Kohn’s theorem may be violated due to
the treatment of the thermal reservoir. If the thermal reservoir is assumed to be time-
independent, then oscillations of the low-energy region can be damped via interactions
with the reservoir. Hence the separation of the system into a high-energy subspace acting
as a stationary thermal reservoir and a low-energy coherent subspace in the SPGPE leads
to explicit violation of Kohn’s theorem. In this work we use Kohn mode to refer to the
dipole mode oscillating with the trap frequency; such modes will have finite lifetime when
Kohn’s theorem does not hold. Systems for which an SPGPE treatment of the Kohn mode
is appropriate include those with a thermal reservoir of a distinct component, or where the
trapping potential becomes non-harmonic at high energies.
6.3 System
Consider a finite temperature repulsive Bose gas in an isotropic harmonic trap. The natural
choice of basis for this system is the Hermite polynomials, which results in the trace term
being zero for both position and momentum. We assume a wave function of the form











, µ > V (r) (6.9)
is the Thomas-Fermi wave function. This assumes that the particle number stays essentially
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The position and momentum expectations are
Rj(t) ≡ 〈r̂j〉 = NTFrj(t) (6.11)
Pj(t) ≡ 〈p̂j〉 = NTFpj(t). (6.12)
The current divergence is










which is required for evaluating the energy-damping terms.
6.4 Equation of motion
Kohn’s theorem states that the density is unchanged while undergoing oscillations; this
can be taken as an approximation when damping is included. We have also taken the
Thomas-Fermi approximation, so second derivatives of the wave function are neglected.
Applying the stochastic Ehrenfest relations and neglecting cutoff terms as justified in the






































where dWjn(t) are independent Wiener processes with correlations
1
〈dWjn(t)dWim(t)〉 = δijδmndt. (6.16)
From (6.15) we see that the number-damping process contributes both linear and third-
order damping terms, while the energy-damping contributes a linear term only. As a result
1With the cutoff terms neglected, the noises are independent. We thus express them as independent
Wiener processes with the norm taken out as a prefactor.
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of the third-order terms, the equation of motion for each component of the position and
momentum is coupled to the other three components. There is also a multiplicative term
in the number-damping noise. If we consider only small displacements, as is the case when



































we can then represent the equation of motion for the system as a vector SDE representing
an Ornstein-Uhlenbeck process

























Chapter 6. Kohn mode oscillations at finite temperature
is a vector of independent Wiener processes. Alternatively the equation of motion can be






















This equation represents damped noisy circular motion in the complex plane2. If we
consider the limit where only one of the damping processes is included, we obtain noisily
driven damped harmonic oscillation in the position for energy-damping only




or momentum for number-damping only




where ϑjn(t) are independent white noises with correlations
〈ϑjn(t)ϑim(t′)〉 = δijδmnδ(t− t′). (6.28)
6.5 Results
6.5.1 Analytic solutions
The solution to the vector SDE (6.20) is well known
u(t) = exp [−Λt] u(0) +
∫ t
0
exp [−Λ(t− t′)] BdW(t′), (6.29)
2We note that the second damping coefficient (Λγ − Λε) can take negative values, which at first glance
seems to imply the possibility of anomalous growth when Λε > Λγ , however it is clear from (6.20) that
this is not the case.
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and from this can be found many properties of the system. The mean undergoes exponen-
tial decay
〈u(t)〉 = exp [−Λt] u(0). (6.30)
The correlations are




exp [−Λ(t− t′)] BBᵀ exp [−Λᵀ(s− t′)] dt′ (6.31)
where we have assumed deterministic initial conditions such that 〈u(0),uᵀ(0)〉 = 0. Setting





exp [−Λ(t− t′)] BBᵀ exp [−Λᵀ(t− t′)] dt′. (6.32)
Defining the new frequency
ωγε ≡
√
ω2 − (Λγ − Λε)2, (6.33)
and damping rates





































e−2Λpt sin2 (ωγεt) . (6.37)
We note that for all intents and purposes, we expect ωγε = ω to a high degree of accuracy,
as the damping rates Λγ and Λε are generally at least an order of magnitude smaller than
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exp [−Λ(t− t′)] BdW(t′) (6.38)
we find the steady-state correlations









(Λ + iΩ)−1BBᵀ(Λᵀ − iΩ)−1. (6.40)































e−(Λγ+Λε)|τ | sin (ωγετ) . (6.43)
The exponential decay envelope has a decay rate given by the sum of the two damping
rates, as one may naively expect. Interesting is that the modulation of the frequency
is given by the difference in the damping rates, such that if both rates were equal then
there would be no change in the frequency. This does suggest a potential signature for
the presence of both damping processes, though in practice the frequency shift is almost




























0.65 0.75 0.85 0.65 0.75 0.85 0.65 0.75 0.85
kBT/~ω 13 15 17 28 33 37 61 71 80
εcut/~ω 7.9 8.6 9.2 18 19 20 39 42 44
µ/~ω 3.6 3.2 2.6 9.1 7.9 6.3 23 20 15
γ × 104 0.80 0.81 0.84 2.0 1.9 1.9 4.9 4.4 4.2
M/a2ω × 104 3.2 2.9 2.7 3.6 3.1 2.7 4.1 3.3 2.8
NTF/NT 0.60 0.44 0.26 0.61 0.43 0.24 0.58 0.41 0.22
Table 6.1: Table of parameters.
6.5.2 Numeric solutions
We choose for our simulations a trapping frequency of ω = 2π × 10 Hz. We choose
physically consistent reservoir parameters for 87Rb atoms using the Hartree-Fock parameter
estimation scheme described in [2]. We consider a range of total particle numbers and




and T/Tc ∈ [0.65, 0.75, 0.85], giving a total of 9
parameter sets. We summarize the resulting reservoir parameters in Table 6.1. Our initial
condition is given by (6.8) with r(0) = p(0) = 0. We evolve 100 trajectories of this initial
state for each set of the reservoir parameters presented in Table 6.1.
In Fig. 6.1 we show the numeric and analytic position-position variances. Generally the
steady-state is reasonably well predicted. For T/Tc = 0.65 for all values of NT , the variance
appears to be converging to the predicted value, however for T/Tc = 0.85, particularly for
NT = 10
6, the variance appears to be converging to a somewhat lower than predicted value.
The fluctuations can be reduced by using larger ensembles; we chose to explore several
parameter sets with relatively small ensembles rather than focus on a single parameter set
with a large ensemble. We note that there still a large amount of noise present in the
variance. An ensemble of 100 trajectories per parameter set is not all that large, however
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Figure 6.1: Variance of the centre of mass position for our parameter sets, with the analytic
expression (6.35) in blue and the numeric data in red. The parameter sets are left column:
T/Tc = 0.65, middle column: T/Tc = 0.75, right column: T/Tc = 0.85, top row: NT = 10
4,
middle row: NT = 10
5, bottom row: NT = 10
6.
appreciably reducing the noise in the variance would require a significantly larger number
of trajectories, ideally at least an order of magnitude, as the error in the variance scales
like the square root of the number of trajectories. Noting it took on the order of 104 hours
of computing time to obtain the initial 100, pursuing this with our current resources for
every parameter set is infeasible.
Fig. 6.2 shows the numeric and analytic steady-state position-position correlations.
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Figure 6.2: Equilibrium centre of mass position correlations for our parameter sets, with the
analytic expression (6.41) in blue and the numeric data in red. The parameter sets are left
column: T/Tc = 0.65, middle column: T/Tc = 0.75, right column: T/Tc = 0.85, top row:
NT = 10
4, middle row: NT = 10
5, bottom row: NT = 10
6.
has reached equilibrium after 150 trap cycles (t = 150/ω) for NT = 10
4, and 50 trap cycles
(t = 50/ω) for NT = 10
5 and NT = 10
6. Generally, the agreement between analytic
predictions and numeric results worsens for increasing temperature; this is unsurprising as
the true wave function departs from the ansatz more at higher temperatures. There does
not appear to be any similar trend in the total particle number, with the intermediate value
of NT = 10
5 for T/Tc = 0.65 showing the best agreement of any parameter set. However,
the deterioration in agreement with respect to temperature does appear to be enhanced for
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Figure 6.3: Equilibrium centre of mass position spectra for our parameter sets, with the analytic
expression (6.44) in blue and the numeric data in red. The parameter sets are left column:
T/Tc = 0.65, middle column: T/Tc = 0.75, right column: T/Tc = 0.85, top row: NT = 10
4,
middle row: NT = 10
5, bottom row: NT = 10
6.
larger particle number. This disagreement manifests in two aspects; the peak value of the
correlation is less than predicted, and the exponential decay envelope has a higher decay
rate than predicted.
Finally, in Fig. 6.3 we show the numeric and analytic steady-state position-position
spectra, obtained using the Wiener-Khinchin theorem applied to the numeric steady-state
correlations. There is some agreement between analytic predictions and numeric results;
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Figure 6.4: x-coordinate cross sections of the scaled system densities with blue given by the
ansatz (6.8) and the numeric data in green. The numeric data is the ensemble average of the
final densities for each parameter set. Also shown is a single trajectory of the density in red.
The parameter sets are left column: T/Tc = 0.65, middle column: T/Tc = 0.75, right column:
T/Tc = 0.85, top row: NT = 10
4, middle row: NT = 10
5, bottom row: NT = 10
6.
at least for the lower temperatures. For higher temperatures the height of the numeric
spectra is decreased relative to the analytic predictions. The location of the spectral peak
also seems to be at a slightly lower frequency than predicted; this may be a result of the
higher than predicted decay rate observed in the correlations, and as expected is more
pronounced at higher temperatures.
Overall, we see that while we may claim that the numeric results show good agreement
with analytic predictions, we would not go so far as to say we have exact quantitative
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agreement. This is not surprising, as the wave function ansatz was never expected to be
exact when considering finite temperatures. Furthermore, the ansatz does not allow for the
number of particles to vary, while the full SPGPE does include particle transfer between
coherent region and the thermal cloud. With respect to the two reservoir interaction pro-
cesses, our results suggest that the two drift rates Λγ and Λε to a very good approximation
do encapsulate the effect of the reservoir interaction processes on the centre of mass motion
of the condensate, and as such a comparison of these drift rates serves well as a comparison
of the relative influence of the two processes. In addition, we commented earlier that mea-
suring the frequency shift due to the damping and comparing with the exponential decay
envelope could allow one to distinguish between the two damping processes. It is clear
from our data that this would not be practical, as the frequency shift is almost certainly
too small to be measured accurately in an experiment.
In Fig. 6.4 we show the x-coordinate cross sections of the scaled system densities
g|ψ(x, 0, 0)|2/µ. Here we have taken the ensemble average of the final densities for each
of the parameter sets. This serves as some measure of how well the ansatz (6.8) describes
the system. The best agreement is for the NT = 10
5 parameters. For the larger systems of
NT = 10
6 there is some apparent depletion at x = 0 that departs from the ansatz, while
for the smaller systems of NT = 10
4 the numeric solutions seem to be tending away from
a Thomas-Fermi state and toward a Gaussian profile. We see from the single trajectory
densities that the wave function is departing most significantly from the ansatz for larger
particle numbers and higher temperatures. Indeed, given the amount of visible depar-
ture of individual densities from the ansatz it is remarkable that the numerical data and
analytical predictions agree to such an extent.
6.5.3 Relative importance of damping processes
The effects of the energy-damping and number-damping reservoir interaction processes
are represented on equal footing by the two diffusion rates Λε and Λγ, in the sense that
they manifest in the equation of motion (6.20) in the same fashion. We are therefore in a
position where it makes sense to consider the relative importance of the two processes by
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Figure 6.5: The damping rates Λγ and Λε (6.19) for a range of total particle number NT and
temperature T/Tc. The black crosses indicate the parameters from Table 6.1.










where Φ0(βµ) is typically on the order of unity. While not explicitly dependent on tem-
perature, recall that the chemical potential µ ≡ µ(NT , T ) is a function of the total particle
number NT and the temperature T , so there is implicit temperature dependence. The ratio
indicates that there is scope to tune the relative effects of energy-damping and number-
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damping, implicitly by varying the total particle number NT or temperature T , but also
explicitly by tuning the scattering length as (by using a Feshbach resonance) or modifying
the trapping frequency ω.
In Fig. 6.5, we show the diffusion rates for a range of total particle numbers NT and
temperatures T/Tc, where we have used the Hartree-Fock parameter estimation scheme to
obtain the appropriate SPGPE parameters. We see that the energy-damping diffusion rate
is always larger than the number-damping rate for the systems we consider. For systems
with less particles the energy-damping diffusion rate is dominant, nearing two orders of
magnitude larger than the number-damping diffusion rate. For the more populous systems
considered the ratio approaches unity, indicating this is a regime where the two damping
processes have relatively equal influence. The relative influence of the two processes is
largely independent of the system temperature.
6.5.4 Effective phenomenological number-damping constant
It is common when considering finite-temperature systems to parameterise the dissipation
rate by a single phenomenological constant, such that the number-damping SPGPE can
be applied. Using the Kohn mode damping rates, we can estimate a value for the effective
number-damping rate required that most closely approximates the combined effect of both
the true number-damping and energy-damping processes by setting
Λγ′ ≡ Λγ + Λε. (6.49)
The effective number-damping rate γ′ is then




In 6.6, we show the effective number-damping rate for a range of total particle numbers
NT and temperatures T/Tc, where we have used the Hartree-Fock parameter estimation
scheme to obtain the appropriate SPGPE parameters. The effect number-damping rate is
always larger relative to the bare number-damping rate, with the relative value becoming
smaller for systems containing more particles; the relative value is largely independent of
temperature. For smaller systems (NT < 10
4) the effective number-damping rate can be
larger than the bare number-damping rate by two orders of magnitude, while for larger
systems (NT > 10
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Figure 6.6: The effective number damping rate (6.50) (top) and the ratio of the effective number
damping rate to the true number damping rate (bottom) for a range of total particle number NT
and temperature T/Tc. The black crosses indicate the parameters from Table 6.1.
order of unity.
In systems such as the one we have considered, it may be sufficient when making
predictions for experiments using the SPGPE to include only the number-damping process
with this appropriately modified number-damping rate. For systems where there is number
conservation between the thermal cloud and coherent region using a modified number-
damping rate is insufficient as it allows particle transfer.
6.6 Number dynamics
Here we briefly consider the effect of variable particle number on the system. Earlier we
mentioned that one possible contributor to the partial non-agreement between the numeric
simulations of the SPGPE and the analytic predictions for the centre of mass motion was
that we had not accounted for potential particle transfer in our ansatz. A presumably
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that is, we allow for an instantaneous Thomas-Fermi distribution with dynamical popula-
tion. The position, momentum, and number are
Rj(t) = N(t)rj(t) (6.53)







Using the stochastic Ehrenfest relations we can then obtain a set of three coupled equations











































































where the non-vanishing noise correlations are






































These equations have a more complicated dependence on time compared to (6.15), as well
as significant coupling. Let us again limit our considerations to a system with only small
amplitude oscillations away from the origin, as would be the case in equilibrium, so we

















































dt+ dWNγ (t). (6.67)
In this regime, the particle number equation of motion is independent of the position
and momentum3. Furthermore, the evolution of the particle number has no dependence
on the energy-damping rate. This suggests a potential route to distinguish between the
two reservoir interaction processes in the same system; the centre of mass motion we
have already seen is dominated by the effects of energy-damping, while particle number
3The noise in the number equation of motion is still correlated with Pk(t) and Rj(t). However since
the norm is independent of these, the evolution of the particle is independent of those.
153
Chapter 6. Kohn mode oscillations at finite temperature
dynamics are governed only by number-damping. We now consider the properties of the
number equation.
6.6.1 Number equation



















where dW (t) is a Wiener process with unit correlations4
〈dW (t)dW (t)〉 = dt. (6.69)
If we neglect the latter two terms in (6.68) (the trace and noise terms) as being much
smaller than the preceding term, we obtain a deterministic equation which we can solve











we have the ordinary differential equation
Ṅ(t) ≈ αN(t)− βN(t)7/5, (6.71)













where N0 ≡ N(0). This equation predicts the equilibrium particle number to be just
the Thomas-Fermi value NTF, however using (6.72) to predict equilibrium properties is
inconsistent with the neglect of the trace and noise terms, as it is precisely when close to
equilibrium that we expect these to be significant. Let us assume that in equilibrium the
4Since we are no linger considering any cross-correlations, we may as well write the noise as a unit
Wiener process with explicit norm.
154
6.6 Number dynamics
particle number is not too different from the Thomas-Fermi value, that is
lim
t→∞
N(t) = NTF +Nγ(t) (6.73)
where Nγ(t) is stochastic and small with all moments time-independent. Substituting this












an Ornstein-Uhlenbeck process with mean value 5kBTM/2µ. The mean particle number
in equilibrium is thus predicted to be




In our parameter sets, the size of this correction is very small, and is thus neglected.
6.6.2 Linearized Fluctuations
To investigate the steady state properties of the particle number, we write the particle
number as N(t) = N̄ + δN(t), where N̄ is the equilibrium particle number, and δN(t) is



























This is then the equation for an Ornstein-Uhlenbeck process, and as such we can easily
find the properties analytically. The steady-state time correlation is
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To check the number dynamics alone, we have performed simulations for a Thomas-
Fermi-like initial state with a non-equilibrium particle number. Specifically, we have chosen
µeff(0) in (6.51) such that the initial particle number is N0 = 1.2NTF. In Fig. 6.7(a) we
show evolution of the particle number to equilibrium for several values of the energy-
damping rateM relative to the number-damping rate γ. Each of these is the average of 20
trajectories. Aside from the differing values of M, the parameters used in each trajectory
are the same as for the (NT = 10
5, T/Tc = 0.75) system considered in the previous
section. We see that, as predicted, both the equilibrium particle number and the rate at
which the initial particle number evolves to this is independent of the energy-damping rate.
The analytic expression (6.72) does not match the numeric data; the equilibrium particle
number reached is lower than that predicted. However, using (6.72) but replacing the
Thomas-Fermi particle number NTF with the observed equilibrium particle number gives
excellent agreement with the numeric data. One might suggest that we could fix things
by using N̄ as predicted by (6.75), which is reasonable. However N̄ is strictly larger than
NTF, while the observed equilibrium particle number is less. It is clear then that this is not
the reason for the discrepancy. It appears that while the predicted equilibrium is incorrect,
the rate of approach to the equilibrium is still well predicted by the analytics.
In Fig. 6.7(b) we show the variance in particle number over time. The steady-state of
the variance from the numeric results appears to match the prediction from the analyt-
ics, exhibiting fluctuations about the value (6.80); a larger number of trajectories would
decrease the size of these fluctuations. We also have calculated the steady-state correla-
tions of particle number fluctuations, shown in 6.7(c), for t = 500tω, and compared to the
analytic prediction (6.79). The numeric data agrees very well with the analytic expression.
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Figure 6.7: (a) Particle number over time for several values of the energy-damping rate M
relative to the number-damping rate γ, taking the mean of 20 trajectories for each (solid coloured
lines). Also shown is the analytic expression (6.72) (black dotted line), and (6.72) again but with
NTF replaced by the numerically observed equilibrium particle number (black dashed line)(b)
Particle number variance over time, showing the numeric result (green) and the predicted steady-
state (6.80) (blue) (c) Normalized time correlations for particle number fluctuations at t = 500tω,
showing the numeric result (green) and the predicted steady-state (6.79).
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6.7 Energy-damped system: second component ther-
mal cloud
Earlier we mentioned that one possible contributor to the partial non-agreement between
the numeric simulations of the SPGPE and the analytic predictions for the centre of mass
motion was that we had not accounted for potential particle transfer in our ansatz. Here we
briefly consider a system where this would not be an issue; a highly degenerate component
(i.e. effectively no thermal component) in the presence of a distinct thermalized component
(i.e effectively no coherent region). This can be achieved in a two-component system
at temperature T such that Tc,2 . T  Tc,1, where Tc,i is the critical temperature for
Bose-Einstein condensation of the ith component. This scenario is relevant when using
sympathetic cooling to achieve Bose-Einstein condensation. Again assuming small rj(t)





dpj(t) = −mω2rj(t)dt− 2Λεpj(t)dt+
√
DεdWj2(t). (6.82)
This can also be represented as a single equation in the Langevin form






where ϑj(t) are independent white noises with correlations
〈ϑj(t)ϑi(t′)〉 = δijδ(t− t′). (6.84)
Defining the new frequency
ωε ≡
√
ω2 − Λ2ε, (6.85)
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e−2Λεt sin2 (ωεt) . (6.88)































e−Λε|τ | sin (ωετ) . (6.91)



















ω4 − 2(ω2 − 2Λ2ε)Ω2 + Ω4
. (6.94)
We have performed simulations for the parameter set (NT = 10
5, T/Tc = 0.75), given
by the central column of Table 6.1, with the one difference that we set γ = 0. The
energy-damping reservoir interaction process is number-conserving, and so the number of
particles in the coherent region remains at the Thomas-Fermi value NTF. The position-
position variance, steady-state correlations, steady-state spectra, and the x-coordinate
cross sections of the scaled system density are shown in Fig. 6.8, for an ensemble of 100
trajectories. Comparing these with those for the same parameter set including number-
damping, shown as the centre plot in Fig. 6.1, Fig. 6.2, Fig. 6.3, Fig. 6.4 we see that
removing the number-damping process has had very little effect on these properties of the
system. From this it is clear that the neglect of particle variations in the initial ansatz
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Figure 6.8: (a) Variance of the centre of mass position for the energy-damped system, with the
analytic expression (6.86) in blue and the numeric data in red. (b) Equilibrium centre of mass
position correlations for (NT = 10
5, T/Tc = 0.75, γ = 0), with the analytic expression (6.89) in
blue and the numeric data in red. (c) Equilibrium centre of mass position spectra (NT = 10
5,
T/Tc = 0.75, γ = 0), with the analytic expression (6.92) in blue and the numeric data in red. (d)
x-coordinate cross sections of the scaled system density with blue given by the ansatz (6.8) and
the numeric data in green.
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is not the reason for any departure of the numeric data from the analytic predictions for
the fully damped systems. We can then conclude that the cause of discrepancies between
the analytical predictions and numerical results is the departure of the true wave function
from the proposed ansatz.
6.8 Conclusion
In this chapter we considered the centre of mass motion of a finite temperature harmonically
trapped degenerate Bose gas in the Thomas-Fermi regime. Using the stochastic Ehrenfest
relations derived in Chapter 5, we obtained stochastic equations of motion for the centre
of mass position and momentum, finding that they take the form of a vector Ornstein-
Uhlenbeck process and thus admit well known analytic solutions. In these equations of
motion the influence of the energy-damping reservoir interaction is on the same footing as
the number-damping reservoir interaction process, allowing direct comparison of the two.
Using the Hartree-Fock parameter estimation scheme developed in [2] we found physically
consistent and experimentally obtainable parameters for the system, and used these to
directly compare the relative strengths of the two reservoir interaction processes. For
the range of temperatures and total particle numbers considered, we found that energy-
damping is the dominant reservoir interaction process; when considering the centre of mass
motion it would indeed be appropriate to neglect the number-damping entirely. This is in
direct conflict with the general argument that energy-damping could only be dominant in
highly non-equilibrium systems.
Including number dynamics in the initial ansatz was considered, however the resulting
equations of motion are more complex and may not admit analytic solutions. Considering
the number dynamics alone, we found that we could predict the rate of particle decay or
growth to equilibrium well, but not the actual equilibrium particle number. The steady-
state properties of the particle number fluctuations were found to be independent of energy-
damping, and analytic predictions agreed well with the numeric data. We therefore have
the potential for measuring signatures of the energy-damping process and number-damping
process separately in the one system. The observation that number-damping dominates
the particle number fluctuations while the energy-damping dominates the centre of mass
motion is consistent with the results of the linear fluctuation analysis of Chapter 4, where
we saw that the damping of large length scale excitations is mainly due to energy-damping




Stochastic single vortex motion in a
disc
7.1 Introduction
In this chapter we consider the application of the stochastic Ehrenfest relations to the
motion of a singly quantized vortex in a quasi-2D Bose-Einstein condensate (BEC). It is
well known that a vortex in a finite system with a stationary thermal cloud is unstable and
will travel to the edge of the system [2, 85, 122, 289]. The nature of a quantum vortex, in
particular its topological stability and ability to be clearly imaged, make it an ideal plat-
form for investigating dissipative properties in finite-temperature systems. We specifically
consider the influence of the energy-damping reservoir interaction for a vortex confined to
a circular hard-walled potential.
This chapter is organised as follows. We start in Section 7.2 with a short background
of quantum vortices. In Section 7.3 we introduce the 2D form of the stochastic projected
Gross-Pitaevskii equation (SPGPE) as derived in [286]. In Section 7.4 we reintroduce
the stochastic Ehrenfest relation for the angular momentum as derived in Chapter 5, and
modify it as appropriate to reflect our system. The vortex wave function ansatz is given
in Section 7.5, as well as some of its important properties. In Section 7.6 we construct the
stochastic differential equation for the motion of the vortex. The properties of this equation
of motion are discussed in Section 7.7. We briefly consider the possibility of introducing a
rotating thermal cloud in Section 7.8, which can result in the stabilization of the vortex.
We comment on the requirements for numeric simulation of this system in Section 7.9,
before concluding in Section 7.10.
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7.2 Quantum vortices
Vortices are an essential component of fluid dynamics, both in classical and quantum
physics, and are intrinsically linked to the nature of fluid turbulence [290–292]. In super-
fluids, quantum vortices manifest as topological defects with the fluid undergoing irrota-
tional flow about the zero-density vortex core [293, 294]. Quantum vortices are one of the
clearest signatures for the presence of superfluidity [11], appearing in a number of systems
including superconductors [295], neutron stars [296], and ultra-cold gases [297].
To see how quantum vortices arise, we consider the mean-field description of a Bose-
Einstein condensate. Within mean-field theory, the macroscopic wave function of a Bose-
Einstein condensate can be written in terms of the particle density n(r, t) and phase S(r, t)









The phase thus acts as a potential for the velocity, and consequently the superfluid flow is
irrotational as ∇× v = 0 away from any phase singularities. The flow circulation around
a closed path is defined as
Γ =
∮
v · dl = ~
m
∆S, (7.3)
where ∆S is the accumulated phase around the path. The accumulated phase is indepen-
dent of the particular path taken due to the irrotational nature of the velocity field. The
wave function must be a single valued function, so upon returning to the position r after
traversing the path
ψ(r, t) = ψ(r, t)ei∆S, (7.4)
and therefore the change in phase is restricted to
∆S = 2πκ, κ ∈ Z. (7.5)
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, κ ∈ Z (7.6)
where the quantum number κ is the topological winding number of the phase around the
integration path. Despite the superfluid flow being irrotational, angular momentum may
be supported through the presence of vortices. A vortex is characterised by a zero density
core and a non-zero topological winding number about any integration path containing the
core. The superfluid flow remains irrotational everywhere except at the vortex core, where
a phase singularity emerges as the density vanishes. For a vortex aligned with the z-axis
the vorticity is given by a Dirac delta
ω(r, t) = ∇× v(r, t) = κ h
m
δ(2)(r− r0)ẑ (7.7)
where r0 is the location of the vortex core. The topological winding number κ is the charge
of the vortex. Vortices of charge |κ| > 1 in a Gross-Pitaevskii superfluid are unstable, and
will rapidly decay into |κ| vortices of charge ±1 [293]. For a comprehensive review on the
theory of vortices in trapped dilute Bose-Einstein condensates, we suggest the excellent
review by Fetter and Svidzinsky [85].
The motion of quantum vortices is very sensitive to thermal fluctuations and other
excitations [294]. Experimental studies on individual quantum vortices in Bose-Einstein
condensates have included observations of stability [300, 301], dynamics [302–304], and
generation via a rotating thermal cloud [108, 305]. These experiments, along with many
others, demonstrate the variety of quantum vortex phenomena that can be observed, and
as such the dissipative effects of reservoir interactions on the motion of quantum vortices
is an area that requires a clear theoretical description.
The first theoretical studies of dissipative vortex dynamics used the Gross-Pitaevskii
equation with additional phenomenological damping [221]. This was used to describe vortex
lattice formation [222–224] and gain insight into quantum turbulence [75,225,226]. Single
vortex decay has been studied using both the damped Gross-Pitaevskii equation [306] and
Zaremba-Nikuni-Griffin [259, 260] formalisms. Stochastic Gross-Pitaevskii equations have
allowed further study of single vortex decay both analytically [133, 307] and numerically
[2,120]. While there has been much theoretical study of dissipative vortex dynamics there
has been little quantitative comparison with experiments. The simple-growth SPGPE
was used to model spontaneous vortex formation during a quench [71], but did require a
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fitted number-damping rate. Later, the simple-growth SPGPE was used to describe the
persistent current formation experiment of Neely et al [75] with no fitted parameters [121].
The role of energy-damping in dissipative vortex dynamics has been largely ignored until
recently [122], where simulations suggest energy damping may be a significant process.
7.3 Quasi 2D SPGPE
We consider a system with external trapping potential









where the axial trapping frequency ωz is such that the axial harmonic oscillator length scale
az ≡
√
~/(mωz) is much less than the disc radius R. The axial trapping is assumed to be
strong enough that the transverse dynamics of the coherent region are suppressed, allowing
an effective 2D representation to be found, but weak enough that the thermal cloud retains
3D characteristics. The reservoir interaction parametersM and γ are therefore unchanged
from the 3D case, however the detailed form of the energy-damping effective potential is
modified. Further discussion on this point, and the low dimensional SPGPE in general, can
be found in [286]. For the quasi-2D system, where r⊥ ≡ (x, y) ≡ (r, φ), the dimensionally
reduced SPGPE [286] is




(1− iγ) (L− µ2)ψ(r⊥, t)dt
− i
~










+ V (r⊥) + g2|ψ(r⊥, t)|2
)
ψ(r⊥, t), (7.10)
and the 2D effective energy damping potential
Vε(r⊥, t) = −~
∫
d2r′⊥ε2(r⊥ − r′⊥)∇′⊥ · j(r′⊥, t), (7.11)
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[ψ(r⊥, t)∇⊥ψ∗(r⊥, t)− ψ∗(r⊥, t)∇⊥ψ(r⊥, t)] , (7.12)







which itself is determined by the 2D scattering kernel










where F (q) ≡ eqK0(q) is the scaled modified Bessel function. Here we have the 2D inter-
action parameter g2 =
√
8π~2as/(mσ) and chemical potential µ2 = µ− ~ωz/2.
7.4 Angular momentum equation





∗(r⊥)(−i~) (x∂y − y∂x)ψ(r⊥) (7.15)
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The Ehrenfest relation for the z-component of angular momentum in 2D is (5.66)





































Following the reasoning of Chapter 5 we assume the effects of the projector corrections
are negligible, and assume a choice of basis that results in the trace being zero. Furthermore
we consider only the contribution of the energy-damping reservoir interaction, that is we set
γ = 0. This may represent a system that explicitly only has the energy-damping reservoir
interaction present, such as a two component system where one component is degenerate
while the other is thermalized, or it could be a good approximation in a single-component
system where the energy-damping effects are dominant over the number-damping, as was
seen in the preceding chapter. The equation of motion for the angular momentum is thus
(I)dLz(t) = −~M
∫





d2k⊥ S2(k) |F [(x∂y − y∂x)n(r⊥)]|2dW (t) (7.19)
or in cylindrical coordinates
(I)dLz(t) = −~M
∫





d2k⊥ S2(k) |F [∂φn(r⊥)]|2dW (t). (7.20)
Our aim in this chapter is to analytically evaluate the terms in this equation to arrive at





We consider a vortex in a disc trap at the location r0 = (x0, y0) = (r0, φ0), using the ansatz
for the vortex core density from [308] and including an image vortex. The background wave
function is homogeneous ψ0 ≡
√




























where b = Λ−1ξ, with Λ = 0.8249 the numerically obtained slope of the dimensionless
radial vortex wave function, and ξ = ~/
√
n0g2m the healing length. From here we proceed
in cylindrical coordinates, as the quantity of interest the distance of the vortex from the












r sin(φ)− r0 sin(φ0)










The second phase is that of the image vortex, imposing a hard-wall boundary condition
ensuring that the velocity has no radial component at the edge of the trap. We can obtain
the ansatz wave function for an ideal point vortex with no core structure by taking b→ 0.
Noting that vortices of higher charge are unstable, we assume that the vortex is singly
charged. Furthermore we assume that the vortex is located close to the disc centre, so we
can take linear approximations in r0/R if needed; at several stages we require this as many
of the integrals cannot be evaluated analytically. Hence our approach is able to describe
the diffusive instability of a vortex at the centre of the disc, and the early stages of it’s
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b2 + r2 − 2rr0 cos (φ− φ0) + r20
)
, (7.23)
the partial derivative with respect to the azimuthal angle φ is
∂φn(r⊥) =
2b2n0rr0 sin (φ− φ0)
(b2 + r2 − 2rr0 cos (φ− φ0) + r20)2
, (7.24)
and the Fourier transform of the azimuthal derivative of density is to first order in r0/R







The coherent region current is
j(r⊥) =
κn0r0~ (R2 − r20) (r2 −R2) sin (φ− φ0)
m (b2 + r2 − 2rr0 cos (φ− φ0) + r20) (rr0 (rr0 − 2R2 cos (φ− φ0)) +R4)
r̂
+
κn0~ (R2 − r20) (rr20 − r0 (r2 +R2) cos (φ− φ0) + rR2)
m (b2 + r2 − 2rr0 cos (φ− φ0) + r20) (rr0 (rr0 − 2R2 cos (φ− φ0)) +R4)
φ̂,
(7.26)
the current divergence is
∇⊥ · j(r⊥) =
2b2κn0rr0~ (R2 − r20) sin (φ− φ0)
m (b2 + r2 − 2rr0 cos (φ− φ0) + r20) 2 (rr0 (rr0 − 2R2 cos (φ− φ0)) +R4)
,
(7.27)
and the Fourier transform of the current divergence is to first order in r0/R
F [∇⊥ · j(r⊥)] ≈
2ib2κ~n0
mR2






Note that the same integral appears in both the Fourier transform of the azimuthal deriva-
tive of density and the Fourier transform of the current divergence.
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7.5.3 Angular momentum
The angular momentum density is
lz(r⊥) =
κn0r~ (R2 − r20) (rr20 − r0 (r2 +R2) cos (φ− φ0) + rR2)
(b2 + r2 − 2rr0 cos (φ− φ0) + r20) (rr0 (rr0 − 2R2 cos (φ− φ0)) +R4)
, (7.29)
to second order in the radial vortex location the angular momentum is
Lz(r0) ≈ πκn0~
(














































1− x2 − x4
(x2 + 1)2
(7.33)
goes to unity in the limit of an ideal vortex.
7.6 Equation of motion
We now have all the components needed to construct the equation of motion for the vortex
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where we have made the noise term positive as we are free to make the replacement
















, D = ΓmkBT
g(s)n0π~2
. (7.38)
It is clear from the form of the equation that the vortex undergoes exponential growth in
the radial position. Importantly there is no dependence on the sign of the vortex charge,
as we expect since this should only affect the azimuthal direction that the vortex moves.
7.7 Analysis
As the coefficients are time-independent, the solution to (7.37) is readily found to be







As would be expected the vortex undergoes noisy exponential growth, and the long-time
limit is simply that the vortex leaves the condensate, by annihilating with its image at the










The steady-state properties are trivial - the vortex leaves the disc and the variance diverges.
There are two properties we can investigate. First, the decay rate can be checked. Second,
the presence of noise can cause a stabilising effect on the vortex, potentially causing a
larger mean lifetime than would be expected.
When considering the vortex location, we can treat the origin ζ = 0 as a reflecting
barrier, as if the vortex crosses the origin it remains in the disc, while the disc edge ζ = 1
can be treated as an absorbing barrier, such that if the vortex reaches the disc edge it
leaves the disc and does not return. Since we have restricted ourselves to small values of
ζ, we cannot consider the motion of the vortex all the way to the boundary, and so we
instead consider a smaller region defined by ζ = ζf with ζf < 1. We can assume ζ = ζf to
be an absorbing barrier, as the vortex can exit the region by traversing this radius. The
mean first passage time of a particle initially at x ∈ (a, b) is defined as the average time
at which the particle first leaves the interval (a, b). For the case of a a reflecting barrier, b
an absorbing barrier, and a < b, the first passage time T (x) for a particle whose motion is
governed by the Fokker-Planck equation




is given by [272]

















Thus for the disc-vortex system, we have






























where pFq(a1, a2, ..., ap; b1, b2, ..., bq; , z) is the generalized hypergeometric function. In the
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Figure 7.1: Mean scaled vortex lifetime ΓT (ζ) for exiting a circular region of radius ζf = 0.5,
for several values of α, Equation (7.47).












which can also be obtained by inverting the noise-free deterministic solution of (7.37). Note
that the scaled mean first passage time ΓT (ζ) depends on the drift Γ and diffusion D only















as the difference in magnitude between the drift and diffusion. Now the limit of zero
diffusion, and thus the deterministic solution, corresponds to α→ −∞.
An immediate consequence of the noise is that the vortex has a finite lifetime regardless
of the initial displacement. For the quiet system D = 0 the lifetime diverges as the initial
displacement goes to zero, indicating that a vortex initially at the centre of the disc can
























Figure 7.2: Ratio of vortex lifetime to quiet vortex lifetime T (ζ)/T0(ζ) (7.49) for exiting a
circular region of radius ζf = 0.5. The black line indicates where the ratio is unity.
lifetime of a central vortex in a noisy system have previously been derived [309]1.
In Fig. 7.1 we show the expected vortex lifetime scaled by Γ for several values of α.
We see that, depending on the exact value of α, there are initial displacements where the
presence of noise serves to increase the lifetime. To make this clearer, we look at the ratio









































The ratio is shown in Fig. 7.2, where we see that there is a significant region where the
noisy vortex lifetime is enhanced relative to the quiet case. In fact, the region where the
noise results in the lifetime for an intermediately displaced vortex being reduced is most
1This analysis was in the context of a very weakly interacting system in a harmonic trap with number-
damping only, preventing a direct comparison with our results.
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likely difficult to access, as it requires the diffusion constant to be essentially the same
magnitude as the drift constant, whereas the drift constant would generally be expected to
be larger than the diffusion constant by at least an order of magnitude. For example, using
the trap centre values of the experiment in [310] gives ranges for exp(α) of 0.016− 0.045,
for α given by Equation (7.47). This enhanced lifetime can be expected if the noise causes
the vortex to deviate significantly from an outward spiral path, effectively exploring more
of the disc before reaching the boundary.
7.8 Rotating thermal cloud
The potential behaviour of a vortex becomes more rich when considering a rotating thermal
cloud. Assume the thermal cloud is rotating at frequency Ω. The reservoir theory is then
naturally formulated in the frame rotating with the thermal cloud. The angular momentum
we should look at is






which is just the angular momentum in the non-rotating frame with an additional constant.
The current picks up a rigid-body rotation term


















d2k⊥ S2(k) |F [∂φn(r⊥)]|2dW (t). (7.54)
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Γ (Ωm − Ω) ζdt+
√
DdW (t), (7.56)





The rotation threshold Ωm is rotation frequency at which the energy landscape gives a
metastable state for the vortex to exist at the disc centre. The presence of the vortex sign
κ = ±1 indicates which direction the thermal cloud should be rotated to stabilize a vortex
of charge κ. For a vortex near the disc centre, the introduction of rotation to the thermal
cloud at first serves to decrease the rate at which the vortex moves away from the centre.
If the rotation frequency passes the threshold Ω > Ωm, the vortex will instead move toward
the disc centre, with further increasing rotation only serving to increase the rate at which
this happens. In reality of course there are other factors at play, most pointedly that when
the rotation frequency increases ever more vortices will form, leading at sufficiently rapid
rotation to a regular Abrikosov lattice; this is well beyond the regime we have considered.
For small rotation frequencies the equation of motion becomes that of an Ornstein-
Uhlenbeck process, and one can then measure the steady-state properties of the vortex as
it moves in a stochastic fashion about the centre of the disc. For example, the steady-state
correlations of the vortex position are
lim
t→∞










Γ (Ω− Ωm) |τ |
]
, (7.58)
where we have assumed Ω > Ωm and let κ = 1. This shows the expected behaviour, where
the vortex will show less variance in position about the disc centre with increasing rotation
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rate. Performing a more complex analysis, rather than considering only small displacements
from the disc centre, may be able to reveal the presence of the energy barrier separating
the energy minimum at r0 = 0 with the energy minimum at the boundary r0 = R. One
may then be able to investigate the possibility of the vortex traversing the barrier using the
stochastic analysis of first passage times; this is an example of thermally assisted barrier
crossing.
A careful assessment of the regime of validity for our linearization approach would
require numerical simulations of the SPGPE in a basis appropriate for implementing an
energy cutoff in the hard-wall confining potential.
7.9 Numeric requirements
Accurately propagating the SPGPE requires code that is built upon an appropriate single-
particle basis, allowing a physically consistent energy cutoff to be chosen. For a harmonic
trap the single-particle solutions are the Hermite polynomials with Gaussian weighting, al-
lowing the use of Gauss-Hermite quadrature for efficient and accurate numeric integration.








eilφ, l, j ∈ Z (7.59)







with xlj the jth zero of the Bessel function of order l. The energies and consequently the
normalisation Alj are unable to be determined analytically.
A faithful numerical implementation of the 2D SPGPE in the disc trap would need to
follow the general idea of the method presented in appendix F. However we would no longer
be able to use Gauss-Hermite quadrature as there is no exponential weighting on the basis
functions. Thus writing code to solve the 2D SPGPE in a disc trap is a highly non-trivial
task2, and is outside the scope of this thesis. As such we leave the vortex here, with the brief




analytic treatment we have presented, hopefully to be revisited when appropriate code for
numeric analysis has been developed. A somewhat less faithful numerical implementation
of the 2D SPGPE in the disc trap could use the Fourier basis [311].
7.10 Conclusions
In this chapter we have considered the motion of a singly-charged quantum vortex in a
quasi-2D system. We would expect a large system with a single decaying vortex to remain
close to particle equilibrium. We thus assumed a quasi-2D system where the dissipative
effects are dominated by the energy-damping reservoir interaction process; we have seen in
Chapter 6 that this can be the case for a system in particle equilibrium. To our knowledge,
this is the first analytic treatment of vortex motion subject to the energy-damping reservoir
interaction. Using the angular momentum stochastic Ehrenfest relation of Chapter 5, we
derived a stochastic equation of motion for the location of the vortex within the disc. The
vortex was found to migrate to the disc boundary exponentially in time when the noise was
neglected, but that the presence of noise could either reduce or enhance the vortex lifetime.
When including a rotating thermal cloud we saw that the vortex could be stabilized at
the disc centre, with the equation of motion taking the form of a Ornstein-Uhlenbeck
process when the rotation frequency exceeded the critical value Ωm (7.57). While other
methods, such as considering the energy landscape of the vortex explicitly, can also predict
the emergence of vortex stability, the use of the stochastic Ehrenfest relations allows for
analysis of the steady-state stochastic properties of the vortex as it undergoes temperature-






The SPGPE has seen many applications since it was originally developed by Gardiner and
Davis [146] in 2003, however these have largely been restricted to the number-damping
sub-theory where the energy-damping reservoir interactions are neglected. With the recent
numerical implementation of the energy-damping reservoir interaction terms by Rooney et
al [1], the range of applications of the SPGPE has been widened even further, though the
question of whether the energy-damping process is significant enough to warrant inclusion
has remained open. In this thesis we have demonstrated that the effects of the energy-
damping reservoir interaction can be comparable to and even dominant over those due
to the more commonly studied number-damping reservoir interaction. The importance
of energy-damping appears particularly pronounced for systems near particle equilibrium
with the reservoir.
In Chapter 4 we have provided the first linear fluctuation analysis of the SPGPE that
includes both the energy-damping reservoir interaction process and all noise terms. The
dispersion relation is the usual Bogoliubov dispersion (4.43), with a modification due to
a momentum dependent damping (4.44). The damping consists of a number-damping
contribution and an energy-damping contribution, each with distinct momentum depen-
dence, indicating that each damping process is significant in a regime of wave numbers
corresponding to a distinct range of length scales. The fluctuation spectra (4.64)-(4.66)
were found to be peaked about the dispersion relation, with the largest contribution to the
width coming from the energy-damping reservoir interaction process.
In Chapter 5 we have derived stochastic differential equations of motion for matter
wave moments of the SPGPE, which we call the stochastic Ehrenfest relations (5.64)-
(5.68). In general these include drift and diffusion terms due to each of the reservoir
interaction processes, as well as terms that arise due to mixing of modes at the energy
cutoff. Investigating using a toy model of a quasi-1D Thomas-Fermi system in a harmonic
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trap, we showed that for a well-chosen cutoff the terms due to the energy cutoff are small
compared to the overall motion of the centre of mass. These terms may thus be neglected for
the purposes of analysis, and the resulting stochastic differential equations admit analytic
solutions. These analytic solutions compared favourably with numerical simulations of
the 1D SPGPE, further validating the neglect of the energy cutoff terms. The stochastic
Ehrenfest relations then provide a powerful tool for understanding the SPGPE, among
other things allowing a quantitative comparison of the two reservoir interaction processes
for specific systems.
In Chapter 6 we analysed a 3D isotropic Bose-Einstein condensate in a harmonic trap
in the Thomas-Fermi regime using the stochastic Ehrenfest relations. The centre of mass
motion of the system was found to be described by a vector Ornstein-Uhlenbeck process
(6.20), with the reservoir interactions providing drift and diffusion on top of the usual
Kohn oscillations of the system. Analytic solutions of these equations were compared with
numerical solutions of the SPGPE, confirming the predicted motion. The energy-damping
and number-damping individual reservoir interactions manifested as individual drift and
diffusion terms, allowing a direct comparison of the effect each has on the centre of mass
motion. Using the Hartree-Fock parameter estimation scheme of [2], we showed that the
energy-damping has a much greater influence on the steady-state properties of the centre
of mass motion than the number-damping, to the point where in some of the considered
systems the number-damping could be neglected entirely. The steady-state properties of
particle number, however, were found to be entirely due to the number-damping process.
The two reservoir interaction processes thus have distinct and potentially experimentally
measurable influences on the system. The results suggest a separation of ensembles for
the system moments, with the centre of mass motion effectively described by a canonical
ensemble while the particle number is described by the expected grand canonical ensemble.
In Chapter 7 we considered the motion of a singly quantized vortex in a quasi-2D system
confined to a disc trap under the influence of the energy-damping reservoir interaction. To
our knowledge this is the first analytic treatment of vortex motion under the energy-
damping reservoir interaction; previous works have at most included only the number-
damping process [309]. Using the stochastic Ehrenfest relation for angular momentum
we found a stochastic equation of motion for the vortex location that admitted analytic
solutions (7.37). When noise is neglected the vortex leaves the system exponentially fast,
however retaining the noise can enhance the vortex lifetime. It was found that including
a rotating thermal cloud can lead to stabilisation of the vortex, with the vortex moving
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toward the disc centre rather than to the boundary for rotation above some threshold.
The equation of motion then becomes that of a Ornstein-Uhlenbeck process (7.56), and
the steady-state stochastic motion of the vortex near the disc centre was analysed.
Our main aims for this research was twofold. Firstly we wanted to generalize the method
of [150] and apply it to other systems, leading to our general formulation of stochastic
Ehrenfest relations. Secondly we wanted to focus on the energy-damping reservoir inter-
action, as this has generally been neglected. The two formed a synthesis, as applying
the stochastic Ehrenfest relations to the system in Chapter 6 revealed that the energy-
damping reservoir interaction may be dominant in some regimes. We thus suggest the
following broad conclusions to this work. The stochastic Ehrenfest relations provide a
powerful platform for analysing a variety of systems, with great potential for experimental
predictions without the need for computationally intensive simulations, and the ability to
see what effect the reservoir interactions will have more clearly. As for the energy-damping
reservoir interaction, our results suggest that it is indeed an important factor in the fi-
nite temperature degenerate Bose gas system, and in general it must be accounted for
when analysing such systems. In particular, the energy-damping reservoir interaction is
of greatest significance for systems close to particle equilibrium, where number-damping
becomes relatively unimportant. This regime is of interest for many finite-temperature
Bose-Einstein condensate systems.
8.2 Outlook
We have developed a method of analysing finite temperature degenerate Bose gas system
that could see a wide range of applications. A suggested non-trivial and interesting appli-
cation of the stochastic Ehrenfest relations is the motion of a dark soliton in a quasi-1D
system, in either a ring geometry or a harmonic trap. An in-depth analysis of the regime
where the projector corrections are negligible, and the effect they have on the system when
they become significant, is also an important task.
Testing the predictions of Chapter 6 experimentally is an obvious next step. As sug-
gested earlier, measurements of the centre of mass motion and particle number may be
able to distinguish clearly between the number-damping and energy-damping reservoir in-
teraction processes, and could also verify the energy-damping dominance for the centre of
mass motion. The system itself is not particularly novel, and can almost certainly be easily
realized by a number of experimental groups. The difficulties in this task are more likely
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to lie in obtaining sufficiently well-resolved long-time data of the position, momentum, and
particle number of the system.
New code is required for numerical testing of the fluctuation analysis predictions of
Chapter 4 and the disc vortex predictions of Chapter 7. While the code for propagating a
system using the basis of single particle solutions of a harmonic trap has been implemented
and well tested, for a general confining geometry this is a highly non-trivial task. There is
currently code in development for the numeric propagation of the SPGPE in the relatively
new programming language Julia that will go a long way toward achieving this.
Further investigation of the energy-damping process would almost certainly be a fruitful
endeavour. There may be many more scenarios where this oft-neglected reservoir interac-
tion potentially plays an important role, such as in spinor systems, the Kibble-Zurek mech-
anism of defect formation, coarsening dynamics in quenched systems, and the coupling of
vortices to sound waves. The energy-damping process is indeed a potential explanation for
many experimental open questions, including the energy damping anomaly in spin-1 [312],




Recall the definition of the coherent region super-operator

















the interaction Hamiltonian, decomposed into terms with similar number of occurrences of































The projection operator P takes the uncorrelated part of the density matrix
Pρ = ρI ⊗ ρC = ρI ⊗ TrI (ρ) . (A.7)
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Define LF ≡ PLintP as the forward-scattering super-operator with corresponding forward-








giving mean-field contribution to evolution of the coherent region due to scattering from








where again we have decomposed into terms with similar number of occurrences of the































where we have used





with R̂[φ̂†(r), φ̂(r)] a product of the incoherent field operators. We neglect the anomalous
averages 〈φ̂(r)φ̂(r)〉 and 〈φ̂†(r)φ̂†(r)〉 in (A.11). Also (A.10) and (A.12) are zero since φ̂(r)






































It is simple to see that the cross-terms ρ̇C|(1,2) and ρ̇C|(2,3) are both zero; since there is
an odd number of occurrences of the incoherent region field operator the Hartree-Fock
factorization will always result in the average of a single operator 〈φ̂〉 or 〈φ̂†〉 which are
equal to zero. Furthermore, for the only remaining cross-term ρ̇C|(1,3), the Hartee-Fock
factorization will always result in a term like 〈φ̂†(r′, τ)φ̂(r′, τ)〉 which do not conserve
energy. Thus all cross-terms are neglected.
B.2 One-field terms











First note that since
e−(LC+LI)τg = eiĤCτ/~eiĤIτ/~ge−iĤCτ/~e−iĤIτ/~. (B.4)
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and
ψ̂(r, t) = eiĤCt/~ψ̂(r)e−iĤCt/~ = e−LCtψ̂(r) (B.5)
φ̂(r, t) = eiĤIt/~φ̂(r)e−iĤIt/~ = e−LItφ̂(r) (B.6)
we have that















φ̂†(r′, τ)φ̂†(r′, τ)φ̂(r′, τ)ψ̂(r′, τ), ρC ⊗ ρI
]
.(B.7)














using (A.13), and noting that averages of the form e.g.〈
φ̂†(r, 0)φ̂(r, 0)φ̂(r, 0)φ̂†(r′, τ)φ̂(r′, τ)φ̂(r′, τ)
〉
(B.9)
where there are not equal occurrences of φ̂† and φ̂ may be safely neglected as every term























+〈φ̂†(r, 0)φ̂†(r, 0)φ̂(r, 0)φ̂†(r′, τ)φ̂(r′, τ)φ̂(r′, τ)〉
[
ψ̂†(r′, τ)ρC, ψ̂(r, 0)
]





















Following the same reasoning as in B.2, with the additional observation that commutators
of the form e.g. [





where coherent field operators appear twice in succession may be safely neglected due to












〈φ̂†(r′, τ)φ̂(r′, τ)φ̂†(r, 0)φ̂(r, 0)〉 [n̂(r, 0), ρCn̂(r′, τ)]
+〈φ̂†(r, 0)φ̂(r, 0)φ̂†(r′, τ)φ̂(r′, τ)〉 [n̂(r′, τ)ρC, n̂(r, 0)]
}
(B.13)
where we have introduced the coherent region number density operator
n̂(r, t) = ψ̂†(r, t)ψ̂(r, t). (B.14)
B.4 Three-field terms
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ψ̂†(r′, τ)ψ̂(r′, τ)ψ̂(r′, τ)ρC, ψ̂




ψ̂†(r, 0)ψ̂†(r, 0)ψ̂(r, 0), ρCψ̂




ψ̂†(r′, τ)ψ̂†(r′, τ)ψ̂(r′, τ)ρC, ψ̂




ψ̂†(r, 0)ψ̂(r, 0)ψ̂(r, 0), ρCψ̂




Here we have an anomalous field operator pairing ψ̂ψ̂ or ψ̂†ψ̂† in every term, and thus the
entirety of (B.16) is neglected.
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Reservoir interaction damping ampli-
tudes
In this appendix we show for completeness how the reservoir rates are derived analytically
for a semi-classical reservoir [317].
C.1 Number-damping amplitude
Treating the number-damping as a local process allowed us to write the number-damping




Noting that the Bose-Einstein distribution can be expanded as
W (r,k) =
1
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2 + V (u)− εcut
)
, (C.4)
where Θ (x) is the Heaviside step function, which ensures that the integration is restricted






























3 + 2k2k3 cosα) + V (u)− εcut
)
. (C.5)


























3) + 2V (u)− εcut
)
. (C.6)






















The boundaries of integration are defined by the individual restrictions on k2 and k3 to
remain in the incoherent region
~2k2i
2m




s ≥ (p+ q)β(εcut − V (u)), t ≥ (p+ r)β(εcut − V (u)), (C.9)






+ 2V (u)− εcut ≥ 0. (C.10)
For the moment, let us assume that the former inequalities are the harder restriction, so
smin = (p+ q)β(εcut − V (u)), tmin = (p+ r)β(εcut − V (u)). (C.11)






+ 2V (u)− εcut = εcut > 0, (C.12)
so these are the lowest values of s and t that satisfy every inequality. Evaluating the















and we note that we have lost the spatial dependence. Letting j = p + 1, k = q − 1,













(j + k)(j + l)
e−βεcut(2j+k+l) (C.14)
and recalling the definition of the Lerch transcendent Φ[z, s, a] =
∑∞
k=0 z
k/(a + k)s gives























dB, where as is the s-wave scattering length and λdB =
√
2π~2/mkBT is
the thermal de Broglie wavelength.
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C.2 Energy-damping amplitude
The form of the energy-damping amplitude is obtained by considering the Fourier transform














d3k2W (u,k1) [1 +W (u,k2)] δ(k1 − k2 − q)
×δ(ω(u,k1)− ω(u,k2)). (C.17)
The first delta function gives k2 = k − q, where we have replaced k1 → k, allowing the






d3kW (u,k) [1 +W (u,k)]
2m
~
δ(2k · q− q2), (C.18)
where we have also used that the second delta function gives q2 = 2k · q and so









+ V (u) =
~2k2
2m
+ V (u) = ~ω(u,k). (C.19)
We choose the x axis of the k integration to be parallel to q, so that the delta function
gives kx = |q|/2. Then let
ek⊥(u,q) =
~2 (k2⊥ + q2/4)
2m
+ V (u) ≡ ~ω(u,k⊥ + x̂|q|/2) (C.20)










eβ(x−µ) − 1 . (C.22)
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C.2 Energy-damping amplitude
We change the integration variable to x ≡ ek⊥(u,q) using (C.20), with the lower limit of
the integral given by Emin(u,q) ≡ max
(























e(Emin(u,q)−µ)/kBT − 1 (C.25)









e(Emin(u,q)−µ)/kBT − 1 (C.26)
where we have also used g ≡ 4π~2a/m.
This can be further simplified by considering the conservation of momentum during the
scattering event. In a semiclassical description the momenta must satisfy
k1 + k3 = k2 + k4 (C.27)
where k1 and k2 are the initial and final wave-vector of the incoherent region particle (as in
(C.17)), and k3 and k4 are the initial and final wave-vector of the coherent region particle.
Since the coherent region particle is in the coherent region, we also have
~2k2j
2m
+ V (u) ≤ εcut, j = 3, 4. (C.28)
The momentum transfer in the scattering event also satisfies
q = k1 − k2 = k4 − k3, (C.29)
195
Appendix C. Reservoir interaction damping amplitudes
and so we have
~2q2
8m


























+ V (u). (C.31)
Clearly 2|k3||k4| ≤ k23 + k24, and so
~2q2
8m









+ V (u) (C.32)
≤ εcut. (C.33)
Therefore the value of Emin(u,q) = max
(
εcut, ~2q2/8m+ V (u)
)
is always given by the
energy cutoff Emin(u,q) ≡ εcut. The energy-damping amplitude then has no u dependence,




















e(εcut−µ)/kBT − 1 . (C.36)
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Appendix D
Mapping Fokker-Planck equations to
stochastic differential equations
The Fokker-Planck equation (FPE) obtained by a mapping from the master equation
































































































∗, t) + h.c.
]
P (D.2)




11] is the diffusion matrix. If the
diffusion matrix is positive semi-definite it can be factorised as D = BBT, and the FPE
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equations





(A(r, t)dt+ B(r, t)dW(r, t)) (D.3)




scheme for the SPGPE
Here we present the method used to estimate physically consistent parameters for the
SPGPE using the the Hartree-Fock parameter estimation scheme [2]. This procedure gives
estimates for the chemical potential µ and energy cutoff εcut given the total atom number
NT and temperature T .
E.1 Hartree-Fock Density of States





δ (ε− EHF(r,p)) (E.1)




+ U(r, t) (E.2)
and the potential experienced by noncondensate atoms is
U(r, t) =
2µ− Uext(r) nc 6= 0Uext(r) nc = 0. (E.3)
The minimum value of this potential is µ and occurs on the boundary of the condensate;
in the Thomas-Fermi approximation this is defined by the Thomas-Fermi radii. We can
evaluate the integral over momentum space in (E.1) without any knowledge of the potential,
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ε− U(r, t). (E.4)
E.2 3D Harmonic trap
We redefine the energy scale by shifting it by Umin = µ, the minimum of the effective
potential U(r, t),
ε̄ = ε− µ, Ū(r, t) = U(r, t)− µ. (E.5)
Note that the effective potential is now
Ū(r, t) =
µ− Uext(r) nc 6= 0−µ+ Uext(r) nc = 0. (E.6)



















E.3 Estimating SPGPE parameters








e(ε̄−µ)/kBT − 1 . (E.9)
Given the total atom number NT and temperature T , (E.8) can be solved numerically
to find N0, and hence µ, using the appropriate Thomas-Fermi chemical potential. For
temperatures above Tc the parameter µ(T ) may be found easily using (E.8) with N0 = 0.
For the temperature T = Tc the chemical potential is simply µ = 0.
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The simplest way to connect the cutoff in our chosen representation εcut with the cutoff
as determined by the Hartree-Fock density of states εcutHF is to require that the number
of modes in the coherent region is the same in either representation.
The Hartree-Fock density of states takes energies relative to the condensate, so from
(E.9) with µ = 0 we have







valid for T < Tc, where εcutHF is the energy set by the Hartree-Fock density of states at
mean occupation ncut. The number of states is given by integrating from the minimum






where ε0 is the lowest energy in the chosen representation and ρSP(ε) is the single-particle








For temperatures above the transition (T > Tc) , the single-particle density is applicable
so εcut can be found directly by inverting the Bose-Einstein distribution










Numerically solving the SPGPE
In this appendix we present the method we use for numerically solving the full SPGPE.
This method was developed by Rooney et al for a three-dimensional harmonically trapped
system [1], and is an extension of the spectral-Galerkin method previously developed for
evaluating the SPGPE number-damping terms [115].
The appendix is organised as follows. In section F.1 we outline the SPGPE formalism
in non-dimensional form, as is standard for numerical evolution. In section F.2 we give
an outline of the spectral approach, and arrive at the equations of motion for the single-
particle mode amplitudes. In section F.3 we review the algorithm used to evaluate the
SPGPE energy-damping terms using Gauss-Hermite quadrature. We conclude in section
F.4 we briefly discuss the accuracy of the algorithm, as tested in [1].
F.1 Dimensionless SPGPE
In this work, a suitable system of dimensionless units is chosen depending on the nature
of the system under consideration. The units of length x0, time t0, and energy E0 are









, E0 = ~ω0, (F.1)
for some trapping frequency ω0. The single-particle Hamiltonian is
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defines the basis of the coherent region. Here λi = ωi/ω0 is the anisotropy in the ith





where the φn(r) are eigenfunctions of H0
H0φn(r) = εnφn(r). (F.5)
The summation covers the coherent region
C = {n : εn ≤ εcut} (F.6)
where εcut is the cutoff energy and n represents all quantum numbers required to completely
specify the eigenfunctions of H0. The SPGPE (3.147)-(3.150) in dimensionless form is
(S)dψ(r, t) = dψ|H + dψ|γ + (S)dψ|ε , (F.7)
where
dψ|H = P {−i(L− µ)ψ(r, t)dt} (F.8)
dψ|γ = P {−γ(L− µ)ψ(r, t)dt+ dW (r, t)} (F.9)
(S)dψ|ε = P {−iVε(r, t)ψ(r, t)dt+ iψ(r, t)dU(r, t)} (F.10)
respectively. The projector, defined by







formally restricts evolution of the classical field to the coherent region. The first term of
the SPGPE (F.8) gives Hamiltonian evolution of the coherent region where
Lψ(r, t) = (Hsp + CNL|ψ(r, t)|2)ψ(r, t) (F.12)
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with as the s-wave scattering length.
F.1.1 Number-damping terms
The second term of the SPGPE (F.9) gives the number-damping reservoir interaction. The
dimensionless parameter γ determines the rate of the number-damping process, and the
Gaussian complex noise has the non-zero correlation
〈dW ∗(r, t)dW (r′, t)〉 = 2γTδ(r, r′)dt, (F.14)








the coherent region delta function.
F.1.2 Energy-damping terms
The third term of the SPGPE (F.10) gives the energy-damping reservoir interaction. The
process is described by the energy-damping potential
Vε(r, t) =
∫
d3r′ε(r− r′)∇′ · j(r′, t) (F.16)




(ψ(r, t)∇ψ∗(r, t)− ψ∗(r, t)∇ψ(r, t)) (F.17)
















eβ(εcut−µ) − 1 (F.19)
parameterises the rate of the energy-damping process, somewhat analogous to the param-
eter γ for number-damping. The energy-damping potential can also be expressed as












where k̂ = k/|k|. The energy-damping potential can thus be evaluated using Fourier
transforms
Vε(r, t) = −MF−1
[




k̂ · j̃(k, t)
]
. (F.21)
The energy-damping noise is real with non-zero (and non-local) correlation
〈dU(r, t)dU(r′, t)〉 = 2Tε(r− r′)dt. (F.22)







and noting that this may now be complex, we find that the momentum space correlation
is given by


























The energy-damping correlations are local and diagonal in momentum space, which is
exploited to obtain a numerical representation. There is an apparent singularity due to
the inverse dependence on |k|, however in practice this is not an issue as any finite system





We use a spectral Galerkin approach [278] for numerically solving the SPGPE (F.7), ex-
ploiting that H0 is diagonal in the spectral basis and projecting the SPGPE onto this basis.
This results in a set of stochastic differential equations for the mode amplitudes of the form
(S)dcn = −i [(εn − µ)cn +Gn + Vn] dt
−γ [(εn − µ)cn +Gn + Vn] dt+ dAn
−i [Sndt+ dBn] (F.27)
where the first line represents Hamiltonian evolution dψ|H , the second line represents
number-damping dψ|γ, and the final line represents energy-damping dψ|ε. The matrix
elements and noises are given by
Gn = CNL
∫
d3rφ∗n(r)|ψ(r, t)|2ψ(r, t) (F.28)
Vn =
∫
d3rφ∗n(r)δV (r, t)ψ(r, t) (F.29)
Sn =
∫















corresponding to two-body interactions, perturbation potential, energy-damping potential,
number-damping noise, and energy-damping noise respectively. For simplicity we neglect
the possibility of a perturbation potential by formally setting δV (r, t) ≡ 0, as it is not a
situation that arises in this work1. We define the functions ζm(r) later in the chapter. The
noises dun, dvn, dwn are independent standard Wiener processes satisfying
〈dun〉 = 〈dvn〉 = 〈dwn〉 = 0 (F.33)
〈dundum〉 = 〈dvndvm〉 = 〈dwndwm〉 = δnmdt (F.34)
1We direct the reader to [1] for information on how to implement a perturbation potential
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thus giving the required correlations for the noise terms in the SPGPE.
F.2.2 Stochastic time evolution
The main challenged in numerically propagating the SPGPE (F.27) is in the construction
of the nonlinear matrix elements (F.28)-(F.32); this is covered in Sec F.3. Once we have
those elements, we evolve the SPGPE in time using stochastic integration. Here we briefly
describe the stochastic integration method used for temporal integration of the SPGPE.
Full SPGPE
For solving the full SPGPE including all reservoir interactions we use the weak vector
semi-implicit Euler algorithm [272, 274, 318, 319]; we are unable to use a more efficient
algorithm, such as a high order Runge-Kutta method, due to the energy-damping noise
being multiplicative. Our equation of motion (F.27) is of the form
(S)dcn = an(t, c)dt+ dAn(dun, dvn) + dBn(t, c,dw) (F.35)
where
an = −(i+ γ)[(εn − µ)cn +Gn]− iSn. (F.36)
The notation c indicates dependence on the full field ψ where {c}n = cn(t). The energy-
damping noise has dependence on a vector of Wiener processes where {dw}n = dwn(t).
The solution is propagated to a set of discrete times tj = j∆t where ∆t is the step size,
and the solution at tj is denoted cn(tj) = c
(j)

























(tj+1 + tj) (F.39)
〈∆u(j)m ∆u(j)n 〉 = ∆t δmn (F.40)
〈∆v(j)m ∆v(j)n 〉 = ∆t δmn (F.41)
〈∆w(j)m ∆w(j)n 〉 = ∆t δmn. (F.42)





and ∆u(j)n is sampled as a real Gaussian distributed random variable with zero mean and
variance ∆t. Similarly for ∆v(j)n and ∆w
(j)
n . These equations are solved iteratively as they
are implicit; typically 4 iterations is sufficient to achieve convergence.
Number-damped SPGPE
The number-damped SPGPE
dψ = P {−(i+ γ)(L− µ)ψdt+ dWγ(r, t)} (F.44)
has been widely used in previous works, and as such an efficient numerical implementation
has been firmly established based on the spectral-Galerkin approach. The equation of
motion for the mode amplitudes, found by projecting (F.44) onto the single particle basis,
is
dcn = − (i+ γ) [(εn − µ)cn +Gn] dt+ dAn. (F.45)
The noise term dAn is additive and thus we are able to use a more efficient algorithm than
the semi-implicit Euler; a stochastic Runge-Kutta method is used, which has improved
convergence and stability [274]. The only nonlinear term to be constructed is Gn, and so
the number-damped SPGPE can be solved by a fairly simple extension of PGPE solving
methods [115,269,273,275].
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Energy-damped SPGPE
The energy-damped SPGPE
dψ = −iP {(L− µ+ Vε(r, t))ψdt− ψ(r, t)dU(r, t)} (F.46)
is obtained by neglecting the contributions from number-damping (F.9). Projecting (F.46)
onto the single particle basis gives the equation of motion for the mode amplitudes
(S)dcn = −i [(εn − µ)cn +Gn + Sn] dt− idBn. (F.47)
The presence of multiplicative noise enforces the use of the semi-implicit Euler algorithm
described in the section F.2.2. As the methods for implementing the number-damping
terms are relatively simple and thus well understood2, in this chapter we focus on the
implementation of the energy-damped SPGPE, for which a numerical implementation has
only been developed more recently [1].
F.3 Energy-damped SPGPE matrix elements
The main challenge in propagating the energy-damping terms numerically is in constructing
the nonlinear matrix elements at each time step. Here we describe how this is done in the
harmonic oscillator basis, though in principle the single-particle states of any potential can
be used as the basis.
F.3.1 Harmonic oscillator basis properties















cn(t) = cαβγ(t). (F.50)
2examples include but are not limited to Refs. [2, 71,115,120,121,131,140,148]
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and take the form














andHα(x) is the physicists Hermite
polynomial of degree α defined by the recurrence relation
Hα+1(x) = 2xHα(x)− 2αHα−1(x), α = 1, 2, 3, ... (F.53)







, α = 0, 1, 2, ... (F.54)
where we have used Greek subscripts to denote the 1D eigenstates as opposed to the general
n for 3D eigenstates. The coherent region is then defined by
C =
{







such that there are Mx = b(εcut/λx + 1/2)c ≈ εcut/λx distinct 1D eigenstates in the x
direction and MT ≈MxMyMz/6 total 3D basis states in the coherent region.
From here we will consider the case of an isotropic harmonic trap (λx = λy = λz = 1)
so as to avoid cumbersome notation, however the method is equally applicable to the
anisotropic case. All reference to λ is thus dropped from this point on and we consider a
system with M = b(εcut + 1/2)c ≈ εcut distinct 1D eigenstates in each direction.
An advantage that comes with using a harmonic oscillator basis is the ability to use
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and so in the spectral basis
(â+x )αβ =
√














Similarly we obtain an exact spectral representation for differentiation with respect to both
y and z. These are essential in evaluating the energy-damping matrix elements due to the
presence of the coherent region current.
F.3.2 Interaction term
Here we outline the method for constructing the nonlinear contact interaction term Gn
(F.28) using Gauss-Hermite quadrature. Conveniently, this method is exact for a harmon-








is a polynomial of maximum degree M − 1 in each of the coordinates as a result of the







Pαβγ(r) = CNLhαHα(x)hβHβ(y)hγHγ(z)|Q(r)|2Q(r) (F.64)
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is a polynomial of maximum degree 4(M − 1) in each coordinate. We are able to evaluate
(F.63) exactly using Gauss-Hermite quadrature. The general form of the N point Gauss-







where W (x) is a Gaussian weight function, xj are the roots of a particular Hermite poly-
nomial dependent on the precise nature of W (x), and wj are a set of corresponding weights
also dependent on W (x). This expression is exact if the function f(x) is a polynomial of




wiwjwkPαβγ(xi, xj, xk) (F.66)
provided 4(M−1) ≤ 2N−1. Thus we require a three-dimensional spatial grid with 2M−1
points in each coordinate, where {xi} and {wi} are the 2M − 1 roots and weights of the
one-dimensional Gauss-Hermite quadrature with weight function W (x) = e−2x
2
.
F.3.3 Energy-damping effective potential term
Constructing the energy-damping effective potential matrix elements (F.30) requires the
use of multiple Fourier transforms. Here we demonstrate how an auxiliary harmonic-
oscillator basis is used to perform the Fourier transforms in the spectral representation.
This method was first developed for evaluating the dipolar interaction term in the PGPE
[275].
The coherent region current (F.17) is given by
j(r) = jx(r)ex + jy(r)ey + jz(r)ez (F.67)





∗(r)− ψ∗(r)∂uψ(r)) , (F.68)
which can be calculated exactly using step operators (F.60). Now we introduce our auxil-
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x2 + y2 + z2
)
. (F.70)







Note that we can write the current as
ju(r) = Ru(r)e
−(x2+y2+z2) (F.72)
with Ru(r) a polynomial of maximum degree 2(M − 1) in each coordinate. Since the
exponential factor in the current is the same as the exponential factor in the auxiliary





Since Ru(r) is a polynomial of maximum degree 2(M − 1) in each coordinate, we need at
most 2M − 1 basis states in each coordinate, thus there are (2M − 1)3 ≈ 8M3 coefficients























is a polynomial of maximum degree 4(M −1) in each coordinate. We now have an integral
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of the same form as (F.63), with the same weight function W (x) = e−2x
2
and maximum







αβγ(xi, xj, xk), (F.77)
where the quadrature roots {xi} and weights {wi} are the same as used for (F.63).
The effective potential (F.21) requires the Fourier transform of each current component.








and so for the auxiliary basis
χ̃α(kx) = 2
−1/2(−i)αχα (kx/2) . (F.80)






The next step is to evaluate




and then compute the inverse Fourier transform of this. To this end, we first expand the



























d3kχα (kx/2)χβ (ky/2)χγ (kz/2) Φ(k). (F.85)







−3/2(i)α+β+γχα (kx/2)χβ (ky/2)χγ (kz/2) Φ(k)e
(k2x+k2y+k2z)/2. (F.87)
We thus have an integral of the form (F.65), with argument k and weight function W (k) =
e−k










w̄iw̄jw̄kTαβγ(k̄i, k̄j, k̄k). (F.88)
where















We point out that due to the presence of the |k|−1 in (F.82), it cannot be represented
exactly in the harmonic oscillator basis by a finite number of terms. Thus the quadrature
rules used for the integral (F.88) are not exact and consequently the representation of the
energy-damping potential Vε(r) (F.83) is only an approximation, the accuracy of which
will depend on the number of k-grid quadrature points in a non-trivial fashion.
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is a polynomial of maximum degree 4(M − 1) in each coordinate. We can thus use a
quadrature rule for the weight function W (x) = e−2x
2
to evaluate this integral using a grid




wiwjwkYαβγ(xi, xj, xk), (F.92)




F.3.4 Energy-damping noise term
Correlations








where the dwαβγ are real independent standard Wiener processes
〈dwαβγdwα′β′γ′〉 = δαα′δββ′δγγ′dt. (F.94)
Using (F.79) the phase factors cancel out and we are left with the desired diagonal corre-
lations









In the spectral Galerkin approach the noise takes the form of the matrix elements (F.32);
we need to project the noise in position space onto the spectral basis. We start with the
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We can perform the inverse Fourier transform of (F.101) using quadrature rules just as in
the previous subsection, however now we do not need to introduce an auxiliary basis as the
exponential factor in (F.101) matches that of the standard basis states. We write ζαβγ(r)




Kαβγ(r) = nαβγhαHα(x)hβHβ(y)hγHγ(z) (F.104)
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The representation of ζαβγ(r) in (F.103) is only approximate, as Xαβγ(k) cannot be repre-
sented as a polynomial of finite degree due to the |k|−1 factor; this is the same as for the












w̃iw̃jw̃kUαβγ(k̃i, k̃j, k̃k), (F.108)
with {k̃i} and {w̃i} the roots and weights corresponding to the weight function W (k) =
e−k
2
. Since (F.103) is not exact, we are again in the situation where the number of k points
for optimal accuracy is non-trivial.
The matrix elements (F.32) involve the product of a spectral basis state φ, the field ψ,











is a polynomial of maximum degree 3(M − 1) in each coordinate. The matrix element




ŵiŵjŵkdNαβγ(x̂i, x̂j, x̂k), (F.111)
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with {x̂i} and {ŵi} the 3M/2− 1 roots and weights corresponding to the weight function
W (k) = e−3x
2/2.
F.3.5 Algorithm summary
We now give a summary of the algorithm used for constructing the energy-damped SPGPE
matrix elements. We first construct the deterministic terms, then construct the noise term.
The procedure is repeated once for each Euler step.
Deterministic terms Gn and Sn






where σ = {α, β, γ}, rs = (xi, xj, xk) are the quadrature points associated with
the weight function W (x) = e−2x
2
, cσ are the spectral basis coefficients of the field,
and Usσ = UiαUjβUiγ are transformation matrices. The transformation matrices are
previously constructed by the spectral basis states evaluated at the quadrature points
Uiα = φα(xi). (F.113)

















































where the derivative operators are given by (F.60) and the Îj are the identity opera-
tors.
3. Transform the field derivatives from the spectral representation to the spatial repre-
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∗ − (ψ(rs))∗ ψ′u(rs)
]
. (F.118)




where ws = (wi, wj, wk) are the quadrature weights associated with the weight func-
tion W (x) = e−2x
2
.











where the k-space quadrature grid is based on the weight function W (k) = e−k
2/2.




t/2k̂t · j̃(kt). (F.122)
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8. The two-body interaction term and energy-damping effective potential have the same
quadrature rules for the final integration, so combine the two into a single integrand







9. Taking the inverse transformation of g(rs) back to the spectral basis gives the desired
matrix elements





1. Generate dwσ, the Gaussian distributed random variables.





where precomputed transformation matrices are the Fourier transformed spectral
basis states
Ũtσ = (−i)α+β+γφα(k̃u)φβ(k̃v)φγ(k̃w), (F.127)
where the k̃u are the points on the k-space quadrature grid for the weight function
W (k) = e−k
2
.

















where the x̂i are the points on the position space quadrature grid for the weight
function W (x) = e−3x
2/2.





where the precomputed transformation matrices are
Ûsσ = φα(x̂i)φβ(x̂j)φγ(x̂k). (F.131)
5. Form the integrand with appropriate quadrature weights
b(r̂s) = ŵse
3r2s/2ψ(r̂s)f(r̂s). (F.132)







The accuracy of this algorithm has been extensively tested by Rooney et al [1]. Here we
briefly summarize the checks performed in that work.
Effective potential and matrix elements
The accuracy of the approximate quadrature sums (F.123) and (F.128) is dependent on
the size of the k-space quadrature grid. For these two sums, a minimum of N0k = 2M − 1
and N0k′ = M − 1 were assumed for the number of quadrature grid points, and increases
on these were considered
Nk = N
0
k + ∆Nk (F.134)




+ ∆N ′k. (F.135)
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The accuracy in constructing the effective potential was investigated using the example
of a breathing mode, which has the useful property that the effective potential can be cal-
culated analytically. It was found that the accuracy can indeed be improved by at least an
order of magnitude for modest values of ∆Nk, but increasing the number of points without
bound does not lead to higher accuracies. That is, there is a ∆Nk that depends on the
energy cutoff, that gives maximum possible accuracy, and either increasing or decreasing
∆Nk from there only serves to reduce the accuracy. Furthermore, the accuracy is good for
all considered values of ∆Nk, with the relative error between the numerically constructed
effective potential and the analytic form never exceeding 10−4. In general, the accuracy
increases for increasing energy cutoff.
The accuracy in constructing the matrix elements (F.28)-(F.32) was tested for a high-
energy randomized state. For the combination of all nonlinear matrix elements Gσ +
Sσ + dBσ both approximate quadrature sums come into play, so testing against both ∆Nk
and ∆N ′k is required. These tests saw that the accuracy in constructing the nonlinear
matrix elements increases for increasing either of ∆Nk and ∆N
′
k. Again, the accuracy also
improves for increasing energy cutoff. The accuracy is generally very good regardless of
the values of ∆Nk and ∆N
′
k; even for ∆Nk = ∆N
′
k = 0 the relative error between the
algorithm and another more accurate method is much less than 10−2.
Propagation convergence
The convergence properties of the algorithm was tested by considering evolution of an
initial random state from t = 0 to t = τ for one trap cycle (τ = 2π). The accuracy is
dependent on both the k-space quadrature grid sizes ∆Nk and ∆N
′
k and the time step
size ∆t. The accuracy was quantified by considering the ensemble averages of the relative
change in normalization δN , relative change in energy δE, relative change in individual
mode amplitudes δcσ, and relative difference of all mode amplitudes δX.
For testing convergence with respect to ∆t the reference k-space quadrature grids were
used, so ∆Nk = ∆N
′
k = 0. The measures of δN and δE represent measures of weak
convergence [272]. These measures showed good convergence with ∆t, with the relative
error in both normalization and energy less than 1% for all values of ∆t considered. The
other two measures δcσ and δX represent measures of strong convergence [272]. Good
convergence was seen for these measures also, however only the lower values of ∆t achieved
an accuracy of less than 1%. These measurements of δN , δE, δcσ, and δX showed that
the rate of convergence is at least as fast as for the strong vector semi-implicit Euler
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method [272], thus justifying the use of the weak vector semi-implicit Euler method in
propagation of the SPGPE.
For testing convergence with respect to ∆Nk and ∆N
′
k, a time step of ∆t = 0.001 was
used, a value that showed accuracy of less than 1% when testing convergence with respect
to ∆t. Increasing the k-space quadrature grid sizes had no effect on δN , and resulted in
increasing accuracy for δE and δX. All values of ∆Nk and ∆N
′
k considered resulted in
excellent accuracy over the propagation time, and modifying these values had only a minor
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innerhalb der Quantenmechanik,” Zeitschrift für Physik, vol. 45, pp. 455–457, July
1927.
[283] B. C. Hall, Quantum Theory for Mathematicians, vol. 267 of Graduate Texts in
Mathematics. New York, NY: Springer New York, 2013.
[284] D. J. Griffiths, Introduction to Quantum Mechanics. Pearson international edition,
Upper Saddle River, NJ: Pearson Prentice Hall, 2nd ed., 2005.




[286] A. S. Bradley, S. J. Rooney, and R. G. McDonald, “Low-dimensional stochastic
projected Gross-Pitaevskii equation,” Physical Review A, vol. 92, p. 033631, Sept.
2015.
[287] W. Kohn, “Cyclotron Resonance and De Haas-Van Alphen Oscillations of an Inter-
acting Electron Gas,” Physical Review, vol. 123, no. 4, pp. 1242–&, 1961.
[288] J. F. Dobson, “Harmonic-Potential Theorem - Implications for Approximate Many-
Body Theories,” Physical Review Letters, vol. 73, no. 16, pp. 2244–2247, 1994.
[289] D. S. Rokhsar, “Vortex stability and persistent currents in trapped Bose gases,”
Physical Review Letters, vol. 79, no. 12, pp. 2164–2167, 1997.
[290] P. Tabeling, “Two-dimensional turbulence: a physicist approach,” Physics Reports,
vol. 362, pp. 1–62, May 2002.
[291] G. Boffetta and R. E. Ecke, “Two-Dimensional Turbulence,” Annual Review of Fluid
Mechanics, vol. 44, pp. 427–451, Dec. 2011.
[292] M. S. Paoletti and D. P. Lathrop, “Quantum Turbulence,” Annual Review of Con-
densed Matter Physics, vol. 2, pp. 213–234, Feb. 2011.
[293] R. J. Donnelly, Quantized Vortices in Helium II. Cambridge: Cambridge University
Press, 1991.
[294] L. M. Pismen, Vortices in Nonlinear Fields: From Liquid Crystals to Superfluids,
from Non-equilibrium Patterns to Cosmic Strings. Oxford: Clarendon Press, 1999.
[295] G. Blatter, M. V. Feigel’man, V. B. Geshkenbein, A. I. Larkin, and V. M. Vinokur,
“Vortices in high-temperature superconductors,” Reviews of Modern Physics, vol. 66,
pp. 1125–1388, Oct. 1994.
[296] B. Link, “Dynamics of Quantum Vorticity in a Random Potential,” Physical Review
Letters, vol. 102, p. 131101, Apr. 2009.
[297] J. R. Abo-Shaeer, C. Raman, J. M. Vogels, and W. Ketterle, “Observation of Vortex
Lattices in Bose-Einstein Condensates,” Science, vol. 292, pp. 476–479, Apr. 2001.
[298] E. Madelung, “Eine anschauliche Deutung der Gleichung von Schrödinger,” Die
Naturwissenschaften, vol. 14, pp. 1004–1004, Nov. 1926.
254
REFERENCES
[299] E. Madelung, “Quantentheorie in hydrodynamischer Form,” Zeitschrift für Physik,
vol. 40, pp. 322–326, Mar. 1927.
[300] Haljan, P. C., B. P. Anderson, I. Coddington, and E. A. Cornell, “Use of Surface-
Wave Spectroscopy to Characterize Tilt Modes of a Vortex in a Bose-Einstein Con-
densate,” Physical Review Letters, vol. 86, pp. 2922–2925, Apr. 2001.
[301] V. Bretin, P. Rosenbusch, F. Chevy, G. V. Shlyapnikov, and J. Dalibard,
“Quadrupole Oscillation of a Single-Vortex Bose-Einstein Condensate: Evidence for
Kelvin Modes,” Physical Review Letters, vol. 90, p. 100403, Mar. 2003.
[302] B. P. Anderson, Haljan, P. C., C. E. Wieman, and E. A. Cornell, “Vortex Precession
in Bose-Einstein Condensates: Observations with Filled and Empty Cores,” Physical
Review Letters, vol. 85, pp. 2857–2860, Oct. 2000.
[303] T. W. Neely, E. C. Samson, A. S. Bradley, M. J. Davis, and B. P. Anderson, “Obser-
vation of Vortex Dipoles in an Oblate Bose-Einstein Condensate,” Physical Review
Letters, vol. 104, p. 160401, Apr. 2010.
[304] D. V. Freilich, D. M. Bianchi, A. M. Kaufman, T. K. Langin, and D. S. Hall, “Real-
Time Dynamics of Single Vortex Lines and Vortex Dipoles in a Bose-Einstein Con-
densate,” Science, vol. 329, pp. 1182–, Sept. 2010.
[305] K. W. Madison, F. Chevy, W. Wohlleben, and J. Dalibard, “Vortex Formation in
a Stirred Bose-Einstein Condensate,” Physical Review Letters, vol. 84, pp. 806–809,
Jan. 2000.
[306] E. J. M. Madarassy and C. F. Barenghi, “Vortex Dynamics in Trapped Bose-Einstein
Condensate,” Journal of Low Temperature Physics, vol. 152, pp. 122–135, May 2008.
[307] A. S. Bradley and C. W. Gardiner, “Diffusive instability of a vortex in a rotating
Bose gas,” arxiv.org/abs/cond-mat/0509592v1, Sept. 2005.
[308] A. S. Bradley and B. P. Anderson, “Energy Spectra of Vortex Distributions in Two-
Dimensional Quantum Turbulence,” Physical Review X, vol. 2, p. 041001, Oct. 2012.
[309] R. A. Duine, B. W. A. Leurs, and H. T. C. Stoof, “Noisy dynamics of a vortex in a




[310] G. Gauthier, M. T. Reeves, X. Yu, A. S. Bradley, M. Baker, T. A. Bell,
H. Rubinsztein-Dunlop, M. J. Davis, and T. W. Neely, “Negative-Temperature On-
sager Vortex Clusters in a Quantum Fluid,” arxiv.org/abs/1801.06951v1, Jan. 2018.
[311] A. J. Groszek, M. J. Davis, and T. P. Simula, “Decaying quantum tur-
bulence in a two-dimensional Bose-Einstein condensate at finite temperature,”
arxiv.org/abs/1903.05528v1, Mar. 2019.
[312] Y. Liu, E. Gomez, S. E. Maxwell, L. D. Turner, E. Tiesinga, and P. D. Lett, “Num-
ber Fluctuations and Energy Dissipation in Sodium Spinor Condensates,” Physical
Review Letters, vol. 102, p. 225301, June 2009.
[313] A. C. Mathey, C. W. Clark, and L. Mathey, “Decay of a superfluid current of ultracold
atoms in a toroidal trap,” Physical Review A, vol. 90, p. 023604, Aug. 2014.
[314] A. Kumar, S. Eckel, F. Jendrzejewski, and G. K. Campbell, “Temperature-induced
decay of persistent currents in a superfluid ultracold gas,” Physical Review A, vol. 95,
p. 021602, Feb. 2017.
[315] M. Kunimi and I. Danshita, “Thermally activated phase slips of one-dimensional
Bose gases in shallow optical lattices,” Physical Review A, vol. 95, p. 033637, Mar.
2017.
[316] J. Polo, R. Dubessy, P. Pedri, H. Perrin, and A. Minguzzi, “Oscillations
and decay of superfluid currents in a one-dimensional Bose gas on a ring,”
arxiv.org/abs/1903.09229v1, Mar. 2019.
[317] A. S. Bradley, C. W. Gardiner, and M. J. Davis, “Bose-Einstein condensation from
a rotating thermal cloud: Vortex nucleation and lattice formation,” Physical Review
A, vol. 77, p. 033616, Mar. 2008.
[318] P. D. Drummond and I. K. Mortimer, “Computer simulations of multiplicative
stochastic differential equations,” Journal of Computational Physics, vol. 93, pp. 144–
170, Mar. 1991.
[319] M. J. Werner and P. D. Drummond, “Robust Algorithms for Solving Stochastic
Partial Differential Equations,” Journal of Computational Physics, vol. 132, pp. 312–
326, Apr. 1997.
256
