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ABSTRACT:  This paper re-estimates the correlation between trade and business 
cycle synchronization. Different from other previous studies, we employ long-run 
GDP and trade data and use the GDP cross-correlation index a la Cerqueira and 
Martins (2009) rather than over-time cross-correlations. We find a positive impact 
of trade on business cycle synchronization particularly in the current wave of 
globalization, although the inter-war period sees negative impacts. The current 
economic integration and currency unions also positively affect business cycle 
synchronization. 
JEL: E32; F15;F43;F55 
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1. INTRODUCTION  
This paper is in the line of the many investigations of the relationship between trade and 
business cycle synchronization that was effectively initiated by Frankel and Rose (1998).  In 
that paper the authors showed that the traditional criteria for an optimum currency area might 
in effect be endogenous. These traditional criteria could be read as trading off the benefits of 
additional trade against the cost of relinquishing monetary sovereignty and therewith the 
benefits of stabilization policy.  If it could be shown that the added trade itself led to greater 
business cycle synchronization then the costs of relinquishing monetary sovereignty would 
decrease.  This paper leads Frankel and Rose (1998) to a panel data exercise in which bilateral 
                                                 
1  Michael Artis, Department of Economics, University of Swansea, Singleton Park, Swansea, SA2 8PP; e-
mail:Michael.Artis@manchester.ac.uk  Toshihiro Okubo (corresponding author), Research Institute for Economics 
and Business Administration (RIEB), Kobe University, 2-1 Rokkoudai Nada-ku Kobe, Hyougo, 657-8501, Japan e-
mail: okubo@rieb.kobe-u.ac.jp  We appreciate participants of the Conference on Business Cycle Behaviour in 
Historical Perspectives in University of Manchester in June 2009 for many helpful suggestions and comments. Also 
we thank Pedro Cerqueira and two anonymous referees for their comments. 
 Does Trade lead to business cycle synchronization?  2
cyclical cross-correlations were regressed, inter alia, on measures of trade intensity.  That 
these estimates disclosed the hypothesized positive effect led to two further strands of work.  
One was to be the quantification of the effect of currency union membership on trade – an 
enterprise led by Rose (2000) and Rose and van Wincoop (2000); the other was the 
generalization and sophistication of the initial relationship uncovered by Frankel and Rose 
(1998).  The most complete exercise in this vein was the paper by Gruben et al (2002) though 
the associated stream of literature does not end there.  A number of issues were raised in the 
course of this work:  perhaps first and foremost there is the issue of how the trade-GDP 
relationship should be rationalized.  Some authors have claimed that as the cycle can be 
viewed as a response to a shock, the prevalence of intra-industry trade in trade between 
countries demonstrates their common exposure to shocks (of technological or of “taste” 
origin) and hence the likelihood of a synchronization in cyclical experience (Firdmuc, 2002; 
Gruben, et al.2002; Imbs, 2004; Caldéron et al. 2007; Inklaar, et al. 2008). Another view 
relies straightforwardly on the more traditional foreign trade multiplier for a mechanism 
which binds economies together, whether the trade among them is intra-industry trade or 
inter-industry trade.  The intensity of the relationship might depend on a number of factors, 
including such features as the tariff and currency arrangements in force at the time (Rose, 
2000; Persson, 2001).
2 A common characteristic of these many empirical studies, however, is 
that, although they may dispose of a rich cross-sectional data base, the time dimension of 
these “panel” studies is in fact strongly diluted with the observations being averaged over 
periods of several years.  This averaging is enjoined by the measurement of business cycle 
synchronization by means of cross-correlations of the detrended output data.  Coming on top 
of the relatively short time periods covered by the original (and usually annual) data, this 
effectively means that the time dimension of the panels is very weak.  As a result, the 
inference of causation from trade to business cycles is almost entirely based on cross-
sectional associations. By contrast this paper exploits long-run time series of GDP and trade.  
Using long-run data set currently developed, some studies provide empirical evidences from 
historical viewpoints. In historical viewpoint two-wave globalization is discussed by 
distinguishing between the phase of the “first globalization” (roughly coterminous with the 
classical gold standard) and the second (current) phase of globalization (Bairoch and Kozul-
Wright, 1996; Baldwin and Martins, 1999; Artis and Okubo, 2009a). However, most extant 
studies on trade and business cycle have mostly employed data for the period from 1960 and 
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some concentrate on the very recent period since 1990 except Flandreau and Maurel (2005) 
and Artis and Okubo (2009b).
3    
This paper has two outstanding features. First this paper uses really long-run time series of 
GDP data which come from Maddison (2003).
4 Complementing that series we are now able to 
draw upon a long-run of trade data produced as part of the COW project (see Barbieri, Keshk 
and Pollins, 2008).  Second, we do not use over-time cross-correlations based on de-trending 
filtering methods as Frankel and Rose (1998) and Artis and Okubo (2009b) employed. Instead, 
we use a panel approach due to Cerqueira and Martins (2009) which circumvents the need to 
use up observations by averaging over time. This enables us to revisit the central issue of 
whether international trade leads to the synchronization of business cycle between countries. 
As a result of our estimations we find that trade intensity positively affects business cycle 
synchronization, albeit other factors such as economic integration and ethnic linkages are also 
influential.  
In what follows we first (in Section 2) introduce and discuss the index of synchronization 
suggested by Cerquera and Martins (2009); then (in Section 3) we introduce a panel data 
examination of our series. At the end of the paper we adduce some conclusions from the 
analysis.   
 
2. BUSINESS CYCLES AND TRADE INTENSITY 
2.1.  Frankel and Rose (1998)—Overtime Cross-correlation Index 
Frankel and Rose (1998), using quarterly data in twenty one industrial countries from 1959 to 
1993, estimate: 
(1)        τ τ τ ε α ij ij ij Trade c Corr + + =  
where  τ ij Corr is the cross-correlation of Hodrick-Prescott filtered GDP (industrial production 
and employment) between countries i and j over time span, τ, and  τ ij Trade denotes the average 
                                                                                                                                                          
equation and found a significantly positive impact.  
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bilateral trade intensity between countries i and j over time span τ. The time span is given by 
the four sub-sample periods, each of which is 10 years. In a nutshell, their estimation is that 
GDP cross-correlations over 10 years are regressed by the 10-year average trade intensity, 
resulting in a positive relationship between them.
5  
2.2.  Cerqueira-Martins Cross-correlation Index 
Cerqueira and Martins (2009) propose an alternative measure of business cycle cross-
correlations between two countries at a certain single year (t) rather than over-time span (τ). 
They define the measure as 
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where  t ij r ,  is cross-correlations between countries i and j at time t.  t i d ,  and  t j d ,  are 
respectively GDP growth rates of countries i and j between t and t-1.  i d  is the average of 
GDP growth from t=1 to T (a final year of the entire sample). Importantly, we note that the 
upper bound of  t ij r ,  is one, while the lower bound could be a large negative value less than -1. 
As mentioned in Cerqueira and Martins (2009), the index has several advantages. 1) It 
distinguishes temporary negative correlations due to some negative shock in a single year.  2) 
We do not need to set a time span. 3) There is no loss of observations. Thus, this index is 
quite useful to the aim of our paper. While most studies on the business cycle focus on the last 
few decades, our aim is to study business cycle correlations over 100 years from a historical 
viewpoint. Such long-run time series data involve wars and economic crises, which may be 
quite short in time but have huge negative impacts on GDPs. If we employ over-time cross-
correlations of detrended time series data, these huge negative incidents in a short time (e.g. a 
single year) negatively affect and lower over-time (e.g. 10-year, 20-year or 30-year) cross-
correlations. The over-time cross-correlations would be much lower than if we excluded a 
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single year of a huge negative shock. By contrast our index, which can be derived on a year-
by-year basis, is not influenced by the inclusion of short-period negative shocks.  
2.3.  Augmented Cross-correlation Index 
Regardless of many advantages the index of Cerqueira and Martins (2009) involves a 
technical drawback, in which   t ij r ,  is bounded from -∞ to 1.
6  To overcome the asymmetry of 
the index, we use the following the extended Fisher transformation
7: 
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where  t ij r ,  is the cross-correlations of Cerqueira and Martins (2009). 
Due to this transformation index is bounded from -∞ to +∞, which is able to have a symmetric 
range of the index. Thus, our paper uses the augmented cross-correlation index, 
t ij, ρ .Obviously we still keep the above mentioned three advantages of the index.  
Figure 1 plots the index values for some pairs of countries over a century. In the period before 
World War II, the indices are more volatile and are much more likely to have negative values 
than after the war. In particular, some country pairs observe extremely large negative values 
in 1945 and 1946, i.e. the end of World War II. The index for Germany-France, Germany-
Italy and US-France are for example -2.921, -2.548, and -2.367, respectively. The lowest 
value in whole period is -3.712 in 1946 in the Netherlands-Germany. The early period tends 
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to be close to zero in many country pairs. For example, Spain-the Netherlands in 1902, 
Denmark-Australia in 1887, France-the Netherlands in 1897 are -0.00082, 0.00346 and zero, 
respectively. On the other hand, the period after World War II sees more stable and much 
more positively correlated values.  
2.4.  Trade Intensity 
We use trade intensity to measure how tightly two countries are linked with each other 
through international trade (Brown, 1948). Trade intensity at year t, as traditionally defined, 
can be represented as 
(4)      
W
t t j







, , ≡  
where t i T ,  denotes total trade (a sum of imports and exports) of country i at time t.  t ij T ,   is 
bilateral trade (a sum of imports and exports) between country i and j at year t. 
W
t T  denotes 
total trade in the world at year t. The higher the values of these indices the more bilateral trade 
there is between two countries and the more closely are the two countries i, j  linked by 
international trade. Figure 2 plots representative country pairs’ trade intensity indices. The 
values for the pair US-Canada are relatively high (10 or 20), because of geographical 
proximity and political linkage, whilst other country pairs have more moderate values.  
3. PANEL APPROACH  
3.1.  Trade and Business Cycle Synchronization 
We use the modified GDP index of Cerqueira and Martins (2009) in investigating whether 
international trade leads to business cycle synchronization and estimate the following fixed 
effect panel approach:  
(5)      ijt ij ijt ijt sity TradeInten c ε μ α ρ + + + = ) ( 
where  ijt ρ  denotes augmented Cerqueira and Martins’s GDP cross-correlations index between 
countries i and j at year t. Trade Intensity denotes the trade intensity index between countries i 
                                                                                                                                                          
 Does Trade lead to business cycle synchronization?  7
and j at year t.  ij μ  denotes pair-wise dummies. Table 1 reports the estimation result.
8 The first 
column shows significantly positive coefficient of α. As a result α is around 0.02, which 
indicates that trade intensity in average increases around two-percent increase GDP cross-
correlation index. Thus, as many previous studies concluded, international trade leads to 
business cycle synchronization. Further, we use one-period lag trade intensity, which reports 
the second column. The result is almost the same. Then we split the sample to rigorously 
investigate. The third, forth and fifth columns are the sample before World War I, between 
World Wars and after World War II.
9 While only the post-World War II period has a 
significantly positive coefficient for trade intensity, the other two sub-sample periods are not 
significant. We can say that only the post-war period sees a significantly positive impact of 
international trade on business cycle correlations.
10  
For robustness check Table 2 reports the result using the original GDP cross-correlation index 
of Cerqueira and Martins (2009). Although results are almost consistent to Table 1, the 
magnitude in coefficients of trade intensity is generally lower than in Table 1. Since the 
original cross-correlation index is asymmetric and lower biased than our augmented index, i.e. 
from –∞ to 1, the coefficient of trade intensity is likely to be lower. However this result can 
generally support our main findings in Table 1.  
Indeed, international relations were not stable before World War II and there were no 
multilateral political and economic corporation. It is plausible that international trade is not a 
key factor of business cycle synchronization. This is a good contrast with the current world. 
To investigate how helpless international trade is in turmoil or conflict period, we single out 
the Depression. A good example is during the Depression. We use only the sample from 1929, 
i.e. the beginning of the Depression, to 1935, i.e. the recovery of the recession.  
(6)    ijt ij
t





As we can see Table 3, many of the coefficients are positive but not significant. In particular, 
in 1931 and 1932, α is almost zero and insignificant.   
                                                 
8 The number of observations is smaller (14,199 in case of entire sample) than the total number of all country 
pairs in all years because trade flows in some countries in early years are not available in trade data. 
9  We note that when performing the estimation over sub-sample periods, we use the GDP cross-correlation 
index calculated for the entire period (t=1 to T). 
10 Our estimation involves endogeneity problem as in Frankel and Rose (1998). To check endogeneity 
problem, we regress trade intensity on GDP cross-correlation. Result is quite robust and can see 
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3.2.  Bloc economy impact 
Using the business cycle cross-correlation index as defined above, we estimate fixed effect 
panel regressions with some economic integration and currency union dummies. We single 
out some representative blocs and unions related to at least two countries in our sample. One 
of the advantages in our panel approach is to use dummies limited to country pairs as well as 
time periods, which are validated and in force. Here we investigate the following nine 
representative bloc economies: 1) EC dummy denotes country pairs of EEC and EC members, 
which includes Belgium, France, Germany, the Netherlands and Italy from 1957, Denmark 
and the United Kingdom from 1973 and Portugal and Spain from 1986. 2) EMS dummy 
denotes the European Monetary System from 1979 to 1998. The United Kingdom joined only 
the period from 1990 to 1992. 3) Euro dummy is for Euro currency area after 1999.  4) 
NAFTA includes Canada and the United States (1994-current). 5) Latin currency union in 
early period involves Italy and France until 1927. 6) Scandinavian currency union involves 
Sweden, Norway and Denmark from 1875 to 1914. 7) Commonwealth dummy is the member 
countries of Canada, the United Kingdom, Australia and New Zealand since 1931. 8) Sterling 
area after the Depression includes Great Britain, Portugal, Sweden, Norway, Denmark, 
Australia New Zealand (1932-1945). 9) Gold bloc area in the 1930s includes the Netherlands, 
Belgium, France, Switzerland and Italy (1933-1936). (See the Data Appendix for the member 
countries and definitions for more details.) 
Then we estimate the impact of trade together with currency union and economic integration 
or agreements dummies on business cycle synchronization by the following fixed effect panel 
approach: 
(7)  ijt ij ijt ijt ijt BD sity TradeInten c ε μ β α ρ + + + + = ) ( ) ( 
where  ijt ρ  denotes GDP cross-correlations index and Trade Intensity denotes the trade 
intensity index between countries i and j at year t. BD (bloc dummy) denotes the dummy of 
blocs and currency unions as mentioned above. If countries i and j form blocs or unions at 
time t, the dummy is unity and otherwise zero. Columns 1 to 4 of Table 4 report the result of 
full sample. Trade intensity is always significantly positive. Therefore, we can confirm that 
higher trade intensity promotes business cycle correlations. Turning to bloc dummies, EC 
dummy, EMS dummy and Euro dummy are all substantially significant and take large values Does Trade lead to business cycle synchronization?  9
of coefficients. Nafta dummy and Commonwealth dummy are also significantly positive and 
a large magnitude. All of these existing bloc dummies have a very large coefficients 
compared with that of trade intensity. This could indicate that current economic integration 
largely promotes business cycle synchronization through financial/currency integration and 
higher capital and labor mobility, which might have much larger impact on business cycle 
synchronization than trade.  
Turning to currency unions in very early period, neither the Latin nor Scandinavian currency 
union dummies have a statistically significant impact. Inter-war bloc dummies are negative. 
Column 5 reports the result using only the inter-war time periods. In this case, while gold bloc 
is insignificantly positive, sterling area is positively significant. We can say that inter-war 
bloc economy such as Sterling area leads to business cycle synchronization only within bloc 
members through active trade across bloc members. However, once our attention turns from 
only the inter-war period to the long-run period (over 100 years), the impact of bloc economy 
becomes much smaller and might be negative.   
3.3.  Post hoc ergo propter hoc 
As we mentioned above, our analysis has an advantage that our estimation including dummies 
can single out specific country-pair as well as specific time period. The last part estimated the 
impact of blocs. Then this part investigates before and after impact of the bloc formation. In 
particular, we focus on Euro dummy and interwar bloc dummies. To investigate the impact 
rigorously, we use the sub-sample before and after the bloc formation with country pair 
dummies which experienced blocs in a certain period.  
Table 5 reports the result. The first column is the one for whole the time period before Euro 
currency (before 1999). The coefficient is insignificant and negative, because of conflicts in 
Europe in inter-war period. The second column limits the sample as before World War I. The 
impact is positively significant. Also, the third column is the case after World War II, in 
particular from 1952 (Paris Treaty) to 1998 (before the introduction of Euro). The coefficients 
of trade intensity and Euro dummy are both positive and significant. We can conclude that 
Euro area is originally business cycle synchronized area and optimal currency area. 
The firth and fifth columns are for the before and after impact of inter-war bloc. While the 
dummies are negative and insignificant before World War I, they are negatively significant. 
Thus we can conclude that inter-war bloc members are not originally business cycle Does Trade lead to business cycle synchronization?  10
synchronized area. The formation of blocs is due to political power and international 
relationship rather than economic relations. 
 
4. CONCLUSIONS 
The contribution this paper aims to make is in the introduction of really long run data series, 
both for GDP and for international trade - and in exploiting these long runs of data without 
compromise.  Specifically, in much earlier work, the benefits of long runs of data have been 
lost as a result of the use of cross-correlations to measure synchronicity.  Measuring those 
cross-correlations has required using up several data points.  In this paper we used, instead, a 
measure of business cycle synchronicity introduced by Cerqueira and Martins (2009) which 
can be constructed on a year-by-year basis.  This allows us to examine the role of trade in 
promoting business cycle synchronization within the framework of a panel estimation 
approach with fixed effects.  Additional variables are supplied by dummies for currency union 
or preferential trading area membership while distance is also included.  Trade intensity is 
significant for the whole period whatever variety of currency or trading area dummies is 
included; however, when the trade intensity measure is allowed to interact with the dummies 
for the globalization and the interwar periods the result is to produce a negative effect for the 
interwar period (that of the bloc economy) and an insignificant effect for the period of the first 
globalization.  We prefer the reading that trade is always important, though its effect may be 
offset or confounded in particular periods by political or institutional developments.  These 
results could be complemented by further research which might – subject to data availability – 
cast further light on the role of financial integration in boosting business cycle convergence. 
Meanwhile, we think that the results reported in the paper go far to sustain and strengthen the 
view that trade intensity is important for business cycle synchronization. 
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DATA APPENDIX 
Countries distinguished in our paper 
We singled out nineteen major developed countries, which have played an important role in 
international relations, world economy and politics in 19
th and 20
th centuries. The countries in 
our sample are Austria, Australia, Belgium, Canada, Denmark, France, Finland, Germany, 
Italy, the Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, the 
United Kingdom, the United States, and Japan.  
Data Source and Definitions 
 
Real GDP data (1870 to 2000) 
The data are taken from Maddison (2003) “The World Economy: Historical Statistics”. The 
unit is million 1990 international Geary-Khamis dollars.  
 
Trade data  
Bilateral trade data are taken from COW international trade data (International trade, 1870-
2006, version 2.0) (Barbieri, et al. 2008). COW international trade data cover bilateral trade 
with destinations all over the world from 1870 to 2006. However, trade flows in some 
countries in some periods are not available. For instance trade flows in Canada, Australia, and 
New Zealand are available from 1920. The periods during World War I and World War II are 
missing in all countries. This reduces the number of samples in our estimations. 
http://www.correlatesofwar.org/COW2%20Data/Trade/Trade.html 
 
Currency Union and Economic Integration dummies 
If the two countries share a common currency through participation in a currency union or are 
tightly linked by currency blocs in the inter-war period, then the corresponding currency 
dummy takes the value unity.  Likewise, trade and political agreements for economic 
integration are ratified between two countries, then the corresponding economic integration 
dummies are unity. 
● The Latin currency union (“Latinact” in result Tables) (1865-1927): Belgium, France, Italy 
and Switzerland Does Trade lead to business cycle synchronization?  13
● The Scandinavian currency union (“Scanact” in result Tables): Sweden, Denmark and 
Norway 
● The Sterling Area (“Sterlingact”) (1932-1945): Great Britain, Portugal, Sweden, Norway, 
Denmark, Australia and New Zealand 
● Gold bloc (“Goldact”) (1933-1936): the Netherlands, Belgium, France, Switzerland and 
Italy. 
● EC area (“ECact”): France, Germany, Italy and the Netherlands (1957-), the United 
Kingdom and Denmark (1973-), and Spain and Portugal (1986-) 
● EMS (“EMSact”): France, Germany, Italy, the Netherlands and Denmark (1979-1998), the 
United Kingdom (1990-1992), and Spain and Portugal (1986-1998) 
● Euro currency area (“Euroact”) (1999-): France, Germany, Italy, the Netherlands, Denmark, 
Finland, Austria, Spain and Portugal. 
● NAFTA (“Naftaact”) (1994-): the United States, Canada  
● Commonwealth (“Commonact”) (1931-): the United Kingdom, Canada, Australia, and New 







































































































































































































































































































































































































































































































































































































































































UK‐AustraliaTable 1: Trade Intensity and Business Cycle Synchronisation with Augmented Cross-correlation Index
12345
Trade 0.022 -0.003 0.017 0.02
[7.32]** [-0.39] [1.33] [4.65]**
Tradelag 0.021
[6.95]**
R-squared 0.048 0.047 0.097 0.083 0.077
F 53.6 48.33 0.15 1.76 21.61
Sample 14199 14198 2820 2683 8727
Sample Period Entire Entire Pre-WWI Inter-war Post WWII
* statistically significant at 10 percent.
** statistically significant at 5 percent.
[ ] denotes t-value
Table 2: Business Cycle Synchronisation with Cerqueira-Martins Index
12345
Trade 0.012 0.002 -0.01 0.005
[5.19]** [0.38] [-0.48] [4.02]**
Tradelag 0.011
[4.35]**
R-squared 0.001 0.028 0.091 0.1009 0.069
F 28.92 18.88 0.14 0.24 16.16
Sample 14199 14198 2820 2683 8727
Sample Period Entire Entire Pre-WWI Inter-war Post WWII
* statistically significant at 10 percent.
** statistically significant at 5 percent.
[ ] denotes t-value













trade1935 0.063 * statistically significant at 10 percent.
[1.94]* ** statistically significant at 5 percent.
F 1.41 [ ] denotes t-value
R-squared 0.2256
Sample 954
Period 1929-1935Table 4: Bloc Impact on Business Cycle Synchronisation
12 345
trade 0.013 0.014 0.023 0.022 0.018















sterlingact -0.191 -0.139 0.456
[-1.73]* [-1.25] [3.36]**
goldact -0.187 -0.211 0.159
[-0.97] [-1.10] [0.77]
R-squared 0.0657 0.0626 0.0517 0.0489 0.0877
F 30.9 65.39 32.78 18.79 4.56
Sample 14199 14199 14199 14199 2683
Sample Period Entire Entire Entire Entire Inter-war
* statistically significant at 10 percent.
** statistically significant at 5 percent.
[ ] denotes t-value
Table 5: Before and After Bloc/Union Formation
12 345
trade 0.018 -0.003 0.012 -0.003 0.02
[5.80]** [-0.39] [2.63]** [-0.39] [4.65]**






R-squared 0.0494 0.0975 0.0814 0.0975 0.0779
F 4.11 2.97 4 2.97 4.23
Sample 13686 2880 7881 2880 8727
Sample Period -1998 Pre-WWI 1952-1998 Pre-WWI Post-WWII
* statistically significant at 10 percent.
** statistically significant at 5 percent.
[ ] denotes t-value