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Comparison of experimental three-band IR detection of buried objects 
and multiphysics simulations 
Renato C. Rabelo, Heather P. Tilley, Jeffrey K. Catterlin, Gamani Karunasiri, Fabio D. P. Alves* 
Naval Postgraduate School,  Department of Physics, 833 Dyer Rd, Monterey, CA, USA 93943  
ABSTRACT  
A buried-object detection system composed of a LWIR, a MWIR and a SWIR camera, along with a set of ground and 
ambient temperature sensors was constructed and tested.  The objects were buried in a 1.2x1x0.3 m3 sandbox and surface 
temperature (using LWIR and MWIR cameras) and reflection (using SWIR camera) were recoded throughout the day.  
Two objects (aluminum and Teflon) with volume of about 2.5x10-4 m3, were placed at varying depths during the 
measurements. Ground temperature sensors buried at three different depths measured the vertical temperature profile 
within the sandbox, while the weather station recorded the ambient temperature and solar radiation intensity.  Images from 
the three cameras were simultaneously acquired in five-minute intervals throughout many days. An algorithm to post-
process and combine the images was developed in order to maximize the probability of detection by identifying thermal 
anomalies (temperature contrast) resulting from the presence of the buried object in an otherwise homogeneous medium. 
A simplified detection metric based on contrast differences was established to allow the evaluation of the image processing 
method. Finite element simulations were performed, reproducing the experiment conditions and, when possible, 
incorporated with data coming from actual measurements.  Comparisons between experiment and simulation results were 
performed and the simulation parameters were adjusted until images generated from both methods are matched, aiming at 
obtaining insights of the buried material properties. Preliminary results show a great potential for detection of shallow-
buried objects such as land mines and IEDs and possible identification using finite element generated maps fitting 
measured surface maps.  
Keywords: Infrared Imaging, multiphysics modeling, buried-object detection. 
 
1. INTRODUCTION  
The detection of buried objects in the battlefield is an important issue, moreover when involving explosive devices because 
of the potential threat they present to personnel and equipment. To date, a wide array of technologies and methodologies 
have been explored to perform this task. One unifying theme appears to stand out: studies achieved better success in the 
overall detection and location problem when using a more adaptable, multi-sensor methodology instead of single sensory 
data acquisition1,2. Large datasets naturally arise with this type of approach and a lot of processing schemes based on 
machine learning and/or deep learning algorithms were incorporated for rapid analysis. 
A document3 from the National Research Council (NRC) contains an extensive survey of modern explosive detection 
techniques, placing the emphasis on potential standoff and passive means of detection, which is highly desirable since 
touching or even hovering above the surveyed region is not possible nor advisable because of the possibility of triggering 
the explosive device.  One attractive way to passively detect potential buried threats is using infrared (IR) and hyperspectral 
systems attempt to detect anomalies in IR radiation emissions and/or reflections due to soil disturbances, presence of buried 
objects with dissimilar characteristics from the surrounding soil, as well as the presence of vegetation immediately above 
the buried threats4. This type of detection scheme also suffers from the limited range in a standoff detection, but the focus 
is to look for insightful aspects of the buried object only visible in this part of the spectrum. 
Disrupting the soil to bury the object generates anomalies that will be relevant in the heat exchange dynamics of this region 
with the surrounding media5. This produces temperature variations that can be perceived due to differences in thermal 
diffusivities from undisturbed and disturbed soil6,7. Additionally, the buried explosives possess thermal diffusivities and 
heat capacities different from the soil, also resulting in a detectable variation in soil temperature above the device8.  
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Infrared images acquired from the same scene may be quite dissimilar at different times of a diurnal cycle, evolving with 
much complexity related not only to the current environmental conditions, but also to the previous heat exchange history 
of the media, which may become a considerable obstacle to an automated system. 
Instead of using a single spectral band for imaging, it is possible to image the scene with IR systems operating at different 
spectral regions, allowing for redundant and/or more accurate information, which in turn may increase detection 
probability. This aspect is in line with the more recent research trends shift towards the use of multi-sensor fusion.  The 
utilized infrared sensor arrays target three infrared wavelength ranges: the long-wave (LWIR), from around 7 µm to 14 
µm; the mid-wave (MWIR), from around 2.5 µm to 5 µm and the short-wave (SWIR) from around 0.9 µm to 1.7 µm.  
Each infrared band allows observing specific characteristics of the soil which depend on exposure to solar radiation and 
weather conditions. For each time of the day or night a particular emphasis in specific characteristics can be observed 
differently depending on the spectral range and their combination (data fusion) allows the enhancement on the contrasts 
between the soil atop the buried device and its surroundings.  A combination of experimental data collection and finite 




2.1 Experimental Setup 
The experimental setup used for data collection was designed with reducing the overall complexity and surface clutter in 
mind.  First, a sandbox with dimensions 1.2 x 1 x 0.33 (L x W x H [m3]) was constructed as schematically shown in Fig. 
1.  A combination of a weather station, buried soil sensors, and three infrared cameras (LWIR, MWIR and SWIR) were 
used for monitoring buried object. Using an Onset Weather Station, data for solar radiation, air temperature, and humidity 
were recorded. To understand the solar heating cycle of sand throughout the day, a set of buried sensors were used to 
monitor the sand temperature and moisture content. Our investigation primarily focuses on the effects of heat exchange 




Figure 1. Schematic diagram of the sandbox testbed.  Sensors employed in the measurements are also depicted. 
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The three thermal infrared cameras optically survey the surface of the sandbox and record the thermal images generated 
by each.  The infrared cameras are mounted between 1 and 2 meters from the surface in a way to keep the field of view 
around 4 inches within the perimeter of the sandbox. The LWIR camera (FLIR A655sc) has a spectral range of 7.5-14.0 
μm, a resolution of 640 x 480 pixels, temperature accuracy of ±2%, and noise equivalent temperature difference (NETD) 
of < 30 mK. The MWIR camera (FLIR A6750sc) has a spectral range of 3-5 μm, resolution of 640 x 512 pixels, temperature 
accuracy of ±2%, and a NETD of about 18 mK.  The SWIR camera (FLIR A6251sc) has a spectral range of 0.9-1.7 μm, a 
resolution of 640 x 512 pixels, and quantum efficiency of > 80%. These give adequate resolutions to observe the surface 
of sand in their respective ranges in three distinctive atmospheric windows of the infrared spectral range. 
The experiments are carried out placing (burying) two solid material samples (one at a time) with very distinctive thermal 
conductivities: an aluminum cylinder and a PTFE (Teflon) cube at different depths for each data collection period. The 
aluminum cylinder has 3-inch diameter and 3-inch height while dimensions of the PTFE cube are 3-inch each side.  Infrared 
images and data from other sensors were collected using a computer with the aid of a LabVIEW routine. Onset weather 
station possesses a dedicated software for changing its settings and collect data.  Data acquisition sampling period was set 
to 5 minutes. The current experimental data collection scheme allows for future upgrade and the addition of further 
features, for example the addition of image processing, currently done as a post-processing step.  
 
2.2 Finite Element Model 
The development and application of FEMs in the scope of our investigation allowed a reduction of the problem complexity 
with respect to perceived parameter coupling.  Moreover, with knowledge of material properties of buried object and soil, 
it is possible to estimate the absolute temperatures of the bare soil and the soil atop the buried sample.  Models constructed 
and utilized in simulation scenarios were generated using COMSOL Multiphysics, which allows the incorporation of 
multiple phenomena in the same simulation scenario.  Conditions in the experimental environment, geometric disposition 
of sensors, component materials were included in the FE physical modeling as accurately as possible. 
Heat transfer in solids as well as surface to surface radiation was used in a time domain simulation where the solar cycle 
was simulated by a radiative source that moves according to the geographic coordinates and absolute time. Solar radiation 
values as well as ambient temperature were obtained experimentally. Relevant dimensional and material properties were 
defined for use in parametric sweeps on the model.  Buried object attributes at the focus of our study included its 
dimensions and burial depth.  Among the material properties, thermal conductivity (k), which accounts for the buried 
object’s ability to absorb and dissipate heat, was parameterized for the initial simulations.  Boundary conditions for the 
experimental setup with respect to the enclosure’s material composition and dimensions were parameterized so that we 
could observe any impact on the buried object’s thermal profile and overall impact to the model’s fidelity. Initial thermal 
conductivities of the two objects (aluminum cylinder and Teflon cube) were taken to be 238 W/mK and 0.25 W/mk, 
respectively. 
2.3 Image processing for feature enhancement and detection 
Once the surface images of the sandbox were acquired, a feature extraction routine had to be employed to highlight a 
particular shape or topology information related to the presence of a buried object. Ideally, this routine should be based on 
some transformations on the raw image capable of enhancing contrasts, correcting lightning non-uniformities, detecting 
the image background and finally performing a threshold operation that turns evident the effect of the buried object on the 
sand surface region directly atop of it. 
There are already in the literature very well-established image processing operations and software packages that perform 
these operations. The first approach used is based on built-in operations from MATLAB Image Processing Toolbox to 
address the feature enhancing and detection from the buried-sample scene, on each image. 
Image observation during the course of a day showed that the image background switched from a dark background during 
the nighttime to a bright background during the day. Atop the buried sample, the surface radiance (or temperature) was 
found to have a cycling action from brighter (hotter than the surroundings) to darker (colder than the surroundings), 
respectively. The approach of feature-processing dark background was chosen due to its intuitive appeal that the feature 
being sought will exhibit a higher intensity than the surrounding. Therefore, all images, despite of the actual contrast 
presentation, were normalized to present a dark background and brighter anomaly. Using a thresholding technique in the 
image yields a processed image with the feature on a high logical level (white) against a background on a low logical level 
(black). 
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Although the initially implemented algorithm being capable of correctly detecting buried objects on a large set of imaging 
conditions, its efficiency at different times of the day, hence with different contrast ratios, was dependent on the threshold 
level setting and required a human interpreter to slightly adjust them in between the processing. Also it did not produce a 
way of enabling quantitative comparisons between feature detections neither for the same burial depths at different times 
of the day, nor for different burial depths. Consequently, a metric, explicitly the definition of a uniform way of quantifying 
detection parameters and results for different experimental conditions became imperative. 
Considering the buried sample detection as an outlier on a larger background hints a statistical way of treating the problem. 
With that in mind, if we consider all the acquired images as statistical entities, it is possible to associate an average value 
and a standard deviation of pixel values (intensities). Furthermore, if one normalizes each image with respect to its 
respective parameters (average and standard deviation) in a way that every pixel value will now be transformed into a new 
pixel value that expresses the number of standard deviations from the image average, it will automatically establish a way 
of defining what is an outlier, associate a detection probability (assuming a chosen probability density function) and also 
a way of comparing detection “scores” for dissimilar experimental conditions (time of the day or burial depth). A further 
improvement of the metric is performed by taking the root-squared of the previously calculated value in order to avoid 
negative values, which are translated as black in gray images, and also make the metric insensitive to image polarity (dark 
or bright background), explicitly  
 





 . (1) 
 
where 𝐼𝑖?̅? is the transformed intensity of the pixel located at image coordinates (i,j), 𝐼𝑖𝑗  is the intensity of the pixel located 
at the same coordinates on the acquired image;  𝜇 is the acquired image average intensity and  𝜎  the standard deviation of 
the acquired image pixel intensities. 
It is convenient to point out at this point that this approach is valid only if the feature extension may be neglected with 
respect to the imaged extension, otherwise the image statistics would be disturbed by the presence of the outlier. In cases 
that this hypothesis cannot be assumed, the statistical properties of the background will have to be estimated based on 
other observations.  The metric expressed by equation (1) is usually named Mahalanobis distance. 
3. RESULTS 
 
3.1 Acquired images 
The first images acquired and tested with the feature extraction algorithm that incorporated the proposed metric presented 
a high pixel value noise, which may have different origins either being associated with surface granularity (in the spectral 
region of observation), or sensor (camera) quantization noise or even other unrecognized source. In addition to the 
observed high-frequency noise, it was also noticed on the images the thermal effect of the finite size of the sandbox, 
meaning the existence of the boundaries. This imposed a temperature gradient across the sandbox (from one edge to the 
other). 
It became readily clear that additional steps in the image processing would have to be taken prior to the metric application, 
since the effects associated with the pixel noise and with the thermal gradient across the sandbox of the image are 
exacerbated after the application of the metric transformations, worsening the S/N ratio.  A usual way to fix this problem 
is to perform a sequence of image frequency filtering by means of a two-dimensional discrete Fourier transform filter (2D 
DFT filter) before processing the image through the outlier detection transformation. The high-frequency noise is attributed 
to the background and a high-pass filter is used to filter the original image, owing an image that is representative of the 
background noise. After that, a third image is obtained by the subtraction of the background noise image from the original  
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Figure 2. (a) Contrast enhanced version of the LWIR image (480 X 640) input to the outlier detection algorithm; (b) 3D plot 
of the outlier detection algorithm applied to an LWIR image in (a). 
image.  Subsequently, another DFT filter is implemented to remove thermal gradient, but this time it should be a low-pass 
filter instead. This may be realized in a simplified way by looking at the low-frequency content of the slowly ascending 
baseline. The net effect of these two frequency filtering is a bandpass filtering of the image, isolating the frequencies that 
are relevant in finding outlier features in the whole images. Following this frequency-domain filtering, the proposed outlier 
detection transformation was applied to the obtained image. The results showed trends similar to the ones observed in the 
early find feature algorithm, namely the image brightness equalization and contrast enhancement.  Therefore, additional 
modification to the algorithm, implementing the steps performed to eliminate those effects in the previous processing, 
were also included. The contrast enhancement was included right before the frequency-domain filtering and the 
morphological reconstruction for background removal right after the filtering. Only after that the outlier detection 
transformation was applied. Figure 2(a) shows a contrast enhanced version of the image input to the outlier detection 
algorithm. The contrast enhancement was applied in order to enable the visualization in (a), although the actual image 
input to the algorithm, dubbed “raw”, does not need this operation done beforehand to the algorithm use. Figure 2(b) shows 
the 3D plot of the outlier detection algorithm output. The x-axis is the pixel order in the image horizontal direction whereas 
the y-axis is the pixel order in the vertical direction. The number of standard deviations from average is expressed on the 
z-axis. 
It may be noticed from the 3D plot in Fig. 2(b) that the result shows a very good outlier (about six standard deviations 
from average) although the image as a whole is still a bit noisier than expected. This fact did not prevent the outlier 
identification, but since the used image was from the aluminum cylinder, buried only 1 cm below the sand surface (a 
favorable condition for detection), this would represent a severe limitation in the cases where the sample would be buried 
deeper or made of a lower thermal conductivity material and the expected outlier S/N ratio would be lower. Following the 
previously implemented idea of the low-pass frequency-domain filtering, another filter of this type was applied after the 
algorithm to reduce this high-frequency noise and improve S/N. The result of this further improvement is depicted in 




Proc. of SPIE Vol. 10628  106280I-5
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 1/8/2019











Figure 3. (a) Low-pass filtered range-adjusted output image from the outlier detection algorithm. Range-adjusted meaning 
that the maximum number of standard deviations was attributed the value 1(white) and the minimum attributed the value 0 
(black) with all values in between being linearly transformed. (b) 3D plot of the low-pass filtered outlier detection algorithm 
output. Notice that it is much smoother than the 3D plot presented in Fig. 2(b).  
The results in Figures 2(b) and 3(b) were presented as 3D plots in order to make evident the outlier score (number of 
standard deviations) and the image quality improvement with respect to noise and baseline variations stated previously. 
Heat maps, which may be viewed as 2D representation (top views) of these 3D plots, were used more frequently as output 
instead of the 3D images above.  Up to this point all the analysis presented were related to the images acquired with the 
LWIR camera, although images were simultaneously acquired with the MWIR and SWIR cameras as well with the 
multispectral processing in mind. 
 
3.2 Finite Element Modeling and Comparison with Empirical Images 
As a final step, identification was attempted by programming the outlier detection algorithm described in the previous 
sections directly into the COMSOL model images. Parametric sweeps were performed in some of the buried object 
parameters and gave images (surface temperature maps) congruent with the boundary conditions and initial values fed into 
the model. Ambient temperature, solar radiation and estimated size of the sample were obtained from the experiment and 
infrared image. Sand emissivity, density and thermal capacity were kept fixed and the values were obtained from open 
access databases, according to the region where the soil was extracted. Also, due to the complex nature of the problem, 
specific heat capacity of the buried object used in simulation was kept constant at a value that corresponds to an average 
for man-made material (~ 1000 J/kg·K). The strong constraint here is the burial depth of the object. It drastically influences 
the estimated size and the surface temperature differences used in the detection algorithms. For the proof-of-concept the 
depth was kept constant; however, this degree of freedom was introduced in the subsequent models. Figure 4 presents a 
typical result obtained by the FEM modeling. The line that defines the horizontal center cross section of the box is taken 
as a reference for a temperature profile atop the buried sample (Figure 4 inset). 
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Figure 4. Finite element model surface temperature map, showing on the region of interest on the sand box, exactly where 
the actual infrared images were collected. The color bar indicates the temperature difference in the scene. The inset shows 
the surface temperature profile at the highlighted blue line. 
The corresponding center-line temperature profile was also extracted from a LWIR image subject to the same conditions, 
taken at 12:00 (noon) with a 3-inch diameter cylinder composed of Aluminum, buried one inch below the surface. 
Subsequently the proposed metric (Mahalanobis distance) was applied to empirical and simulation surface temperature 
profiles. Figure 5 shows the comparison between simulation results parametrized for density ( [kg/m3]) and thermal 
conductivity (k [W/m.K]) with the experimental profile. It is clear in Figure 5 that the density is the dominant parameter 
in the fitting process.  Thermal conductivity has a minor effect for the analyzed conditions. The best fit, red and black 
curves correspond to densities and thermal conductivities of soft metals and gives an indication that an aluminum object 
could be the target (k ~ 240 W/m·K and 𝜌 ~ 2700 kg/m3). 
 
Figure 2. Actual (noisier) and simulated (colored smooth lines) surface intensity profile, transformed by the metric detailed 
in the text. The simulated data is provided for different material densities and thermal conductivities. The best match, red 
and black simulated curves, indicate that the object composition could be a soft metal such as Aluminum. 
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3.3 Fusion of Images 
In order to accomplish the fusion of the images from the three different IR bands, not only the spectral component of the 
problem should be taken into account but also the spatial (geometric) component. This aspect may be realized by cautiously 
observing that the same scene being simultaneously imaged by the three cameras is under slightly different perspectives 
due to spatial separation of them. Moreover, it is very difficult to keep equal optical parameters, like magnification and 
field of view for all three cameras, especially across a wide spectral range as in this the case. This way geometrically 
combining the three images requires some care. There is a well-established procedure in the literature, called image 
registration9, that may be performed based on fixed-position features seen by all three cameras. These may be features 
already present in the scene or some cues added during the survey (sweep) of the scene.  This was achieved using a set of 
metal washers placed on the sandbox surface as alignment marks. From this point, for the same set of image acquisitions 
(long duration run), all efforts were made to keep the setup fixed.   
An example of images taken from the sandbox after the alignment process and with the buried aluminum sample is shown 
in Figure 6. The first column presents the images as they were acquired by each of the cameras, the top image was acquired 
in the MWIR band, the center image in the LWIR band and the bottom image in the SWIR band. The LWIR image was 
adopted as the reference, so the other two would have to be transformed (rotated, twisted and warped) to be registered in 
the same frame of reference. The result of the registration process for the MWIR (top) and SWIR (bottom) is presented on 
the second column of Fig. 6. Pixels that cannot be represented on an image of the same size, scaling acquisition, geometry, 
etc. are represented as “no intensity” or black. This second column clearly allows to realize the differences in perspective 
and scale between the images The comparison between the original (first column) and registered (second column) MWIR 
images make evident the extreme difference in magnification and field of view between the MWIR and LWIR imaging 
sensors. The third column shows the overlay image of the individual images taken two-by-two. The top image on this 
column is an overlay of a LWIR image and a MWIR one, while the bottom image is an overlay of a LWIR image and a 
SWIR one. In this representation, the reference image is presented as green and the registered image as magenta. On their 
area of superposition whichever has the highest intensity will dominate or if their intensities are similar, it becomes gray. 
For example, on the top image of the third column is possible to notice the intensity similarities of the MWIR and LWIR 
images on their overlap atop the sample region, owing to the white representation, the result of combining the green 
intensity from the LWIR image association and the magenta intensity from the MWIR image association. Outside of the 
overlap region, the image is dominantly green due to the zero intensity of the MWIR image there, therefore the MWIR 
(associated with green) dominates. Images discrepancies between intensities in the SWIR band (magenta) and LWIR 
(green) are noticeable in the bottom image of the third column. Since the SWIR camera is not capable of probing the effect 
of the buried object, the sample region is shown as vibrant green due to the existence of only image intensity in the LWIR, 
associated with the green. 
Lastly, on the fourth column of Figure 6, the three images are combined in a false color RGB image, being the SWIR 
associated with the blue plane, the MWIR associated with the green plane and the LWIR associated with the red plane. 
This association explains the reason of the red edges, where the two registered images do not present a representation (zero 
intensity). It also explains the reason of the magenta region, in which there is only superposition of the red and blue planes. 
The center region where all the images overlap should be gray if their intensities are equalized. Otherwise, whichever color 
plane is intensity-wise dominant will prevail. On the fourth column the aspects of the superimposed images, may also be 
highlighted. The sample is shown in strong yellow, resulting from the red association with the LWIR and the green 
association with the MWIR. The aspect ratio between the sample and the imaged FOV in the MWIR prevented the further 
enhancements. 
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Figure 6. An example of image fusion by false color RGB and geometrical registration.  
 
4. CONCLUSIONS 
The experimental setup comprising three IR cameras operating in three infrared windows was developed. A COMSOL 
Multiphysics software was used to model heat transport dynamics between the soil, buried object, and its surrounding 
environment to guide the measurements.  LWIR images of the sandbox surface were recorded under environmentally ideal 
conditions and were used to validate simulation models.  Finite element modeling provided a reasonable way to obtain 
insights on what to expect for the actual measurements.  Conversely features observed in the experiments hints what to 
include in the future versions of the model to allow it become more realistic.  The analysis carried out in this work gave 
an in-depth understanding of the digital image processing steps needed to detect shallow-buried objects. A metric based 
on the statistical parameters of the image and aiming at comparing images obtained under different conditions was 
implemented and tested. This metric was intended to transform the problem of automatically identifying a possible buried 
object into an outlier detection problem. The dependence of some parameters of this metric on the image format should be 
better understood and controlled in the future versions of the processing code. As with all digital image processing, a 
considerable amount of testing is expected in order to determine attainable performance and satisfactory results in detecting 
and classifying buried objects.  All detection effort was made using single images (i.e., snapshots) without any time 
integration. However, there is room for expanding the detection limits if an extended observation would be possible. 
A possible way of implementing a buried object composition was outlined by comparing simulation results and empirical 
images subject to the same comparing metric.  The ultimate goal is to combine the knowledge accumulated to help forecast 
the IR surface image based on the FEM simulations fed with as much a-priori knowledge as possible from the imaged 
scene (environmental conditions, device composition, geometry, etc). With the forecast image (surface temperature map) 
at hand, the actual scene surveying or sweep could be much simplified and less computer intensive, since a hint of the 
expected heat surface map is provided.  Once the detection of single objects is well developed, other objects with different 
characteristics should also be buried alongside and their heat exchange analyzed and measured to better understand the 
parameters that may allow the discrimination of naturally occurring bodies (rocks, for example) and man-made buried 
objects. 
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