We study a least squares estimator for an unknown parameter in the drift coefficient of a pathdistribution dependent stochastic differential equation involving a small dispersion parameter ε > 0. The estimator, based on n (where n ∈ N) discrete time observations of the stochastic differential equation, is shown to be convergent weakly to the true value as ε → 0 and n → ∞. This indicates that the least squares estimator obtained is consistent with the true value. Moreover, we obtain the rate of convergence and derive the asymptotic distribution of least squares estimator.
Introduction
Nowadays, stochastic differential equations (SDEs) are widely used in modelling time evolution of dynamical systems influenced by random noise, see, e.g., the monographs [5, 10, 25, 27] (and references therein). Usually, there exist unknown parameters in such modelled systems, such as those stochastic models with comparably easier structured stochastic differential equations involving unknown quantities (see,.e.g., [1, P.2-4]). Fundamental issues are then to estimate certain parameters (i.e., deterministic quantities) appearing in the stochastic models by certain observations (or by experimental data). Viewing the drift part of the SDEs as the averaging evolution of the systems, estimating the drift parameter of SDEs is hence an important topic. To approach the true value of the unknown parameter, the asymptotic approach to statistical estimation is frequently taken an advantage due to its general applicability and relative simplicity (cf. [1] ). As we know, the estimations upon the unknown quantities are based generally on continuous-time or discrete-time observations. Whereas, the parameter estimation relied on continuous-time observations is a mathematical idealisation although there is a vast literature concerned with such topic. On the other hand, no measuring device can follow continuously the sample paths of the diffusion processes involved, which are indeed rather tricky. Whence, in practice the investigation on the parameter number a > 0, ⌊a⌋ stands for the integer part of a. For a random variable ξ, L ξ denotes its law. For a fixed finite number r 0 > 0, C := C([−r 0 , 0]; R d ) means the family of all continuous functions f : [−r 0 , 0] → R d , which is a Polish (i.e., separable, complete metric) space under the uniform norm f ∞ := sup −r 0 ≤θ≤0 |f (θ)|. Generally speaking, r 0 > 0 is named as the length of memory. For a continuous map f : [−r 0 , ∞) → R d and t ≥ 0, let f t ∈ C be such that f t (θ) = f (t + θ) for θ ∈ [−r 0 , 0]. In general, (f t ) t≥0 is called the window (or segment) process of (f (t)) t≥−r 0 . P 2 (C ) stands for the space of all probability measures on C with the finite second-order moment, i.e., µ( · 2 ∞ ) := C ζ 2 ∞ µ(dζ) < ∞ for µ ∈ P 2 (C ). Define the Wasserstein distance W 2 on P 2 (C ) by
, µ, ν ∈ P 2 (C ),
where C(µ, ν) signifies the collection of all probability measures on C × C with marginals µ and ν (i.e., π ∈ C(µ, ν) such that π(·, C ) = µ(·) and π(C , ·) = ν(·)), respectively. Under the distance W 2 , P 2 (C ) is a Polish space; see, e.g., [2, Lemma 5.3 & Theorem 5.4] . Let (B(t)) t≥0 be an mdimensional Brownian motion defined on the probability space (Ω, F , P) with the filtration (F t ) t≥0 satisfying the usual condition (i.e., F 0 contains all P-null sets and F t = F t+ := s>t F s ).
Through all the paper, we fix the time horizon T > 0. For the scale parameter ε ∈ (0, 1), we consider a path-distribution dependent SDE on (R d , ·, · , | · |) in the form
where b : C × P 2 (C ) × Θ → R d and σ : C × P 2 (C ) → R d × R m . In (2.1), we assume that the drift b and the diffusion σ are known apart from the parameter θ ∈ Θ and we stipulate that θ 0 ∈ Θ is the true value of θ ∈ Θ. For any ζ 1 , ζ 2 ∈ C and µ, ν ∈ P 2 (C ), we assume that
(A2) For each random variable ζ ∈ C with L ζ ∈ P 2 (C ), (σσ * )(ζ, L ζ ) is invertible, and there exists an L 1 > 0 such that
(A3) For the initial value X ε 0 = ξ, there exists an L 2 > 0 such that
We further assume that (B1) There exists
where (∇ θ b) means the gradient operator w.r.t. the third spatial variable.
(B2) There exists K 2 > 0 such that
Before we move forward, let's give some remarks. Under (A1), (2.1) admits a unique strong solution (X ε (t)) t∈[−r 0 ,T ] ; see, for instance, [9, Theorem 3.1] . For more details on existence and uniqueness of strong solutions to distribution-dependent SDEs, we would like to refer to, e.g., [4, 24, 35] and references within. As far as existence and uniqueness of weak solutions are concerned, please consult, e.g., [11, 17, 34] for reference. (B1) and (B2) are imposed merely to discuss the asymptotic distribution of LSE constructed below; see Theorem 4.1. (A3) is put to analyze continuity of the window process associated with (2.4); see Lemma 3.3 for more details. Obviously, (A2) holds provided that σ(·, ·) ≡ σ ∈ R d ⊗ R m , a constant matrix, such that σσ * is invertible. Moreover, for the scalar setting of (2.1), (A2) is also true in case of σ(x, µ) = 1 + |x| for any x ∈ R and µ ∈ P 2 (R).
Without loss of generality, we assume the stepsize δ = T n = r 0 M for some integers n, M ∈ N sufficiently large. Suppose that the solution process (X ε (t)) t∈[−r 0 ,T ] is observed at regularly spaced time points t k = kδ for k = 0, 1, · · · , n. In this paper, our goal is to investigate the LSE on the parameter θ ∈ Θ based on the sampling data (X ε (t k ) n k=0 with small dispersion ε and large sample size n (i.e., small step size δ).
The discrete-time Euler-Maruyama (EM) scheme corresponding to (2.1) admits the form
and
, and △B k := B(kδ) − B((k − 1)δ), the increment of Brownian motion. Motivated by [20, 21, 29] , for our present setting we construct the following contrast function
where (2.5)
To achieve the LSE of θ ∈ Θ, it suffices to choose an argument θ n,ε ∈ Θ such that
Next, we write θ n,ε ∈ Θ satisfying (2.6) by
It follows from (2.6) that
Likewise, we reformulate θ n,ε ∈ Θ ensuring (2.7) to hold true as
Through the whole paper, θ n,ε such that (2.8) holds is named as the LSE of θ ∈ Θ. Before we end this section, we give some remarks.
Then, we can design the contrast function Ψ n,ε (·) as
Motivated by the invertible setup above, we establish the contrast function for the setting that the diffusion σ(·, ·) need not to be invertible; see (2.4) for further details. On the other hand, if b(·, ·, θ) is explicit w.r.t. the parameter θ, then the LSE θ n,ε can indeed be obtained by Fermat's theorem.
Remark 2.2. Formally, the contrast function Ψ n,ε can be defined as in (2.4) with Y ε t k being replaced by X ε t k in (2.6). Nevertheless, X ε t k cannot be available provided that (X ε (t)) t∈[0,T ] is observed only at the points t = kδ. So, in our paper, we approximate the window process X ε t k via the linear interpolation; see (2.3) for more details.
Remark 2.3. We remark that our contrast function is established on the basis of EM scheme. With regard to path-distribution dependent SDEs, if the global Lipschitz condition (A1) is replaced by the monotone condition, then the contrast function (2.4) will no longer work due to the fact that the EM numerical solution will explode in finite time. So, for such case, we need to establish the LSE for the unknown parameter based on the new contrast function, which will be reported in our forthcoming paper.
The consistency of LSE
First of all, let's consider the following deterministic ordinary differential equation
Under (A1), (3.1) possesses a unique solution (X 0 (t)) t≥−r 0 . Herein, it is worth pointing out that (2.1) and (3.1) share the same initial datum. For the sake of notation brevity, for a random variable ζ ∈ C with L ζ ∈ P 2 (C ), let
Set, for any θ ∈ Θ,
where (X t ) is the segment process generated by the solution (X(t)) to (3.1). Our first main result, which is concerned with the consistency of the LSE of θ ∈ Θ, is stated as below.
Theorem 3.1. Let (A1)-(A3) hold and assume further Ξ(θ) > 0 for any θ ∈ Θ. Then θ n,ε → θ 0 in probability as ε → 0 and n → ∞.
The proof of Theorem 3.1 is based on several auxiliary lemmas below.
Proof. By Hölder's inequality, it is sufficient to show that (3.4) and (3.5) holds, respectively, for any p ≥ 2. Herein, we only focus on the argument of (3.4) since (3.5) can be done in a similar way. Define the continuous-time EM scheme associated with (2.1)
where in the first inequality we have used the facts that
From (A1), one has, for any ζ ∈ C and µ ∈ P 2 (C ), 
This, together with (3.7), leads to
Then, the desired assertion (3.4) follows from Gronwall's inequality and (3.7).
Lemma 3.3. Let (A1) be satisfied. Then, there is a constant C T > 0 such that
Proof. Note that
where we have used X ε 0 = X 0 0 = ξ. By Hölder's inequality, Doob's submartingale inequality as well as Itô's isometry, we obtain from (A1) and (3.9) that
where we have used (3.5) in the last display. As a result, (3.10) holds true by Gronwall's inequality.
Lemma 3.4. Assume that (A1) and (A3) hold. Then, for any β ∈ (0, 1), there exists c β > 0 such that
Proof. Due to (3.10), for any t
Next, exploiting Hölder's inequality, Doob's submartingale inequality and Itô's isometry, we derive from (A1) and
Consequently, we obtain from ε ∈ (0, 1) that
Thus, Gronwall's inequality yields that
Substituting (3.13) into (3.12) gives that
So, to achieve (3.11), it remains to show that, for any β ∈ (0, 1), there exists c β > 0 such that
As a consequence, we deduce that 
where we have used the fact that Y ε lδ is independent of B(t) − B(lδ) for any t ∈ [lδ, (l + 1)δ] in the first inequality and the independent increment property of Brownian motion in the last display.
Let (e i ) 1≤i≤m be the standard orthogonal basis of R m . Note that B i (t) := B(t), e i is a scalar Brownian motion and P sup
see, for instance, [13, Theorem 3.15] . Whence, for any p > 1, we deduce that
where in the last step we have utilized the Gamma function
This, combining (3.8) with (3.9) and (3.17), yields that, for any t ∈ [lδ, (l + 1)δ],
where in the last procedure we have exploited (3.4) .
In the sequel, we divide three cases to show the estimates on A 1 (ε, δ) and A 2 (ε, δ). Case 1: k ≥ k 0 + 1. With regard to such case, (k 0 − k + 1)δ ∈ [−r 0 , 0]. We infer from (A1) and (3.16), in addition to M δ = r 0 , that
Case 2: k 0 = k. For this case, t ∈ [kδ, (k + 1)δ). Again, one gets from (3.16) that
where we have employed Y ε (t) = Y (t), t ∈ [−r 0 , 0]. This, besides (A3) and (3.18), implies that
Case 3: k ≤ k 0 − 1. Also, by making use of (3.18), it follows that
By summing up the three cases above, (3.15) holds true.
in L 1 as ε → 0 and δ → 0 (i.e., n → ∞), in which Λ(·) and σ(·) are introduced in (3.2).
Proof. It is straightforward to see that
Next, for any random variables
For a random variable ζ ∈ C with L ζ ∈ P 2 (C ), employing (A2) gives that
Consequently, combining (3.8) with (3.20) and (3.21), we deduce that
This, together with (3.4) and (3.11) as well as Hölder's inequality, implies that
as ε → 0 and δ → 0. Next, making use of (A2) and (3.8), we derive that
Again, using (3.4) and (3.11) and utilizing Hölder's inequality gives that
whenever ε → 0 and δ → 0. Hence, (3.19) follows immediately from (3.22) and (3.23).
Lemma 3.6. Let (A1)-(A3) hold. Then,
Employing Hölder's inequality and Itô's isometry and taking (3.8), (3.9) and (3.21) into account, we find that
≤ c ε,
where we have applied (3.4) in the last step. Therefore, (3.24) is now available from (3.25).
To make the content self-contained, we cite [33, Theorem 5.9] as the following lemma.
Lemma 3.7. Let (M n ) n≥1 be random functions and M a fixed function of θ such that, for any ε > 0, sup
and sup |θ−θ 0 |≥ε M (θ) < M (θ 0 ). Then, any sequence of estimators θ n with M n ( θ n ) ≥ M n (θ 0 ) converges in probability to θ 0 .
With Lemmas 3.5-3.7 in hand, we are in the position to complete the proof of Theorem 3.1.
Proof of Theorem 3.1. From (2.4), we infer that
n,ε (θ).
(3.26)
In terms of Lemmas 3.5 and 3.6, we deduce from Chebyshev's inequality that
where Ξ(·) is defined as in (3.19) . On the other hand, for any κ > 0, notice that
due to Ξ(·) > 0. Moreover, according to the notion of θ n,ε , one has −Φ n,ε ( θ n,ε ) ≥ −Φ n,ε (θ 0 ) = 0. As far as our present model is concerned, all of the assumptions in Lemma 3.7 with M n (·) = −Φ n,ε (·) and M (·) = −Ξ(·) are fulfilled. As a consequence, we conclude that θ n,ε → θ 0 in probability as ε → 0 and n → ∞, as required.
The asymptotic distribution of LSE
In this section, to begin, we recall some materials on derivatives for matrix-valued functions and introduce some notation. For a differentiable mapping
So, from (4.1) and (4.2), one has
of the matrix-valued mapping V w.r.t. the scalar argument x ∈ R enjoys the form
where
Set, for any θ ∈ Θ, (4.5)
and, for any random variable ζ ∈ C with L ζ ∈ P 2 (C ),
Furthermore, we set
Another main result in this paper is presented as below, which reveals the asymptotic distribution of θ n,ε . Theorem 4.1. Let the assumptions of Theorem 3.1 hold and suppose further that (A2) and (A3) hold and that I(·) and K(·) defined in (4.5) and (4.7), respectively, are continuous. Then,
as ε → 0 and n → ∞, where I(·) and Υ(·) are given in (4.5) and (4.6), respectively. Now, we provide an example to demonstrate our main results.
For any ε ∈ (0, 1), consider the following scalar path-distribution dependent SDE
with the initial value X ε 0 = ξ, where θ ∈ Θ 0 is an unknown parameter with the true value θ 0 = (θ (1) 0 , θ (2) 0 ) ∈ Θ 0 , and b 0 : C × C → R satisfy the global Lipschitz condition, i.e., there exists a constant K > 0 such that
For any ζ ∈ C , µ ∈ P 2 (C ) and θ = (θ (1) , θ (2) ) * , set
Then, (4.8) can be reformulated as (2.1). By a direct calculation, it follows from (4.9) that, for any µ, ν ∈ P 2 (C ) and ζ 1 , ζ 2 ∈ C , 10) in which π ∈ C(µ, ν). On the other hand, for any x, y ∈ R and µ, ν ∈ P 2 (R), one has
Hence, the assumption (A1) holds for (4.8). Next, for any x, y ∈ R and µ, ν ∈ P 2 (R), we have
So, (A2) is fulfilled. Furthermore, observe that
where 0 2×2 stands for the 2 × 2-zero matrix. Thus, (4.10) yields that both (B1) and (B2) hold. We further assume that the initial value is global Lipschitz, i.e., there exists an L > 0 such that
As a consequence, concerning (4.8), the assumptions (A1)-(A3) and (B1)-(B2) hold, respectively.
The discrete-time EM scheme associated with (4.8) is given by
) is defined as in (2.3). According to (2.4) , the contrast function admits the form below
Observe that
Subsequently, solving the equation below
we obtain the LSE θ n,ε = ( θ (1) n,ε , θ (2) n,ε ) * of the unknown parameter θ = (θ (1) , θ (2) ) * ∈ Θ 0 possesses the formula θ
, where
In terms of Theorem 3.1, θ n,ε → θ in probability as ε → 0 and n → ∞. Next, from (4.11), it follows that
At last, according to Theorem 4.1, we conclude that
as ε → 0 and n → ∞ provided that I(·) is positive definite.
Before we proceed to complete the proof of Theorem 4.1, let's prepare the lemmas below. 
as ε → 0 and δ → 0. Moreover, (4.14)
whenever ε → 0 and δ → 0.
Proof. We first claim that
as ε → 0 and δ → 0. For any κ > 0 and ρ > 0, by the aid of (4.15) and by making use of [5, Theorem 2.6, P.63], we have
Thus, (4.13) follows from (4.15) and the arbitrariness of ρ. So, in what follows, it remains to show that (4.15) holds true. Observe that
From (B1), (3.9), and (3.21), it follows that
For any ρ > 0, one gets from (4.16) that
By the Chebyshev inequality, in addition to (3.4) and (3.11),
as ε → 0 and δ → 0. Also, for any K > 0, by Chebyshev's inequality, besides (3.4),
Taking (B2) into consideration and mimicking the argument of Lemma 3.6, we obtain that Θ 1 (ε, δ) → 0 in probability as ε → 0, δ → 0. Carrying out an analogous argument to derive Lemma 3.5, we infer that Proof of Theorem 4.1. The original idea on the proof of Theorem 4.1 is taken from [31] . To make the content self-contained, we herein provide a sketch of the proof. In terms of Theorem 3.1, there exists a sequence η n,ε → 0 as ε → 0 and n → ∞ such that θ n,ε ∈ B ηn,ε (θ 0 ) ⊂ Θ, P-a.s. By the Taylor expansion, one has (4.22) (∇ θ Φ n,ε )( θ n,ε ) = (∇ θ Φ n,ε )(θ 0 ) + D n,ε ( θ n,ε − θ 0 ), θ n,ε ∈ B ηn,ε (θ 0 ) in which K 0 (·) is introduced in (4.19) . This, together with Lemma 4.4 and continuity of K 0 (·), gives that On the other hand, recall that (4.25) lim ε→0,n→∞ P θ n,ε ∈ B ηn,ε (θ 0 ) = 1.
By the fundamental fact: for any events A, B, P(AB) = P(A) + P(B) − P(A ∪ B), we observe that 1 ≥ P(Γ n,ε ) ≥ P sup as ε → 0 and n → ∞, where in the forth identity we dropped the term (∇ θ Φ n,ε )( θ n,ε ) according to the notion of LSE and Fermat's lemma, and the last display follows from Lemma 4.3, (4.23) as well as (4.27) and by noting K 0 (θ 0 ) = 2I(θ 0 ). We therefore complete the proof.
