Consider a function f : B ! R, where B is a compact subset of R m , and consider a \simulation" used to estimate f(x); x 2 B with the following properties: The simulation can switch from one x 2 B to another in zero time, and a simulation at x lasting t units of time yields a random variable with mean f(x) and variance v(x)=t. With such a simulation we can divide T units of time into as many separate simulations as we like. Therefore, in principle we can design an \experiment" that spends (A) units of time simulating points in each A 2 B, where B is the Borel -eld on B and is an arbitrary nite measure on (B; B). We call a design speci ed by a measure a \generalized design". We propose an approximation for f based on the data from a generalized design. When is discrete, the approximation,f, reduces to a \Kriging"-like estimator. We study discrete designs in detail, including asymptotics (as the length of the simulation increases) and a numerical procedure for nding optimal n-point designs based on a Bayesian interpretation off. Our main results, however, concern properties of generalized designs. In particular, we give conditions for integrals off to be consistent estimates of the corresponding integrals of f. These conditions are satis ed for a large class of functions, f, even when v(x) is not known exactly. If f is continuous and has a density then consistent estimation of f(x); x 2 B is also possible. Finally, we use the Bayesian interpretation off to derive a variational problem satis ed by globally optimal designs. The variational problem always has a solution and we describe a sequence of n-point designs that approach (with respect to weak convergence) the set of globally optimal designs. Optimal designs are calculated for some generic examples. Our numerical studies strongly suggest that optimal designs have smooth densities.
Introduction
Let f(x); x 2 B be an unknown function de ned on a compact region B R m . We can think of f as a function of m parameters associated with some stochastic model. Consider an idealized simulation (a simulation \meta-model") with the following properties:
(P1) A simulation with the parameters set to x 2 B that runs for t > 0 units of time yields a random variable, Y t (x), with mean f(x) and variance v(x)=t, and (P2) The simulation can switch from one setting of the parameters to another setting in zero time.
Neither (P1) nor (P2) will hold exactly in any real simulation. However, for Monte-Carlo and nite horizon simulations they are typically good approximations, and (P1) and (P2) hold asymptotically in many other cases of interest, e.g., regenerative simulations. In fact, very often Y t (x) will be asymptotically unbiased and normally distributed, (Iglehart (1978) ). In any case, (P1) and (P2) serve as a useful meta-model when analyzing problems where multiple simulations are necessary.
Our goal is to estimate f(x); x 2 B while constrained to T units of (simulation) time. Property (P2) allows us to run as many separate simulations as we like (at various x 2 B) during our T unit budget. However, (P1) implies that short simulations have large variances and are therefore not worth very much individually. On the other hand, if f is continuous, simulations at points in close proximity will tend to reinforce each other for estimating f in that neighborhood.
We address the problem of designing e cient experiments for estimating f using T units of simulation time. Normally a design is speci ed by a choice of points, x i 2 B; i = 1; 2; : : :; n to be simulated, with associated times, t i > 0, where P n i=1 t i = T. We consider a much larger class of designs which we call \generalized designs". Roughly speaking, a generalized design is speci ed by a nite measure on (B; B), where (A) is interpreted as the amount of time invested simulating points in the set A 2 B, and B is the -eld of Borel subsets of B. Generalized designs were used by Kiefer and Wolfowitz (1959) as a class of designs that one searches through for an optimal design in regression experiments, and the idea has been utilized elsewhere (see, for example, Pukelsheim, 1993 ). Kiefer and Wolfowitz found that optimal designs were discrete measures for regressions.
Our estimate of f is not a regression and numerical experiments (including those summarized in Section 5) strongly suggest that optimal designs in our context are usually measures with densities. Unless is a discrete measure, a generalized design is not \implementable" in the normal sense. However, in principle (P2) allows us to implement (or at least closely approximate) designs corresponding to any nite measure. We will refer to as the \simulation time measure", and de ne a related measure by where v(x) > 0; x 2 B. From (P1) we see that v(x) can be interpreted as the variance of a unit length simulation at x, so v(x) ?1 is the asymptotic e ciency constant of a simulation at x (Hamersley and Hanscomb, 1964 ). We will refer to as the \simulation e ciency measure".
Once we have chosen a simulation design there remains the problem of constructing an approximation for f based on the resulting data. We choose to consider an approximation,f, that can be interpreted in two ways.
There is a deterministic interpretation wheref is simply a smoothing of the simulation data. The \smoothing kernel" is uniquely speci ed by a (given) symmetric positive de nite function, (x; y) (via equation (3.4) ). Analytic properties off are best understood from this perspective.
We can also consider f to be a realization of a random function, Z, with zero mean and covariance function given by (x; y). The best linear unbiased predictor for Z based on the simulation data is often referred to as a \Kriging" estimate (see Ripley, 1981) . The Kriging estimate,Ẑ, is the same asf. We can explicitly calculate the expected value of a wide range of (objective) functions involving Z andẐ, and therefore search for a design that optimizes the objective function. If we think of Z as being a \prior" for f then this approach can be considered Bayesian. Since f is not known in advance, the Kriging (or Bayesian) perspective seems appropriate for formalizing optimal design criteria.
It is very common in the \design and analysis of computer experiments" literature to assume that an unknown function is a sample from a Gaussian (or other) random eld (Currin et. al. (1991) , Koehler and Owen (1996) , Sacks, Schiller and Welch (1989) , ). A very exible technique used for estimating unknown functions is \universal Kriging" which allows the random function Z to have a nonzero mean. A linear model for E(Z) is assumed, and the weights associated with the linear model are estimated as part of the process of constructing the universal kriging estimate. One can also assume a parametric form for the covariance function and use one that matches (e.g. via maximum likelihood) the observed data. The analysis of a universal Kriging-like estimator in our context is very much harder than the present analysis, due primarily to the presence of the unknown regression coe cients. Although certain \halfway measures" are possible, we choose to analyze the case where E(Z) = 0 and (x; y) is chosen in advance. We feel justi ed in this choice for the following reasons. Theorem 3 shows that integrals off are consistent whenever f(x) and (x; y) jointly satisfy a fairly mild condition (equation (3.10)), so no added complexity is necessary to assure consistency. From a Bayesian perspective one feels that the random function, Z, should be a good \prior" for f. If a zero mean Gaussian process with a predetermined covariance structure does not seem to be a good prior for f one can run a short \pilot study" (independent of the main simulation study) to construct a rough (Kriging) estimate of f. The pilot study estimatef 0 is then subtracted from f to obtain a new function g = f ?f 0 that can be modeled as a zero mean Gaussian process, Z 0 = Z ?Ẑ 0 , whose covariance structure is easily calculated from equation Corollary 2.1. Our method can then be applied to g resulting in an estimateĝ from the main simulation study. Finally, the estimate for f isf =ĝ +f 0 .
Ritter, Wasilkowski and Wozniakowski (1995) obtain sharp bounds on the minimal L 2 error for linear estimation of integrals and approximations of a multivariate random function based on n observations. They assume noisless observations and a covariance function that satis es a certain condition. They do not attempt to nd optimal n-point designs. Plaskota (1992) analyzes the case where the (scalar) function to be estimated is an n-times integrated Wiener process. Noisy data (independent and with constant variance) is included in his formulation. He obtains exact asymptotics as the number of observations increase and nds that an evenly spaced grid is \almost" optimal. The validity of the bounds and asymptotics obtained in these papers (and others that they reference) depends on the unknown function being a sample path from a particular random eld. In our context it is usually di cult to justify the assumption that f is a sample of a random function.
In fact, there is no real randomness in the observations besides the uncertainty of the simulations. Our results di er from previous work since the asymptotic analysis of our estimator does not rely in any way on a (Bayesian) assumption that the unknown function comes from a particular random eld. The Bayesian framework apparently allows for stronger theorems to be proved (e.g., pointwise convergence vs. convergence of integrals). However, we believe our underlying model is less objectionable and our results are strong enough for most applications.
Of course since we do not know f beforehand it is tempting to treat it as a random function.
Furthermore, there are results that seem to justify that approach. Stein (1988) has shown that under reasonable conditions, misspeci ed covariance functions do not signi cantly hinder the estimation of a random function, and we show here that integrals of f can be estimated consistently whenever f and jointly satisfy equation (3.10). Nevertheless we believe our results better demonstrate the applicability of Kriging-like estimators by avoiding the explicit assumption that f is a random function. On the other hand we are free to take a Bayesian perspective when it is appropriate. We argue that the Bayesian approach is appropriate in the optimal design problem since presumably the same optimal design is used for a large class of functions. The only place we explicitly assume that f is a random function is when we look for optimal designs.
In the next section we constructf in the case where is a discrete measure, and discuss its relationship with the Kriging estimator,Ẑ. We discuss the consistency off and show thatf is consistent at points where has atoms. We show how a Bayesian interpretation off leads to a formulation of an optimal design problem.
In Section 3 we de nef for a generalized simulation design and show that it has an integral representation, analogous to the discrete case. We also show that it reduces to the approximation described in Section 2 when is discrete. The construction off(x) involves a function, a(x; y), In Section 4 we discuss globally optimal designs. The optimal design problem is based on the Bayesian interpretation off in analogy with the development in Section 2. Optimal designs can be found by solving a certain variational problem. We show that a solution is guaranteed to exist for the globally optimal design. The optimal n-point designs found in Section 2 are shown to approach (with respect to weak convergence) globally optimal designs, as the atoms become dense in B.
The proofs of our major theorems are in Appendix A. In Appendix B we describe a numerical procedure for nding optimal discrete designs (on a given set of points) based on Newton's method. In Section 5 we use the procedure to approximate the globally optimal designs for some generic examples by optimizing on a fairly dense grid of points. Optimal designs appear to be measures with smooth densities in all our examples, although we have not been able to establish this property formally.
Discrete Simulation Designs
Normally the only \implementable" simulation designs are discrete, i.e., is a discrete measure speci ed by (A) = There are many ways to estimate f(x); x 2 B based on Y , the standard, perhaps, being regression. We propose a di erent kind of approximation. Let (x; y); x; y 2 B be a bounded, Note that S ij = Cov(Y t i (x i ); Y t j (x j )). Very often S will be a diagonal matrix since the individual simulations are independent. However, the simulation designer may choose to use the same stream of random numbers for each simulation, use likelihood ratios to obtain all the estimates from the same simulation, or any of a number of other variance reduction or e ciency enhancing techniques that can cause the simulations to be dependent. ! is convergence in probability) which, in general, is not equal to f(y) unless y 2 fx 1 ; x 2 ; : : :; x n g.
Readers familiar with linear prediction might have noticed that (2.4) looks like a \Kriging" estimate (Ripley, 1981) . Indeed, suppose Z(x); x 2 B is a Gaussian process with zero mean and covariance function, . Since f is an unknown function we can adopt a Bayesian perspective and assign Z as a prior for f. We then use the simulation data to constructẐ, the mean of the IfỸ is Gaussian thenẐ is also the best linear unbiased predictor for Z, (See Ripley, 1981) . Clearly E(Ẑ) = 0; (2.15) and since Cov(Ỹ ) = ?, the covariance structure forẐ is found to be
(2.16) Using the variance decomposition formula we can write
(2.17) It is well known (see Koehler and Owen (1996) , Sacks, Schiller, and Welch (1989)) that Var(Z(x)jỸ ) only depends on the design points fx 1 ; x 2 ; : : :; x n g and is therefore a constant with respect the expectation. Considering (2.14) and (2.16) we obtain Var(Z(x)jỸ ) = (x; x) ? (x) 0 ? ?1 (x): (2. 18) Remark 2.1 If we run the design over and over, constructingẐ each time, we will see that the empirical distribution ofẐ does not match (2.15) and (2.16). This is because f is not really a random function (i.e., Z f each time). The simulation \knows" f in the sense that E(Y ) = F.
The simulation yieldsf, whose correct bias and variance are given by (2.8) and (2.9).
Suppose we are interested in nding a design that optimizes some measure of the quality off. For example, we might want to
where (x); x 2 B is some bounded Borel function and D n T is the class of discrete measures with support on n points and (B) = T. (This optimality criterion is also used by Ritter, Wasilkowski and Wozniakowski (1995).) Clearly the optimal design depends on f, which is unknown. It is therefore impossible to nd an optimal design in advance.
In this context the Bayesian perspective seems appropriate as long as Z is a reasonable \prior" for f. We substitute the random function Z for f in (2.19) which yields Unfortunately, it is not clear that a solution to (2.21) exists. In fact, our numerical studies (including the examples in Section 5) strongly suggest that optimal designs are not discrete. (Equations (B.10) and (B.11) may also be relevant here.) Remark 2.2 In many applications the purpose of estimating f is to nd its roots or optimal points as opposed to a linear functional. Our theorems in the next section prove convergence of linear functionals, while pointwise convergence would clearly be preferable for root nding and optimization. On the other hand, Kriging estimators can be used to nd roots and optimal points in adaptive searches, (Simon (1997) ).
Estimating f from a Generalized Design
This section formalizes the concept of a generalized design and studies some of its properties. As above, B is a compact subset of R m with Borel -eld B, is a nonnegative nite measure on (B; B) and (x; y); x; y 2 B is a bounded, positive de nite, symmetric function. The function v(x); x 2 B is assumed to be a positive Borel function.
The motivation for introducing generalized designs is the desire to get hold of the situation where the number of simulation points is large. Our numerical studies (e.g., Section 5) imply that good designs must use large numbers of points. It follows from (2.5) that the random part of the data from a discrete simulation design can be speci ed by the (discrete) stochastic measure
The data from a generalized design is characterized analogously.
We say a simulation has an (orthogonal) generalized design if it yields data whose randomness is characterized by an orthogonal stochastic measure, , (Shiryaev, 1984) where (A) has zero mean and E( (A) 2 ) = (A); A 2 B:
If in addition (A) is normally distributed for all A 2 B we will call the design \Gaussian". In this section we require that be an orthogonal stochastic measure.
Remark 3.1 In order to strictly generalize the material in the preceding section we would need to consider non-orthogonal stochastic measures as a generalization of (3.1). However, we restrict ourselves in this section to orthogonal generalized designs, and when we refer to a \generalized design" it is understood that is an orthogonal stochastic measure. We call f(y)+ (y) a \generalized observation". We now show that our de nition off is consistent with the material in the previous section. Let be a discrete measure with atoms at x i ; i = 1; 2; : : :; n, i.e., The next theorem shows thatf is well de ned, which boils down to proving that (3.4) has a unique solution. We also state some properties of a( ; The proof is given in appendix A.
The function a(x; y) which satis es (3.4) has a probabilistic interpretation given by the following theorem whose proof is also in appendix A.
Theorem 2 Let Z(x); x 2 B be a Gaussian process, independent of , with E(Z) Corollary 2.1 When is discrete and S is diagonal (independent simulations) a(x; y) = (x; y) ? (x) 0 ? ?1 (y):
In Section 2 we showed thatf consistently estimates f at the atoms of as the length of the simulation increases. We now establish similar properties of generalized designs. As in Section 2 we will be assuming that the simulation is governed by a parameter, T, so that the simulation time measure corresponding to T is T , where is a xed measure. Likewise, the simulation e ciency measure corresponding to T is T . Functions corresponding to simulations of length T will be subscripted with a T. According to We prove the Theorem in Appendix A. Suppose (as would be typical in practice) we do not know the variance of a unit length simulation exactly. This misspeci ed variance is similar in spirit to the problem considered in Stein (1988) .
Letṽ(x) be the \true" variance of a unit length simulation at x, which we assume is positive and which we estimate by v(x). We de ne~ via (1.1) withṽ(x) replacing v(x). The Since we do not knowṽ(x) we must use ( ) and a( ; ) based on v(x) when we estimate f. Using We now address the issue of convergence of estimatesf if the corresponding measures converge weakly. In particular, we show that estimates from generalized designs are limits of the estimates obtained from discrete designs. Consider a sequence of generalized simulation designs on B with covariance functions n and e ciency measures n . We denote all characteristics of the nth design with subscript n. We assume, in addition to the above assumptions, that the n 's are continuous and the n (A); A 2 B; are normally distributed (i.e., we require Gaussian generalized designs here).
Along with the sequence of designs we consider another design with covariance function and e ciency measure which will be the limiting one in the following theorem. As with the designs in the sequence, the orthogonal measure which corresponds to is Gaussian.
In all the designs the same function, f(x); x 2 B is estimated. As above we are xing some We have not found a nontrivial example where (4.3) can be solved exactly, so numerical approaches are necessary. We now justify an approach to approximating optimal designs via discrete designs. For the remainder of this section we assume that v(x) is continuous. ! implies Q( n ) ! Q( ). From Lemma 4.1, a n (x; y) ! a(x; y) uniformly, where a n (x; y) and a(x; y) satisfy (3.4) for n and respectively. Since is bounded, the lemma follows. Let D n T D T be the set of discrete measures with n (or fewer) atoms, and let 2 A T . There is a sequence n 2 D n T ; n = 1; 2; : : : with n w ! , so by Lemma 6.1, Q( n ) ! Q T . Let n be optimal in D n T . Then Q( n ) Q( n ), so Q( n ) ! Q T . By Lemma 6.1, for large enough n, n is very close (with respect to d) to A T . In order to nd n one must optimize over all possible fx 1 ; x 2 ; : : :; x n g B and t i 0; i = 1; 2; : : :; n. The following theorem shows that one can nd nearly optimal discrete designs by xing fx 1 ; x 2 ; : : :; x n g B (the \denser" the better) and optimizing over ft 1 ; t 2 ; : : :; t n g only. Theorem 6 Let S n = fx n1 ; x n2 ; : : :; x nn g B be a sequence of nite subsets of B satisfying sup x2B min i n jx ? x ni j ! 0 as n ! 1 (i.e., S n becomes dense in B), and let D T (S n ) D n T be measures with support on S n . Let~ n be optimal in D T (S n ). Then d(~ n ; A T ) ! 0 and Q(~ n ) ! Q T .
Proof: Let 2 A T . We rst show that there exists a sequence n 2 D T (S n ); n = 1; 2; : : : Remark 4.1 Theorem 6 implies that if we select n points in B evenly spaced or chosen from some \low dispersion" sequence then the optimal design with support on that set will closely resemble an optimal design if n is large enough. If the optimal design, , is unique then n w ! .
Numerical Examples
In this section we illustrate our method by calculating optimal designs and related quantities for some \generic" examples. We know of no (nondegenerate) examples where the variational problem (4.3) can be solved analytically. Fortunately, it is possible to calculate the optimal discrete design on a given nite set of points numerically. Theorem 6 implies that if the points are dense enough the resulting design is close (with respect to weak convergence) to a globally optimal design. In appendix B we provide the details for a numerical solution of the optimization problem (2.20) using Newton's method. Even in this simple case we are unable to nd a(x; y) (let alone ) explicitly for any positive de nite covariance function, (x; y). Figures 1a and 1b show a(x; y) (determined numerically via (3.7)) when is Lebesgue measure and 100 times Lebesgue measure, respectively, and (x; y) = e ?(x?y) 2 .
We now nd numerically when (x) = 1 for two di erent covariance functions. Let fx 1 ; x 2 ; : : :; x n+1 g = f0; 1 n ; 2 n ; : : :; 1g:
We then search for ft 1 ; t 2 ; : : :; t n+1 g that optimizes (B.1), (B.2) and (B.3).
In gures 2a and 2b we plot the \density" of based on n + 1 = 51 points for various values of T when (x; y) = exp(?10jx ? yj) and (x; y) = exp(?10(x ? y) 2 ) respectively. We cannot be certain based on the numerical calculation that has a density, although the results seem to suggest that it does.
Example 2 We next consider the simplest two dimensional case. Let B = 0; 1] 2 , v(x) = 1 and (x) = 1. Figure 3 shows the \density" of based on n = 961 points (31 31 grid) when T = 100
and (x; y) = exp(?kx ? yk 2 ), where k k is Euclidian distance. The shapes of the optimal densities are interesting. When K is very small, the Gaussian process Z(x); 0 x 1 is essentially a constant (see Currin, et. al. (1991) ). In that case there is no need to simulate at x = 0:5, so the optimal design spends most of its time at x 0 where v(x) is smallest. When K = 0:1 the optimal design spends virtually no time near x = 0:5. As K increases, the value of Z(x); x 6 = 0:5 becomes less valuable for predicting Z(0:5). By the time K = 1 the optimal design is spending the majority of time near x = 0:5, although the density is skewed left due to the asymmetry in v(x). Since is bounded, the boundedness of a( ; ) follows by (A.2) and (3.4) .
A Appendix
To show that a( ; ) is symmetric, multiply each term in (3.4) by a(z; u) and integrate with respect to (dz). This yields 
A.4 Proof of Theorem 4
We begin the proof with a lemma. It is more general than it is required for Theorem 4 but this generality is exploited in the proof of theorem 5. Proof: By Theorem 1, the functions a n and a are elements of the space C(B B) of continuous functions on B B with uniform norm. We prove, rst, that the sequence fa n ; n 1g is relatively compact in C(B B). For this we check the conditions of Arzella{Ascolli's theorem. Estimate (A.2) in the proof of Theorem 1 yields, by (3.4) applied to a n and n , For the second condition, let > 0 and use the fact that the a n 's are symmetric to write sup jz 1 ?z 2 j< jx 1 ?x 2 j< ja n (z 1 ; x 1 ) ? a n (z 2 ; x 2 )j 2 sup jz 1 ?z 2 j< sup x ja n (z 1 ; x) ? a n (z 2 ; x)j:
Inequality (A.5) applied to a n and n yields sup x ja n (z 1 ; x) ? a n (z 2 ; x)j sup x j n (z 1 ; x) ? n (z 2 ; x)j + sup y j n (z 1 ; y) ? n (z 2 ; y)j sup x;y ja n (x; y)j n (B): ja n (z 1 ; x 1 ) ? a n (z 2 ; x 2 )j = 0;
verifying the second condition of Arzella{Ascolli's theorem.
Letã be an accumulation point of fa n ; n 1g in C(B B), i.e., a n 0 (y; x) !ã(y; x) uniformly on B B for some subsequence fn 0 g. We The rst integral on the right of (A.23) tends to 0 uniformly in z; x 2 B as n 0 ! 1 by (A.21), (A.22) and since n 0 ! uniformly. The second integral tends to 0 uniformly in z; x 2 B as n 0 ! 1 since a n 0 !ã uniformly, is bounded and (A.21) holds.
Consider the last integral. Sinceã(y; x); y; x 2 B is continuous, (z; y)ã(y; x) is continuous in y for all z; x 2 B. Moreover, the family f (z; y)ã(y; x); y 2 Bg; z; x 2 B, of functions is equicontinuous, i.e., and a n (y) = Z B a n (y; x) (x) n (dx); y 2 B:
By the de nitions of a n ,f n , a andf, we have hf n ; i n = Z B a n (y)f(y) n (dy) + we obtain (using the block matrix inverse formula, e.g. Searle, 1982) ? ? From (B.10) and (B.11) it seems plausible to conjecture that no discrete design can be optimal.
