Askey-Wilson polynomials for root systems of type BC by Koornwinder, T.H.
1 1 
T.H. Koomwinder 
Askey-Wilson polynomials for root systems of type BC 
Department of Analysis, Algebra and Geometry Report AM-R9i i 2 September 
CWI is the research institute of the Stichting Mathematisch Centrum, which 
was founded on February 11 , 1946, as a non-profit institution aiming at the 
promotion of mathematics, computer science, and their applications. It is 
sponsored by the Dutch Government through the Netherlands organization 
for scientific research (NWO). 
Copyright © Stichting Mathematisch Centrum, Amsterdam 
Askey-Wilson Polynomials fo:r Root Systems of Type BC 
TOM H. KOORNWINDER 
CWI 
P.O. Box 4079, 1009 AB Amsterdam, 
The Netherlands 
email: thk©c1;d. nl 
This paper introduces a family of Askey-Wilson type orthogonal polynomials in n 
variables associated with a root system of type BC,.. The family depends, apart 
from q, on 5 parameters. For n = 1 it specializes to the four-parameter family 
of one-variable Askey-Wilson polynomials. For any nit contains Macdonald's two 
three-parameter families of orthogonal polynomials associated with a root system of 
type BC,. as special cases. 
Key Words and Phrases: Askey-Wilson polynomials, Macdonald's orthogonal poly-
nomials associated with root systems, root system of type BC. 
1980 Mathematics Subject Classification: 33A65, 33A75, 17B20. 
Note: This paper is submitted to the Proceedings of the special session on "Hyper-
geometric functions on domains of positivity, Jack polynomials, and applications" at 
the AMS meeting in Tampa, Florida, March 22-23, 1991. 
1. INTRODUCTION 
In recent years, some families of orthogonal polynomials associated with root 
systems were introduced. The families studied by Heckman & Opdam [6], [4], [5] 
become Jacobi polynomials for root system BC1 . The families studied by Mac-
donald (see [11] for root system An and [12] for general root systems) become con-
tinuous q-ultraspherical polynomials for root system A1 and continuous q-Jacobi 
polynomials for root system BC1 (see Askey & Wilson [1, §4]). For all root systems 
Macdonald's polynomials tend to the Heckman-Opdam polynomials as q tends to 1. 
This paper introduces a family of Askey-Wilson type polynomials for root system 
BCn which depends, apart from q, on 5 parameters. For n = 1 it specializes to the 
four-parameter family of Askey-Wilson polynomials. For any n it contains Macdon-
ald's two three-parameter families as special cases: for the pair (BCn, Bn) directly 
and for the pair (BCn, Cn) when q is replaced by q2 • Moreover, the weight function 
integrated over the orthogonality domain was explicitly evaluated by Gustafson [3] 
as a generalization of Selberg's beta integral. 
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The proofs in this paper are very much inspired by Macdonald's proofs in (12], 
in particular by his proofs in case of root systems E 8 , F4, G2, where there is no 
minuscule fundamental weight available. 
The contents of this paper are as follows. Section 2 summarizes Macdonald 's 
results. The special case BCn of these results is discussed in §3 and the further 
specialization to BC1 in §4. The long section 5 introduces Askey-Wilson polyno-
mials for root system BCn, shows that these polynomials are eigenfunctions of a 
certain difference operator and establishes the full orthogonality of the polynomials. 
Finally, in §6, special cases and open problems are discussed 
Acknowledgements. The research presented here was essentially done several years 
ago, in December 1987, while the author was visiting the IRMA at the University of 
Abidjan, Cote d'Ivoire. I thank prof. S. Toure for his hospitality. The observation 
that the Askey-Wilson polynomials for roo:U;ystem BCn also include Macdonald's 
polynomials for the pair (BCn, On), was recently made by J. F. van Diejen. 
2. SUMMARY OF MACDONALD'S RESULTS 
In this section we summarize Macdonald's [12] results on orthogonal polynomials 
associated with root systems. See Humphreys [7] .and Bourbaki [2, Chap.6] for 
preliminaries on root systems. Let V be a finite dimensional real vector space with 
inner product (., . ). Write lvl := (v, v) 112 for the norm of v E V. Write 
Let R be a not necessarily reduced root system spanning V. Let S be a reduced 
root system in V such that the set of lines {~a: I a: E R} equals {~a: I a: E S}. 
Then the pair (R, S) is called admissible and Rand Shave the same Weyl group 
W. Now, for each a: E R, there is a (unique) ua > 0 such that a:* := u~1 a: E S. 
Assume that R is irreducible. It can be arranged, after possible dilation of Rand 
S, that u°' takes values in {1, 2} or in {1, 3}. ~ 
Let 0 < q < 1. Put q°' := qu."'. Let a 1-+ ta be a W-invariant function on R, 
taking values in (0, 1) (for convenience). Then ta only depends on la!. Put ta.:= 1 
if a E V\R. Let ka ;?: 0 be such that q~"' = t°'. 
Let R+ be a choice for the set of positive roots in R. Let 
Q := Z-Span(R), Q+ := Z+-Span(R+). 
Here, and throughout the paper, Z+ := {O, 1, 2, ... }. Let 
be respectively the weight lattice of R and the cone of dominant weights. Define a 
partial order on P by A ;?: µ iff .X - µ E Q+ . 
For A E P let e>- be the function on V defined by 
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Extend this holomorphically to V +iV. If f is a function on V then put (wf)(x) := 
f(w- 1x) for w E W, x E V. Hence we>.= ew>... Let A be the complex linear span 
of thee>.. (>. E P). Let Aw denote the space of W-invariants of A. Put 
ffi>.. := IW>..1-1 L ew>.. = L e'-', ), E p+. 
wEW µEWA 
Here W>.. denotes the stabilizer of>. in W. Them>.. (>. E p+) form a basis of Aw. 
Note that m>..(x) = m>..(-x) (>. E p+, x E V). If -id E W then f(x) = f(-x) for 
f E Aw. In particular, we will then have that m>.. is real-valued on V. 
Let Rv := {av I a ER} be the root system dual to R. Let Qv := Z-Span(Rv). 
Then T := V/(27rQv) is a torus. Let x be the image in T of x E V. Let dx be the 
normalized Haar measure on T. For>. E P the function x r--+ e>..(x) is well-defined 
on T. For a,a1, ... ,ak EC put 
00 k 
(a;q)oo := II(l- aqi), (a1, ... ,ak;q)oo := IT(ai;q)oo· 
j=O i=l 
Define 
Then .6. = .6. + .6. +. Define a hermitian inner product on Aw by 
(f,g) := 1w1-1 £t(x)g(x).6.(x)dx. 
Definition 2 .1. For >. E p+ let P>.. E Aw be characterized by the two conditions 
(i) P>.. = m>.. + Eµ<>.. U>..,µ mµ for certain complex coefficients U>..,µ; 
(ii) (P>.., mµ) = 0 ifµ<>.. 
Theorem 2. 2. 
(P>..,Pµ} = 0 if>.=/=µ. 
Define 
(Tvf)(x) := f(x - i(logq)v), x,v E V, 
for functions f being analytic on a suitable subset of V + iV containing V. Hence 
Let a E V be such that (a, a*) takes just two values 0 and 1 as a runs through R+ 
(a is a so-called minuscule fundamental weight for sv). Such a exists for all S not 
being of type Ea, F4 or G2. In these last three cases we can choose a such that 
(a, a*) takes values 0, 1 and 2 as a runs through R+. Now put 
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Euf := 1wu1-1 L w( ~u Tu!), 
·wEW 
Du!:= 1wu1-1 L w(~u(Tuf - !)), 
wEW 
mu(A) := 1wu1-1 L q<wu,>i.)' 
wEW 
Pk:=! L kata. 
atER+ 
Theorem 2.3. Du maps AW into itself. The P>i. are eigenfunctions of Du with 
eigenvalue 
q<u,p1:) (mu().+ p,/) - mu(Pk)). 
If S is not of type E8 , F4 or G2 then Eu maps Aw into itself, the P>i. are also 
eigenfunctions of Eu with eigenvalue 
and 
with Eu(l) scalar. 
3. THE CASE R = BCn 
Identify V with IR" and let ei, ... , en be its standard basis. Consider in V the 
root systems 
R := {±e;} U {±2e;} U {±ei ± e;h<i of type BCn, 
SB:= {±e;} U {±ei ± e;}i<; of type Bn. ~ 
Sc:= {±e;} U {H±ei ±e;)}i<i of type Cn. 
Then SB and Sc are reduced, R, SB and Sc have the same Weyl groups and in 
the mappings a f-+ u;1a of R onto SB and onto Sc, uOt take the values 1 and 2. 
Note that Rv =Rand that the weight lattice P and the root lattice Q of Rare 
both given by 
P = Q = {m1e1 + ··· +mnen I m1, ... ,mn E Z}. 
Take 
R+ := {e;} U {2e;} U {ci ± e;h<i· 
Then 
p+ = {m1e1 + ... + ffinen I m1 ~ m2 ~ ... ~ mn ~ 0, m1, ... ,mn E Z}, 
Q+ = {m1(c1 - e2) + ·· · +mn-1(en-l - en) +mnen I m1, ... ,mn E Z+}· 
The torus T := V/(27rQv) becomes IR" /(27rZ"). Recall that we have a partial 
ordering on P such that ). ~ µ iff ). - µ E Q+. 
For the pair ( R, SB) we have 
2 q±2e; = q ' 
and there are three different parameters t 00 which we write as 
(Recall that ta = 1 if a ~ R.) Thus 
(3.1) 
where 
(3.2) 
and 
(3.3) 
For the pair ( R, Sc) we have 
A+_ A+ A+ 
u - u 1 u2, 
and there are three different parameters ta, which we write as 
Thus (3.1) holds with 
(3.4) 
and 
(3.5) 
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Since -id E Win case of root system BCn, m>, will be real-valued and we can 
read for condition (ii) of Definition 2.1 that 
L P>.(x) mµ(x) !l.(x) di:= O ifµ<.\. 
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For the element a of §2 we can take £ 1 in the case SB and mePl + £2 +···+En 
in the case Sc. In both cases a is minuscule. So Theorem 2.3 is valid with these 
choices of a. In particular, in the case SB the polynomial P>. is eigenfunction of 
De1 with eigenvalue 
n 
(3.6) L(abt2n-j-l (l'i -1) +ti-l (q->.i -1)). 
j=l 
The choice a := 2£1 in the case Sc would give values 0, 1 and 2 for (a, a*) as a 
runs through R+. It will turn out in §6.1 that, in case Sc, the P>.. are not only 
eigenfunctions of Ee1 +··+e .. but also of D2e1 • 
4. THE CASE-R = BC1 
For n = 1 the two root systems SB and Sc coincide and the results of §3 specialize 
as follows. We have T = IR/(27rZ), P = Q = Z, p+ = Z+, the partial order on P 
is the ordinary total order on Z, 
and 
{ eilx + e-ilx m1(x) = ' 
1, 
l = 1,2, ... ' 
l = 0. 
(ql/2 eix, -ql/2 eix, a bl/2 ei:z:, -bl/2 eia:; q) 00 
( e2ix; q2 )oo 
The inner product for W-invariant functions f, g becomes an integral over the period 
of 2?r-periodic even functions, so it can be written as 
1 17r ~ (!, g) = - f ( x) g ( x) t!i. ( x) dx. 27r 0 . 
Askey-Wilson polynomials Pn(Y; a, b, c, d I q) ( n E Z+) are defined, up to a con-
stant factor, as polynomials of degree n in y which satsify the orthogonality relations 
7r I ( 2· 12 e i:z;; q)oo (4.1) { (PnPm)(cosx;a,b,c,dlq) ( . b. . d. ) dx=O, } o aeia:' eia:' ceia:' e'x i q oo n f:. m. 
See Askey & Wilson [1]. Here a, b, c, d are real, or if complex, appear in complex 
conjugate pairs, and lal, lbl, jcJ, ldl ~ 1, but the pairwise products of a, b, c, dare not 
2: 1. When the condition JaJ, Jbl, jcl, ldl ~ 1 on the parameters is dropped, finitely 
many discrete terms have to be added to the orthogonality relation ( 4.1). 
When we compare the expression for & + ( x) with the Askey-Wilson weight func-
tion we see that Macdonald's polynomials for root system BC1 coincide, up to a 
constant factor, with Askey-Wilson polynomials 
Pt( cos x; ql/2' -q1/2' ab1/2' -b1/2 I q). 
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By Askey & Wilson [1, (4.16), (4.17), (4.20)] the continuous q-Jacobi polynomials 
in M. Rahman's notation can be expressed in terms of Askey-Wilson polynomials 
by 
P/a,{3)(cosx;q) =const. P1(cosx;q1/2,-q1/2,qa+1/2,_q13+1/2 lq) 
=const. Pt( cos x; qa+l/2' qa+3/2' -qf3+1/2' -qf3+3/2 I q2). 
Thus, if we put a := q°', b := q2 f3, then Macdonald's polynomials for root sys-
tem BC1 coincide, up to a constant factor, with continuous q-Jacobi polynomals 
P/a+f3-I/2,f3-1!2>(cosx; q). This observation was already made by Macdonald [12, 
§9). 
If n = 1 then, with o- := 1, 
Thus, if we write 
then Theorem 2.3 yields 
Compare this with Askey & Wilson [1, (5.7), (5.8), (5.9)]: 
A(-x) (R1(q-1 efo:) - Rt(eix)) + A(x) (Rz(qei:i:) - Rt(ei:i:)) 
= -(1 - q-') (1 - ql-1abcd) R1(ei:i:), 
where 
Rz( ei:i:) := const. Pt( cos x; a,~b, c, d I q) 
and 
·- (1 - aei:i:) (1 - bei:i:) (1 - cei:i:) (1 - dei:i:) 
A(x) .- (1 - e2i:i:) (1 - qe2i:i:) 
If c = q112, d = -q112 (the continuous q-Jacobi case) then 
and 
so 
(1 - aei:i:) (1 - bei:c) A(x)=----~ 1 - e2i:i: 
A(x) + A(-x) = 1 - ab, 
A(-x)Rz(q-1 ei:i:) + A(x)Rt(qei:i:) = (q- 1 - q1ab)Rz(ei:c). 
Thus Macdonald's difference equation for P1 in case R = BC1 coincides with the 
continuous q-J acobi case of the difference equation for Askey-Wilson polynomials. 
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5. ASKEY-WILSON POLYNOMIALS FOR ROOT SYSTEM BCn 
We use the notation of §2 and §3. Le't 
Ri :=Rt U (-Rt), R2 :=Rt U (-Rt), 
Rt := R{ U Rt, Re := Ri U R2 = Rt U (-Rt). 
Let R be the root system of type BCn of §3. Then Re = {a E R I 2a ~ R}, 
a root system of type Cn in V with subsystems Ri of type nA1 and R2 of type 
Dn. Let W be the Weyl group of Re. It is a semidirect product of the group of 
permutations of the coordinates and the group of sign changes of the coordinates. 
Let p, p1, p2 denote half the sum of the positive roots of Re, R1, R2, respectively. 
Then p = P1 + P2 and 
PI = c1 + c2 + · · · + E'n, P2 = (n - l)c1 + (n - 2)c2 + · · · + E'n-1 · 
Let P, p+ and the partial order ~ be as in §3. Write c(w) := det(w) (w E W). 
Let AW,e consist of all f EA such that wf = c(w)f (w E W). Write 
h.:= L c(w)ew\ A E P. 
wEW 
The JA.+p (.A E p+) form a basis of Aw,e. In particular, put 
and 
XA. := 6-1 JA.+p, A. E P. 
The X>.. (A. E P+) are in Aw and form a basis of Aw. We have 
XA. = m>,. + L aA.,µmµ, .\ E p+, 
µEP+; µ<A. 
for certain complex aA.,w 
Fix q E (0,1) and a,b,c,d,t EC. Let 
(5.1) 
and 
(5.2) 
We are now ready to introduce Askey-Wilson polynomials for root system BCn. 
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Definition 5.1. Assume a, b, c, dare real, or if complex, appear in conjugate pairs, 
and that !al, lb!, lei, !di ~ 1, but the pairwise products of a, b, c, d are not ?: 1. 
Assume -1 < t < 1 Let T := [-7r, 7r]n C V. For .A E p+ define P>-. E Aw by the 
two conditions 
(i) P>.. = m>.. + :LµEP+; µ<>.. U>..,µ mµ for certain coefficients U>..,µ; 
(ii) fr P>..(x) mµ(x) Li(x) dx = 0 forµ E p+, µ < >... 
We will generalize the case R = BCn of Theorem 2.2 by showing that the P>.. are 
orthogonal on T with respect to the weight function Li. The proof will be based 
on two lemmas, the first one giving the action of a suitable difference operator on 
the m>.., and the second one showing self-adjointness of this operator with respect 
to Li on T, when acting on Aw. 
Let u := c:1, similarly as in §3 for the pair (BCn, Bn)· Define q>a and Da as in 
§2, with Li+ being given by (5.1). Thus 
(5.3) 
and 
(5.4) 
Lemma 5.2. 
with 
wEW 
=IWal-l L (wq>a)(Twaf - !), f E Aw. 
n 
wEW 
Dam). = L a).,µ mµ 
µEP+;µ~). 
(5.5) a>.,>..= L(q-1 abcdt2n-j-l (q>..; -1) + ti-l (q->..i -1)). 
j=l 
Here a, b, c, d, t may be arbitrarily complex. 
Proof. It will be convenient to replace a, b, c ,din the expression (5.1) for Li+ by 
1 1 
a, -b, q'i c, -q2 d, respectively. Thus 
(5.6) 
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By substitution of (5.6) in (5.3) we obtain 
1 - tea 
II 1 - e°' 
a=e1±e1; l=2, ... ,n 
= abcdt2(n-l) (1 - a-le-e1) (1 + b-1e-e1) (1 - q-!c-1e-e1) (1 + q-!d-le-e1) 
(1 _ e-2e1) (1 _ q-le-2e1) 
1 - t-1e-°' 
x II 1 - e-°' 
a=e1±e1; l=2, ... ,n 
Hence 
where 
(5. 7) Wu := ( abcd)(u,pi} t<u,2p 2 } eP+2P1 II (1 - t-(u,a) e-Ol) 
aERt 
n 
x .II [(1 - qe-2e; )(1 - a-<u,e;) e-e; )(1 + b-<u,e; > e-e;) 
j=l 
and Oq is the following element of Aw: 
(5.8) 
n 
Oq :=II (q-! ee; - q! e-e;) (q! ee; - q-! e-e;) 
j=l 
n 
=e2p1 II (1 _ qe-2e;) (l _ q-le-2e; ). 
j=l 
If E c ( ~R1) U R2 then write 
Expansion of ( 5. 7) yields 
(5.9) I: CE0 , ... ,E4 ,F eP+2P1-2llEoll-llE1ll- .. ·-llE4ll-llFll, 
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where 
(5.10) c E F := (-l)IEal+IEil+IEal+IFI q1Eal-tlEsl-tlE41 Ea, ... , 4, 
X a(u,p1-llE1!1} b(u,p1-llE2!1} C(u,p1-llEsll) d(u,p1-llE411) t(u,2p2-llFll): 
Now we can rewrite (5.4) as 
with 
(5.11) Duf := IWul-l L c:(w) (wWu) (Twuf - !). 
wEW 
Consider (5.11) with f := m>. (.\ E p+) and substitute (5.9). Then 
w1,w2EW Ea, ... ,E4ctRt FcRt 
X (q(w1u,w2>.) _ 1) ew1(p+2p1-2llEall-llE11i-···-llE4ll-llFll)+w2>.. 
Put w2 = w1w. Then 
'\:"" C ( (u,wA) l) L.J Ea, ... ,E4,F q -
wEW Ea, ... ,E4 CtRt FCRt 
X Jw.\+p+2p1 -211Eall-llE1 ll-···-llE41i-llFll · 
Hence Dum.x E AW,e. Now the ]-function in (5.12) is either 0 or c:( w') 8 Xv, where 
w' E W, v E p+ and 
w'(v + p) = w.\ + P + 2p1 - 2llEoll - llE1ll - · · · - llE41l - llFll, 
so that 
(5.13) v + p = (w')-1w.A 
+ (w')-1 (3p1 - 2l!Eoll - llE1ll - · · · - llE4ll) + (w')- 1 (p2 - llFll). 
Now 
n n 
(5.14) (w')-1 (3p1 -2l!Eoll-llE1ll-· .. -llE41i) = (w')-1 L kjc:j = L kjc:i s;; 3p1 
j=l j=l 
with kj, kj E {-3, -2, -1, 0, 1, 2, 3}, 
(5.15) (w')- 1 (P2 - IJFll) = (w')-1 2: k°'a = L k~a s;; P2 
atERt atERt 
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(5.16) 
Substitution of (5.14), (5.15), (5.16) in (5.13) yields 
(5.17) 
Hence 
(5.18) 
for certain coefficients bv. 
In order to compute b>.+2p 1 observe that equality in (5.17) holds iff equality holds 
in (5.14), (5.15), (5.16), i.e., iff (w')- 1w E W>. and 
(5.19) 
(5.20) 
Hence, by (5.12), 
c(w') c (q(u,w>.) 1) Eo,. .. ,E4,F - , 
w,w'EW; (w1)- 1 wEW;i. 
where Eo, ... , E4 , Fare determined by (5.19), (5.20). It follows from (5.19), (5.20) 
that 
2llEoll + llFll = P - w' p, hence (-l)IEol+IFI = t:(w'). 
Substitution of (5.19), (5.20) into (5.10) now yields: 
When we substitute this last expression into (5.21) then we obtain 
w,w'EW; (w1 )- 1 wEW:i. 
Hence 
= IWul-1 I: (abcd)~(l+(wu,pi)) tn-l+(wu,p2) (q(wu,>.) - 1). 
wEW 
n 
(5.22) b>+2p1 = L L (abcd)!(l+c:) tn-l+c:(n-j) (qc:>..; - 1), 
j=l c:=±l 
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which is (5.5), when we take in account the replacement made for a, b, c, d. 
Next we show that, for f E Aw, Duf given by (5.11) is divisible by Oq. In view 
of (5.8) this will follow if we can show that, for each w E W, ( wW u) (Twuf - !) 
is divisible by the 4n prime factors 1 ± q±t e-e;. By (5.7), all but the two factors 
1 ± q- t e-wu are divisors of wW u. We will show that these two factors are divisors 
of Twuf - f. Write fas a Laurent polynomial F(ee1 , .•. , een ), invariant under the 
transformations ee; I--) e-e;. If wa = cj then 
,.,..., f f _ F( e1 e; e.,) F( e 1 ee; ee") 
.Lwu - - e , ... ,qe , ... ,e - e , ... , , ... , 
becomes 0 for ee; = ±q-t, hence it is divisible by 1 ± q- ~ e-e;. A similar argument 
is valid for WO'= -cj. 
By (5.18), 
(5.23) 
for certain coefficients c,,., with C>..+2p1 = b>..+2pi given by (5.22). Also, 5-1 Dum>.. 
will still be divisible by Oq. By (5.8), bq E Aw with highest term m2p 1 • Hence 
Dum>.. = 5-1 0;1 Dum>.. will be in AW with highest term h+2p1 ID)... D 
We have 
Hence 
.6.(x) = (w.6.)(x) = (w.6.+)(x)(w.6.+)(-x), w E W. 
Lemma 5.3. With the assumptions of Definition- 5.1 we have 
(5.24) /)Duf)(x) g(x) .6.(x) dx = l f(x)(Dug)(x) .6.(x) dx, f, g E Aw. 
Proof. Since -id E W, f(x) = f(-x) and g(x) = g(-x). By (5.4) and (5.3), 
formula (5.24) can be equivalently written as 
(5.25) L { (Twu(w.6.+))(x) ((Twuf)(x)- f(x)) (w.6.+)(-x)g(-x)dx 
wEWjT 
= L r (w.6.+)(x)f(x)(Twu(w.6.+))(-x) ((Twu9)(-x)-g(-x)) dx. 
wEWjT 
Since T, f and g are W-invariant, formula (5.25) will be implied by the two identities 
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and 
L (TuLi+)(w- 1x)Li+(-w-1 x) ·= L Li+(w-1 x)(TuLi+)(-w-1x). 
wEW wEW 
The second identity is obvious, since -id E W. For the first identity observe that 
the integral 
fc (Li+ f)(z - i(log q), x2, ... , Xn) (Li+ g)(-z, -x2, ... , -xn) dz 
over the contour 
C = (-7r, 7r] U [7r, 7r + i log q] U [7r + i log q, -1f + ilog q] U [-7r + ilog q, -7r] 
vanishes by Cauchy's theorem. (By the assumptions on a, b, c, d, t there are no 
singularities inside the contour.) Now the result follows, since Li+ f and Li+ g are invariant under translations by 27ra. 0 
It follows now immediately from Lemmas 5.2 and 5.3 that: 
Theorem 5.4. DuP>. =a>.,>. P>. with a>.,>. given by (5.5). 
Now we are ready for the main theorem. 
Theorem 5.5. If).,µ E p+, .A:/::.µ, then 
l P>.(x) Pµ(x) Li(x) dx = 0. 
Proof. All integrals l m>.(x) mµ(x) Li(x) dx 
are continuous in a, b, c, d, t. Hence the coefficients U>.,µ in Definition 5.1 are con-tinuous in a, b, c, d, t. This implies that ~ 
l P>.(x) Pµ(x) Li(x) dx 
is continuous in a, b, c, d, t. By Theorem 5.4 and Lemma 5.3, 
if a>.,>. =/:- aµ,µ- Fix distinct ). and µ it follows from (5.5) that, for fixed nonzero 
a, b, c, d, the eigenvalues a>.,>. and aµ,µ are distinct as polynomials in t. This implies the orthogonality of P>. and Pµ for a, b, c, d, t in a dense subset of the parameter domain under consideration. Hence, by continuity, the theorem follows. D 
The method of proof in this last theorem is different from the method used in 
similar situations by Macdonald [12]. While Macdonald leaves the parameters fixed 
and shows that equality of eigenvalues for all q implies (in most cases) equality of 
weights, the above proof leaves q fixed and shows that equality of eigenvalues for 
all parameter values implies equality of weights. 
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6. DISCUSSION OF RESULTS 
6.1. Special cases. When we compare (5.1) with (3.1), (3.2) and (3.3), then it is 
clear that Askey-Wilson polynomials for root system BCn with a, b, c, d, t replaced 
by qt, -qt, abt, -bt, t become Macdonald's polynomials for the pair (BCn, Bn)· 
The operator Du given by (5.4) then specializes to the operator for which Theorem 
2.3 is valid in case (BCn, En), and the eigenvalue (5.5) specializes to the eigenvalue 
in Theorem 2.3, cf. (3.6). We can also work then with Eu instead of Du. 
Next, when we compare (5.1) with (3.1), (3.4) and (3.5) then it is clear that 
our polynomials with a, b, c, d, t, q replaced by abt, qabt, -bt, -qbt, t, q2 become 
Macdonald's polynomials for the pair (BCn, Cn)· The operator Du given by (5.4) 
then becomes the operator D2e1 for the pair (BCn, Cn)· Theorem 2.3 does not 
say anything about eigenfunctions of this operator, but Theorem 5.4 implies that 
Macdonald's polynomials for the pair (BCn, e-n) are eigenfunctions ,of D2e1 • This 
corresponds nicely with the cases E8 , F4 , G2 of Theorem 2.3, where (a, a.) takes 
values 0, 1, 2 as a runs through R+ and we have to work with Du instead of Eu. It 
would be interesting to consider if P"A might also be eigenfunction of Du for other 
"quasi-minuscule" a. 
Comparison of (5.1) and (4.1) makes it evident that the BCn Askey-Wilson 
polynomials reduce to the one-variable Askey-Wilson polynomials for n = 1. 
6.2. A Selherg-type integral. Let !:::.. be given by (5.2) and (5.1). Consider, 
under the assumptions of Definition 5.1, the integral 
L t:::..(x)dx. 
This was explicitly evaluated in Gustafson [3, (2)]. 
6.3. The Askey-Wilson hierarchy for BCn. It is very probable that all spe-
cializations and limit cases of one-variable Askey-Wilson polynomials have their 
analogues in the case of BCn. Someone should certainly write down the orthog-
onality relations and difference operators with explicit eigenvalues for all these 
specializations. In some cases these explicit formulas may be rigorously proved by 
straightforward limit transition from the general Askey-Wilson case. In other cases, 
the limit transition may only give a formal proof and, for a rigorous derivation, the 
proofs of the present paper will have to be imitated. 
q-Racah-type polynomials for root system BCn should also be obtained. Here 
analytic continuation from the BCn Askey-Wilson polynomials will be needed and 
residues, possibly higher dimensional, will have to be taken. Similar problems will 
arise when the condition !al, lb!, le!, ldl :::; 1 is dropped in Definition 5.1. In the 
corresponding one-variable case discrete terms are then added to the orthogonality 
relations. 
6.4. Quantum group interpretations. It is known from work by Koomwinder 
[9], [10], Koelink [8] and Noumi & Mimachi [13], [14] that one-variable Askey-
Wilson polynomials have an interpretation on the quantum group SUq(2). Yet 
unfinished research by Jing & Yamada suggests that Macdonald's polynomials for 
root system An have an interpretation on the quantum group S Lq( n + 1). It would 
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be interesting to find quantum group interpretations of Macdonald's polynomials in 
case of all root systems, and also of the BCn Askey-Wilson polynomials considered 
in the present paper. 
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Errata to "Garding Inequalities for Systems of 
Pseudo-differential Operators" by Raymond Brummelhuis 
general: document is typeset in AMS-TEX-. 
page 4, line -9: read: 
page 8, formula (3.5): read: 
page 9, line -3: read: "orthogonal elements". 
page 10, formula (3.7): replace "max" by "sup". 
page 1 7, line 1: replace "L" by "Q" (two times). 
-, line 4: read: "HE C(A, B, C) if all {3/s are invertible". 
-, line 14: add a term 2l/xu1 // 2 to the right hand side of the formula for (Qu, u). 
-, lines 15-16: replace by: "One can now use the technique of example 3.8 to show that 
there exist u's for which (Qu,u) < 0." 
page 20, line 3: read: "Qz(Arn) = ~d2 Arn(z)". 
-, formula (4.4): replace "max" by "sup". 
page 25, formula (5.2): replace "max" by "sup". 
-, for the formula below (5.2) read: 
The following recent paper on sharp Garding inequalities for scalar operators which further 
develops the ideas of [3-[5] should be added to the references: 
N. Lerner and J. Nourrigat, Lower bounds for pseudo-differential operators, Ann. Inst. Fourier 40 
(1990), 657-682. 

