Modern experiments in High Energy and Nuclear Physics heavily rely on distributed computations using multiple computational facilities across the world. One of the essential types of the computations is a distributed data production where petabytes of raw files from a single source has to be processed once (per production campaign) using thousands of CPUs at distant locations and the output has to be transferred back to that source. The data distribution over a large system does not necessary match the distribution of storage, network and CPU capacity. Therefore, bottlenecks may appear and lead to increased latency and degraded performance. In this paper we propose a new scheduling approach for distributed data production which is based on the network flow maximization model. In our approach a central planner defines how much input and output data should be transferred over each network link in order to maximize the computational throughput. Such plans are created periodically for a fixed planning time interval using up-to-date information on network, storage and CPU resources. The centrally created plans are executed in a distributed manner by dedicated services running at participating sites. Our simulations based on the log records from the data production framework of the experiment STAR (Solenoid Tracker at RHIC) have shown that the proposed model systematically provides a better performance compared to the simulated traditional techniques.
Introduction
In the era of big data the scale of computations and the amount of allocated resources continues to grow rapidly. Large organizations operate computing facilities consisting of tens of thousands of machines and process petabytes of data. A lot of effort was made recently to optimize the design of such computer clusters and corresponding computing models including data access and job scheduling [1] [2] [3] [4] [5] [6] [7] . The most challenging tasks, as the ones found in scientific computing [e.g., High Energy and Nuclear Physics (HENP), astrophysics, geophysics, genome studies] due to their scale, may rely on aggregated resources of many computational facilities distributed over the globe. Those facilities are owned by different institutions and include grid, cloud and other opportunistic resources. Orchestration of massive computational tasks in such a heterogeneous and dynamic infrastructure remains challenging and provides many opportunities for optimization.
When running data intensive applications on distributed computational resources long I/O overheads may be observed as access to remotely stored data is performed. Uncoordinated concurrent data access over a shared network can lead to an increased latency. Latency and bandwidth can become the major limiting factors for the overall computation performance and can reduce the CPU time/ wall time ratio due to excessive I/O waits. In such case the benefit of usage of distributed resources is hindered due to network congestion. In particular, a small fraction of computational jobs which can not access data efficiently (''stragglers'') can increase an overall makespan dramatically. Intuitively, those jobs could be completed faster if scheduled to different resources (even if they wait in queue) or if the data are efficiently pre-fetched.
The problems of job scheduling, network stream scheduling and data placement are interdependent, but combined into a single optimization problem become computationally untractable in a general case. In practice, there are multiple middleware components with different (overlapping) scopes of the system, each providing optimization for its sub-problem. The examples include workload management systems (WMSs), job schedulers, data transfer services, data management systems, etc. The end-to-end optimization becomes a matter of an interplay between middleware components. Automated high-level orchestration can improve such interplay and reduce the effort for system tuning.
Data intensive computations can be divided into several phases with its own specifics of jobs. Our research focuses on a particular phase which is called data preprocessing in big data terminology [8] . In this phase a large set of input data undergoes a single pass of processing and produces output data which is further utilized in other phases. The particular example considered in our study is data production (also called event reconstruction) in HENP. There, raw data from a detector are processed in order to reconstruct physical events which are then analyzed by scientists. The data are stored in the main data center close to the detector and can be further distributed for remote processing. The processing has a data level of parallelism, which means that it can be divided into independent computational jobs applying the same processing on different subsets of data. The data production is performed by campaigns, when a recently accumulated dataset has to be processed on an available set of resources. Such campaign typically lasts several months and processes hundreds of terabytes of data. Sometimes, the processing is repeated (after a significant time) when it allows to improve the quality of the output. The reconstructed data can be effectively utilized only after an entire campaign is finished. For this reason, it is highly desirable to execute data production with the shortest possible makespan at given resources.
In this paper we propose a novel high-level orchestration approach for distributed data production. The approach exploits specific properties of the workflow in order to consider CPU, network and data scheduling within a single tractable optimization problem. Data distribution is dynamically adjusted during computation in order to make the best use of provided resources. The underlying mathematical model introduces a new application of network flow maximization algorithms to job scheduling and load balancing problems. Rethinking of existing job scheduling policies which shifts the priority towards efficient data management has shown its potential for large-scale dataintensive computations such as data production in HENP. In this paper our approach is validated and compared to other common scheduling techniques with the help of simulations based on data from real systems. Also, the realistic simulations study the influence of network performance on the overall computational efficiency.
In our approach a central planner defines how much data of each type (input or output) should be transferred over each network link and processed at each site in order to maximize the computational throughput. Such plans are created periodically for a fixed planning time interval in order to adjust to the current load of the resources. The planner considers the structure of the network, its bandwidth, the number of available CPUs and the scratch disc space at each site. The logic of the planner is based on network flow maximization which has a polynomial complexity. When the plan is created by the central planner, it is executed by handlers (dedicated services) acting at each computational site. Each handler is responsible for transferring data to other computational sites in accordance with the plan and for the submission of jobs to CPUs. This paper is organized as follows. Section 2 gives an overview of related work. In Sect. 3 we provide a detailed description of the problem. Section 4 presents the mathematical model used in our planner. The solving procedure for the plan generation is given in Sect. 5. Section 6 describes how the plan execution is implemented using handlers. Section 7 provides a description of the simulation setup, used data, simulated scheduling approaches and the obtained results. Finally, the conclusion of the work and future plans are given in Sects. 8 and 9.
Related work
Efficient data access for data-intensive distributed computations has become an important optimization problem with the establishment of big data paradigm. From an eagle's eye view it can be seen as a union of multiple aspects: workload mapping to resources, CPU scheduling, data transfer and prestaging, data stream routing, network scheduling, storage management and data replication. In fact, each of these aspects represents a distinct sub-domain. The optimization of data processing is typically studied within a certain context of workflow, infrastructure and data granularity. The considered infrastructure brings its specifics into the problem, would it be a cluster, cloud, hierarchical grid, federated (P2P-like) aggregation of resources or volunteering computing. The workload can vary from multicore MPI-like jobs [9] , arbitrary workload described by a DAG (directed acyclic graph), to a so called bag of independent tasks. The granularity of data operations is also considered at different levels, e.g., per a collection of files, per file, per object/record/block and all the way down to byte streaming. The diversity of possible combinations and a vast amount of research publications complicates the navigation in this multi-domain research topic. For instance, the work [10] surveys job scheduling in distributed systems and provides statistical analysis of a thousand related publications within a decade. The authors emphasize the lack of collaboration and work systematization in this domain taken alone, which hinders the reuse and synthesis of previous work.
Each of the named aspects is a complex optimization problem on its own, e.g., CPU scheduling and optimal data placement are NP-complete problems. Therefore, each practical solution considers one or a combination of those aspects. The end-to-end optimization can be seen as a composition of multiple applied solutions each responsible for its part of a global problem. Large-scale computing systems (e.g., scientific grids) deploy a customized stack of components to enable distributed computing. The division of tasks between components can vary and overlap in particular implementations. In a very general case we can distinguish components that provide (a) a workflow management/job scheduling, (b) data placement, (c) data replication and (d) network load balancing. Below we would like to summarize their general optimization efforts with respect to data-intensive distributed computing. We would also like to trace applicability of those optimizations to data production specifically and compare to the approach proposed in this work.
Workload management (and job scheduling) system (WMS) among other functionalities performs mapping of jobs to resources. Examples of WMSs with scheduling functionality and standalone job schedulers are (for cluster management) Borg/Omega/Kuberne-tes [11] , LSF [12] , Mesos [13] , PBS [14] , Quincy [15] and (for grid management)
AliEn [16] , Condor [17] [18] [19] , DIRAC [20] , Kepler [21] , PanDA [22] , Pegasus [23] . WMS may also create dedicated data transfer jobs which are either treated as ''normal'' jobs (scheduled along with computational jobs) or submitted to a dedicated data placement service (DPS). In both cases, a data transfer job specifies the data to be transferred and the destination. It may also specify current data hosts, the deadline or the precedence relation with the corresponding computational job. Multiple alternative taxonomies and surveys of job scheduling approaches can be found for grid resource allocation [24] , data grids [25, 26] , workflow management systems in grid [27] , scientific workflows in IaaS clouds [28] or general resource scheduling in clouds [29, 30] . It is also worth to mention, that according to [31] , despite a wide selection of advanced scheduling algorithms, many smaller infrastructures, which do not explore optimization, rely on well established but yet simplistic approaches. Data awareness gets addressed increasingly often in more recent works (21% of most cited papers over decade [10] ). Commonly utilized greedy algorithms, such as MinMin, MinMax, Suffrage [32] , XSuffarage [33] and Storage Affinity [34] add data access overhead to estimated job execution time to provide better placement decisions. Many scheduling algorithms applied in practice exploit spatial data locality, when jobs are scheduled to the nodes holding the data or as close as possible in a network sense. This can be implemented either as a hard or a soft constraint. To exploit temporal data locality, the jobs sharing the data are placed to the same resource, so that the number of data transfers can be minimized. In contrast to our work, job scheduling approaches applied in practice delegate data transfer scheduling and data placement optimization to external components. The job allocation decisions taken by the scheduler limit the options for future transfer routing and scheduling. Since the job scheduling is disjoint from transfer scheduling over the network topology, concurrent data transfers for newly allocated jobs may lead to network congestion in case when bottlenecks exist.
Data placement service (DPS) or distributed data management system (e.g., Don Quijote 2 [35] , Kangaroo [36] , Kepler [21] , Pegasus [23] , PhEDEx [37] , Rucio [38] , Stork [39] ) executes data transfer requests submitted by WMS, computing jobs or users. If such requests are submitted in advance it allows to perform data prestaging prior to computations. Also, output data can be staged out for transfer from processing nodes to its destination. Staging data in and out allows to overlap data transfer with computation in order to improve overall processing throughput. Bharathi and Chervenak [40] studied data staging strategies in data grids and their impact on the execution of scientific workflows. The results showed that the best choice of a staging mode depends on the workflow properties. In short, the strategy which provides the smallest interference of data transfer with job execution is preferred.
DPS addresses transfer failures and provides multiple optimizations for data transfer performance. It selects an appropriate transfer protocol and tunes transfer parameters (e.g., number of streams, packet size) based on performance monitoring [41, 42] . Advance storage reservation, when supported, allows to avoid transfer failures due to insufficient space. DPS typically implements concurrency control by limiting the number of active transfers between any pair of hosts or in the entire system. To our knowledge, the underlying network topology and per link bandwidth scheduling are not typically considered by DPS. Replica selection strategy is applied when the requested data are present at multiple locations. It allows to balance network and server load. In various implementations the replica selection is performed either by WMS or DPS. Simple policies are the most commonly applied: random, explicitly specified list of preferences, network hierarchy (closest parent/child of the destination node), best connectivity to the destination (e.g., by latency, bandwidth, IP address driven) or least loaded host. More advanced replica selection policies which utilize logs of previous performance, transfer probing and multi-criteria optimization are surveyed in [43] . It is important to note that the DPS has a limited number of options for the network load optimization, since the transfer destinations and the deadlines (or order) are determined by allocation of computational jobs by WMS. It is a natural choice to prioritize CPU scheduling over network and storage in CPU bounded systems. However, such an approach may cause problems in network-bounded cases, e.g., when data intensive applications are executed outside of a dedicated high-end network infrastructure.
Data replication strategy (DRS). Big data computing strongly relies on DRSs for data dissemination, optimization of access, fault tolerance and safety against loss. Having more replicas of the same data across the systems gives more job scheduling options to WMS exploiting data locality. The replication strategies also exploit temporal and local correlations in data requests. Such approaches were efficiently applied to many workflows and systems and were adjusted to their specifics. More details on state of the art in data replication and its interplay with job scheduling and data transfer can be found in surveys [26, [44] [45] [46] [47] .
Virtually every DRS aims to improve availability of popular data with respect to (upcoming) requests. However, this principle cannot be directly applied to data production, since the raw data is processed exactly once within a single campaign, and the campaigns are separated by large time gaps making the re-use of cached data irrelevant. The raw data experience infrequent access compared to other data types, e.g., reconstructed data. Therefore, it would be impractical to keep many replicas of raw data in the system. In practice, static replication approaches are applied to raw data: a fixed number of backup copies is stored. For example, LHC experiments follow a standard strategy whereas each raw file is persistently stored at the central (Tier-0) site and has two replicas at distinct regional centers (Tier-1) [48] . However, a significant fraction of computational power is dispersed at smaller national and institutional facilities (Tiers-2,3). Therefore, the data locality can be exploited for data production only if the computation is limited to Tiers-0,1 resources. The offloading of data production to other resources would allow to decrease its makespan and speedup the delivery of reconstructed data for user analysis. Such offloading requires data prestaging (in and out) at remote sites. Similarly, the STAR experiment at BNL [49] stores the raw data at its central facility and offloads data production to remote sites upon agreement. Such offloading requires custom setups for efficient data transfer and staging [50, 51] especially when multiple remote sites are involved [52] .
Network load balancing. Several network technologies have a high potential for optimization of data access for distributed data-intensive applications [53] . Dynamic circuit provisioning (DCP) allows to set up circuits on demand for high priority transfers and provide bandwidth guarantees, bypassing a possibly busy default routing path [54] . Software defined networking (SDN) [55, 56] enables centralized control over routing of data streams. It can be utilized for multipath load balancing (e.g., [57, 58] ) and scheduling of concurrent network flows using a detailed network representation. For example, the problem of network scheduling is addressed in studies [59] [60] [61] . The research is ongoing for closer integration of DCP and SDN technologies with WMS, DPS and monitoring systems used in practice, such as AliEn [16] , MonALISA [62] , PanDA [22] and PhEDEx [37] . In general, multipath load balancing and scheduling is applied to active data streams or to transfer requests submitted after the computational jobs had been scheduled. It would be practical, if detection of bottlenecks at the transfer scheduling phase would allow to reconsider (or influence) job allocation. This idea is explored in our approach where planning for network, storage and CPU usage is combined. An emerging concept of information centric networking [63, 64] enables efficient sharing of bandwidth and storage by multiple users (or jobs). To a certain extent it can be seen as integration of data replication into networking. However, due to a low data re-usage in data production the ICN does not match our use case well.
There are also approaches known to have a more holistic view on data access scheduling in conjunction with job scheduling. As this conjunction dramatically increases the search space, such approaches have to sacrifice scalability or generality for computational tractability. Therefore, such solutions are specialized. Some examples include energy-efficient scheduling of streaming applications in low-loaded clusters [65] . However, the data production context is rather simplistic, due to absence of data reuse, inter-job dependency or variance of job types. Therefore, the advanced logic of such algorithms degrades to permutations, while the principal problem of maximizing processing throughput in the presence of network and storage bottlenecks remains hindered.
An explicit model distributing jobs over a hierarchical grid with respect to the network bandwidth was proposed in [66] . The network structure of the grid was modeled as a tree and all the files were assumed to be of the same size and processing time. In our study we do not limit the network topology to trees and assume fluctuations of job parameters. With the constantly growing number of participating sites the hierarchical structure of the grid in HENP is not strongly held. Moreover, the limitations of a hierarchical topology for data dissemination were demonstrated in works [26, 43, 47] .
A mapping between a fair-scheduling problem for cluster computing and the classical problem of min-cost max-flow in a directed graph was for the first time applied in the Quincy scheduler developed by Microsoft [15] . The approach was further improved in the Firmament scheduler developed by Google [67] . However, the problem modeling applied in both works is principally distinct from ours. In those works the network vertexes are created for both tasks and resources, edges represent scheduling options and the flow defines the resulting scheduling decisions. The data locality is imposed via adjustment of the costs of the edges, and the data transfer scheduling/routing is not considered. The authors consider a mixed workflow of batch and service jobs on a single cluster and optimize for QoS and resource utilization/balance. In fact, the usage of a network flow maximization algorithm is the only commonality between the two described works and ours.
In previous collaboration between BNL and NPI CAS, the problem of efficient data transfer in a grid environment was addressed [68] . Data transfers between n computational sites and m data locations were considered but job scheduling was not covered by that work. We have presented the initial ideas of this new model at the MISTA 2015 conference [69] . Since that time, the model was significantly improved and extended in multiple aspects. The planning of data demand at sites and the plan execution algorithm were introduced. The resulting scheduling approach was implemented in code and tested using simulations with real data. We have also performed several additional case studies dedicated to important aspects of such scheduling: influence of background traffic [70] and initial data distribution [71] . In this paper we present a complete description of our approach and discuss its implementation. We also present results of simulations which verify our approach towards the most general use cases.
To summarize, the management of distributed data intensive computations has been an important research topic for decades and its relevancy still grows as the big data paradigm spreads its fields of application. Due to its complexity, the hard problem is decomposed into several sub-problems. Optimization is often provided by separated components at distinct levels. The global optimization can be achieved by ensuring interplay and coherence between components, parameter tuning and a high level orchestration. Also, there exist case specific solutions which conjunct several sub-problems in order to achieve better optimality. To our best knowledge, no such solutions are adjusted to specifics of distributed data production. Moreover, as we discussed in this section, the optimization approaches designed for common workflows do not fit the data production case well. Therefore we propose a high level orchestration for the data production workflow which considers a joint problem of CPU allocation, data staging, transfer routing and scheduling.
Problem description
The raw data from the detector is being automatically archived to the central storage at the main computational facility of the experiment c 0 (called Tier-0 site). The data are kept in the form of separate files (typically of several gigabytes of size) which can be copied to other destinations for processing. We refer those files as input files. The outcome of the processing is called reconstructed data, and also consists of separate files (also several gigabytes of size) which we refer as output files. All the output files are being persistently stored at the central storage as well. Let k 0 be the total size of currently available input files and k 0 be the available free space to store new output files.
In our problem a (computational) site c i 2 C is a set of closely connected machines (can be also referred as a computer cluster, data center, facility, farm or a server) which has a fast access to a common storage system (further referred as a local disk of size Disk i ) and a shared connection to the outer network. A computational facility of a scientific institution is an example. The key principle to identify a set of machines as a computational site is that they can access a given local disk with a latency which is negligible compared to their access to other storages (like the central storage) in the distributed system. We assume that there is a common job scheduling system (local scheduler) which allows to submit jobs to the machines combined into a site. Our approach is not intended to replace general purpose CPU schedulers at sites. From the point of view of a local scheduler there are many tasks in the queue each consisting of multiple jobs. The local scheduler allocates CPUs to jobs with respect to an internal policy of the site. For example, a quota may be set to limit the number of CPUs reserved for data production specifically. We monitor CPUs (slots) provided for data production at each site, e.g., using the number of active pilot jobs [72] , job agents [73] , virtual machines [74] or containers [48] ; and supply them with data for computation. Their number can change in time depending on concurrent workload, availability of resources, usage quotas and other factors. For simplicity, in the rest of the paper we refer a CPU number NCPU i at a site i, as if each data production job uses a single CPU and there are no other concurrent tasks in the system. NCPU i is updated over time according to monitoring data. Our goal is to maintain a stable queue of input files prestaged on the local disk at each site so that new computational jobs do not wait for an external data transfer. The input files from the local queue can be submitted for processing or transferred to another site if needed. At the same time we need to plan transfers of output data back to the central storage.
The sites are interconnected with network links l 2 L of a given bandwidth b(l) so that they form a grid, which can be represented by a weighted graph. We consider bandwidth as an approximation of an observed data transfer rate, which can be estimated as an amount of transferred data per unit of time. In our approach the graph is not necessarily fully connected. It should be understood as a high-level (but realistic) representation of a detailed network structure. For instance, if multiple end-to-end connections between sites share a part of a network path, such part should be modeled as a single link rather than independent links for each connection. For a better detailed modeling, network routers can be represented by nodes with zero number of CPUs and none local disc size.
There is no requirement on the order of particular jobs. Each computational job j processes a unique input file of size InSize j ; produces a unique output file of size OutSize j and has a duration p j : Only the size of the input file is known in advance, before the job is finished. We can estimate two other parameters by: p j % a i Á InSize j and OutSize j % b Á InSize j ; where a i is processing time per unit of data at a site c i and b is an output-to-input size ratio. These two values are considered to be constant coefficients. Since all the jobs perform the similar type of processing, we can use average values of a i and b of previously completed jobs.
Model based on network flow maximization
Let us consider a scheduling time interval DT at an arbitrary moment of data production. We assume that at the starting moment of DT some of the CPUs in the system are already running jobs, and there can be some amount of input data already placed at each site. We need to transfer the next portion of data to each site during DT in order to avoid draining of the local queues by the end of this interval. We will give two separate problem formulations: for an input and an output transfer planning based on network flows. In order to formulate a network flow maximization problem [75] 
Input flow planning
In order to transform a given graph of a grid into a capacitated fs; tg network for an input transfer problem (see Fig. 1 ) we add two dummy vertexes: a source s and a sink t; and dummy edges in order to introduce constraints on the storage capacity and CPU throughput of the computational sites. A capacity cap(e) of each edge e in the resulting network is defined as follows:
where b(e) is an available bandwidth of a real network link, DT is the time interval, f out ðeÞ is the bandwidth reserved for output transfers (defined in the next subsection), L is the Fig. 1 A capacitated fs; 
Output flow planning
For transfer of output files we use a similar transformation, but swap the source s and the sink t, inverse the direction of dummy edges and redefine their capacity (see Fig. 2 ):
where b(e) is an available bandwidth of a real network link, DT is the time interval, L is the set of real network links l j ; w i is an estimated amount of output data to be transferred from a site c i (defined in Sect. 4.3), D is a set of dummy edges d i leading from the source to sites, k 0 is equal to the amount of data which can be transferred to the central storage and q 0 is a dummy edge leading from the central storage to the sink. The resulting network consists of ver-
We denote the solution for the output transfer problem as f out ðeÞ:
Balance of data at sites
Here we explain how the capacities of dummy edges w i and w i are calculated in order to complete the maximum flow problem. These capacities define the expected net amount of input/output data to be transferred to/from each site during the planning time interval DT: Let us start with a simple case. We call it a steady state when during the entire previous planning cycle the site has kept its peak performance (all the available CPUs are processing data) and no changes where made to its configuration. In this case we can assume that the site will process/produce data at the same rate during the next DT: Therefore, we can set w i to be equal to the amount of input data processed and w i to the amount of output data produced at this site during the previous planning cycle.
In other situations when we cannot rely on previous statistics, we need an estimation based on the current state of the site. Examples of such situations are: the very first planning cycle, changes to a site's configuration or shortage of free disk space. Also, it is desirable to increase dataflow to a site with free CPUs when possible.
Consider transfer of output files first. Let I i out be the initial size of output data (of previously finished jobs) which are ready to be transferred from a local storage. We also need to estimate the amount of new output data of jobs that will finish during DT: If most of the CPUs at the site are saturated, then this value can be estimated as
In the opposite case, if not all the CPUs are busy, such estimation may become exaggerated. Since DT is assumed to be smaller than an average job duration it is unlikely that a job started within DT will also be finished within it. Therefore, the considered value cannot be greater than the total size of output files of currently running jobs C i out : To find the bottleneck value, we have to select the smallest estimation. The final formula of the capacity of dummy edges for output problem is:
where I i out is the size of output data of previously finished jobs, a i is a processing time per unit of data, b is an average ratio of output to input sizes, NCPU i is a number of pledged CPUs, DT is the time interval, and C i out is the total size of output files of currently running jobs.
The amount of input data which can be transferred to the processing site is limited by two factors: size of the local disk and the CPU throughput. The incoming data flow should adjust to the processing throughput in order to keep the input queue at constant size. If the queue drains some jobs get delayed. On the other hand, if the queue grows too large, it would be more efficient to send files to a less loaded site.
Let us denote the available free disk space at the site c i as F i : In order to avoid running out of free space on the local disk, we set an upper limit d for a planned disk usage. This ensures that there is always enough space for an output file of a new job or for an incoming file. This is especially important, since job duration and file sizes can fluctuate from the average values which are used for the plan generation. In other words, we assume that Disk i Á ð1 À dÞ of disk space is planned to remain free. 21:1949-1965 1955 If there are free CPUs at the site, each incoming input file will be immediately submitted for processing, creating a reservation for a new output file of size OutSize j ¼ b Á InSize j : For this reason, the constraint on the storage size gives us
: On the other hand, in order to saturate unused CPUs, we need to transfer at least one file for each of them. If an average size of an input file is b f in and the total size of input files in a local queue is I i in ; then the required amount of input data is NCPU i Á b f in À I i in : We should select the minimal value between the storage and CPU constraints, in order to find the bottleneck. The final expression for the capacity of the dummy edges for the input problem is:
where F i is free storage space, d is an upper limit for storage usage, Disk i is the total storage quota, b is an output-to-input size ratio, NCPU i is a number of pledged CPUs, b f in is an average size of an input file, I i in is a total size of input files in a local queue.
In the Eqs. 3 and 4 DT and d are parameters of the scheduler. All the other used values are obtained from monitoring data right before each planning iteration.
Solving procedure
We perform planning by scheduling cycles: instantiate a plan for a fixed time interval DT and repeat until all the data are processed and the output is transferred to the central storage. Each plan is created at the beginning of its interval using updated monitoring data. Therefore, each plan relies on the current system state but not on previously issued plans.
The problems of input and output transfer over the same network can be solved independently if input and output flows do not compete for bandwidth. A competition may occur if input and output data are transferred in the same direction over the same link and there is not enough bandwidth to accommodate both flows. In order to resolve possible concurrency we plan the output transfer first, and then use remaining network capacity to plan the input transfer. We prioritize the output transfer because it allows to free space for upcoming input data. The solving procedure for a single scheduling cycle consists of the following steps:
(1) Calculate the amount of output data w i to be transferred from each site as defined by Eq. 3. (2) Construct the network of the output problem as described in Sect. 4.2. 6 Plan execution and job scheduling After a plan for a time interval DT is created it has to be executed at the sites. We assume that there is a dedicated service running at each site which is responsible for sending statistics to the planner, receiving the plan and executing it. We call such a service a handler.
The handler is responsible for transfers over outgoing links of its site. It keeps counters of how much data of each type (input and output) remains to be send from its site to the neighboring sites during the current scheduling cycle. This implies two counters (input and output) for each outgoing link connected to the site. When the handler receives a new plan it updates the counters to be equal to the flows over the corresponding edges. If the handler fails to fulfill the plan precisely, the system automatically recovers from such an error, since each scheduling cycle relies on the current state of the system and performance statistics, but not on the execution of previously issued plans.
During the plan execution, each time when a new file arrives to the site, the handler decides either to keep the file for local processing or to forward it to another site. In order to make the decision, the handler goes though the following list of options and executes the first appropriate one, depending on whether its requirements are satisfied:
(1) If the received file is of input type and if there is a free CPU at this site then the file is submitted for processing. (2) If there is a link with a counter greater than zero for the corresponding file type (input or output) then the file is sent over that link. The counter is decreased by the size of the file. (3) Otherwise, the file is kept at the local storage until it can be processed (when a CPU becomes free or a new plan arrives).
Such an order of options ensures that the file is processed as soon as it arrives to the site with a free CPU, and all the CPUs are busy as long as there are unprocessed input files on the local disk. No excessive transfers can occur in the system because a solution to the maximum flow problem contains no cycles and an input file is not forwarded unless all the CPUs are busy. Another important role of the handler is to check the consistency of each newly received file and confirm it to the sender. Only after the confirmation the transferred file can be deleted from the sender site, otherwise data loss may occur.
When processing of an input file starts, the handler makes a reservation for the output file on the local disk, and when the processing is finished the handler deletes the input file.
Simulations and its results
In order to validate our new job scheduling approach towards possible use cases we perform simulations with a wide scope of parameters. In the simulations we measure performance improvement gained by the approach compared to other scheduling techniques applied in practice. The simulations are based on the ''Grid Simulation Toolkit for Resource Modelling and Application Scheduling for Parallel and Distributed Computing'' (GridSim) [76] . It is a Java library for discrete event simulation which provides models of computational servers, job scheduling and execution, networking and data transferring. Previous experience of our colleagues [77] helped to improve efficiency of the GridSim simulations. In this work we have implemented an additional functionality for plan generation and execution, storage management and statistics collection on top of GridSim. The planner is implemented in Java using JGraphT [78] library which provides graph objects and algorithms.
Multiple distributed topologies were simulated. First, in Sect. 7.4 we consider a basic configuration consisting of a central storage and a single remote site. The network bandwidth and the number of CPUs are varied in the simulations. Then, in Sect. 7.5 we consider three sites and a central storage in a fully connected topology. Finally, we simulate arbitrary scale-free networks of 30 sites in Sect. 7.6. More details about each configuration are provided in the corresponding sections.
Simulation setup
The parameters of computational jobs used in our simulations were taken from log records of real data production which was performed for the STAR experiment at the KISTI computing facility [79] . During that data production campaign the central storage was located in the USA and the processing site in South Korea. 60,000 Files were processed during 3 months in 2014 [51] . The parameters of the jobs are summarized in Table 1. The table provides average and boarder values for duration, input and output size, a (processing time per unit of data) and b (output-toinput size ratio). As it can be seen in the table, an average job lasts 46 h, processes 4320 MB of data and produces 3022 MB of output. 259 TB of data were processed in total, producing 181 TB of output and the processing would take 314 years if performed sequentially. Five different datasets of 60,000 jobs were generated from the original one using random selection. Each simulation was repeated for each of those five datasets in order to test stability and calculate standard deviation of the results.
Online monitoring tools of CERN experiments [62, 80, 81] were considered in order to setup realistic parameters of simulated computational sites and networks. According to these sources, the number of CPUs available at sites vary from several units up to several thousands, while utilized network bandwidth typically is 50 Mbps-2 Gbps but can reach tens of Gbps for certain parts of the infrastructure. In our simulations we used lower values of bandwidth from the observed spectra, because one of the main goals of our approach is to improve utilization of sites with poor network connectivity. In all of the simulations, the input data is initially placed at the central storage, all the pledged CPUs and local disks of computational sites are initially free. All the CPUs are assumed to be of the same processing speed.
Parameters a i ; b and b f in of the planner were set to the average values from Table 1 . For the selection of the planning time interval DT it is important to notice that it should be short enough to provide better adaptability to changing state of the resources, but at the same time long enough so that the average values remain applicable. After a set of testing simulations DT was set to 12 h, and the upper limit for the disk usage d was set to 95%. 
Data transfer modes
Let us briefly describe network models provided by GridSim and used in our simulations, more details can be found in [82] . When a simulated entity (i.e., computational site) executes a ''transfer a file'' command, the file is placed into the output queue and then it is processed by other network entities. Each network entity (e.g., router, link) has its own queue. We have used two file transfer models provided by the GridSim framework:
-Sequential: Files are transferred one by one in the order as they appear in the queue, only one transfer at a time is performed. This corresponds to modeling a network link as an unary space-shared resource. -Parallel: All the files in the queue are being transferred simultaneously, sharing the bandwidth. In particular, newly started transfers delay those in progress. In this case a network link is modeled as a time-shared resource.
The general behavior of real networks, where many streams of data are transferred concurrently by independent applications, is better described with the parallel model. However, for large sets of files, dedicated data transfer tools (e.g., BBCP [83] , FDT [73] , GridFTP [84] ) can achieve the behavior similar to the sequential model of GridSim. If the amount of data to be transferred is planned in advance, as in our approach, those tools can be utilized to resolve concurrency for network bandwidth. Let us illustrate how the difference between the two models can affect distributed data processing. Consider a situation where a set of files is being transferred from one site to another simultaneously by different jobs. In both models the complete transfer time of the set is the same, but in the sequential one the files will start to arrive earlier.
As the result, the processing starts and finishes earlier, releasing resources for the next portions of data, which allows to reduce overall makespan.
A study comparing parallel and sequential transfer models in real network can be found in [52] . The author have shown that transferring files sequentially (but using multiple threads) is advantageous for HENP computations compared to parallel transfer of multiple files. However, the parallel transfer is a more common model for current distributed data processing in HENP.
Simulated scheduling approaches and their comparison
As we discussed in Sect. 2, a choice of proper scheduling algorithms for a comparison is difficult. For instance, advanced job allocation algorithms consider placement options for each individual job with respect to its requirements and data locality. However, in our case all the jobs are of the same type and priority. Distinct jobs access the files initially stored at the same location. Therefore, permutation of jobs over time and locations would not influence the global optimality-the jobs executed remotely still need to prestage the data from the same source. For this reason we decided to focus on the approaches which are the most commonly used in HENP data production. The first common option is to replicate the raw data to a fixed number of predefined sites (Tier-1) using a static replication strategy and then limit the processing to those sites. Tough, such approach does not address the dynamic offloading of computations to other sites (e.g., Tier-2). The second, intuitive option is to transfer a subset of data to a remote site, execute jobs and transfer the output back. This raises the problem of how to balance the portions of data among multiple sites in order to minimize global makespan. Also, since a data production campaign lasts for a long time (e.g., months), such approach does not allow to adapt to the dynamics of the infrastructure (sites may join and leave, network/CPU/storage availability may be influenced by competing activities). These problems typically require manual adjustments and ad-hoc configurations which are difficult to generalize and introduce in simulations. Therefore, we choose the third, most general and dynamic approach in use: each job performs data staging in/out for itself right before/after the computation. This allows to dynamically (although reactively) match the amount of prestaged data to the CPU/network/storage performance and balance the amount of work performed at each site by the encountered bottlenecks. Here we summarize the scheduling approaches compared in our simulations:
-PLANNER: This approach uses the planning proposed in this paper. The sequential transfer mode is used as the preferable one. -PUSHpar: Whenever there is a free CPU (among those allocated for data production) in the system, the next job from a central queue is submitted there. When a job starts its execution, it fetches input data from the central storage, then performs processing and, finally, transfers the output back. After that, the job releases the CPU and the process continues until all the data are processed. The shortest network path is used for transfer routing. The parallel transfer mode of GridSim is used. This scheduling approach reflects the distributed data production setup of many HENP experiments, including the data production at KISTI for the STAR experiment [51] in particular. -PUSHseq: The job scheduling is performed exactly as in the previous approach, but the sequential transfer mode is used.
The main metrics used for the performance comparison is the makespan, which is calculated as time passed from the start of the first input file transfer until the completion time of the last output file transfer. To compare two scheduling approaches, a makespan improvement for processing the same dataset on the same resources is calculated as follows:
Also, in Sect. 7.5 we provide total CPU utilization over time which is the percentage of utilized CPUs over the total reservation.
Simulations with a single remote site
We start verification of our approach with a relatively simple case where the infrastructure consists of a central storage and a single remote site. Such a setup corresponds to data production of the STAR experiment performed at KISTI computing facility [51] . The remote site had 1000 CPUs and the point-to-point network bandwidth was approximately 2 Gbps. Despite our planner is primary designed to address more complex infrastructures (where many options for optimization exist), consideration of such case is also necessary. First of all, it allows to ensure that the performance of the planner is at least as good as other simple approaches even for a trivial use case. The simulations of the smaller problem allow us to understand the limitations of distributed data production. In particular we consider the following questions: What is the minimal required bandwidth needed to saturate a given number of CPUs at the remote site? How many CPUs at the remote site can be exploited efficiently given the network bandwidth? How does a selection of a scheduling approach influence those values? The simulations provide answers which can be used when planning future data production campaigns. Figure 3 presents the results of simulations where the number of CPUs at the remote site is 1000, the size of its storage is 15 TB and the network bandwidth is changing from 50 Mbps to 2 Gbps. The makespan improvement of the planner against other approaches is shown as a function of bandwidth. Each point in the plot is an average of simulations with five different datasets. The values of the deviations are smaller than 0.07% which confirms stability of the results, therefore the error bars are not well visible on the plot. The plot shows that the PLANNER can provide up to 32% makespan improvement compared to the PUSHpar approach. At the same time the difference in performance between the PLANNER and PUSHseq is negligible. This shows that the main part of the improvement is gained due to the sequential data transfer. In parallel transfer mode independent jobs compete for the network bandwidth and, as a result, the latency increases leading to longer makespan. The difference increases as available network bandwidth becomes smaller. Additional observations have shown that the PUSHpar approach fails to utilize 100% of available CPUs when the bandwidth is below 700 Mbps: a significant fraction of CPU's are waiting for input data. Under PUSHseq approach the earlier transfer requests are not delayed by those arrived later, therefore the fraction of waiting jobs remain smaller. For the PUSHseq approach the bandwidth 300 Mbps is sufficient to keep the number of utilized CPUs close to 100%. The PLANNER, in its turn, transfers the data to the remote site in advance (whenever there is free network capacity) so that the CPUs can start processing of the next portion of data as soon as they finish the previous one. As the result for the PLANNER the bandwidth of 250 Mbps is sufficient to utilize all the CPUs. It also provides a higher CPU utilization compared to PUSHpar when the bandwidth is below the critical value.
Another set of simulations (see Fig. 4 ) was performed with a fixed network bandwidth (1 Gbps) and a changing number of CPUs at the remote site from 1000 to 6000 with a step of 500. The size of the local disk was adjusted to the number of CPUs (15 TB for every 1000 CPUs). Since the deviation of makespan improvement with different datasets appeared to be tiny, the error bars are not well 21:1949-1965 1959 distinguishable on the plot. Addition of CPUs allows to decrease the makespan proportionally to their number unless the network performance becomes a bottleneck. After the network is saturated, the addition of more CPUs does not influence the makespan. However, the maximal number of CPUs which are used to achieve the shortest makespan depends on the scheduling approach and the transfer model. The shortest makespan for all three approaches was approximately 28 days. The PUSHpar simulation reveals the worst performance. Such approach has its shortest makespan reached with 6000 CPUs and at any given time a significant fraction of CPUs is waiting for input data. As in the previous case, the performance of the PLANNER and PUSHseq approaches is close. Serving data transfer requests in FIFO order provides a significant improvement compared to bandwidth sharing. The shortest makespan was achieved using 5000 CPUs by both approaches. We can conclude, that for distributed data-intensive applications over slow networks an organized data transfer is advantageous compared to concurrent sharing of bandwidth by many jobs.
Simulations with multiple remote sites
The next set of simulations is dedicated to test our planner with a more complex and general use case. The computational infrastructure of large HENP experiments consists of many sites. Their connectivity to the central storage (Tier-0) is not always perfect, especially if those are opportunistic resources outside of the primary infrastructure. Let us consider three representative cases: a ''fast'' site (network bandwidth is not saturated even if all the CPUs are running data production jobs), a ''medium'' (the available bandwidth is close to the average I/O of running jobs, but not to the peak) and a ''slow'' (the bandwidth is too small to saturate available CPUs with data). Since the sites belong to a complex network, there often exists a path between them which do not share network links with the shortest path to the central storage. Moreover, some of the sites are connected via direct dedicated links. The data can be forwarded between the sites in order to address network bottlenecks. To discover and use such alternative routes the planner considers data movements in the entire network. In this set of simulations we study how the usage of such alternative transfer paths can improve computational performance. The infrastructure for these simulations is depicted at Fig. 5 . It consists of three computational sites named FAST, MEDIUM and SLOW which are connected to the central storage with 1 Gbps, 300 Mbps and 100 Mbps network links, respectively. Each site has 1000 of CPUs and a local disc of 15 TB size. In addition to that, all the sites are interconnected with links of equal capacity (see perimeter links at Fig. 5 ). The capacity of those links is changing from 10 to 500 Mbps in different simulations in order to study how the usage of alternative transfer paths can improve the data production efficiency.
The results of the simulations are given at Fig. 6 . The plot shows how the makespan improvement of the PLANNER compared to PUSHpar and PUSHseq depends on the bandwidth of the links between the remote sites. Each point in the plot is an average of five simulations with different datasets, and the error bars represent a standard deviation. The planner has reached up to 27% improvement against the current scheduling approach (PUSHpar) and up to approximately 19% improvement against the PUSHseq. Additional monitoring has shown that the planner, as expected, redirects a part of the input flow from the ''FAST'' site to the ''MEDIUM'' and ''SLOW''; and from ''MEDIUM'' to ''SLOW''. This allows to balance the network load in order to avoid congestion and achieve higher CPU utilization. Figure 7 shows the CPU utilization as a function of time for one of the simulations with 100 Mbps interconnecting links. As it can be observed, both PUSHpar and PUSHseq models did not manage to utilize 100% of CPUs, and the number of busy CPUs is fluctuating over time. At the same time the PLANNER reaches 100% CPU utilization shortly after the start and maintains it until the end of data production. This is achieved due to distributing the network Fig. 5 The simulated infrastructure with multiple computational sites Fig. 6 The dependence of makespan improvement of the planer on the bandwidth of the links between remote sites load over the links which would be idle otherwise. In these set of simulations an average makespan improvement of PUSHseq over PUSHpar is 10%. As in the previous simulations with a single link, sequential transfer mode appeared to be advantageous. More importantly, these simulations have demonstrated that our planner can efficiently schedule data transfers in a network and decrease processing makespan. Compared to the approach which also uses the sequential transfer model but relies on a shortest path only (PUSHseq) our approach provides an improvement which is up to 19% for the simulated infrastructure.
Simulations with random scale-free networks
Scale-free topology is often used to present common properties of communication networks [85] . In this set of simulations we test our planner over a wide set of arbitrary infrastructures. Each infrastructure consists of 30 sites interconnected with a random scale-free network. The network bandwidth, amount of CPUs and storage were down-scaled compared to real facilities, in order to keep the complexity of the simulations within reasonable limit. This also illustrates the fact that only a fraction of overall resources is typically available for data production (the rest are used for other activities, e.g., user analysis and simulations). To generate a random infrastructure we use the following steps:
(1) Generate a random scale-free network of 30 sites. 20 Distinct infrastructures were generated and used for the simulations. Several examples are provided as shown in Fig. 8 , where the site's size is proportional to the number of CPUs, link thickness is proportional to the bandwidth and the Tier-0 site is colored in white. We simulated data production at each infrastructure using three scheduling approaches (see Sect. 7.3) and five datasets (see Sect. 7.1). Figure 9 shows the makespan improvements our PLANNER provides compared to two other approaches for each of 20 generated infrastructures. For each infrastructure the results are averaged over five simulations with distinct datasets, the error bars show the standard deviation. In all of the simulations the planner has consistently demonstrated a positive improvement compared to both PUSHseq and PUSHpar. The magnitude depends on the properties of a particular infrastructure: presence of bottlenecks and opportunities to automatically mitigate their influence. The makespan improvement by the PLANNER is within 5-27 and 11-37% compared to PUSHseq and PUSHpar, respectively. As before, the organized (sequential) transfer execution appeared to be more efficient than uncoordinated (parallel) one. Fig. 8 Examples of randomly generated infrastructures Fig. 9 Makespan improvement of the planer in randomly generated infrastructures Cluster Computing (2018) 21:1949-1965 1961 8 Conclusion
In this paper we proposed a new job scheduling approach for distributed data production which was demonstrated on problems in HENP computing. The approach can be applied to computational tasks with data level of parallelism where a large set of data undergoes a single pass of processing (e.g., preprocessing in big data science communities). The approach is dedicated to maximize computational throughput for distributed CPU and disk resources with respect to network topology and bandwidth.
The planning allows to prestage data at computing sites in order to minimize access latency. It also resolves concurrency between, otherwise, independent transfer requests. This solves the problem when many jobs access data over a shared network and as a result none of them receives an adequate bandwidth. Our approach was validated in a set of simulations representing the most common use cases. The simulations were performed with the use of data from real computing facilities of the STAR experiment and with the help of GridSim, a toolkit commonly used for simulations of distributed computing. The simulations have shown that the proposed approach systematically provides a better performance for distributed computations and can reach 27% of makespan improvement compared to the current scheduling approach in practice in the field. According to our results, the approach can efficiently utilize more of the remote computational power using a limited network bandwidth and therefore decrease processing time. Such speedup is of great importance for makespan critical computations.
Future work
In this work we considered makespan and total CPU utilization as the main metrics for optimization and evaluation. A variety of other metrics are applied to computational job scheduling. For instance, we also implemented network and storage usage monitoring, but utilized it for debugging and observational purposes so far. As a feature of design, our approach considers bandwidth and storage quota as constraints rather than optimization target. We believe these two aspects deserve a more detailed study in future.
The runtime efficiency of the jobs would be another aspect to study. For diverse reasons (memory availability and swapping, IO issues, etc.) the jobs may run more efficiently at site A that B. Prioritization of sites could be added to our planner in future.
In order to deploy our approach to real production environment it is necessary to integrate it with related components of the software stack. In particular, the communication with a monitoring system is necessary in order to obtain inputs for the planner. Coordination with WMS and DPS for bandwidth, storage and CPU reservation would allow to secure the plan execution.
The development of the data production planner is ongoing. The final goal is to integrate and deploy the planner into the data production framework of the experiment STAR.
