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Introduction
Higher spin theories in Minkowski and Anti de Sitter backgrounds
The subject of this thesis is to investigate the structure of higher spin theories. The concept of higher
spin is well defined now, but it has evolved since its first appearance. The fundamental interactions that
are considered nowadays only involve values of the spin lower than two. The three forces described in
quantum field theory are Yang-Mills-like models, that involve some spin-1 gauge bosons that transmit
the interactions and spin-12 massive fermions that constitute matter: the quarks and leptons. The first
definition of higher spin was therefore “spin higher than one”. However, some consistent, interacting
theories can be defined for spin-32 and spin-2 fields, while only free theories are known for the higher
values, with good reasons that we explain below. As a matter of fact, gravitation can be considered
as a spin-2 theory. Einstein’s theory describes the dynamics of the metric in relation with the matter
content of spacetime. The metric is a tensor bearing two symmetric indices. By considering this theory
as a perturbation around the Minkowski spacetime, the first order in the metric clearly behaves like
a spin-2 field. As for the spin-32 field, it is part of supergravity models (where it is the gravitino).
This is a first motivation to set the separation between lower and higher spin at two. Moreover, no
mathematical model describing a finite set of interacting fields with spin greater than two is known,
contrary to the spin-32 case, though a free theory is known, for bosons as well as for fermions.
Before we present our results, let us make a brief historical review of higher spin theories. Fields
with an arbitrary spin were first introduced by Majorana in [1], but it is Wigner [2] who described
them precisely in terms of unitary irreducible representations of the Poincare´ group, the symmetry
group of the four-dimensional Minkowski spacetime M4. Each physical field is characterized by its
mass and its spin, which are related to the eigenvalues of the Casimir operators. Two main sectors
have to be considered: the massive sector, with m2 > 0 and the massless sector, with m = 0. The
concept of spin is slightly different in the massless case, where it should rather be called helicity and
corresponds to the projection of the spin angular momentum in the direction of the quadri-momentum
of the particle. At the same time, Fierz and Pauli [3] built free covariant actions describing spin-32 and
spin-2 particles, then Rarita and Schwinger provided the spinor-tensor description of the free spin-32
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theory [4]. Let us emphasize that, although the spin is defined quantum mechanically, the fields and
their spin have a meaning at the classical level, where equations of motion and Lagrangians can be
built independently of any operator considerations. The first major step in the description of higher
spin fields was the completion of Wigner’s programme by Bargmann and Wigner [5], which consisted
in finding linear differential equations for each unitary representation of the Poincare´ group. Later
on, quadratic Lagrangians describing free massive fields were obtained by Singh and Hagen, for both
bosonic and fermionic fields [6, 7]. Then, Fang and Fronsdal found a massless limit of these results
[8, 9]. In Fronsdal’s theory, the spin-s fields appear as tensors, totally symmetric and double traceless
in their spacetime indices, bearing s indices in the bosonic case, and s − 12 spacetime indices plus
a spinorial index in the fermionic case. Fronsdal’s theory is a gauge theory. In dimension 4, the
fixing of all the gauge freedom leaves only two components of the spin-s fields on-shell, which are the
desired helicity degrees of freedom. Furthermore, in dimension 4, the symmetric fields are the only
ones needed to describe spin-s free particles.
In higher dimension n > 4, the concept of spin is a bit less clearly defined, since the Poincare´
group in dimension n is larger and the number of its Casimir operators grows. From the tensorial
point of view, the totally symmetric fields are not exhaustive, tensors with “mixed” symmetries must
be considered. These symmetries are related to the representations of the permutation group, which
are well described by Young tableaux. The tensors which have a maximum of s symmetrizable indices
are said to be spin-s tensor fields. Equivalently, they can be visualized as Young tableaux whose first
row is of length s. Spin-s fields in arbitrary dimensions have been studied in [10, 11]. A covariant
description and a free Lagrangian have been given for bosonic mixed symmetry fields in [12, 13]. The
interest of studying fields with an arbitrary spin in an arbitrary dimension arose in string field theory
[14, 15, 16, 17, 18, 19], in which a massive spectrum of modes with arbitrarily high spin appears,
whose tensorial expressions show various symmetries. Though this theory is massive, the limit when
the string tension vanishes leads to a massless higher spin theory, where all values of the spin should be
present. This has been presented in [20, 21, 22, 23], and articles [12, 13] are presented in the context of
string field theories as well. Furthermore, string field theory could as well possess a highly symmetric
massless phase, giving back the usual theory by spontaneously breaking some symmetries. Let us
notice that some other problems have been investigated more recently relating higher spin theory to
some tensionless string theories [24, 25, 26].
The next step in the investigation about higher spin fields was to consider the fields in a curved
background. Fang and Fronsdal have extended their Lagrangians for totally symmetric fields to de
Sitter (dS) and Anti de Sitter (AdS) spacetimes [27, 28]. The major difference of such a background
compared with Minkowski spacetime is the absence of translations in their symmetry group. Thus,
the notion of mass itself becomes slightly less intuitive. A correspondence can be established between
massless totally symmetric tensor fields in Minkowski spacetime and a category of totally symmetric
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tensor fields in (A)dS, which are called massless too by analogy. However, some “mass terms” are
present, depending on the (A)dS radius, or equivalently on the cosmological constant. These fields
are similar to the Minkowski massless fields by virtue of their identical gauge nature. The higher
spin massless fields in (A)dS are very promising, thanks to the works of Vasiliev who first gave a new
formulation of Fronsdal’s theory in terms of generalized vielbeins and connections, which is called
the frame formulation [29, 30, 31, 32]. The fields in the frame formulation are equivalent to the
double traceless totally symmetric tensor fields. Fradkin and Vasiliev managed to build an action,
together with gauge transformations, that are consistent at cubic order [33, 34]. This describes for
example the coupling of a spin-2 field with any spin-s field. The key feature of this construction is
the presence of negative powers of the cosmological constant in the vertex. It is thus not defined in
Minkowski spacetime. Later on, Vasiliev constructed a set of equations of motion describing consistent
interactions among an infinite set of fields, with any value of the spin [35, 36, 37, 38, 39]. As a matter
of fact, some conditions on the algebra that is used to describe the fields show that a consistent theory
involving fields with spin s > 2 have to involve an infinity of fields with an unbounded value of the
spin. Unfortunately, no Lagrangian formulation has been built yet. Both the Fradkin–Vasiliev action
and Vasiliev’s equations of motion admit Fronsdal’s theory as a free limit. On the other hand, it has
not been showed yet that Vasiliev’s equations are related to the cubic Fradkin–Vasiliev action alluded
to before. In fact, the requirement of a non zero cosmological constant does not appear at first sight
in Vasiliev’s equations, since these equations are background independent, however (A)dS spacetime
is the most natural solution of Vasiliev’s equation around which perturbation expansion can be done –
and has been done. The high spin fields together with the metric fluctuations around (A)dS are taken
as weak fields, see [40, 41, 42]. Let us emphasize that Vasiliev’s equations are proved to be non-trivial,
several exact solutions have been studied, for example in [43, 44, 45, 46, 47, 48]. Furthermore, the
basic Vasiliev construction is a bosonic theory, but it admits supersymmetric extensions, that have
been studied in dimension 4 (see [49, 50, 51] and references therein, see also [52, 26] about dimension
5 and 7 cases).
To finish this review, let us present more particularly consistent deformations and cubic vertices.
Given Fronsdal’s free actions for both bosons and fermions, it is natural to try to deform them in
powers of a coupling constant, in order to build interacting actions. This is called the Fronsdal
programme. Many results have been obtained about this problem in Minkowski spacetime, using
several different approaches. First, some cubic first order couplings have been obtained in the light-
cone gauge in [53, 54, 55, 56]. More recently, some more complete studies have been achieved in [57, 58].
However, since the gauge is fixed in that approach, the distinction cannot be made between Abelian
and nonabelian deformations (i.e. deformations of the gauge transformations that still commute or
not). On the other hand, the problem of gauge independent computations is slightly more complicated
since one has to simultaneously deform the Lagrangian and the gauge transformations [59]. This was
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made for spin-3 fields by Berends, Burgers and van Dam, who obtained a first order cubic vertex in
[60]. However, it was soon showed that this deformation cannot be continued to higher orders in the
coupling parameter [59]. A conjecture was then made, about the need to introduce other fields with
a higher value of the spin in order to cure the obstructions. Some couplings between gravity and
higher spin fields were also considered, but once again, this is only consistent at first order [61, 62, 63].
This indicates that consistent higher spin theories, compatible with the Einstein–Hilbert spin-2 theory,
cannot be built in Minkowski spacetime, unless maybe every spin is present in the same theory. Some
more results about cubic covariant couplings have been presented in [64, 65, 66]. As we said above,
the (A)dS cubic deformation problem has been addressed by Fradkin and Vasiliev, who have provided
their cubic action in dimension 4 [33, 34] and 5 [32, 67]. Furthermore, a construction of Abelian cubic
vertices in operator formalism, in relation with string field theory, is presented in [68, 69] and other
related articles, in both Minkoswki and AdS spacetime.
Problems addressed
This thesis is a continuation of all the earlier works about consistent deformations and cubic vertices
in Minkowski spacetime and in (A)dS spacetime. Let us emphasize that our work concerns bosons,
in an arbitrary dimension n. To be more precise about consistent deformations, let us say that they
are expansions of initial theories in powers of a parameter g, that preserve the number and type of
gauge transformations. We require the Minkowski deformations to be Poincare´ invariant and local:
a finite number of derivatives must be present at each order in the deformation parameter. This
is not very restrictive, since the fields are defined in terms of representations of the Poincare´ group
and since the theories considered usually are local. However, even a local theory deformed in a
local way can prove to be nonlocal in the end, which seems to be the case for higher spin theory, in
which an unbounded number of derivatives appears, because of the presence of an infinite set of fields
and because the number of derivatives increases with the spin. A powerful way to deal with gauge
independent deformations is to use the antifield formalism for Lagrangian gauge theories. This is a
cohomological formalism, similar to the Hamiltonian BRST formalism [70, 71, 72], first presented by
Batalin and Vilkovisky [73, 74]. Many features that we used have been developed later in various
publications [75, 76, 77, 78, 79, 80, 81, 82]. In this formalism, the information about the theory is
contained in a single functional, which is thus the only object to deform. This allows to determine
exhaustively the possible consistent local deformations of the Lagrangian and gauge transformations
that do not preserve the Abelian nature of the free gauge algebra. Several encouraging results have
been obtained a few years ago. First, the antifield formulation allows one to recover Yang–Mills
theory [77] and Einstein–Hilbert theory [82] as the only consistent deformations for a set of spin-1 or
spin-2 fields. Furthermore, it has been found that there is no multi-graviton theory (each spin-2 field
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deforms independently of the others). Then, a study of the spin-3 consistent deformations in arbitrary
dimension has been achieved [83], in which the BBvD vertex found in [60] has been rederived, as
well as another vertex involving more derivatives. The obstruction about the BBvD vertex has been
confirmed while the other vertex still needs some study. Let us also refer to [84, 85] for reviews of the
spin-2 and spin-3 deformation problems in Minkowski spacetime.
Various computations about cubic vertices in dimension-n Minkowski spacetime are achieved in
this thesis. First, the complete determination of consistent cubic vertices involving spin-2 and spin-3
fields is realized, for both configurations 2 − 2 − 3 and 2 − 3 − 3 (which means that the vertex is
quadratic in the spin-2 or the spin-3 field). Then, we complete the spin-3 problem, by computing the
parity-breaking cubic deformations. More generally, we compute the generic 1 − s − s vertices and
we provide the gauge algebra and gauge transformations of the only possible 2 − s − s nonabelian
cubic deformations. We also provide general rules to find the list of possible deformations of the gauge
algebra for any s − s′ − s′′ cubic configuration. These considerations involving generic spin-s fields
highlight that the number of derivatives in the deformation increases with the spin. Finally, we make
some computations at second order in the coupling constant. Some vertices appear to be strongly
obstructed. The BBvD vertex cannot be saved by introducing spin-4 and spin-5 fields. Furthermore,
some deformations that are not obstructed appear to be incompatible with Einstein–Hilbert theory.
Nothing shows that a full Lagrangian theory cannot be built in Minkowski spacetime, but there seems
to be serious restrictions on its existence. It remains to be showed if either it must involve every spin
and an arbitrary number of derivatives, or the deformation vanishes.
We then consider Lagrangian deformations in (A)dS backgrounds, which cannot be studied with
currently the same success by using directly the antifield formalism. Fortunately, the complete deter-
mination of nonabelian Minkowski deformations can be related to the nonabelian (A)dS deformations.
We first study a quasi-minimal construction between spin-2 and spin-s that has been suggested by
Fradkin and Vasiliev and we establish a relation between those vertices and the possible first order
deformations that we found in Minkowski spacetime. This relation, as well as results obtained in the
light-cone gauge [57, 58], can be used to show the uniqueness of the quasi-minimal deformation, which
is thus the only 2 − s − s (A)dS deformation. In the same way, any (A)dS cubic deformation must
admit a particular Minkowski limit. However, since it is known that higher spin theories in (A)dS
contain fields with any spin and thus an arbitrary number of derivatives [39], it is known that such a
theory never admits a flat limit. We have clarified this point at the level of the cubic action. Let us
note that the presence of an arbitrary number of derivatives indicates the nonlocal nature of higher
spin theories. The precise nature of these nonlocal interactions is still to be made more precise.
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Overview of the thesis
Most of our results in Minkowski spacetime are obtained thanks to the power of the antifield formalism.
Therefore, we first present a review of gauge theories and the construction of the antifield formalism
in Chapter 1, as well as some general results.
The concept of massless spin-s gauge field, in arbitrary dimension, and the Fronsdal action for
totally symmetric tensor fields are recalled in Chapter 2, in Minkowski spacetime and in (Anti)de
Sitter spacetime. We provide the antifield formulation of Fronsdal’s theory in Minkowski spacetime, for
any set of fields with different spins, as well as some particular results, very useful for the computation
of consistent deformations.
In Chapter 3, we discuss the problem of consistent deformations of a gauge theory. In the
antifield treatment of the problem, one equation, called the master equation, must be deformed. This
allows us to establish general rules to build Poincare´ invariant cubic deformations of a Fronsdal theory,
containing a finite number of derivatives. If all the fields in presence have a spin lower than four, we
also show that cubic deformations are the only possible first order deformations of a Fronsdal theory.
In Chapter 4, we present the construction of a quasi-minimal deformation of a sum of Fronsdal
Lagrangians describing spin-2 and spin-s fields in (Anti)de Sitter spacetime. It consists in completing
an inconsistent minimal deformation of the spin-s Lagrangian by adding terms containing more than
two derivatives in the action and the gauge transformations. We then briefly present the Fradkin-
Vasiliev action in (A)dS. Finally, we address the problem of taking a limit when the cosmological
constant goes to zero, which can be done for any triplet of spin, and that we used to demonstrate
the uniqueness of (Anti)de Sitter deformations when knowing the uniqueness of their equivalent in
Minkowski spacetime. However, no limit can be taken on a infinite sum of terms involving terms with
increasing spin and number of derivatives, thus we show that a full (A)dS theory is not related to a
full Minkowski theory.
The next chapters are devoted to the computation of cubic vertices in Minkowski spacetime. The
general problem of combining spin-2 and spin-3 fields is addressed in Chapter 5. Under the sole
assumptions of locality, Poincare´ invariance and nonabelian consistent deformation, we have found a
unique vertex for a 2 − 2 − 3 configuration, and a unique vertex for a 2 − 3 − 3 configuration. The
latter is the flat limit of the quasi-minimal 2 − 3 − 3 deformation in (A)dS, which is thus proved to
be unique as well.
In Chapter 6, we briefly recall results about the spin-3 cubic vertices obtained in [83], and then
address the determination of parity-breaking spin-3 deformations. There are two parity-breaking
nonabelian cubic vertices, in dimension 3 and 5, involving respectively two and four derivatives.
We then make general considerations about 1 − s − s and 2 − s − s cubic vertices in Minkowski
spacetime in Chapter 7. We show that there is only one nonabelian cubic deformation in those cases.
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We build explicitly the 1 − s − s deformation, that involves 2s − 1 derivatives. We also provide the
2−4−4 deformation and relate it to the corresponding quasi-minimal deformation in (A)dS. Finally,
we establish some explicit rules to build the possible cubic deformations of the gauge algebra for an
arbitrary s− s′ − s′′ configuration, that are the only ways of building nonabelian vertices.
Finally, in Chapter 8, we compute a component of the second order of the master equation for
the first order deformations that we have obtained in the previous chapters. This must allow the
existence of a second order deformation in order for a full Minkowski theory to exist. We find that
some first order deformations cannot be completed in an arbitrary dimension. In particular, we show
that the BBvD spin-3 deformation is obstructed if n > 4. The unique 2 − 2 − 3 vertex also leads to
an inconsistency. We also demonstrate that the unique 2− 3− 3 deformation cannot coexist with the
spin-2 Einstein–Hilbert deformation.
After the Conclusions, we present an Appendix about Young tableaux.
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Chapter 1
The antifield formalism
This first chapter consists of an introduction to the antifield formalism for local Lagrangian gauge
theories. This formalism, also called the Batalin–Vilkovisky formalism, is the Lagrangian version of
the BRST formalism. It provides a rigid structure instead of the usual arbitrary functions, and thus
allows one to achieve computations without fixing the gauge, and under very few assumptions. We use
the notation and the theoretical developments of references [75, 86, 78, 79]. We first make some recalls
about Lagrangian gauge theories and graded algebras. The fields that are considered throughout the
thesis are assumed to be bosonic, but the formalism holds for fermions as well. The third section
consists of the BRST-BV construction itself, while the last section is devoted to some results that we
need in the next chapters.
1.1 Local Lagrangian gauge theories
The local action
A local Lagrangian action is a functional, defined as the integral over a spacetime domain of a function
called the Lagrangian density. This function depends on some fields φi and their derivatives up to
finite order l:
S[φ] =
∫
D⊂Rn
L (xµ, φi, ∂µφ
i, ..., ∂µ1...µlφ
i)dnx . (1.1)
The action is defined over the history space I, the functional space of the values of the fields. More
precisely, a history is a section, relating the spacetime coordinates xµ defined on D and the element of
the fiber space
(
xµ, φi(xµ)
)
. In the local case, the fiber space that can be considered is the jet space
of order l, denoted Jl, and whose elements take the form (x
µ, φi, ∂µφ
i, ..., ∂µ1...µlφ
i). We see that local
Lagrangians are indeed functions over jet spaces. The interesting point is that the fiber is a vectorial
space of finite dimension defined at each point xµ and not a set of functions. Though most of the
definitions that will be given make sense in the general case, they are much easier to deal with in the
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local case.
First of all, let us define the total derivative with respect to a spacetime variable. By “total”, we
mean that, at a given point, the variables of the jet space are independent, but we must take into
account the fact that the fields vary from one point to another. We adopt the notation ∂µ for such
a derivative, which must of course still be considered as being a partial derivative. Let us insist on
the difference between ∂µ and
∂
∂xµ , which is the “local partial” derivative with respect to x
µ. The
definition is as follows:
∂µ :=
∂
∂xµ
+ ∂µφ
i ∂
∂φi
+ ...+ ∂ν1...νlµφ
i ∂
∂(∂ν1...νlφ
i)
. (1.2)
Equations of motion and stationary surface
The functional derivatives of the action provide the dynamical equations that select the histories that
extremize S. In the case of a local theory, the functional derivatives of a functional coincide with the
Euler-Lagrange variational derivatives δLδφ of the integrand. The equations of motion are thus denoted:
δL
δφi
=
l∑
j=0
(−1)j∂jµ1...µj
∂L
∂(∂jµ1...µjφ
i)
≈ 0 , (1.3)
where the weak equality ≈ is a convenient way to distinguish the on-shell and the off-shell cases, which
is needed because we will mostly work off-shell. The equations determine a surface in I called the
stationary surface:
Σ ≡
{
φi(xµ) ∈ I|δL
δφi
= 0
}
. (1.4)
In Jl, the stationary surface is determined by the dynamical equations and their derivatives up to a
finite order m:
ΣJ ≡
{
(xµ, φ
i, ..., ∂µ1...µlφ
i) ∈ Jl|∀j < m < +∞ : ∂µ1...µj
δL
δφi
= 0
}
. (1.5)
The weak equality can be extended to more general functions:
f ≈ 0⇔ f =
∑
a
λa
(
xµ, φi(xµ)
)
fa
(
δL
δφi
, ..., ∂µ1...µm
δL
δφi
)
| fa(0, ..., 0) = 0 , (1.6)
and of course: f ≈ g ⇔ f − g ≈ 0.
Gauge transformations and Noether identities
Gauge transformations are transformations of the fields that depend on arbitrary functions while
leaving the action invariant. They take the generic form:
δεφ
i = Riαε
α , (1.7)
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where Riα is basically a set of differential operators. Most of the times, the De Witt notation will be
used for such operators. It consists in defining the operators as expansions in the distribution δ and
its derivatives and including an integration over D in the summations over the indices of the operator.
The operator is thus defined as follows:
Riα := R
i(0)
α δ
n(xn − x′n) +Riµα ∂µδn(xn − x′n) + ...+Riµ1...µjα ∂µ1...µjδn(xn − x′n) . (1.8)
The summation over α implicitly involves an integration over xν while the summation over i involves
an integration over x′ν . However, we will use the differential operator notationRiα = R
i(0)
α +R
iµ
α ∂µ+...
in some theorems, in that case, no integration is made. The coefficients depend on the coordinates of
Jl, and the number j of derivatives in R
i
α is once again finite. The gauge parameters ε
α are arbitrary
functions defined on the spacetime domain D . The above transformations are gauge transformations
if they satisfy:
∀{εα} : δεS = 0 . (1.9)
A complete set Riα, that generates all the gauge symmetries of a given action, is called a generating
set. Let us detail what the variation of the action looks like:
δεS =
∫
D
δεL d
nx =
δL
δφi
Riαε
α
=
∫
D
∂µj
µ dnx+ (Riα
δL
δφi
)εα = 0 .
The last step is obtained by integration by parts. In the operator notation, the second term could
be written
∫
(R†iα δLδφi )ε
αdnx where R†iα is the adjoint operator of Riα. The first term is the integral
of a divergence and thus depends only on the values of the fields, the gauge parameters and their
derivatives up to a finite order on the boundary of D . We need the requirement that the fields have
definite values on the boundary and thus that the gauge parameters and their derivatives vanish on
the boundary while being totally arbitrary inside the domain. This implies that the coefficients of εα
in the second term identically vanish everywhere in D . These relations among the equations of motion
are called the Noether identities :
Riα
δL
δφi
≡ 0 . (1.10)
There is one and only one Noether identity for each gauge transformation. Conversely, studying the
algebraic structure of the equations of motion is a good way to find every gauge transformation of a
Lagrangian theory.
Let us remark that every theory possesses some trivial gauge transformations:
∀S : δµφi = µ[ij] δS
δφj
⇒ δµS = δS
δφi
µ[ij]
δS
δφj
= 0 , (1.11)
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where µ[ij] is any antisymmetric operator1(the simplest example is an arbitrary set of functions,
but, with the same requirement of vanishing on the boundary, any operator antisymmetric modulo a
divergence will cause the vanishing of this expression). Such transformations have no physical meaning
and can be discarded.
Reducibility, gauge algebra
The generating set can sometimes be overcomplete, for example to ensure Lorentz invariance. In that
case, differential operators ZαA can be constructed such that the gauge transformations with gauge
parameter εα = ZαAη
A are trivial (ηA is a shorter set of arbitrary functions):
∃ µ[ij] | δηφi = RiαZαAηA = µ[ij]
δS
δφi
. (1.12)
Such theories are called reducible of order (at least) 1. It is possible to have further reducibilities if
the ZαA operators form themselves an overcomplete set of reducibility conditions.
Similarly to the Noether identities associated with gauge transformations, there are relations among
the gauge generators associated with reducibilities. Indeed, by integrating by parts in the variation of
the fields, the identities ZαAR
i
α = C
[ij]
A
δS
δφj
are obtained, where C
[ij]
A (φ
i) is a new set of operators (let
us notice that the operators Z and C are also considered here with the De Witt notation).
Let us now define the gauge algebra. The commutator of two gauge transformations is required to
be a gauge transformation:
[δε, δη]φ
i = Riαζ
α + µ[ij]
δL
δφj
, (1.13)
where ζα = Cαβγε
βηγ and µ[ij] = M
[ij]
βγ ε
βηγ . The double De Witt summation of the operators Cαβγ and
M
[ij]
βγ means that these operators act independently on the two sets of gauge parameters. The first
one is called the structure operator while the second tells to what extent the algebra is open off-shell.
The Jacobi identity gives rise to on-shell conditions for these coefficients. For example: Cαβ[µC
β
νρ] ≈ 0.
These are consistency conditions of a theory.
1.2 Gradings, differentials and homologies
Grassmann parity, bosonic and fermionic fields
Even when the fields are commuting, some anticommuting fields will have to be introduced. Therefore,
we recall some general tools to handle commuting and anticommuting fields and operators.
1The fields have been considered here as commuting, which is the reason why the integrand of the last integral is
identically zero. In the case where anticommuting fields would be present (for example spinorial fields), the corresponding
components of the operator should be “graded” antisymmetric, in the sense that we recall in the next section.
15
Let us consider a set of fields {φi} = {qa, θα} such that the qa commute with any φi and the θα
anticommute:
qaqb = qbqa , qaθα = θαqa and θαθβ = −θβθα . (1.14)
It is natural to introduce the Grassmann parity: a ≡ (qa) = 0 and α ≡ (θα) = 1. Commuting
fields are also said to be even or bosonic. Anticommuting fields are odd or fermionic. With the above
notation, the commutation rule of two fields φi can be written:
φiφj = (−1)ijφjφi . (1.15)
Then, the set of all polynomials in those fields can be considered (with real or complex coefficients).
Given the product and the commutation rule of the basic fields, it is clearly an associative algebra
A. The Grassmann parity is also called a Z2-grading, because the value of the parity is 0 or 1. The
algebra is said to be Z2-graded-commutative, or supercommutative. It is natural to consider that
polynomials of degree zero in the fields are in the algebra, so that the number 1 is the unit for the
product in this algebra. When the polynomials are composed only of terms of odd/even powers of the
θα, they have a definite Grassmann parity. The following property holds:
∀x, y ∈ A , with definite parities x and y :
xy = x + y . (1.16)
Even elements define a subset A0 ⊂ A, odd ones define A1 ⊂ A. Any element of A can be written
as the sum of an odd and an even elements, that is why: A = A0 ⊕ A1. This remains consistent if
the algebra is extended to any function of the bosonic fields. Let us remark that because of the finite
number, say k, of the anticommuting θα, there are no polynomials of degree higher than k in the
fermionic fields.
Operators, differentials and gradings
The set End(A) is the set of endomorphisms of A (i.e. the set of linear maps from A to A). Given
the composition of operators, End(A) is an associative algebra with unit. Some operators can have a
definite Grassmann parity : τ ∈ End(A) is said to be even if ∀x ∈ A | ∃x : τ(x) = x, it is said to
be odd if ∀x ∈ A | ∃x : τ(x) = 1 − x. End(A) is the direct sum of its subsets of definite parity.
The following property holds:
∀τ, σ ∈ End(A) , with definite parities τ and σ :
τσ = τ + σ . (1.17)
In general, End(A) is not supercommutative. It is thus useful to introduce the graded commutator of
two operators τ , σ with definite parities:
[τ, σ] = τσ − (−1)τ σστ . (1.18)
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This commutator satisfies a graded Jacobi identity:
[[ρ, σ], τ ] + (−1)ερ(εσ+ετ )[[σ, τ ], ρ] + (−1)ετ (ερ+εσ)[[τ, ρ], σ] = 0 . (1.19)
In the same way, it is often possible to introduce N-gradings or Z-gradings in an algebra. Generally,
A is then the direct sum of a set of classes labeled by a natural or integer number:
A =
⊕
n∈N or Z
An such that ∀ n,m : AnAm ⊂ An+m . (1.20)
The label is called a grading or a degree, and is denoted : x ∈ An ⇔ deg x = n. A common example
is the polynomial degree in some of the generators φi of A (in particular, the form degree related
to the exterior differential is such a grading). More generally, any sum of integer multiples of such
polynomial degrees is a grading. The N(Z)-grading can be extended to operators:
deg τ = n⇔ ∀m,∀x ∈ Am : τ(x) ∈ An+m . (1.21)
End(A) is the direct sum of its subsets of definite degree.
Remark: 0 has no definite degree, as it belongs to every class An (and of course, the same holds for
the 0 operator).
Derivatives are operators with a definite parity, that satisfy a Z2-graded Leibniz rule. We mostly
use derivatives acting from the left, the definition of a right derivative is similar:
d ∈ End(A) is a left derivative
⇔
∀x, y ∈ A, with definite parity: d(xy) = (dx)y + (−1)xdxdy .
Derivatives form a subalgebra of End(A), that will be denoted Der(A), and which also decomposes
into classes of definite degree. Let us note that the commutator is internal to Der(A).
A differential D is a nilpotent odd derivative:
D ∈ Der(A) is a differential⇔ D2 = 0 and D = 1 . (1.22)
We assume that there is a N or Z-grading such that deg D = 1 or −1 (in the case of a Z-grading,
there is a freedom on the sign of the label and it can always be chosen such that deg D = 1).
Homology and cohomology
The kernel of D is the set
Ker D = {x ∈ A |Dx = 0} (1.23)
and the image of D is the set
Im D = {x ∈ A | ∃y ∈ A | x = Dy} . (1.24)
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Elements of Ker D are called D-closed objects ; elements of Im D are called D-exact objects. Fur-
thermore, an equation of the type Dx = 0 is called a cocycle and an equation of the type x = Dy is
called a coboundary.
Because of the nilpotency of D, it is obvious that Im D ⊂ Ker D. Furthermore, Im D is an ideal
of Ker D : ∀x ∈ Ker D, y ∈ Im D : ∃z | yx = (Dz)x = D(zx) ∈ ImD. We can thus define the
coset space of Ker D modulo Im D:
H(D) =
Ker D
Im D
=
{
[a] | Da = 0 , a′ ∈ [a]⇔ ∃b|a′ = a+Db} . (1.25)
If deg D = −1 , this space is called the homology of D and is denoted H∗(D) ; if deg D = 1, it is
called the cohomology of D and is denoted H∗(D). (Co)homologies are the direct sum of their classes
of definite degree, which will often be considered individually:
H∗(D) =
⊕
n∈N
Hn(D) or H
∗(D) =
⊕
n∈N or Z
Hn(D) . (1.26)
It is also possible to define the (co)homology of a differential D in Der(A). When a derivative d
supercommutes with D : [d,D] = 0, d is said to be D-closed. When there is a derivative ∆ such that
d = [∆, D], d is said to be D-exact. The set of D-closed derivatives is a subalgebra of Der(A) for the
commutator. The Jacobi identity provides that:
∀ d : [D, [D, d]] = ±12 [d, [D,D]] = 0
∀ d | [d,D] = 0 , ∀∆ : [d, [D,∆]] = ±[D, [∆, d]] .
This means that the D-exact derivatives form an ideal of the D-closed ones. The (co)homology of D
in Der(A) is the coset space and is denoted H∗(D) or H ∗(D).
Some derivatives are differentials only in a subspace B ⊂ A. A derivative γ is called a differential
in B if the projection of its square on B vanishes. For example, we consider in the sequel the algebra
of functions of the fields C∞(I) and the subset of functions on the stationary surface C∞(Σ), both
in tensor product with a polynomial space in some fermionic fields Cα. Any derivative γ such that
γ2 ≈ 0 will then be called a differential in B = C∞(Σ) ⊗ R[Cα] (remember that ≈ means “equal on
the stationary surface”). The cohomology of γ in B can also be defined, which is denoted H∗(γ,B).
Finally, let us define a differential modulo a differential. Let D be a differential in A, of negative
grading. If γ is an odd derivative such that [D, γ] = 0 and ∃∆ : γ2 = −[D,∆], then γ is called a
differential modulo D. This implies that γ is a differential in a space of representatives of H∗(D) : if
Da = 0 then γ2a = D(∆a) ∈ [0] ∈ H∗(D). In the sense of H∗(D), γ is D-closed and γ2 is D-exact.
The cohomology of γ modulo D is denoted H(γ|D) or H(γ,H∗(D)).
H(γ|D) = {[a] | Da = 0 , ∃b | γa+Db = 0 and a′ ∈ [a]⇔ ∃c, e | a′ = a+ γc+De} . (1.27)
Remark : in the case where γ is a true differential (i.e. ∆ = 0), the cohomology of γ is of course
defined in A, the condition Da = 0 is removed and the cohomology of γ modulo D is then
H(γ|D) = {[a] | ∃b | γa+Db = 0 and a′ ∈ [a]⇔ ∃c, e|a′ = a+ γc+De} .
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1.3 Construction of the formalism
1.3.1 Longitudinal derivative γ
Two sets of values of the fields differing by a gauge transformation, say φi(xµ) and φi(xµ) + Riαε
α,
give the same value of the action, by definition of the gauge transformations. This is true in particular
for histories extremizing the action: if φi(xµ) ∈ Σ, then ∀εα(xµ) : φi(xµ) + Riαεα ∈ Σ. The gauge
transformations thus generate submanifolds on the stationary surface, which are called gauge orbits,
with a dimension equal to the number M of gauge transformations. This dimension has to be seen
as the number of functions εα, which is not very satisfying, because of the functional nature of the
history space. In the local case, in which the jet space Jl is considered instead, the dimension of the
gauge orbits is the number of εα’s and their derivatives up to the appropriate finite order.
The gauge orbits are subspaces of the fiber, we can formally consider a basis of those, denoted Xα.
In terms of a natural basis Ei of the fiber, these generators are such that EiR
i
αε
α = Xαε
α. In the jet
space, one may consider a basis Eiµ1...µj j 6 l of the fiber and a basis Xαµ1...µi of the gauge orbits. The
Lie bracket of the Xα reproduces the coefficients of the gauge algebra: [Xα, Xβ] ≈ CγαβXγ . A weak
equality must be considered, because the gauge algebra is only closed on-shell. One may now consider
the dual space of the gauge orbits, which is generated by fermionic objects Cα, that are called ghosts.
In the jet space, the dual space is generated by the ghosts and their derivatives up to a finite order.
Then, a derivative γ can be introduced, which acts along the gauge orbits, and is thus called
the longitudinal derivative. The action of such a derivative on the fields is similar to considering an
arbitrary move along the gauge orbits, i.e. a gauge transformation. Its action on the fields thus takes
the form
γφi = RiαC
α . (1.28)
The dual version of the Lie bracket of the Xα generators is the action of γ on the ghosts :
γCα = −1
2
CαβγC
βCγ . (1.29)
Let us now study γ2. On φi, we get:
γ2φi = γ
(
RiαC
α
)
=
δRiα
δφj
RjβC
βCα − 1
2
RiαC
α
βγC
βCγ . (1.30)
The coefficient of the commutators of two gauge transformations is given by:
[δε, δη]φ
i =
[
δRiβ
δφj
Rjα −
δRiα
δφj
Rjβ
]
εαηβ . (1.31)
Thus, thanks to Eq.(1.13) and the anticommuting nature of the ghosts, we finally get:
γ2φi =
1
2
δL
δφj
M ijαβC
αCβ ≈ 0 . (1.32)
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The action of γ2 on the ghosts yields:
γ2Cα = CαβγγC
γCβ =
1
2
CαβγC
γ
µνC
βCµCν ≈ 0 , (1.33)
thanks to the weak Jacobi identity of the gauge algebra, the antisymmetry being due to the product
of fermionic ghosts. We have thus proved that γ is a differential on the stationary surface but not
off-shell. The grading related to γ is the polynomial degree in the ghosts, which is called the pure
ghost number:
pgh Cα = 1 , pgh φi = 0 , pgh γ = 1 . (1.34)
The cohomology of γ in Σ can be defined, and is denoted H∗(γ,C∞(Σ)⊗R[Cα]). We have considered
an algebra of functions on Σ and polynomial in the ghosts, which are the most general arguments of
γ for the moment. The cohomology in pgh 0 is the set of functions closed under γ, which are none
other than the gauge invariant functions. There are no γ-exact objects in pgh 0, because the pure
ghost number is a natural degree raised by γ.
The ghosts are defined at any point of the manifold, they can thus be considered as fields of an
extended history space. In the local case, the ghosts and their derivatives up to a finite order are
added to build an extended jet space, where γ is an algebraic operator. The longitudinal derivative
is assumed to commute with partial derivatives. In terms of the exterior derivative of the manifold,
which is an odd operator, the relation γd+ dγ = 0 is satisfied.
1.3.2 Koszul-Tate differential δ
Up to this point, we have managed to define a symmetry on the stationary surface that replaces the
arbitrary gauge transformations. The second step is to relate the fact of being on-shell to a rigid
transformation that is a differential off-shell. To do so we must build a homological resolution of the
algebra where γ is a differential.
A homological resolution of an algebra A is realized when there is a differential δ, acting in an
algebra A′ ⊃ A, related to a grading labeled by a natural number k with deg δ = −1, such that:
∀k > 0 : Hk(δ) = 0 and H0(δ) ∼= A . (1.35)
The second equation is an isomorphism, the elements of A being representatives of the homology
cosets.
In our case, the algebra A will be C∞(Σ) ⊗ R[Cα] and the algebra A′ will be an extension of
C∞(I) ⊗ R[Cα]. The grading of δ is called the antifield number, and denoted antigh. By definition,
if C∞(Σ)⊗ R[Cα] is to be in the antigh 0 class, it is required that:
antigh φi = 0 and antigh Cα = 0 . (1.36)
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Since antigh δ = −1 and the antifield number is a natural grading, it is required that:
δφi = 0 and δCα = 0 . (1.37)
If there were no further fields, there would not be any δ-exact combinations of the φi, and the ho-
mological class in degree zero would be C∞(I) ⊗ R[Cα]. To restrict it to C∞(Σ), we must somehow
make the equations of motion δ-exact. The solution is to extend the space so as to include a new set
of fields with antigh 1, called the “antigh 1 antifields” and denoted φ∗i . There is the same number
of antifields φ∗i than fields φ
i. The nature of the antifields does not matter, they are just considered
through the differential δ. The action of δ on the antifields is defined as follows:
δφ∗i :=
δS
δφi
, antigh φ∗i = 1 . (1.38)
This implies that the parity of an antifield is the opposite of that of the corresponding field:
ε(φ∗i ) = 1− ε(φi) . (1.39)
Furthermore, we find that δ2φ∗i = 0 automatically.
Then, we have to make sure that the other homology classes are zero. For the moment, this is not
the case: the Noether identities imply that δ(Riαφ
∗
i ) = 0. The combinations R
i
αφ
∗
i are δ-closed but not
δ-exact, hence they would appear in H1(δ). It is thus required to introduce another set of antifields
C∗α, called the “antigh 2 antifields”, such that
δC∗α := R
i
αφ
∗
i , antigh C
∗
α = 2 . (1.40)
By construction, δ2C∗α = 0. If the theory is irreducible, there are no relations among the gauge
generators, no combinations of the C∗α can be δ-closed and the construction stops.
If the theory is reducible of order one, it is needed to introduce a further set of antifields, of antigh
3, C∗A, such that δC
∗
A = −ZαAC∗α− 12C
[ij]
A φ
∗
iφ
∗
j in order to compensate for the redundancy of the gauge
generators. Unfortunately, when the theory is reducible, the longitudinal derivative cannot be easily
extended to the whole space. It has to be replaced by another derivative, γ˜, called a “model” for γ,
the cohomology of which is isomorphic to H(γ) but whose action on the different families of fields is a
bit more complicated. Furthermore, new families of ghosts, corresponding to the different generations
of antifields, have to be introduced. For example, at first order of reducibility, a family of bosonic
fields CA of pgh 2 are introduced and one has γ˜Cα = 12C
α
βγC
β Cγ +ZαA C
A+ ... We will not give more
details about this, since we have only worked on irreducible theories.
As usual, this was a bit formal but everything is very well defined in Jl. The jet space is just
extended to the different families of antifields and their derivatives up to a finite order, then δ is a
simple derivation commuting with ∂µ (or anticommuting with the exterior derivative d), namely:
δ =
jmax∑
j=0
∂µ1...µj (R
i
αφ
∗
i )
∂
∂(∂µ1...µjC
∗
α)
+
mmax∑
m=0
∂ν1...νm
δL
δφi
∂
∂(∂ν1...νmφ
∗
i )
. (1.41)
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This definition ensures that ∀k > 0 : Hk(δ) = 0 in Jl. An important fact is that this construction
not only ensures that δ provides a resolution of C∞(Σ)⊗R[Cα] in R[C∗α, φ∗i ]⊗C∞(I)⊗R[Cα], but it
also provides a resolution of Der(C∞(Σ) ⊗ R[Cα]) in Der(R[C∗α, φ∗i ] ⊗ C∞(I) ⊗ R[Cα]). This means
that ∀k > 0 : Hk(δ) = 0 and H0(δ) = Der(C∞(Σ)⊗ R[Cα]). The proof can be found in [75]. This
property of the homology of δ in the derivative space is required for the consistency of the antifield
formalism, as we will see in a subsequent theorem.
1.3.3 The differential s
First, we have to define the action of γ on the antifields. In fact, this is quite arbitrary, and it is
possible to choose γφ∗i and γC
∗
α in order for γ and δ to anticommute. It is obvious that the latter
property is already true for the fields and the ghosts, because [γ, δ] is an antigh −1 operator. For the
antigh 1 antifields, by taking:
γφ∗i =
δ[φ∗jR
j
αCα]
δφi
, (1.42)
it is found that (δγ + γδ)φ∗i = 0 thanks to the Noether identities and to the fact that the variational
derivatives of a divergence are identically zero. The value of γC∗α is chosen similarly (we do not write
it explicitly but it will be straightforward to recover it given the differential s a bit later).
Since γ anticommutes with δ, it is δ-closed. In addition to that, γ2 is δ-exact:
∃ ∆ ∈ Der(A) | γ2 = −δ∆−∆δ , antigh ∆ = 1 . (1.43)
The action of ∆ can be built, on objects of increasing antigh, using the property that γ2a ≈ 0 if
δa = 0. Given an antigh 0 object a0, which trivially satisfies δa0 = 0 : ∃ b | γ2a0 = δb . We can
simply define ∆a0 = −b and the relation γ2 = −δ∆−∆δ holds (when acting on antigh 0 quantities).
Then, if a1 is an antigh 1 object, δa1 is of antigh 0, so it satisfies γ
2δa1 = −δ∆δa1. This can be
rewritten as δ[γ2a1 + ∆δa1] = 0. The vanishing of H1(δ) now implies that ∃c|γ2a1 = −∆δa1− δc, and
the action of ∆ in antigh 1 is defined as ∆a1 = c. The same kind of argument gives the value of ∆
for higher antigh. Putting the two properties of γ with respect to δ together, we have shown that γ
is a differential modulo δ.
Now, the conditions δ2 = 0, γδ + δγ = 0 and γ2 + δ∆ + ∆δ = 0 can be seen as the first three
terms of the antigh expansion of the equation s2=0 with s = δ + γ + ∆ + higher antigh terms. We
will prove that, given that δ provides a resolution in the derivative space, such a differential s actually
exists. This differential, called the BRST-BV differential, defined on the whole functional space and
which encodes every characteristic of the gauge theory, is the central object of the formalism.
Theorem 1.1. Homological perturbations: Let us show that if:
• δ is a differential related to the N-grading antigh noted k,
with antigh δ = −1, such that ∀k > 0 : Hk(δ) = 0 and Hk(δ) = 0 ;
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• γ is a differential modulo δ (of antigh 0), i.e. γδ + δγ = 0
and ∃ (1)s | γ2 = −[δ, (1)s ] ;
γ is associated with a N-grading pgh, with pgh γ = 1 and pgh δ = 0 ;
Then there exists a differential s associated with the Z-grading gh = pgh− antigh with gh s = 1, and
such that s = δ + γ +
∑
k>1
(k)
s with antigh
(k)
s = k.
Furthermore, the cohomology classes of s in positive gh are isomorphic to those of γ in antigh 0 :
∀i > 0 : H i(s) ∼= H i(γ,H0(δ))
∀i < 0 : H i(s) = 0 (1.44)
where i is the gh number for s and is the pgh number for γ. In particular, gauge-invariant functionals
correspond to cosets of the group H0(s) ∼= H0(γ,H0(δ)).
Proof
1. Let us consider sn = δ + γ+
(1)
s +...+
(n)
s and let us assume that its square has no terms of
antigh < n : s2n =
(n)
ρ +
(n+1)
ρ +
(n+2)
ρ +...
The hypothesis tells us that it is true for n = 1. It is sufficient to show that for any n, there
exists
(n+1)
s such that s2n+1 begins at antigh (n+ 1).
It is trivial that [s2n, sn] = s
3
n−s3n = 0. The term of lowest antigh of this expression is [
(n)
ρ , δ] = 0,
so
(n)
ρ is δ-closed.
But we know that Hn(δ) = 0, thus ∃
(n+1)
s | (n)ρ = −[(n+1)s , δ].
If sn+1 = sn+
(n+1)
s ,
then s2n+1 =
(n)
ρ +δ
(n+1)
s +
(n+1)
s δ+
(n+1)
ρ′ +... =
(n+1)
ρ′ +....
This proves the existence of the full s.
2. Let us consider any element x of the algebra, it can be expanded according to the antigh number:
x =
∑
k>0
(k)
x . The isomorphism needed to prove the second statement is simply given by the map
pi that applies x on
(0)
x . The reason is that sx = γ
(0)
x +δ
(1)
x +... so pisx = γpix in H0(δ). It is
clearly a morphism: ∀x, y : pi(xy) =(0)x (0)y = pi(x)pi(y).
(a) pi is surjective: We need to prove that any antigh 0 object x0 that is γ-closed in H0(δ) can
be deformed into an s-closed x. By assumption, γ
(0)
x≈ 0⇒ ∃ (1)x | γ (0)x +δ (1)x= 0.
This tells us that s(
(0)
x +
(1)
x ) =
(1)
t +
(2)
t +....
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Now, it is sufficient to prove that if xn =
(0)
x +
(1)
x +...+
(n)
x is such that sxn =
(n)
t +
(n+1)
t +...
then there exists a
(n+1)
x such that sxn+1 begins at antigh n+ 1.
Since s2xn = 0, its lowest antigh term vanishes too: δ
(n)
t = 0, and as Hn(δ) = 0:
∃ (n+1)x | (n)t = −δ (n+1)x .
If xn+1 = xn+
(n+1)
x , then sxn+1 =
(n)
t +δ
(n+1)
x +
(n+1)
t′ +... =
(n+1)
t′ +...
By induction, the full x can be constructed, thus pi is surjective.
(b) pi is injective: We have to prove that:
sx = 0, pix ∈ [0] ⊂ H i(γ,H0(δ))⇒ x ∈ [0] ⊂ H i(s) .
More explicitly, the left-hand side means that ∃ (0)z , (1)z | (0)x= γ (0)z +δ (1)z .
If x′ = x− s((0)z + (1)z ), then sx′ = 0 and x′ begins at antigh 1, so δ
(1)
x′= 0. Since H1(δ) = 0,
we find that ∃ (2)z |
(1)
x′= δ
(2)
z . Then x′′ = x− s((0)z + (1)z + (2)z ) is such that sx′′ = 0 and x′′
begins at antigh 2. Going on like this recursively, the different antigh components of x are
removed one by one. It is finally found that x is s-exact, which proves that pi is injective.
Thus, pi is bijective and the isomorphism is established.
1.3.4 The antibracket and the generator W
Even more interesting is the fact that the differential s admits a generating functional. Let us introduce
the antibracket. It is very similar to a Poisson bracket, but with pairs of variables of opposite parity.
For an irreducible theory, its action on two functionals is defined as follows:
(A,B) =
δRA
δφi
δLB
δφ∗i
− δ
RA
δφ∗i
δLB
δφi
+
δRA
δCα
δLB
δC∗α
− δ
RA
δC∗α
δLB
δCα
, (1.45)
where the summation over i and α implicitly contains an integration over spacetime. The indices L
and R just indicate whether the derivatives act from the left or from the right, which is not equivalent
for fermionic fields. The antibracket is also well-defined on local functions, for which the functional
derivatives are replaced by the variational derivatives (and no integration is made). The antibracket
raises the gh number by one and is fermionic, the first two terms lower the antigh by one, the others
lower the pgh by one and the antigh by two. It satisfies the following graded rules:
Symmetry : (A,B) = −(−1)(εA+1)(εB+1)(B,A)
Jacobi identity : (−1)(εA+1)(εC+1)(A, (B,C)) + cyclic permutations = 0
“Leibniz rule” : (A,BC) = (A,B)C + (−1)εB(εA+1)B(A,C)
It can be shown that there exists a definite local functional W such that for any functional or local
function A:
sA = (W,A) . (1.46)
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The functional W is of gh 0 and bosonic. It is called the BRST-BV generator (or simply generator).
It can be seen as an extended action, because its antigh 0 component is none other than the action S:
W = S+
(1)
W +
(2)
W + . . . . (1.47)
Indeed, it reproduces the antigh -1 part of the action of s (i.e. the differential δ) on the antifields φ∗i :
(S, φ∗i ) = δφ
∗
i =
δL
δφi
. The second term of W , in antigh 1, can also be easily written, it reads:
(1)
W=
∫
D
φ∗iR
i
αC
αdnx , (1.48)
and it generates the relations γφi = RiαC
α and δC∗α = Riαφ∗i .
An important feature of W is provided by nilpotency of the differential s. Using the Jacobi identity,
it is obtained that ∀A : 0 = s2A = (W, (W,A)) = ±12(A, (W,W )). This is true if and only if
(W,W ) = 0 . (1.49)
This very important condition is called the master equation.
The master equation is the key constraint that the generating functional W must satisfy. We will
prove recursively that if the antigh expansion of W starts with the first two terms written above,
then the further orders can always be constructed one by one in such a way that the master equation
is satisfied. To do so, it is enough to show that, if
(n−1)
R =
(0)
W +
(1)
W + . . .+
(n−1)
W satisfies the master
equation up to its antigh component n− 2 , then one can build
(n)
R that satisfies it up to antigh n− 1.
Indeed,
(1)
R= S+
(1)
W satisfies the antigh 0 component of the master equation, which is equivalent to
the Noether identities.
Let us define
(n−1)
D as the component of antigh n − 1 of (
(n−1)
R ,
(n−1)
R ), which is its first non zero
component. The antigh n− 1 term of (W,W ) = 0 is 2δ
(n)
W +
(n−1)
D = 0. On the other hand, the Jacobi
identity implies that (
(n−1)
R , (
(n−1)
R ,
(n−1)
R )) = 0, the lower antigh term of which is δ
(n−1)
D = 0. Thanks
to the vanishing of Hn−1(δ), it is now obvious that
(n)
W exists.
For an irreducible theory, the antigh 2 component of W is
(2)
W=
∫
D
(
1
2
C∗αC
α
γβC
βCγ − 1
4
φ∗iφ
∗
jM
ij
αβC
αCβ)dnx .
When the theory is reducible, the reducibility constants appear in terms like C∗αZαAC
A or φ∗iφ
∗
jC
ij
AC
A,
and so forth. We see that the first terms of the generator involve all the various coefficients character-
izing the theory: the action, the generators of the gauge transformations, the structure functions, etc.
These coefficients are very easily singled out, as the terms are all linearly independent. In fact, W
is a single functional which contains all the information about the theory in a very simple way. The
consistency of the whole is secured by a single constraint: the master equation. This is a fundamental
advantage, which makes it possible for example to study deformations of an action with very few
hypotheses (see Chapter 3).
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1.3.5 Locality, (co)homologies modulo d
We must now worry a bit more about the local nature of the objects. If we want to make computations
that are strictly local, we can only allow exact objects for a given differential that are the image of
a local functional. We will perform computations with the integrands of those functionals, that
are well defined over the jet space Jl. Since we make the assumption that boundary terms in the
integrals vanish, the integrands of the functionals are defined modulo a divergence. The equivalent
of (co)homologies for functionals are thus (co)homologies modulo divergences. A convenient way of
taking this into account is to rather consider functionals as integrals of n-forms and to use the exterior
differential d of the spacetime manifold.
Exterior differential d
The usual exterior differential d = dxµ∂µ can be introduced on the spacetime manifold. It is easily
extended to the jet space thanks to the definition of the partial derivative on Jk. The form degree is
the N-grading of d and is given by the number of anticommuting 1-forms dxµ. This grading is bounded
from above by n because there are only n independent dxµ. The Poincare´ lemma states that, in a
contractible domain D , the only d-closed object that are not d-exact are the constant zero forms (i.e.
the numbers). In other words:
∀ i > 0 : H i(d,C∞(D)) = 0 and H0(d,C∞(D)) = R . (1.50)
The same result holds in a jet space, except in form degree n, for bosonic and/or fermionic fields and
is called the algebraic Poincare´ lemma. We use the following dual notation:
dnx =
1
n!
εµ1...µndx
µ1 ∧ .... ∧ dxµn , dn−1xµ = 1
(n− 1)!εµµ1...µn−1dx
µ1 ∧ ... ∧ dxµn−1 . (1.51)
Any n-form is obviously closed. A (n − 1)-form can be written v = V µdn−1xµ and its exterior
derivative is the d-exact n-form : dv = ∂µV
µdnx. It is well-known that the Euler-Lagrange derivatives
of a divergence are identically zero, which is equivalent to saying that divergences are trivial terms in
a Lagrangian. The cohomology of d in form degree n in Jk is thus isomorphic to the set of functions
which have the same variational derivatives:
Hn(d) =
{
[a] | deg a = n , a′ ∈ [a]⇔ ∀φi : δa
′
δφi
=
δa
δφi
}
∀0 < i < n : H i(d) = 0
H0(d) = R . (1.52)
The local Lagrangian and any function defined on Jl can be seen as the coefficient of a n-form. Let us
note that if the metric is not flat (as for the Einstein–Hilbert theory of course), coefficients of n-forms
must be tensorial densities (for example,
√|g|, which appears in the Einstein–Hilbert action). So, in
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that case, the Lagrangian, the equations of motion and the antifields all have that behaviour. Trivial
terms in the Lagrangian are just d-exact n-forms, the integral of which are of course boundary terms
in the action, which are assumed to vanish.
(Co)homologies modulo d
The fact that we consider only vanishing boundary terms means that two functionals are equal if they
are the integral of n-forms differing by a d-exact term:
If A =
∫
a and B =
∫
b , then A = B ⇔ ∃v | a = b+ dv . (1.53)
This implies that a s-closed functional is related to an n-form s-closed modulo d :
sA = 0 = s
∫
a⇒ ∃b |sa+ db = 0 . (1.54)
The same holds for s-exact local functionals:
A = sB ⇒ ∃c|a = sb+ dc . (1.55)
The differentials δ and s are constructed in such a way as to commute with d in Jk, so δ and s are
differentials modulo d and it is very natural to define H i∗(δ|d) and H∗,i(s|d), where i is the form degree.
Under the locality assumption, one must rather compute the cohomology of s modulo d in Jk than
the cohomology of s.
1.4 Various results
We will now review some important general theorems about (co)homologies modulo d and make some
considerations about linear theories.
1.4.1 Results about (co)homologies modulo d
The homology of δ modulo d does not vanish in general. However, since δ and d have vanishing
(co)homologies for most values of their degrees, some isomorphisms can be established between classes
Hpk(δ|d).
Theorem 1.2. The homology of δ modulo d has no sector at strictly positive pgh and antigh numbers:
∀k > 0 : [a] ∈ Hpk(δ|d)⇒ pgh a = 0
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Proof: Many details about this theorem can be found in [86]. It is in fact equivalent to proving
that every component of the generator W is local. Some natural assumptions for local gauge theories
are required, namely, the stationary surface in Jl is smooth (which we assumed in Eq.(1.5)) and
the generating set of the gauge transformations is locally complete, i.e. the Noether identities are
algebraic relations between the coefficients of the operators in the jet space. A powerful tool to prove
the vanishing of an homology is to find a contracting homotopy: a derivative whose anticommutation
with the differential yields a counter operator of the related grading. For example, in the case of δ, such
an homotopy can be built: σδ+δσ = K , Kak = kak where k = antigh ak > 0. The construction of δ
ensures both the existence of σ and the vanishing of the homology. Now, the above requirements allow
one to consider the contracting homotopy as acting on functions of the jet space. The local homology
of δ thus vanishes in strictly positive antifield number, because: δa = 0⇒ a = 1kKa = δ
(
1
kσa
)
.
Let us now decompose the exterior derivative into a pgh 0 sector d0 and a pgh 1 sector d1:
d = d0 + d1. Both part are nilpotent derivatives. The interest of doing this is that, since δ and σ have
nothing to do with the ghosts, they both anticommute with d1. Thanks to this property, we find that,
in strictly positive antifield number k:
δa = d1b⇒ a = 1
k
Ka =
1
k
(δσa+ σδa) = δ
(
1
k
σa
)
− d1
(
1
k
σb
)
. (1.56)
The next step is to introduce a new grading: the number of derivatives of the ghosts. In strictly
positive pgh number, the equation δa = db can then be decomposed into components with a definite
value of this grading: δ
(i)
a= d0
(i)
b +d1
(i−1)
b . The locality ensures that the grading is bounded, and we
can assume that the expansion of b stops at degree t − 1 if the expansion of a stops at degree t. If
it were not the case, the top component would be of the form d1
(m)
b = 0 ⇒
(m)
b = d1
(m−1)
v . Then, by
redefining b′ = b−d (m−1)v , the equation δa = db′ holds and b′ is of degree m−1. When all those trivial
components of b have been removed, the top equation becomes: δ
(t)
a= d1
(t−1)
b . Thanks to Eq.(1.56),
we find that
(t)
a= δ
(t)
c +d1
(t−1)
e . We can now redefine a into a′ = a− δ (t)c −d (t−1)e , which reduces the
maximum degree of a to t − 1. Going on in the same way, all the components of definite degree are
found to be trivial and it is finally obtained that a = δc+ de 2.
Theorem 1.3. The following isomorphisms can be established: if p > 1 and k > 1:
Hpk(δ|d) ∼= Hp−1k−1(δ|d) .
The proof is quite simple: Let us consider a cocycle of Hpk(δ|d): δapk+dap−1k−1 = 0. By applying δ to this
equation and thanks to the algebraic Poincare´ lemma, it is found that: ∃ ap−2k−2 | δap−1k−1 + dap−2k−2 = 0.
In the p = 1 case, it is just found that δa0k−1 = 0. The map between a
p
k and a
p−1
k−1 is injective and
surjective thanks to the vanishing of the homology of δ 2.
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The p = 1 case of the above theorem is quite interesting, since it emphasizes that a δ modulo d
cocycle in form degree 0 is just a δ cocycle : δa0k = 0. In other words : ∀k > 0 : H0k(δ|d) = Hk(δ) = 0.
Thanks to the isomorphisms between the different classes, it is now obvious that every class with
k > p is vanishing:
∀k > p : Hpk(δ|d) ∼= H0k−p(δ|d) = 0 .
The next theorem involves the cohomology of d modulo δ. The antigh 0 classes of this cohomology can
be seen as the set of nontrivial objects d-closed on shell and are called the characteristic cohomology.
Theorem 1.4. If p, k > 1 and (p, k) 6= (1, 1):
Hpk(δ|d) ∼= Hp−1k−1(d|δ) .
Furthermore:
H11 (δ|d)⊗ R ∼= H00 (d|δ) .
It is the same kind of proof as the previous one. Let us consider the cocycle δapk + db
p−1
k−1 = 0. It
tells simultaneously that [apk] ∈ Hpk(δ|d) and [bp−1k−1] ∈ Hp−1k−1(d|δ). An element a′pk belongs to [apk]
if: a′pk = a
p
k + δm
p
k+1 + dn
p−1
k . By applying δ, we find δa
′p
k = −d(bp−1k−1 + δnp−1k ). If p, k > 0 and
(p, k) > (1, 1), there is no nontrivial solution of dcp−1k−1 = 0 and we find that ∃ ep−2k−1 | δa′pk + db′p−1k−1 = 0
with b′p−1k−1 = b
p−1
k−1+δn
p−1
k +de
p−2
k−1. This establishes a surjective map between [a
p
k] and [b
p−1
k−1]. This map
is injective because Hk(δ) = 0. If (p, k) = (1, 1), the map is no longer surjective: different elements b
0
0
differing by a constant correspond to the same a11. The correspondence is thus established between b
0
0
and a couple (a11, C), C ∈ R 2.
The cohomology of γ modulo d in H0(δ) can be defined and the following theorem can be estab-
lished:
Theorem 1.5.
∀k > 0 : Hk,n(s|d) ∼= Hk,n(γ|d,H0(δ)) (1.57)
∀k < 0 : Hk,n(s|d) ∼= Hn−k(δ|d) . (1.58)
It is the equivalent of Theorem 1.1 in Jk. Let us consider a cocycle of s modulo d: sa+ db = 0. In the
case of a positive ghost number, a is the sum of various terms with antigh 6 pgh: a = a0 + a1 + ...
where antigh ai = i and pgh ai = k + i. As an N-grading divides an algebra into independent
subspaces, the cocycle of s modulo d can be decomposed into its components of different antigh. The
bottom equation is thus: γa0 + δa1 + db0 = 0. This is a γ modulo d cocycle in H0(δ) and the wanted
isomorphism is the one that applies [a] on [a0]. It is injective and surjective thanks to Theorem 1.2,
the argument is similar to that of Theorem 1.1. In the k < 0 case, the expansion of a begins at
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antigh = −k: a = a−k + a−k+1 + ... and the bottom equation is δa−k + db−k−1 = 0, which defines
an element [a−k] of Hn−k(δ|d). Once again, the map between [a] and [a−k] is injective and surjective,
thanks to Theorem 1.2.
1.4.2 Linear theories
What we call here a linear theory is a theory where the Lagrangian is quadratic in the fields and
their derivatives, where the equations of motion are linear in them and the gauge transformations are
independent of them. The free Fronsdal theories that we present in the next chapter are such theories.
In a linear theory, the gauge transformations take the form:
δεφ
i = Riαφ
i =
l∑
m=1
Riµ1...µmα ∂
m
µ1...µmε
α = Ri(µ)α ∂
|µ|
(µ)ε
α . (1.59)
We have introduced the multiindex notation (µ), that is very convenient when making summations
over different numbers of spacetime indices. The current number of derivatives, that we call the length
of the multiindex, is denoted |µ|. The generating set Riα depends only on xµ. The equations of motion
are linear in the fields:
δL
δφi
= Dijφ
j = D
(µ)
ij ∂
|µ|
(µ)φ
j , (1.60)
where the operator Dij depends only on xµ. The Noether identities read:
R†iαDijφ
j = (−1)|ρ|∂|ρ|(ρ)
(
Ri(ρ)α D
(σ)
ij ∂
|σ|
(σ)φ
j
)
≡ 0 . (1.61)
As this is true off-shell, i.e. for any history of the fields, the identities are purely algebraical relations
between the sets of coefficients : R
i(ρ)
α D
(σ)
ij = 0. It is obvious that [δε, δη]φ
i = 0, a linear theory is
thus automatically Abelian. In an Abelian theory, the longitudinal derivative is a differential off-shell.
For example, if the theory is also irreducible : γCα = 0 ⇒ γ2φi = γ(RiαCα) = 0. Since δ2 = 0
and δγ + γδ = 0 by construction, the differential s has a very simple, finite expansion : s = γ + δ.
Furthermore, the generator W consists of only two terms:
W = S +
∫
D
φ∗iR
i
αC
αdnx . (1.62)
Since γ is a true differential in this case, its cohomology H∗(γ) can be defined and will be very
important in various problems. Its computation is a very general study that depends on the gauge
structure of the theory. An important result about H(δ|d) can also be established:
Theorem 1.6. In a linear theory of reducibility order r:
Hnk (δ|d) = 0 if k > r + 2 .
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The reducibility order of a theory is the number of generations of reducibility relations. Let us
sketch the proof in the irreducible case (r = 0) with bosonic fields φi. Let us consider a cocycle
δank + db
n−1
k−1 = 0. If a
n
k = akd
nx, we can use the equivalent writing δak + ∂µj
m
k−1 = 0. The idea is to
take variational derivatives of this cocycle, with respect to the fields and the antifields (let us remind
that nontrivial elements have pgh = 0). The divergence vanishes, but we have to take care of the
commutation of δ with the variational derivatives. Then, ak can be built back from its derivatives
with an homotopy formula. The following relations can be established:
δ
δLak
δC∗α
= 0 (1.63)
δ
δLak
δφ∗i
= Riα
δLak
δC∗α
(1.64)
δ
δLak
δφi
= −D†ji
δLak
δφ∗j
, (1.65)
where D†ij = (−1)|µ|∂|µ|(µ)(D
(µ)
ij . ) is the adjoint of Dij . The first relation is at antigh = k− 2 > 0, thus,
thanks to the vanishing of Hk(δ) in strictly positive antigh and thanks to the Noether identities, the
system can be solved:
δLak
δC∗α
= δfαk−1 (1.66)
δLak
δφ∗i
= Riαf
α
k−1 + δf
i
k (1.67)
δLak
δφi
= −D†jif jk + δfk+1,i . (1.68)
Finally, let us write the following formula:
ak =
∫ 1
0
[
C∗α
δLak
δC∗α
+ φ∗i
δLak
δφ∗i
+ φi
δLak
δφi
]
(t)dt + div (1.69)
= δ
∫ 1
0
[
C∗αf
α
k−1 − φ∗i f ik + φjfk−1,j
]
(t)dt + div . (1.70)
The dependence in t is of the form F (t) = F (tC∗α, tφ∗i , tφ
j). The last equality, which ensures that ak
is trivial, is true because δ(t) = δ and thus commutes with the integral.
The results obtained in this section are needed to study the deformations of consistent deformations
of Fronsdal theories, that we discuss in the next two chapters.
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Chapter 2
Fronsdal theory for free spin-s fields in
Minkowski, de Sitter or Anti de Sitter
spacetime
In this chapter, we first recall the concept of massless spin-s field, in the extended sense of an arbitrary
dimension n, in Minkowski or (Anti)de Sitter spacetime. Then, we recall Fronsdal’s theory describing
totally symmetric massless fields in Minkowski spacetime and provide its antifield formulation as well
as some results that will prove to be useful for the computation of consistent deformations. Finally,
we recall the (A)dS version of Fronsdal’s theory.
Notation: Throughout the thesis, we use brackets to indicate a strength-one symmetrization and
square brackets to indicate an strength-one antisymmetrization: for example S(µ1...µk) is totally sym-
metrized in its k indices and A[µ1...µk] is totally antisymmetric. Furthermore, we use vertical bars
to indicate that some indices are not involved in a (anti)symmetrization. For example: A(µ|ρ|ν) is
only symmetric in µν. Vertical bars are also used to separate groups of antisymmetric indices in the
antisymmetric notation of the Young components of tensors.
2.1 Massless spin-s fields
The concepts presented in this section are adapted from the book [87], as well as the articles [88, 89],
where more details can be found.
Spin-s fields in M4
In the four-dimensional Minkowski spacetime, the spin and the quantum-mechanical expression of
the mass are eigenvalues of some operators. In order for a theory to be relativistic, one requires the
Poincare´ covariance: vectors of an Hilbert space are required to transform under unitary representa-
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tions of the Poincare´ group: if x′µ = Λµνxν + aν , then |ψ′〉 = U(Λ, a)|ψ〉 where the representation U
is such that U(Λ1, a1)U(Λ2, a2) = U(Λ1Λ2, a1 + Λ1a2). Infinitesimal representations can be written
U( l1 +ω, ε) = l1 + 12 iωµνJ
µν − iερP ρ where the generators Jµν and P ρ are hermitian. These generators
form a basis of the Lie algebra and satisfy the relations:
[Jµν , Jρσ] = −2i
[
ηµ[ρJσ]ν − ην[ρJσ]µ
]
[Pµ, Jνρ] = −2iηµ[νP ρ]
[Pµ, P ν ] = 0 . (2.1)
Two independent Casimir operators can be defined in dimension 4:
C1 = −PµPµ and C2 = −WµWµ , (2.2)
where Wµ is the Pauli-Lubanski vector defined as:
Wµ =
1
2
εµνρσJ
νρP σ . (2.3)
The eigenvalues of the generators Pµ are of course the four-momentum pµ of the particle, their spec-
trum is continuous. The rest of the quantum numbers is gathered in the notation σ: Pµ|ψp,σ〉 =
pµ|ψp,σ〉. For each value of p2 and, for p2 < 0, each sign of p0, one can then choose a standard
four-momentum, say qµ, and express any pµ of this class as pµ = Lµνqν , where L(p) is a Lorentz trans-
formation which is assumed not to act on the other quantum numbers: |ψp,σ〉 = N(p)U(L(p))|ψq,σ〉,
where N(p) is an appropriate normalization factor. The precise expressions of L(p), for the different
values of p2, can be found in [87]. Any Poincare´ transformation is then decomposed into a rotation
L(p) and an element of the little group, the group of transformations W that leaves qµ invariant:
qµ = Wµν qν . The action of a general transformation on a state is given by the following formulas:
U( l1, a)|ψp,σ〉 = e−ip.a|ψp,σ〉 (2.4)
U(Λ, 0)|ψp,σ〉 = N(p)
N(Λp)
∑
σ′
Dσσ′(W )|ψΛp,σ′〉 , (2.5)
where W = L−1(Λp)ΛL(p) belongs to the little group, and the coefficients Dσσ′ define a representation
of the little group: U(W )|ψq,σ〉 =
∑
σ,σ′ Dσ,σ′(W )|ψq,σ′〉.
The little group depends of the case considered: In the massive case, where the reference momentum
can be chosen qµ = (m, 0, 0, 0), the little group is SO(3), the Pauli-Lubanski vector takes the form
Wµ = m(0, S1, S2, S3). The eigenvalues of C4 are given by those of ~S
2, which are of the form s(s+ 1),
s being called the spin of the particle.
In the massless case, where the reference momentum can be chosen qµ = (E, 0, 0, E), the little
group is the Euclidean group of R2: ISO(2). The Pauli-Lubanski vector takes the form Wµ =
E(−J12, R1, R2, J12). The eigenvalues of C4 = E2(R21 + R22) are arbitrary positive numbers µ2. In
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the case µ2 > 0, the representation of the little group is infinite-dimensional and corresponds to the
“infinite spin” case. On the other hand, if µ2 = 0, the representation of the little group is finite-
dimensional and the last eigenvalue that can be considered is that of J12: J12|ψp,σ〉 = σ|ψp,σ〉, where
σ is called the helicity of the particle, which must be (half-)integer in order for the representation to
be single(double)-valued.
Finally, if the fields are realized in the form of tensors covariant under the Lorentz group, it is
possible to relate them to a value of the spin or of the helicity. We will only consider here bosonic fields,
but a similar construction has been achieved for fermions. First, an arbitrary tensor with d indices
can be decomposed into different traceless components transforming under irreducible representations
of the Lorentz group, and that correspond to distinct Young tableaux with d boxes (see Appendix
A). For tensors depending on the spacetime coordinates, the generators of the Poincare´ algebra take
the form Pµ = −i∂µ and Jµν = −i(xµ∂ν − xν∂µ) − iMµν where Mµν are generators of the Lorentz
algebra. Let us consider a totally symmetric field φµ1...µs , which is visualized by a one-row Young
diagram s . In the massive case, if it satisfies the relation ∂µφµµ2...µs = 0 and the Klein-Gordon
equation 2φµ1...µs = m
2, then the eigenvalue of the quartic Casimir W 2 is m2s(s+ 1), the field clearly
corresponds to a spin-s representation. The massless case is a bit more subtle. A tensor called the
generalized curvature is selected among the components of the s’th derivatives of φ as corresponding
to the Young diagram λ: . . .
. . .
. In the antisymmetric notation, the curvature K is a tensor that
bears s pairs of antisymmetric indices [90, 10]. If a tensor with such symmetries satisfies the equations
T ρν1|ρν2|...|µsνs = 0 and ∂[ρTµ1ν1]|µ2ν2|...|µsνs = 0, it can be seen that it corresponds to an helicity
s representation. The second relation is identically satisfied by K = Yλ(∂
sφ) and the first is the
dynamical equation of the particle. Finally, it can be showed by some arguments of duality in the
little group that the totally symmetric tensors are sufficient to describe every particle in dimension 4,
in both the massive and helicity cases. Because of the similar form of the field in both cases, we will
only use the word “spin” in the sequel, even when we consider massless fields. Finally, let us remark
that, in the massless case, the observable is the curvature, also called “field strength”, the field φ
having a gauge freedom: any transformation of the type δξφµ1...µs = s∂(µ1ξµ2...µs) leaves K invariant
and thus does not modify the equations.
Extension to dimension n
The definition of spin can be extended to any dimension where it becomes a set of Dynkin labels in-
stead of the single Dynkin label of so(2) or so(3). In the massive case, the little group is SO(n− 1). In
the massless case, it is ISO(n− 2). These groups provide several eigenvalues, which are not identified
as a single “spin”. Furthermore, the Poincare´ group ISO(n− 1, 1) has more than two Casimir oper-
ators. Finally, the symmetric tensors are not sufficient to describe every type of particle in arbitrary
dimension, the other irreducible representations, corresponding to Young diagrams with several rows
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must be considered. The associated tensor components are referred to as “mixed symmetry” tensors.
In both massless and massive cases, the fields which will be called “spin-s fields” are those whose
Young diagram has λ1 = s columns. This is mostly because the curvature K built from such a
massless field involves s derivatives, in such a way that each antisymmetric group of indices of the
tensor is antisymmetrised with one derivative. This amounts to adding a second line of length λ1 in the
diagram, corresponding to the indices of the derivatives. The antisymmetrization of an antisymmetric
group of indices of K with a (s + 1)th derivative identically vanishes. Furthermore, the equation of
motion for that kind of field is TrK = 0, where the trace consists in contracting one index of the first
two columns. More details about the spin s fields in any dimension can be found in [88], while the
equation Tr K = 0 has been discussed in [91, 92, 93, 94].
2.1.1 Extension to (A)dS spacetime
The concept of spin-s is directly extended to dS or AdS spacetime as being the number of columns of
the Young diagram of the considered tensor fields. On the other hand, the tensors have to transform
under representations of SO(D, 1) or SO(D − 1, 2), which are semisimple groups. There are no more
translations and the mass cannot be defined in the same way as in Minkowski spacetime. However,
a “massless” case can be distinguished, because of its lower number of degrees of freedom. Some
totally symmetric fields can be put in correspondence with the massless fields in Minkowski spacetime.
On the other hand, what is call a “massless” tensor with mixed symmetry corresponds to several
tensors with different symmetries in Minkowski spacetime [95]. Such a construction has first been
addressed in [96, 97] with the use of some gauge fixations. A more intrinsic formulation has been
obtained in [98, 99, 100] for the case of totally symmetric fields and in [89, 101] for the general
case. Schematically, the argument in AdS goes as follows: though there are no more translations in
S0(D − 1, 2), one can consider its maximal compact subalgebra so(D − 1) ⊕ so(2). The generators
of so(D − 1, 2) can be decoupled into a set of rotations Mµν and a set of transvections Pµ = λMnν ,
where λ2 = − 2Λ(n−1)(n−2) , they are such that [Pa, Pb] = −iλ2Mab and are thus rotations in AdS but
their flat limit are translations. Then the generator Mn0, proportional to P0, is the energy operator.
The operators L+r and L
−
r , r = 1, 2, 3, are then built in such a way that Pr =
iλ
2 (L
+
r − L−r ). They
raise or lower the value of the energy. In the common case of a particle, it is assumed that there
exists a lowest weight state |E0,Θ〉, such that L−r |E0,Θ〉 = 0. The notation Θ represents the tensorial
behaviour of the field, that transforms under a irreducible representation of SO(D − 1), Θ being the
associated Young diagram. The state |E0,Θ〉 can be viewed as the analogous of the state |q, σ〉 that
has been written above in the Minkowski case. Arbitrary states of the particle can then be obtained
by applying arbitrary Poincare´ transformations on this state. In AdS, by applying the generators on
the fundamental state, one obtains a Verma module of states: (L+r )
t|E0,Θ〉 =
⊕
Θ′ |E0 + t,Θ′〉. The
Young diagrams Θ′ are obtained by expanding the tensor product of Θ and the t indices r of the L+r
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operators. By definition, the massless “helicity” case occurs when a null vector appears in L+r |E0,Θ〉:
∃|E0 + 1,Θ′〉 such that 〈E0 + 1,Θ′|E0 + 1,Θ′〉 = 0. It corresponds to the existence of pure gauge
fields, that can be discarded. In AdS, one considers the coset space of the module of |E0,Θ〉 modulo
that of |E0 + 1,Θ′〉. Though there is still an infinite number of states, there has been a shortening
of the representation. The same kind of construction can be done in the dS case, though the roˆle of
the energy is less clear than in the AdS case. Many technical details and subtleties are provided in
the references cited above. The totally symmetric case admits a local Lagrangian formulation, first
obtained in [27], as well as its link with the Lagrangian in Minkowski spacetime.
2.2 Fronsdal theory in Minkowski spacetime and antifield formula-
tion
The totally symmetric massless spin-s bosonic fields φµ1...µs have been given a free Lagrangian in
Minkowski spacetime by Fronsdal [8]. The equations of motion are linear and involve two derivatives.
Fronsdal’s equations of motion, which need some constraints upon the fields and the gauge parame-
ters, have been showed [91] to be equivalent to the unconstrained equations TrK = 0 that we have
considered above. Let us note that an unconstrained action has been proposed in [102, 103], which is
nonlocal and whose equations are also equivalent to the equations Tr K = 0 (see also [104]).
2.2.1 Construction of the action
First of all, some constraints are imposed on the fields and the gauge parameters, that will be justified
below: the fields are assumed to be double traceless and the gauge parameters to be traceless. The
trace of the fields is denoted φ′µ3...µs = η
µ1µ2φµ1...µs , and their vanishing double trace φ
′′
µ5...µs = 0. The
gauge transformations that leave the curvature invariant are:
δξφµ1...µs = s∂(µ1ξµ2...µs) , (2.6)
where ξµ2...µs is an arbitrary tensor. The tracelessness constraint is: ξ
′
µ4...µs = 0. This constraint
allows the following tensor to be gauge invariant:
Fµ1...µs = 2φµ1...µs − s∂2ρ(µ1φµ2...µs)ρ +
s(s− 1)
2
∂2(µ1µ2φ
′
µ3...µs)
. (2.7)
It is called the Fronsdal tensor. Let us write down explicitly the curvature tensor:
Kµ1ν1|...|µsνs = 2
sY (s)(∂µ1...µsφν1...νs) , (2.8)
where we have used the following permutation operator:
Y (m) =
1
2m
[e− (µ1ν1)][e− (µ2ν2)]...[e− (µmνm)] .
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This operator is proportional to the Young symmetriser of λ = (s, s) when acting on symmetric
tensors, with a more natural weighting. The following relation holds. It shows that only the traceless
part of the curvature is independent of the Fronsdal tensor:
ηµs−1µsKµ1ν1|...|µsνs = 2
s−2Y (s−2)(∂µ1...µs−2Fν1...νs) . (2.9)
Let us notice that this identity has first been established for spin-3 in [105], then extended to spin-s
and mixed symmetry fields in [92, 94]. The trace of the Fronsdal tensor is:
F ′µ3...µs = 22φµ3...µs − 2∂2ρσφρσµ3...µs + (s− 2)∂2ρ(µ3φµ4...µs)ρ , (2.10)
and the following identity holds:
∂µsFµ1...µs ≡
s− 1
2
∂(µ1F
′
µ2...µs−1) . (2.11)
Then, we can define the generalized Einstein tensor, which is equivalent to the Fronsdal tensor:
Gµ1...µs = Fµ1...µs −
s(s− 1)
4
η(µ1µ2F
′
µ3...µs)
, (2.12)
Fµ1...µs = Gµ1...µs −
s(s− 1)
2(n+ 2s− 6)η(µ1µ2G
′
µ3...µs)
. (2.13)
Thanks to Eq.(2.11), it obeys the traceless identities:
∂µsGµ1...µs −
(s− 1)(s− 2)
2(n+ 2s− 6) η(µ1µ2∂
µsG′µ3...µs−1)µs ≡ 0 . (2.14)
These identities take the form Rν1...νsµ1...µsGν1...νs where R is the generating set of the gauge transformations
given in Eq.(2.6). Thus, Gµ1...µs is a natural choice for the equations of motion, since it would satisfy
the Noether identities. Furthermore, the Einstein tensor is constituted by a symmetric operator acting
on the fields. Hence, the Lagrangian
LFs =
1
2
φµ1...µsGµ1...µs (2.15)
is gauge invariant modulo a divergence, and it yields the equations of motions:
δLFs
δφµ1...µs
= Gµ1...µs ≈ 0 . (2.16)
These equations, together with the constraints on the fields and the gauge parameters, are equiv-
alent to the unconstrained equation Tr K ≈ 0. First, since the tensors F and G are equivalent:
Fµ1...µs ≈ 0. Then, Eq.(2.9) tells that Tr K ≈ 0. Let us remark that Eq.(2.9) holds independently
of the double-tracelessness condition on φ. The equation Y (s−2)(∂µ1...µs−2Fν1...νs) ≈ 0 admits the
general solution Fµ1...µs ≈ ∂3(µ1µ2µ3Hµ4...µs). The tensor H can be set to zero by a gauge fixation,
since δξFµ1...µs =
s(s−1)(s−2)
2 ∂(µ1µ2µ3ξ
′
µ4...µs)
. This fixes the trace of the gauge parameter, therefore
the residual gauge transformations can only involve a traceless parameter. After having done this,
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one may want to impose the de Donder gauge fixation ∂ρφρµ2...µs − s−12 ∂(µ2φ′µ3...µs) = 0, in order to
find the gauge-fixed equations 2φµ1...µs ≈ 0. However, this cannot be done if the gauge parameters
are traceless, because the gauge variation of this condition is 2ξµ2...µs , which must be traceless by
the first constraint. Only the traceless part of the de Donder gauge fixation can be achieved. Since
the trace of the de Donder gauge fixation depends only on the double trace of the field, it is thus
natural to impose the constraint φ′′µ5...µs = 0. Let us notice that, since δξφ
′′
µ5...µs = 2∂
ρξ′ρµ5...µs , the
two constraints hold together, since no further gauge transformations can modify the double trace of
the fields. More details about this procedure can be found in [102, 91].
Finally, we can mention that those considerations have been extended to the mixed symmetry
tensors. The action extending the Fronsdal action has been provided in [13]. Furthermore, the
equivalence between this formulation and the unconstrained equation Tr K ≈ 0 has been generalized
in [92, 94].
2.2.2 Antifield formulation
The Fronsdal Lagrangian is quadratic, hence the theory is linear, in the sense that we have defined
in Section 1.4.2. Thus, its antifield formulation is simple: The longitudinal derivative, which is a true
differential in this case, is defined by:
γφµ1...µs = s ∂(µ1Cµ2...µs) , (2.17)
where the ghosts Cµ2...µs−2 are fermionic and traceless. The action of γ on the ghosts and antifields
gives 0.
The Koszul-Tate differential is related to the equations of motion and the Noether identities:
δφ∗µ1...µs = Gµ1...µs (2.18)
δC∗µ1...µs−1 = −s
[
∂µsφ
∗µ1...µs − (s− 1)(s− 2)
2(n+ 2s− 6) η
(µ1µ2∂µsφ
∗′µ3...µs−1)µs
]
. (2.19)
Its action on the fields and the ghosts gives 0. Let us recall that the antigh 1 antifields φ∗ are
fermionic and the antigh 2 antifields C∗ are bosonic. The differentials δ and γ anticommute and both
anticommute with d. Thus, the BRST-BV differential is: s = δ+ γ and ∀F : sF = (W,F ) where the
generator is:
W =
∫
D
wn =
∫
D
[
LFs + sφ
∗µ1...µs∂(µ1Cµ2...µs)
]
dnx . (2.20)
We have denoted wn = wdnx the n-form associated with W . In the jet space, the action of s on a
n-form an = adnx is: s an = (w, a)dnx.
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2.2.3 Cohomology of γ
The computation of the cohomology of γ is of great interest for various works using the antifield
formalism. In particular, it plays an important roˆle in the computation of consistent deformations of a
linear theory. This is because the cohomology of γ simultaneously selects gauge invariant expressions
of the fields and discards expressions of the ghosts that are the gauge transformation of something.
The determination of the cohomology of γ for a particular spin-s theory has been achieved in [106].
We recall this result and show that it extends naturally to the case of a theory involving fields with
different spins.
The computation of H∗(γ) consists in the study of Eq.(2.17) and its derivatives. These relations
provide non-γ-closed combinations of the fields and γ-exact combinations of the ghosts. For example:
in γφµ1...µs = s∂(µ1Cµ2...µs), we see that the fields φ are not γ-closed, and the symmetrized first
derivatives of the ghosts C are γ-exact. Since the cohomology consists of cosets of γ-closed expressions
modulo γ-exact ones, the undifferentiated fields clearly do not belong to it. On the other hand, a
natural choice of representatives of the cosets is to identify with zero the manifestly γ-exact expression,
for example: ∂(µ1Cµ2...µs) ∈ [ 0 ]. This double use of a coboundary is called “cancellation by pairs”.
The idea is, at any given degree of derivation m, to decompose the set of mth derivatives of the
fields and the set of (m+1)th derivatives of the ghosts into different components, which can be done by
using some Young tableaux (see Appendix A.2). Some of these components cancel by pairs, because
of the equation:
γ∂mρ1...ρmφµ1...µs = s∂
m+1
ρ1...ρm(µ1
Cµ2...µs) , (2.21)
the others are the gauge invariant functions and the non-γ-exact ghosts. As we already said before,
there are two basic gauge-invariant functions, the Fronsdal (F ) and curvature (K) tensors, that contain
respectively 2 and s derivatives. It as been showed in [106] that every other gauge invariant functions
are functions of F and K. It can also be seen that the sth derivatives of the ghosts are all trivial (and
thus all derivatives of higher orders). Let us introduce the de Wit–Freedman connections, presented
in [10]:
∀ m < s : Γ(m)ρ1...ρm;µ1...µs =
m∑
j=0
(−1)j
 s
j
 ∂m(µ1...µj |(ρj+1...ρmφρ1...ρj)|µj+1...µs) , (2.22)
They are such that:
γΓ(m)ρ1...ρm;µ1...µs = (−1)m(m+ 1)
 s
m+ 1
 ∂m+1(µ1...µm+1Cµm+2...µs)ρ1...ρm . (2.23)
In particular, for m = s − 1: γΓ(s−1)ρ1...ρs−1;µ1...µs = −(−1)ss∂sµ1...µsCρ1...ρs−1 . Furthermore, if s > 2,
the Fronsdal tensor is the trace of the second connection: Fµ1...µs = η
ρσΓ
(2)
ρσ;µ1...µs , and we see that
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it is γ-closed because the ghost is traceless: γFµ1...µs =
s(s−1)(s−2)
2 η
ρσ∂m(µ1µ2µ3Cµ4...µs)ρσ, which is in
agreement with the considerations made above.
We now have to determine which parts of the derivatives of the ghosts are not γ-exact in degree
m < s − 1. First, the undifferentiated ghosts cannot be γ-exact and are thus in the cohomology.
At m = 0, no combination of the fields is γ-closed because the theory is irreducible. On the other
hand, the derivatives of the ghosts decompose into the γ-exact totally symmetric part and a non exact
traceless object, that contributes to the cohomology:
U
(1)
µ1ν1|µ2...µs−1 = ∂[µ1Cν1]µ2...µs−1 −
(s− 2)
(n+ s− 4)Y
(1)
(
ηµ1(µ2∂
ρCµ3...µs−1)ν1ρ
)
. (2.24)
It is antisymmetric in µ1 and ν1 and totally symmetric in the other µi indices. In terms of Young
diagrams, the derivatives of the ghosts can be decomposed by making a product of two rows of boxes:
⊗ s− 1 = s ⊕ s− 1 . The first term cancels by pairs with the undifferentiated fields,
and the traceless part of the second term is U (1). Let us remark that it is taken traceless, because
the two terms in the sum have the same trace because of the vanishing of the trace of the ghosts.
This trace is γ-exact, hence the traceless U (1) is the non-γ-exact tensor that has the lowest number
of components.
At order m, the mth derivatives of the fields and the (m+ 1)th derivatives of the ghosts can both
be visualized with Young diagrams:
∂m+1C : m+ 1 ⊗ s− 1 = m+ s ⊕ m+ s− 1 ⊕ ...⊕ sm ⊕
s− 1
m+ 1 ,
∂mφ : m ⊗ s = m+ s ⊕ m+ s− 1 ⊕ ...⊕ sm . (2.25)
This decomposition does not keep track of the traces, but we already see that most of the components
cancel by pairs. Anyway, the last term in the expansion of the derivatives of the ghosts has no
correspondence. We call this object U˜ (m+1). This set of tensors is defined by:
U˜
(m)
µ1ν1|...|µmνm|νm+1...νs−1 = Y
(m)
(
∂mµ1...µmCν1...νs−1
)
. (2.26)
Their traces are γ-exact, thus we will consider their totally traceless parts U (m), that are the non-γ-
exact ghost tensor involving m derivatives that have the lowest number of components. We also call
them the “strictly” non-γ-exact ghost tensors, because no linear combinations of them can yield a
γ-exact expression. The other components are γ-exact. In fact, the only problem that happens with
the other components in the expansion is that γ-closed combinations of the derivatives of the fields
appear because the ghosts are traceless. The first one is the Fronsdal tensor, and traces of the other
de Wit–Freedman connections share the same property. Furthermore, the connections are also defined
recursively as: Γ
(m)
ρ1...ρm;µ1...µs = ∂ρ1Γ
(m−1)
ρ2...ρm;µ1...µs − sm∂(µ1Γ
(m−1)
|ρ2...ρm;ρ1|µ2...µs). Though the symmetry of
the indices ρ is not manifest in the right-hand side, this relation is exact. Thus, we see that the trace
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ηρm−1ρm of Γ(m) is a function of the trace of Γ(m−1), and thus, the traces are all functions of the
Fronsdal tensor. The extension of the definition of the connections to order s is in fact the curvature
tensor, written in symmetric convention. We know that it is gauge invariant independently of the
tracelessness of the ghosts, and Eq.(2.9) relates its traces to the Fronsdal tensor. By construction, the
curvature tensor satisfies Bianchi identities:
∂[αKµ1ν1]|...|µsνs ≡ 0 . (2.27)
By taking the trace of these identities, it is found that the divergence of the curvature is proportional
to derivatives of its trace, and thus to antisymmetrised derivatives of the Fronsdal tensor:
∂µsKµ1ν1|...|µsνs = 2
s−1Y (s−1)(∂s−1µ1...µs−1Fν1...νs) . (2.28)
We can choose between considering: the Fronsdal tensor, its symmetrized derivatives, the curvature
tensor and all of its derivatives, or considering: the Fronsdal tensor, all of its derivatives and the
traceless part of the curvature tensor and all of its derivatives. We have considered the first convention
in the sequel.
Finally, we can establish that the cohomology of γ is the set of functions of the following tensors:
the antifields and their derivatives, the ghost tensors U (k), the Fronsdal tensor and its symmetrized
derivatives ∂m(ρ1...ρmφµ1...µs), and the curvature tensor and its derivatives. We denote a set of fields and
their derivatives, considered together, by putting square brackets around the fields, we also denote the
antifields φ∗ and C∗ collectively as Φ∗I :
For any spin-s: H∗(γ) =
{
f
(
[Φ∗I ], [F ]sym, [K], U
(1), ..., U (s−1)
)}
. (2.29)
When local objects are considered, the total number of derivatives is bounded and the elements of the
cohomology are polynomials in the ghosts and the antifields. Products of U (k) tensors provide a basis
of the non-γ-exact polynomials in the ghosts, that we denote {ωJ}. We can thus give the following
presentation of the cohomology:
H i(γ) = {αJωJ | αJ ∈ H0(γ) and pgh ωJ = i} . (2.30)
The pgh 0 sector
A given pgh 0 expression f only depends on the fields and the antifields. The set of fields {[φ]} can
be decomposed into a non-γ-closed sector [φ]∆ and the γ-closed tensors [K] and [F ]sym. The action
of γ on [φ]∆ provides a basis of the γ-exact linear combinations of the derivatives of the ghosts, that
we denote C¯∆ (they can be built by constructing explicitly the tensors in the expansion of ∂m+1 C
presented in Eq.(2.25)). Then, if we require γf = 0, since γf is linear in the C¯∆, their coefficients
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must vanish. As a matter of fact, these are exactly the coefficients of the fields [φ]∆ in f , thus we have
showed that f does not depend on them:
[f ] ∈ H0(γ)⇒ f = f([Φ∗I ], [K], [F ]sym) . (2.31)
The pgh k sector
A given pgh k object fk can be written: fk = f∆C¯
∆ + fJω
J where pghf∆ = k − 1 and pghfJ = 0.
Then, γfk = 0 ⇒ γ(fJωJ) = 0 and γ(f∆C¯∆) = 0. The two relations decouple because the first
one is linear in the C¯∆ while the second one is at least quadratic in them. Let us expand the first
relation: γ(fJω
J) = (γfJ)ω
J = ρ∆J C¯
∆ωJ = 0. Since C¯∆ and ωJ are independent, the coefficients
vanish and we obtain ρ∆J C¯
∆ = γfJ = 0 ⇒ fJ = αJ ∈ H0(γ). In order to prove that the second
part is trivial, let us first assume that f∆ depends on the non-γ-closed fields at a given power j:
f∆ = f∆∆1...∆j [φ]
∆1 ...[φ]∆j . The condition γ(f∆C¯
∆) = 0 provides that the coefficients must be totally
symmetric: f∆∆1...∆j = f(∆∆1...∆j). Then, we obtain that
f∆C¯
∆ = ±γ(f∆∆1...∆j [φ]∆1 ...[φ]∆j [φ]∆)∓ γ(f∆∆1...∆j )[φ]∆1 ...[φ]∆j [φ]∆ .
However, γf∆∆1...∆j = 0 because it does not depend on [φ]
∆ by definition. Finally, the result extents
automatically to a sum of terms at various powers in the [φ]∆, because of linear independence (the
only problem that can arise is the limit as j → ∞, but we will usually consider polynomials in the
fields). We have thus established that f∆C¯
∆ is γ-exact, hence the cohomology can be written in terms
of the strictly non-γ-exact ghost tensors only, as announced.
Remark: The cohomology class H0(γ) is usually related to the adjective “invariant”, because it is
composed of gauge invariant expressions. In the case where the expressions are polynomials in the
fields as well as in the ghosts and antifields, which is the case for the theories under considerations and
their deformations, the class is called the “invariant polynomials”. Furthermore, a γ-closed expression
is also called an invariant expression, and some (co)homologies restricted to H0(γ) are called invariant
(co)homologies.
Sum of several Fronsdal theories
Let us consider a family of fields with various spins: {φaµ1...µsa}, such that the Lagrangian is the sum
of their Fronsdal Lagrangians:
L =
1
2
∑
a
φµ1...µsaa G
a
µ1...µsa
. (2.32)
In the case where several fields are related to the same spin, the action could more generally contain
an internal metric, but we always consider it positive definite, in such a way that the fields can be
redefined in a diagonal way. By Ku¨nneth’s formula, the cohomology of γ is the direct product of
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the cohomologies of the individual theories. Let us provide some details about that fact. The gauge
transformations, or the action of γ, are decoupled:
γφaµ1...µsa = sa∂(µ1C
a
µ2...µsa )
, (2.33)
so that γ can always be seen as the sum of its restrictions for each field: γ =
∑
a γa. In order to define
the cohomology of a given γa, let us denote {φ}aˆ the set of all fields except φa. Then it is obtained
that:
H∗(γa) = {f({φ}aˆ)} ⊗H∗(γa)|{φ}aˆ=0 .
Given an arbitrary γ-closed function f at pgh 0, which does not depend on any ghost, we have
γf =
∑
a γaf = 0. Since γaf is linear in the ghosts [C
a], the different terms are linearly independent
and all of them vanish. This means that f is in the intersection of the cohomologies of the different
γa so that:
[f ] ∈ H0(γ)⇒ f = f([φ∗aI ], [F a]sym, [Ka]) .
The proof in pgh > 0 remains valid if the definitions of [φ]∆, C¯∆ and ωJ are properly extended.
In particular, the ωJ are chosen to provide a basis of the products of the different ghost tensors
Ua(j) |j 6 sa − 1. The pgh i class is once again presented as:
H i(γ) = {αJωJ | αJ ∈ H0(γ)} . (2.34)
2.2.4 Further results about γ
In this section, we provide some cohomological results and definitions that will prove to be useful in
the sequel. They are adapted from the corresponding results in [82].
Theorem 2.1. The cohomology of d in the space of invariant functions H0(γ) has no positive antigh
sector in form degree less than n:
∀p < n : [a] ∈ Hp(d,H0(γ))⇒ antigh a = 0 . (2.35)
Let us first provide an example for spin-2: the set of curvature 2-forms Ωαβ = Rµν|αβdxµdxν is
d-closed thanks to the Bianchi identities. The algebraic Poincare´ lemma ensures that there exists
1-forms such that Ωαβ = dTαβ, but these 1-forms cannot be invariant under γ because Rµν|αβ is the
invariant tensor with the lowest number of derivatives. Thus d has some cohomology in H0(γ) in
antigh 0. However, it is not the case in antigh k > 0.
Proof: If γak = 0 and dak = 0, then the Poincare´ lemma ensures that, in form degree lower than n:
∃bk | ak = dbk. We can use an argument consisting in considering the antifields as “foreground” fields
and the gauge invariant tensors as “background fields”, which was described in [107]. The exterior
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differential can be split into two parts: d0 acting only on the fields and the ghosts, and d1 acting only
on the antifields. These two derivatives are both differentials and have no cohomology in form degree
0 < p < n. Furthermore, d1 has no cohomology in form degree 0 and strictly positive antigh, because
a “constant” in the sense of d1, i.e. a function of the fields and the ghosts only, is at antigh 0. Then,
we can consider the grading corresponding to the number of derivatives acting on the antifields, say
j, bounded by a maximal value m. We can expand ak according to that degree: ak =
∑m
j=0 a
(j)
k .
Clearly, d1 raises that grading by one, while d0 leaves it unchanged. We have to consider first the
highest degree component of the cocycle: d1a
(m)
k = 0 ⇒ a(m)k = d1b(m−1)k , where b(m−1)k is invariant,
since d1 does not act on the fields and thus cannot create tensors [F ] or [K]. We can now redefine
a′k = ak − db(m−1)k : a′k is d-closed and its expansion in the number of derivatives of the antifields
stops at degree m − 1. The same argument can be repeated for each value of this degree, thus each
component of ak at a given degree is removed by the addition of a d-exact expression whose object is
invariant. The argument stop when reaching degree 0. Thus bk can be chosen as being invariant 2.
Let us notice that this theorem holds for a sum of several Fronsdal theories.
The differential D
We can now introduce the useful differential D, that is similar to d but permits to isolate non-γ-exact
ghosts while still being related to the form degree. First, the action of D on the fields and the antifields
is exactly the same as that of d. Its action on a ghost or a derivative of a ghost CA differs from that
of d by a γ-exact object: DCA = dCA + γfA. Furthermore, D is internal in the space of strictly
non-γ-exact ghosts: DωJ = A
I
Jω
I . More explicitly, its action is given by:
DCµ2...µs =
2(s− 1)
s
U
(1)
µ1(µ2|µ3...µs)dx
µ1
...
DU
(j)
µ1ν1|...|µjνj |νj+1...µs−1 =
2(s− j − 1)
s− j U
(j+1)
µ1ν1|...|µj+1(νj+1|νj+2...µs−1)dx
µj+1
...
DU
(s−1)
µ1ν1|...|µs−1νs−1 = 0 . (2.36)
The action of D on the ghosts raises by one the number of derivatives acting on them. We define the
D-degree as the total number of derivatives acting on the ghosts. It will often appear as a subindex
of the ghost index, so that for example, the action of D on the basis of the non exact ghosts can
be written more precisely as DωJi = AJiJi+1ω
Ji+1 . It is a good grading that allows to distinguish
linearly independent components in some equations. Of course, this definition extends automatically
when considering several independent fields. Then, it is useful to prove the following consequence of
Theorem 2.1:
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Theorem 2.2. If γak + dbk = 0 with antigh ak = k > 0, then ∃ ek | γa′k = γ(ak + dek) = 0 .
Proof: First, a descent can be established. When acting with γ on the given cocycle (let us assume
that ak is a p-form), it is obtained that dγbk = 0 ⇒ ∃ ck | γbk + dck = 0, thanks to the algebraic
Poincare´ lemma. The latter relation is a cocycle of the same structure than the first one, but in form
degree p−1. By acting repeatedly with γ, the following equations are finally obtained: γmk+dnk = 0
and γnk = 0, either because nk is a 0-form or is naturally γ-closed. Let us notice that, once again,
no constants appear in form degree 0 in strictly positive antifield number. Let us choose nk as a
non-trivial representative of H∗(γ): nk = αJωJ . The second to last equation becomes:
(dαJ)ω
J ± αJdωJ + γmk = 0 , (2.37)
where the sign of the second term depends on the Grassmann parity of αJ . Since dω
J = DωJ + γfJ
and γαJ = 0 , we find that αJdω
J = αJDω
J ± γ(αJfJ). Hence, mk can be redefined in such a way
that:
dαJω
J ± αJDωJ = −γm′ = 0 . (2.38)
Both expressions vanish because the left hand side has be written in a strictly non-γ-exact way. The
D-degree 0 component is dαJ0ω
J0 = 0, it yields dαJ0 = 0 and thus ∃βJ0 ∈ H0(γ) | αJ0 = dβJ0 thanks
to theorem 2.1. This implies that:
αJ0ω
J0 = d(βJ0ω
J0)∓ βJ0DωJ0 + γ(...) . (2.39)
In other words, the object nk can be redefined by adding γ and d-exact terms, in such a way that its
D-degree expansion begins at 1. Then, the new bottom equation is dα′J1ω
J1 = 0. By using the same
arguments, it is now clear that all of the D-degree components of nk can be removed in the same
way. Since the D-degree is bounded, because there is a finite number of generators ωJ in the basis
of the non-γ-exact ghosts, it is found that nk is trivial. This implies that the second to last equation
becomes γmk = 0 and the same reasoning can be applied to remove one by one the equations of the
descent. Finally, it is obtained that ∃ek |bk = −γek + d(...)⇒ γ(ak + dek) = 0 2.
Theorem 2.3. The cohomology of δ remains trivial in the space of invariant functions:
∀k > 0 : Hk(δ,H0(γ)) = 0 . (2.40)
In other words, if a ∈ H0(γ) and a = δb, then b can be chosen invariant. Since δ only acts on the
antifields, it commutes with the operation that consists in setting to zero the non-γ-closed functions
of the fields [h]∆. Since a is invariant, it does not depend on [h]∆ and we obtain that:
a = a|[h]∆=0 = (δb)|[h]∆=0 = δ(b|[h]∆=0) .
By definition, b|[h]∆=0 is invariant 2.
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2.2.5 The homology class Hn2 (δ|d)
It has been showed in Theorem 1.6 that, for an irreducible linear theory such as a Fronsdal theory,
many classes of the homology of δ modulo d vanish:
∀k > 2 : Hnk (δ|d) = 0 . (2.41)
Furthermore, it is possible to compute the class Hn2 (δ|d) in the case of as sum of Fronsdal theories.
We will review the proof given in [106] (see also [108]). Let us consider a generic antigh 2 n-form:
an2 =
∑
a
faµ1...µsa−1C
∗µ1...µsa−1
a d
nx+ µ+ d(...) , (2.42)
where µ is quadratic in the antifields φ
∗(µ)
a or some of their derivatives. The functions fa are chosen
traceless. This writing can be justified as follows: the terms linear in the derivatives of C
∗(µ)
a can
always be written as the sum of an expression linear in the undifferentiated antifield and a d-exact
term. It can also be seen that δµ ≈ 0, because δ acts on one of the two antigh 1 antifields. This
brings in a set of equations of motion. It is then obtained that:
δan2 ≈ −
∑
a
saf
a
µ1...µsa−1∂µsaφ
∗µ1...µsa
a + d(...) (2.43)
≈
∑
a
sa∂(µ1f
a
µ2...µsa )
φ∗µ1...µsaa + d(...) . (2.44)
On the other hand, as an2 is in the homology of δ modulo d: ∃ bk−11 | δan2 + dbk−11 = 0, and thus:
∃v |
∑
a
sa∂(µ1f
a
µ2...µsa )
φ∗µ1...µsaa ≈ dv .
Then, we can apply the variational derivative with respect to φ∗, which gives 0 when acting on dv and
do not alter the on-shell equality. Since the different fields are independent, the following equations
are obtained:
∀a : ∂(µ1f
a
µ2...µsa )
≈ 0 . (2.45)
The solution of this equation is weakly equal to a function of xµ thanks to the fact that H00 (d|δ) ∼= R.
To see this, let us apply s−1 derivatives to Eq.(2.45), in a spin-s case. Some appropriate combination
yields the following equation:
∂ν1...νsfµ1...µs−1 ≈ 0 . (2.46)
Thanks to Theorems 1.3, 1.4 and 1.6, we find that Hnn (δ|d) = 0 ⇒ H00 (d|δ) ∼= R, hence it is found
that: ∂ν1...νs−1fµ1...µs−1 ≈ λµ1...µs−1|ν1...νs−1 | λµ1...µs−1|ν1...νs−1 ∈ R. Furthermore, the coefficients λ are
chosen traceless in the µ indices. We can then proceed with the resolution of the equation, let us
define: fˆµ1...µs−1 = fµ1...µs−1 − λµ1...µs−1|ν1...νs−1xν1 ...xνs−1 . It implies that ∂ν1...νs−1 fˆµ1...µs−1 ≈ 0. Once
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again, since H00 (d|δ) ∼= R, the solution is ∂1...∂νs−2 fˆµ1...µs−1 ≈ λµ1...µs−1|ν1...νs−2 | λµ1...µs−1|ν1...νs−2 ∈ R.
By going on like this repeatedly, it is finally obtained that
fµ1...µs−1 ≈
s−1∑
t=1
λµ1...µs−1|ν1...νtx
ν1 ...xνt , (2.47)
where the sets of coefficients λ are constants and are traceless in the µ indices. Finally, these coefficients
must obey some further relations when the above expression for fµ1...µs−1 is brought back into Eq.(2.45):
∀ t : λ(µ1...µs−1|ν1)ν2...νt = 0 . (2.48)
These relations are strongly vanishing because they concern only constants and not functions of the
fields. They ensure that the coefficients λ are represented by two-rows Young tableaux, with lengths
s − 1 and t. The right hand side of Eq.(2.47) is in fact the solution of the strong “Killing” equation
∂(µ1ξµ2...µs) = 0 and we can finally write the result implicitly:
∂(µ1fµ2...µs) ≈ 0⇔ fµ1...µs−1 ≈ ξµ1...µs−1 |∂(µ1ξµ2...µs−1) = 0 . (2.49)
This can now be introduced into the expression of an2 :
an2 = ξ
a
µ1...µsa−1C
∗µ1...µsa−1
a + µ
′ + δ(...) + d(...) , (2.50)
where µ′ is the sum of the old µ and of terms brought in by the weak equality faµ1...µsa−1 ≈ ξaµ1...µsa−1 ,
which denotes the presence of a δφ∗. By construction, it is obvious that δ(ξaµ1...µsa−1C
∗µ1...µsa−1
a ) =
d(...). Thus, we are left with the equation δµ′ = d(...). This cocycle is in fact trivial, as it has been
showed in [79]. The proof goes along the same lines as the proof of Theorem 1.6. We can summarize
the result as follows:
Theorem 2.4. In the case of a sum of Fronsdal theories, the homology class Hn2 (δ|d) takes the form:
Hn2 (δ|d) =
{
[an2 ] |an2 = ξaµ1...µsa−1C
∗µ1...µsa−1
a d
nx , ∀ a : ∂(µ1ξaµ2...µsa−1) = 0
}
.
2.3 Fronsdal theory in a de Sitter or Anti de Sitter spacetime
The Fronsdal action can be extended to de Sitter/Anti de Sitter spacetimes, thanks to the expression
of the Riemann tensor on these manifolds, as was showed in [27]. The Riemann tensor satisfies the
following relation:
Rαµ|βν =
2Λ
(n− 1)(n− 2) (gαβgµν − gαµgβν) , (2.51)
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where Λ is the cosmological constant and gαβ is the metric tensor of the considered (A)dS spacetime.
A dS spacetime is characterized by a positive Λ; an AdS spacetime is characterized by a negative Λ.
Let us emphasize that the metric gµν is not a dynamical field. The gauge transformations become:
δξφµ1...µs = s∇(µ1ξµ2...µs) , (2.52)
where the covariant derivative is built with the Levi-Civita connexion of the metric gµν . There are the
same tracelessness constraints as in the Minkowski case: φ′′µ5...µs = 0 and ε
′
µ4...µs = 0. The covariant
derivatives do not commute but, since the commutator brings in the Riemann tensor, we can always
say that covariant derivatives commute up to terms involving a lower number of derivatives. For
example, the Fronsdal tensor can be extended to (A)dS by covariantizing the derivatives and adding
some appropriate combination of the undifferentiated fields, in such a way that it is invariant under
the above gauge transformations:
Fµ1...µs = 2φµ1...µs − s∇(µ1∇ρφµ2...µs)ρ +
s(s− 1)
2
∇(µ1∇µ2φ′µ3...µs)
− 2Λ
(n− 1)(n− 2)
[ (
s2 + (n− 6)s− 2n+ 6)φµ1...µs + s(s− 1)η(µ1µ2φ′µ3...µs)] .(2.53)
The case of the curvature tensor is much more complicated. We can first consider the covariantization
of Y s(∂µ1...µsφν1...νs). Its gauge transformation only involves terms with s−1 covariant derivatives. In
order to correct them, an appropriate expression involving (s− 2)th covariant derivatives of the fields
must be added. The gauge transformation then involves terms with s−3 derivatives. The construction
can be continued until one adds terms with 0 or 1 covariant derivatives. The determination of this
expansion has been done in [109], we will only write it schematically:
Kµ1ν1|...|µsνs = 2
sY (s)
(∇(µ1 ...∇µs)φν1...νs)+ lower order terms . (2.54)
Furthermore, the relation between the trace of K and the derivatives of the Fronsdal tensor can be
extended in the same way, it has been studied in [110]:
ηµs−1µsKµ1ν1|...|µsνs = 2
s−2Y (s−2)(∇µ1 ...∇µs−2Fν1...νs) + l. o. terms involving only F . (2.55)
The other relations of section 2.2 can be extended straightforwardly:
∇µsFµ1...µs =
s− 1
2
∇(µ1F ′µ2...µs) . (2.56)
The generalized Einstein tensor is still
Gµ1...µs = Fµ1...µs −
s(s− 1)
4
g(µ1µ2F
′
µ3...µs)
, (2.57)
and it satisfies the Noether identities of the above gauge transformations:
∇µsGµ1...µs −
(s− 1)(s− 2)
2(n+ 2s− 6) g(µ1µ2∇
µsG′µ3...µs−1)µs ≡ 0 . (2.58)
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Finally, the Fronsdal Lagrangian describing the free massless spin-s field is:
LFs =
1
2
√−gφµ1...µsGµ1...µs , (2.59)
where g = det gµν . The equations of motion are Gµ1...µs ≈ 0. Given this, the theory has the same
number of physical degrees of freedom as in the Minkowski case. Let us remark that the limit Λ→ 0
applies the (A)dS Lagrangian on the Minkowski Lagrangian, while the generators of the (A)dS algebra
are applied on those of the Poincare´ algebra. This process is referred to as an Ino¨nu¨-Wigner contraction
[111].
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Chapter 3
The antifield consistent deformation
scheme
The antifield formalism, that we have described in Chapter 1, can be used to reformulate the problem
of the deformations of gauge theories as an expansion of the generator W , in such a way as to satisfy
the master equation at every order in the deformation parameter. This point of view, developed in [76],
allows one to completely solve some deformation problems under very few assumptions. For example,
we have considered Fronsdal Lagrangians as a starting point and have obtained several results about
the first order cubic vertices, as well as the first order of deformation of the gauge transformations and
the gauge algebra. In the sequel, we describe this method, some general features and some results in
the context of higher spin theories.
3.1 Deformations of the master equation
3.1.1 Consistent deformations of a gauge theory
First, let us define a nontrivial consistent deformation of a Lagrangian gauge theory: As a starting
point, a zeroth order action
(0)
S is considered. At this stage, we do not consider the particular case
of an
(0)
S quadratic in the fields. Some zeroth order gauge transformations are assumed to exist:
(0)
δ ε φ
i =
(0)
R iαε
α, as well as reducibility relations and gauge algebra. The zeroth order operators will
always be denoted with the index (0). The deformations of this initial theory that are considered here
consist in building expansions of the initial action, of the generating set of the gauge transformations,
and of the different generations of reducibility relations, in powers of an arbitrary parameter g. A
requirement for the consistency of these deformations is the preservation of the number of gauge
transformations and the number of reducibility relations (for each generation of them). However, an
Abelian theory, with
(0)
Cαβγ = 0 and
(0)
M
ij
βγ = 0, can become nonabelian. These expansions of the action,
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the generating set and the reducibility operators of the gauge transformations are denoted:
S :=
(0)
S +g
(1)
S +g
2
(2)
S +... (3.1)
Riα :=
(0)
R
i
α + g
(1)
R
i
α + g
2
(2)
R
i
α + ... (3.2)
ZαA :=
(0)
Z
α
A + g
(1)
Z
α
A + g
2
(2)
Z
α
A + ... (3.3)
... (3.4)
The complete action S is required to be invariant under the complete gauge transformations, the
commutator of which involves the complete structure operators. The gauge invariance of the action
is equivalent to requiring that the Noether identities are satisfied. The Noether identities and the
different reducibility relations are equalities of formal series in the deformation parameters. These
series have to be decomposed into their components at any order in g. It is important to notice that
there are some trivial ways of deforming a theory. First, redefinitions of the fields can always be done:
φ′i = φi + gF i(φj) . (3.5)
The modification of the action that this induces does not alter the dynamics:
(0)
S [φ
i + F i] =
(0)
S [φ
i] + g
∫
D
F i
δ
(0)
S
δφi
dnx+ ... . (3.6)
Thus, any expansion of the action involving the equations of motion is trivial and can be discarded.
On the same pattern, the gauge transformations can be modified trivially, either by adding trivial
gauge transformations or by “rotating” the generating set: Riα =
(0)
R iα + gε
β
α
(0)
R iβ + gµ
ij
α
δ
(0)
S
δφj
+ .... That
kind of deformation can also be discarded.
3.1.2 Deformations in the antifield formalism
Let us now formulate these considerations in the antifield formalism. As we showed in Chapter 1, the
generator W carries all the information about the theory. The different operators of the theory can
be read directly in the expression of W . First, the antigh 0 component of W is the action: W0 = S.
Then, the antigh 1 component is the only one linear in the ghosts and in the antigh 1 antifields, its
coefficient is the generating set of the gauge transformations: W1 = φ
∗
iR
i
αC
α. In the next chapters, we
will frequently consider the antigh 1 term of the first order deformations of W . Its determination is
strictly equivalent to the determination of the non trivial deformations of the gauge transformations.
Similarly, the antigh 2 terms linear in the antigh 2 antifields and quadratic in the ghosts provide the
structure coefficients of the gauge algebra, while the terms quadratic in the antigh 1 antifields provide
the operator M ijαβ. Thus, the determination of the antigh 2 component of the first order deformations
of W is strictly equivalent to the determination of the non trivial deformations of the gauge algebra.
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The results obtained in the antifield formalism provide explicitly the expressions of the operators.
Thus, these results can be translated in the gauge formalism with no difficulty.
The fact that the generator W is the only object needed to describe the theory in the antifield
formalism is particularly interesting for the problem of consistent deformations. The generator is the
only object that has to be deformed, and the only relation that it must satisfy is the master equation.
The initial theory is described by a zeroth order generator
(0)
W that satisfies the master equation:(
(0)
W,
(0)
W
)
= 0. The differential s that is considered throughout this chapter is the one of the initial
theory:
∀ A : sA =
(
(0)
W,A
)
, (3.7)
as well as its components: the Koszul-Tate differential δ and the longitudinal derivative γ. The
generator is expanded in powers of the same parameter g as before:
W :=
(0)
W +g
(1)
W +g
2
(2)
W +... . (3.8)
The complete master equation reads:
(W,W ) = 0 . (3.9)
It has to be satisfied at all orders in the parameter g. In other words, each component of the expansion
in g of the master equation must vanish. The zeroth order of this expansion is the master equation of
the initial theory and is satisfied by assumption. At first order in g, we get the equation:
2
(
(0)
W,
(1)
W
)
= 2s
(1)
W= 0 . (3.10)
This equation is the one that provides the consistent first order deformations. Let us now consider
the field redefinitions in the antifield formalism:
S=
(0)
S +gF
i δ
(0)
S
δφi
+ ... =
(0)
S +δ(gF
iφ∗i ) + ... , (3.11)
by definition of the Koszul-Tate differential: δφ∗i =
δ
(0)
S
δφi
. In antigh 0, trivial deformations thus appear
as δ-exact terms in the action. In fact, it can be showed (see [78]) that the trivial deformations appear
as s-exact terms in the generator W , whose antigh 0 terms precisely correspond to redefinitions
of the fields in the action. This is another interesting feature of the antifield formalism, in which
physically equivalent expressions are gathered in equivalence classes. In the case of first order consistent
deformations, inequivalent solutions of Eq.(3.10) are spanned by the cohomology class H0(s), which
is isomorphic to the set of gauge invariant functionals.
The equation at second order in g is:
2
(
(0)
W,
(2)
W
)
+
(
(1)
W,
(1)
W
)
= 2s
(2)
W +
(
(1)
W,
(1)
W
)
= 0 . (3.12)
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As a matter of fact, there always exists a functional
(2)
W , but nothing ensures that it is local. In the
same way, the construction of W can be pursued without obstruction, but generally without preserving
locality. The basic theorem underlying this construction can be found in [76] and states that the map
applying a representative of H0(s) on its antibracket with itself is s trivial.
3.1.3 Considerations in the local case
As we have seen in Chapter 1, local functionals can be related to functions on the jet space or,
equivalently, to n-forms on the jet space. Since the boundary terms are always thrown away when
integrating a functional, these n-forms are defined up to d-exact terms. At first order of deformation,
Eq.(3.10) becomes:
∃ f | 2s (1)w= df , (3.13)
where
(1)
W=
∫ (1)
w is a local solution. A local s-exact solution
(1)
W= sB is assumed to correspond to
the s modulo d coboundary:
(1)
w= sb + dc where B =
∫
b. Thus, a local first order solution
(1)
w is a
representative of the cohomology class H0,n(s|d). The computation of this cohomology class is the
first step in the exhaustive determination of non-trivial local deformations. We provide some results
about this for a Fronsdal initial theory in the next section.
At second order in g, the local version of Eq.(3.12) is:
∃ (2)w , e | ((1)w , (1)w ) = −1
2
s
(2)
w +de . (3.14)
This equation is not automatically satisfied by first order solutions. We have checked explicitly that
obstructions can arise. More precisely, in the case of Fronsdal theories with spin up to 4, we show
below that
(1)
w has only three components with antifield number 0,1 and 2. We have achieved the
computation of the component of Eq.(3.14) with highest antifield number (which is 2), for the various
first order solutions that we describe in Chapters 5,6 and 7. Those results are gathered in Chapter 8.
3.2 General results for the deformation of the Fronsdal theory
3.2.1 A bounded antifield number
Let us consider the case of a sum of Fronsdal BRST-BV generators as a starting point. It reads (see
Eq.(2.20) ):
(0)
W=
∑
a
∫
D
(
1
2
φµ1...µsaa G
a
µ1...µsa
+ saφ
∗µ1...µsa
a ∂(µ1C
a
µ2...µsa )
)
dnx . (3.15)
It provides the action of the differential s = δ + γ:
∀ a : δC∗µ2...µsaa = −sa
[
∂µ1φ
∗µ1...µsa
a −
(sa − 1)(sa − 2)
2(n+ 2sa − 6) η
(µ2µ3∂µ1φ
∗
a
′µ4...µsa )µ1
]
,
δφ
∗µ1...µsa
a = G
µ1...µsa
a , γφaµ1...µsa = s∂(µ1C
a
µ2...µsa )
.
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Let us recall that this is an irreducible and Abelian theory. At first order in g, we must compute the
cohomology class H0,n(s|d). A cocycle of this is as follows:
sa+ db = 0 . (3.16)
The n-form a has a total ghost number 0, but is the sum of linearly independent terms of increasing
antifield and pure ghost numbers (which are equal since gh = pgh− antigh). The (n− 1)-form b has
a total ghost number 1 and can also be expanded according to the antifield number.
a = a0 + a1 + a2 + ... (3.17)
b = b0 + b1 + b2 + ... , (3.18)
such that antigh ai = pgh ai = i and antigh bi = pgh bi − 1 = i. Eq.(3.16) can be split into
independent components of definite antifield number:
∀ i > 0 : δai+1 + γai + dbi = 0 . (3.19)
Indeed, we are searching for local deformations, in the sense that any term added to the Lagrangian
involves the fields and their derivatives up to a finite order. Even if these Lagrangian terms involve
functions of derivatives of the fields, they can be considered as a series of polynomial terms. These
terms have to satisfy the s modulo d cocycle independently because s and d do not alter the number
of fields (in the sense of the extended jet space including the ghosts and the antifields). Let us notice
that this is true only thanks to the linear nature of Fronsdal theory. Moreover, each of those terms
involve a finite number of derivatives.
We thus make the assumption that the first order Lagrangian deformation is a polynomial in the
fields, involving a finite number of derivatives. The general case is simply a sum of those. We can now
prove that the antifield number is bounded, using an argument similar to that of [79] for a Yang-Mills
theory. It is possible to build an operator K that is a counter of the number of derivatives minus the
number of ghosts plus twice the number of antifields φ∗ plus three times the number of antifields C∗:
K =
(|µ| − 1)∂(µ)Cα ∂L∂(∂(µ)Cα) + |µ|∂(µ)φi ∂
L
∂(∂(µ)φi)
+
(|µ|+ 2)∂(µ)φ∗i ∂L∂(∂(µ)φ∗i ) + (|µ|+ 3)∂(µ)C∗α ∂
L
∂(∂(µ)C∗α)
, (3.20)
where a summation over the multiindex (µ) is made (see below Eq.(1.59)), its length |µ| being the
current number of derivatives. It is obvious that d raises the value of K by 1. On the other hand, the
weights of the antifields and the ghosts have been given in such a way that δ and γ do not modify the
value of K. Thus:
Ka0 = κa0 =⇒ ∀ i : Kai = κai and Kbi = (κ− 1)bi . (3.21)
54
Let us notice that a total ghost 0 couple (φ∗,C) as well as a total ghost 0 triplet (C∗,C,C) both
carry a K-number 1, hence the number of derivatives in the terms ai decreases with the antifield
number i, since every ai carries the same K-number. On the other hand, we know that, at a given
number of derivatives, the polynomial degree in the ghosts is bounded because of their fermionic
behaviour. Since the number of derivatives in a0 is bounded and decreases as the antifield and pure
ghost numbers increase, we can conclude that the polynomial degree in the ghosts is bounded and
thus that ∃ k | ∀k′ > k : ak′ = 0. The same holds for b, and we can show that it can be chosen as
finishing at antigh (k − 1): Thanks to the above boundary on the ai, we get that ∀j > k : dbj = 0.
The algebraic Poincare´ lemma for (n − 1)-forms then implies that ∀j > k , ∃ cj | bj = dcj . The
modulo d freedom in the equation allows to set those trivial components to 0. Then, let us consider
the antigh k component: γak + dbk = 0, because ak+1 = 0. Theorem 2.2 ensures that, if k > 0,
∃ ck |γ(ak + dck) = 0. Once again, since a is defined modulo d, the trivial term can be forgotten.
Finally, the system of equations becomes:
∀ 0 6 i < k : δai+1 + γai + dbi = 0 (3.22)
γak = 0 . (3.23)
3.2.2 Considerations about the top equations
The next step is to analyze the two top antigh equations. For the top equation γak = 0, a represen-
tative of the cohomology of γ can be chosen:
ak = αJω
J , (3.24)
where the {ωJ} are the basis of the products of k non-γ-exact ghosts and αJ ∈ H0(γ) are n-forms of
antigh k depending on the Fronsdal and curvature tensors of the different fields (see section 2.2.3).
We can then consider the second to last equation δak+γak−1 +dbk−1 = 0. Since γ and δ anticommute,
and both anticommute with d, the action of γ on this equation yields dγbk−1 = 0. Thanks to the
Poincare´ lemma in form degree n − 1, the solution of this equation is ∃ek−1 |γbk−1 + dek−1 = 0 .
Thanks to theorem 2.2, if k > 2, this equation can be rewritten ∃ck−1 |γ(bk−1 + dck−1) = 0, thus bk−1
can be redefined as a γ-closed object. In the same way as for ak, we choose it as being a representative
of the cohomology of γ: bk−1 = βJωJ , where βJ are (n − 1)-forms of antigh (k − 1) belonging to
H0(γ). Let us insert the results about ak and bk−1 in the second to last equation:
(δαJ)ω
J + γak−1 + d(βJωJ) = 0 . (3.25)
We can now use the operator D that we defined in section 2.2.4. It can be straightforwardly extended
to the case of a sum of Fronsdal theories, as well as the associated D-degree, which counts the number
of derivatives acting on the ghosts. The above equation becomes
(δαJ + dβJ)ω
J + βJDω
J = γ(...) = 0 . (3.26)
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Both sides of this equation vanish, because the action of D on the ghosts is defined as selecting the
strictly non-γ-exact parts of their derivatives. The left-hand side can be expanded according to the
D-degree. By definition of the D-degree, we know that DωJi = AJiJi+1ω
Ji+1 where AJiJi+1 are constants
multiplied by a basic 1-form. We get:
δαJ0 + dβJ0 = 0 (3.27)
∀i > 0 : δαJi + dβJi + βJi−1AJi−1Ji = 0 . (3.28)
The bottom equation is a δ modulo d cocycle and we know form Theorem 1.6 that it is trivial if k > 2.
By making redefinitions of the other αJi and βJi , the triviality can be propagated to the whole system.
Unfortunately, this is not sufficient to ensure the triviality of ak. Since D is a differential, we obtain
an identity on the coefficients A: D2ωJi = AJiJi+1A
Ji+1
Ji+2
ωJi+2 = 0 ⇒ AJiJi+1A
Ji+1
Ji+2
= 0. The solution
of Eq.(3.27) is αJ0 = δfJ0 + dlJ0 and βJ0 = δlJ0 + dmJ0 . Let us now redefine α
′
J1
= αJ1 + lJ0A
J0
J1
and β′J1 = βJ1 + mJ0A
J0
J1
, the equation in D-degree 1 becomes δα′J1 + dβ
′
J1
= 0 and is trivial. The
same procedure can be done up to the maximum D-degree (that exists because the total number of
derivatives is bounded). The problem is that, in general, the redefined objects are no longer invariant
under γ. For example, let us reconstruct the D-degree 0 term:
αJ0ω
J0 = δ(fJ0ω
J0) + d(lJ0ω
J0)∓ lJ0dωJ0
= δ(...) + d(...)∓ lJ0AJ0J1ωJ1 ∓ lJ0γrJ0 , (3.29)
where dωJ0 = DωJ0 + γrJ0 . The first two terms are trivial, the third term is at D-degree one and
corresponds to the redefinition α′J1 . However, the last term is not trivial unless γlJ0 = 0. The
problem of finding invariant coboundaries of δ modulo d is a very technical one. It corresponds to the
computation of the invariant cohomology of δ modulo d : Hnk (δ|d,H0(γ)) and is the object of the next
section. We will prove that these classes always vanish for k > n. Quite generally, it can already be
said that:
If ∀k > j > 2 : Hnk (δ|d,H0(γ)) = 0 , then the expansion of a stops at antigh j.
The vanishing of those classes ensures that lJ0 can be chosen in H
0(γ) and thus that the D-degree
0 part of ak is trivial modulo invariant terms of D-degree 1. Then, at D-degree 1, the redefined
α′J1 is invariant and can be written as an invariant coboundary of δ modulo d: α
′
J1
= δfJ1 + dlJ1
and β′J1 = δlJ1 + dmJ1 . The same type of redefinition can be done in D-degree 2 and thanks to
the invariance of lJ1 , the term α
′
J1
ωJ1 is trivial modulo an invariant expression of D-degree 2. By
repeating the same argument up to maximum D-degree, it is found that ak is trivial. Finally, a
redefinition of ak−1 using Theorem 2.2 allows to obtain a new couple of last equations γak−1 = 0 and
δak−1 + γak−2 + dbk−2 = 0 for which the same argument can be reproduced as long as the invariant
classes of δ modulo d vanish.
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3.2.3 Invariant cohomology of δ modulo d
Throughout this section, we use Theorems 2.1 and 2.3 that allow one to choose invariant objects in
coboundaries of d and δ, in strictly positive antigh:
a ∈ H0(γ) and antigh a > 0 :
If a = db then ∃ b′ ∈ H0(γ) | a = db′ ,
If a = δc then ∃ c′ ∈ H0(γ) | a = δc′ . (3.30)
For example, let us consider a cocycle of δ modulo d in antigh k > 2:
δank + db
n−1
k−1 = 0 . (3.31)
If ank is invariant, then δa
n
k is an invariant object of antigh (k − 1), because the equations of motion
and the antifields are invariant. Then, Theorem 2.1 allows us to choose bn−1k−1 invariant as well. On the
other hand, a coboundary of δ modulo d reads:
ank = δµ
n
k+1 + dµ
n−1
k . (3.32)
If ank is invariant, nothing allows us to believe that the µ expressions can be chosen invariant. If it is not
the case, some trivial objects in the whole algebra can become nontrivial in H0(γ) and Hnk (δ|d,H0(γ))
is larger than the restriction Hnk (δ|d) ∩H0(γ).
The first thing that can be done is to establish a descent of equations. For the moment, we have
worked in form degree n. By acting on Eq.(3.32) with δ, we obtain the relation δank = −dδµn−1k .
Theorem 2.1 tells us that ∃ an−1k−1 ∈ H0(γ) | δank = −dan−1k−1 . The combination of the two equations
yields:
d(an−1k−1 − δµn−1k ) = 0⇒ ∃ µn−2k−1 |an−1k−1 = δµn−1k + dµn−2k−1 , (3.33)
thanks to the algebraic Poincare´ lemma in form degree (n−1). The last relation is similar to Eq.(3.32)
but in form degree (n − 1) and antifield number (k − 1). The same argument can be repeated until
one reaches either form degree 0 or antifield number 1. The complete descent is thus:
ank = δµ
n
k+1 + dµ
n−1
k
an−1k−1 = δµ
n−1
k + dµ
n−2
k−1
...
either a0k−n = δµ
0
k−n+1 if k > n
or an−k+11 = δµ
n−k+1
2 + dµ
n−k
1 if k 6 n . (3.34)
We can now establish the following lemma:
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Lemma 3.1. If one of the µ’s is invariant then they can all be chosen invariant.
Let us assume that µc−1b is invariant. It appears in two equations of the descent:
acb = δµ
c
b+1 + dµ
c+1
b
ac−1b−1 = δµ
c−1
b + dµ
c−2
b−1 . (3.35)
The first equation tells us that δµcb+1 is invariant. Thanks to Theorem 2.3, we can choose µ
c
b+1
invariant. The other equation tells that dµc−2b−1 is invariant and Theorem 2.1 ensures that we can
choose µc−2b−1 invariant. The same argument can then be applied to the next equations and the invariance
propagate throughout the descent.2
This lemma also means that Theorem 1.3 can be restricted to H0(γ):
∀k > 2, ∀p > 1 : Hpk(δ|d,H0(γ)) ∼= Hp−1k−1(δ|d,H0(γ)) . (3.36)
The following result can then be established:
Lemma 3.2. If ank is of antifield number k > n, then all the µ’s in the descent can be taken to be
invariant, and thus Hnk (δ|d,H0(γ)) = Hnk (δ|d) ∩H0(γ).
If k > n, the bottom equation of the descent is a0k−n = δµ
0
k−n+1 and Theorem 2.3 allows us to choose
µ0k−n+1 invariant. Thanks to the previous lemma, the other µ’s can also be taken to be invariant.
Since any coboundary ank = δµ
n
k+1 + dµ
n−1
k remains valid in H
0(γ), the invariant cohomology class
Hnk (δ|d,H0(γ)) is the restriction to H0(γ) of the whole class.2
This automatically proves that
∀k > n > 2 : Hnk (δ|d,H0(γ)) = Hnk (δ|d) ∩H0(γ) = 0 , (3.37)
thanks to Theorem 1.6 for linear theories. Then, the considerations made in the previous section
ensure that:
Proposition 3.1. The first order deformations of the generator W for a sum of Fronsdal theories
have a finite expansion in the antifield number, that is bounded by the spacetime dimension n:
(1)
w= a0 + a1 + ...+ an | antigh ai = i .
For antifield numbers from 2 to n, we have adopted a recursive strategy. As for Theorem 1.6,
the idea is to take variational derivatives of the highest antigh component ak. These no longer
contain d-exact terms and the δ-exact terms can be replaced by invariant terms. Then ak can be
reconstructed with an homotopy formula, but one term in the integral is not manifestly invariant and
some technical computations are needed to finish the proof, for which a recurrence hypothesis on the
antifield number is needed, and whose complexity seems to increase with the spin. Until now, this
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result has been showed up to spin-4. While it is rather obvious for spin-1 [77], the spin-2 proof was
given in [82] and the spin-3 proof in [83]. We completed the spin-3 proof for the case of dimension
3 in [112] and provided the spin-4 proof in [113]. In every case that has been solved, it is needed to
assume that the result is true in antigh (k+ 2). As an example, we present here the spin-4 proof after
having set the general problem.
Variational derivatives and reconstruction of ak
Let us consider a δ modulo d coboundary in form degree n and antifield number k > 2. We can write
the relation in dual notation: ank = ak d
nx , µnk+1 = bk+1 d
nx and dµn−1k = ∂µJ
µ
k d
nx. The coefficients
of the n-forms thus satisfy:
ak = δbk+1 + ∂µJ
µ
k . (3.38)
The only assumption is the invariance of ak, and we want to check if bk+1 can be taken invariant,
which is sufficient thanks to Lemma 3.1. Let us denote the equations of motion with an operator Dij
and the gauge transformations with an operator Riα as in Section 1.4.2:
δL
δφaµ1...µsa
= Gaµ1...µsa = D
ρσ
µ1...µsaν1...νsa
∂2ρσφ
ν1...νsa
a (3.39)
γφaµ1...µsa = s∂(µ1C
a
µ2...µsa )
= Rρν2...νsaµ1...µsa ∂ρC
a
ν2...νsa
. (3.40)
The operator of the equations of motion is symmetric: Dρσµ1...µsaν1...νsa = D
ρσ
ν1...νsaµ1...µsa , and the
Noether identities read:
Rρν2...νsaµ1...µsa D
λσ|µ1...µsa
τ1...τsa
≡ 0 . (3.41)
The variational derivatives of Eq.(3.38) are taken as in Theorem 1.6. The divergence term vanishes,
and we have to take care of the (anti)commutation of δ and the variational derivatives. The variational
derivatives of bk+1 are denoted Z
µ2...µsa
a|k−1 =
δLbk+1
δC∗aµ2...µsa
, X
µ1...µsa
a|k =
δLbk+1
δφ∗aµ1...µsa
and Y aµ1...µsa |k+1 =
δLbk+1
δφ
µ1...µsa
a
.
We get:
δLak
δC∗aµ2...µsa
= δZ
µ2...µsa
a|k−1 (3.42)
δLak
δφ∗aµ1...µsa
= −δXµ1...µsaa|k +Rρν2...νsa |µ1...µsa∂ρZaν2...νsa |k−1 (3.43)
δLak
δφ
µ1...µsa
a
= δY aµ1...µsa |k+1 +D
ρσ
µ1...µsaν1...νsa
∂2ρσX
aν1...νsa
k . (3.44)
Then, we can straightforwardly replace X, Y and Z by invariant objects, denoted X ′, Y ′ and Z ′.
First, thanks to Theorem 2.3, which ensures the triviality of the homology of δ in the space of γ-
invariant objects, we get that:
∃ Mν2...νsaa|k | Z ′
ν2...νsa
a|k−1 = Z
ν2...νsa
a|k−1 + δM
ν2...νsa
a|k ∈ H0(γ) . (3.45)
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Then, by replacing this expression in Eq.(3.43), we get that δ(X+R∂M) is invariant, hence Theorem
2.3 yields that:
∃ Nµ1...µsaa|k+1 | X ′
µ1...µsa
a|k = X
µ1...µsa
a|k +R
ρν2...νsa |µ1...µsa∂ρMaν2..νsa |k + δN
µ1...µsa
a|k+1 ∈ H0(γ) . (3.46)
Finally, we can replace the last expression in Eq.(3.44). The term depending on the tensor M vanishes
thanks to the symmetry of D and the Noether identities. Thus, it is found that δ(Y − D∂2N) is
invariant, and Theorem 2.3 yields that:
∃ P aµ1...µsa |k+2 | Y
′a
µ1...µsa |k+1 = Y
a
µ1...µsa |k+1 −D
ρσ
µ1...µsaν1...νsa
∂2ρσN
aν1...νsa
k+1 + δP
a
µ1...µsa |k+2
∈ H0(γ) . (3.47)
The system of equations becomes:
δLak
δC∗aµ2...µsa
= δZ ′ µ2...µsaa|k−1 (3.48)
δLak
δφ∗aµ1...µsa
= −δX ′ µ1...µsaa|k +Rρν2...νsa |µ1...µsa∂ρZ ′aν2...νsa |k−1 (3.49)
δLak
δφ
µ1...µsa
a
= δY ′ aµ1...µsa |k+1 +D
ρσ
µ1...µsaν1...νsa
∂2ρσX
′ aν1...νsa
k . (3.50)
Finally, the reconstruction of ak can be done with an homotopy formula:
ak =
∑
a
∫ 1
0
[
C∗aµ2...µsa
δLak
δC∗aµ2...µsa
+ φ∗aµ1...µsa
δLak
δφ∗aµ1...µsa
+ φµ1...µsaa
δLak
δφ
µ1...µsa
a
]
(t)dt+ div . (3.51)
The results of Eqs(3.48)-(3.50) can be inserted in the formula. By working modulo d and using the
definition of δ (let us remind that δC∗aν2...νsa = −∂ρ[Rρν2...νsa |µ1...µsaφ∗aµ1...µsa ]), we get:
ak = δ
(∑
a
∫ 1
0
[
C∗aµ2...µsaZ
′ µ2...µsa
a|k−1 + φ
∗a
µ1...µsa
X ′ µ1...µsaa|k + φ
µ1...µsa
a Y
′ a
µ1...µsa |k+1
]
(t)dt
)
+ div . (3.52)
The first two terms in the expression under δ are invariant, but the third one is not manifestly invariant.
The remaining problem is to check if φ
µ1...µsa
a Y ′ aµ1...µsa |k+1 is invariant modulo d when Y
′ a
µ1...µsa |k+1
obeys Eq.(3.50). We have the feeling that this conjecture is true for all spin, but it remains to be
showed for s > 4.
Proof in the spin-4 case
For the sake of argument, let us consider the case of a single spin-4 field φµνρσ. The ghosts are Cνρσ,
the antifields are φ∗µνρσ and C∗µνρ. Our goal is to prove that Y ′µνρσk+1 φµνρσ is invariant if Y
′µνρσ
k+1 satisfies
the following equation:
δLak
δφµνρσ
= δY ′µνρσk+1 + G
µνρσ
αβγδX
′αβγδ
k , (3.53)
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Where we have denoted G µνρσαβγδ = D
αβ|µνρσ
αβγδ∂
2
αβ.
Since ak is invariant, it depends on the fields only through the curvature K, the Fronsdal tensor
and their derivatives. (We substitute 4 ∂[δ∂[γF
σ]
ρ] µν for η
αβKδσ|αµ|βν|γρ everywhere). We then express
the Fronsdal tensor in terms of the Einstein tensor: Fµνρσ = Gµνρσ − 6n+2 η(µνGρσ), so that we can
write ak = ak([Φ
∗i], [K], [G]) , where [G] denotes the Einstein tensor and its derivatives. We can thus
write:
δLak
δφµνρσ
= G µνρσαβγδA
′αβγδ
k + ∂α∂β∂γ∂δM
′αµ|βν|γρ|δσ
k (3.54)
where
A′αβγδk ∝
δak
δGαβγδ
and
M ′αµ|βν|γρ|δσk ∝
δak
δKαµ|βν|γρ|δσ
are both invariant and respectively have the same symmetry properties as the Einstein and curvature
tensors.
Combining Eq.(3.53) with Eq.(3.54) gives:
δY ′µνρσk+1 = ∂α∂β∂γ∂δM
′αµ|βν|γρ|δσ
k + G
µνρσ
αβγδB
′αβγδ
k (3.55)
with B′αβγδk := A
′αβγδ
k − X ′αβγδk . Now, only the first term on the right-hand-side of Eq.(3.55) is
divergence-free: ∂µ(∂αβγM
′αµ|βν|γρ
k ) ≡ 0 . The second one instead obeys a relation analogous to the
Noether identities:
∂τGµνρτ − 3
(n+ 2)
η(µν∂
τG′ρ)τ = 0 .
As a result, we have δ
[
∂µ(Y
′µνρσ
k+1 −
3
n+ 2
η(νρY ′σ)µk+1)
]
= 0 , where Y ′µσk+1 ≡ ηνρY ′µνρσk+1 . By Theo-
rem 2.3, we deduce:
∂µ
(
Y ′µνρσk+1 −
3
n+ 2
η(νρY ′σ)µk+1
)
+ δF ′νρσk+2 = 0 , (3.56)
where F ′νρσk+2 is invariant and can be chosen symmetric and traceless. Eq.(3.56) determines a cocycle
of Hn−1k+1 (d|δ), for given ν, ρ and σ . Using Theorem 1.4: Hn−1k+1 (d|δ) ∼= Hnk+2(δ|d) ∼= 0 (k > 1) , we
deduce:
Y ′µνρσk+1 −
3
n+ 2
η(νρY ′σ)µk+1 = ∂αT
αµ|νρσ
k+1 + δP
µνρσ
k+2 , (3.57)
where both T
αµ|νρσ
k+1 and P
µνρσ
k+2 are invariant by the induction hypothesis. Moreover, T
αµ|νρσ
k+1 is anti-
symmetric in its first two indices. The tensors T
αµ|νρσ
k+1 and P
µνρσ
k+2 are both symmetric and traceless
in (ν, ρ, σ). This results easily from taking the trace of Eq.(3.57) with ηνρ and using Theorems 1.3
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and 1.4: Hn−2k+1 (d|δ) ∼= Hn−1k+2 (δ|d) ∼= Hnk+3(δ|d) ∼= 0 which hold since k is positive. From Eq. (3.57) we
obtain
Y ′µνρσk+1 = ∂α[T
αµ|νρσ
k+1 +
3
n
T
α|µ(ν
k+1 η
ρσ)] + δ(...) (3.58)
where T
α|µν
k+1 ≡ ητρTατ |ρµνk+1 . We do not explicit the δ-exact term since it plays no role in the sequel.
Since Y ′µνρσk+1 is symmetric in µ and ν, we have also
∂α
(
T
α[µ|ν]
k+1 ρσ +
2
n
T
α|[µ
k+1 (σδ
ν]
ρ)
)
+ δ(...) = 0 .
The triviality of Hn−1k+1 (d|δ) (k > 0) implies again that Tα[µ|ν]k+1 ρσ + 2n T
α|[µ
k+1 (σδ
ν]
ρ) is trivial, in particular,
∂βS
′βα|µν|
ρσ + δ(...) = T
α[µ|ν]
k+1 ρσ +
2
n
T
α|[µ
k+1 (σδ
ν]
ρ) (3.59)
where S ′βα|µν|ρσ is antisymmetric in the pairs of indices (β, α) and (µ, ν), while it is symmetric and
traceless in (ρ, σ). Actually, it is traceless in µ, ν, ρ σ as the right-hand side of the above equation
shows. The induction assumption allows us to choose S ′βα|µν|ρσ invariant, as well as the quantity
under the Koszul-Tate differential δ . We now project both sides of Eq. (3.59) on the following
irreducible representation of the orthogonal group
α µ σ
ρ ν (see Appendix A.2) and obtain:
∂βW
′β|αρ|µν|σ
k+1 + δ(. . . ) = 0 (3.60)
where W
′β|αρ|µν|σ
k+1 denotes the corresponding projection of S
′βα|µν|ρσ . Eq.(3.60) determines, for given
(µ, ν, α, ρ, σ) , a cocycle of Hn−1k+1 (d|δ,H0(γ)). Using again the isomorphisms Hn−1k+1 (d|δ) ∼= Hnk+2(δ|d) ∼=
0 (k > 0) and the induction hypothesis, we find:
W
′β|αρ|µν|σ
k+1 = ∂λφ
λβ|αρ|µν|σ
k+1 + δ(. . . ) (3.61)
where φ
λβ|αρ|µν|σ
k+1 is invariant, antisymmetric in (λ, β) and possesses the irreducible, totally traceless
symmetry
α µ σ
ρ ν in its last five indices. The δ-exact term is invariant as well. Then, projecting the
equation (3.61) on the totally traceless irreducible representation
α µ σ
ρ ν β and taking into account that
W
′β|αρ|µν|σ
k+1 is built out from S
′βα|µν|ρσ , we find
∂λΨ
′λ|αρ|µν|σβ
k+1 + δ(. . . ) = 0 (3.62)
where Ψ
′λ|αρ|µν|σβ
k+1 denotes the corresponding projection of φ
λβ|αρ|µν|σ
k+1 . The same arguments used
before imply
Ψ
′λ|αρ|µν|σβ
k+1 = ∂τΞ
′τλ|αρ|µν|σβ
k+1 + δ(...) (3.63)
where the symmetries of Ξ
′τλ|αρ|µν|σβ
k+1 on its last 6 indices can be read off from the left-hand side and
where the first pair of indices is antisymmetric. Again, Ξ
′τλ|αρ|µν|σβ
k+1 can be taken to be invariant.
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Then, we take the projection of Ξ
′τλ|αρ|µν|σβ
k+1 on the irreducible representation
τ α µ σ
λ ρ ν β of GL(n)
(here we do not impose tracelessness) and denote the result by Θ
′τλ|αρ|µν|σβ
k+1 . This invariant tensor
possesses the algebraic symmetries of the invariant spin-4 curvature tensor. Finally, putting all the
previous results together, we obtain the following relation, using the symbolic manipulation program
Ricci [114]:
6Y ′µνρσk+1 = ∂α∂β∂γ∂δΘ
′αµ|βν|γρ|δσ
k+1 + G
µνρσ
αβγδX̂
′αβγδ
k+1 + δ(. . .) , (3.64)
with
X̂
′
αβγδ|k+1 :=
Y µνρσαβγδ
n− 2
[
− 1
3
ητλSτµ|λν|ρσ|k+1 +
1
3(n+ 1)
ηµνη
τληκζ(Sτκ|λζ|ρσ|k+1 + 2Sτκ|λρ|ζσ|k+1)
+
2(n− 2)
n
ηκτ∂λφκµ|λν|τρ|σ −
4(n− 2)
n(n+ 2)
ηµνη
κτηξζ∂λφκξ|τζ|λµ|ν
]
(3.65)
being double-traceless and where Y µνρσαβγδ projects on completely symmetric rank-4 tensors.
Eq.(3.64) automatically implies that
φµνρσ Y
′µνρσ
k+1 =
1
96
Θ
′αµ|βν|γρ|δσ
k+1 Kαµ|βν|γρ|δσ +
1
6
GαβγδX̂
′αβγδ
k+1 + ∂ρ`
ρ + δ(. . .) , (3.66)
which is an invariant expression modulo trivial terms.2
3.2.4 Cubic vertices
In the case when ∀k > 2 : Hnk (δ|d,H0(γ)) = Hnk (δ|d)∩H0(γ) = 0, we have showed that the expansion
of the first order deformation
(1)
w stops at antifield number 2 and that the s modulo d cocycle consists
of the three following equations:
γa2 = 0 (3.67)
δa2 + γa1 + db1 = 0 (3.68)
δa1 + γa0 + db0 = 0 . (3.69)
Now, we know that this is the case for any combination of fields with spin up to 4, as well as the
restriction of the antigh 2 class:
Hn2 (δ|d,H0(γ)) =
{[∑
a
ξaν2...νsaC
∗ν2...νsa
a d
nx
]
|∂(ν1ξaν2...νsa ) = 0
}
, (3.70)
thanks to Theorems 1.6 and 2.4, and since the representatives of Hn2 (δ|d) were already chosen invariant.
Until now, we have considered Lorentz-invariant objects. In fact, we make the usual assumption of
the full Poincare´ invariance, that also requires invariance under translations. That is why we will
from now on forbid any explicit dependence on the coordinates. The only objects that will be allowed
are the fields, antifields and ghosts, as well as the metric ηµν (that is constant in the Cartesian
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coordinates that have been chosen), the Kronecker delta δρµ and the Levi-Civita symbol εµ1...µn . Most
of the computations have been made in the parity-invariant case (without ε) but we have achieved
the computation of the parity-breaking case for a set of spin-3 fields. The considerations made in
Section 3.2.2 hold in the particular case of antigh 2. Since a2 and b1 are γ-closed, we choose them as
a2 = αJω
J and b1 = βJω
J . Their coefficients must satisfy the system of equations (3.27) and (3.28).
The solution of Eq.(3.27) is:
αJ0 =
∑
a
λaν2...νsa |J0C
∗ν2...νsa
a d
nx
βJ0 = −
1
(n− 1)!
[∑
a
saλ
a
ν2...νsa |J0φ
∗ρν2...νsa
]
ερµ2...µndx
µ2 ∧ ... ∧ dxµn . (3.71)
As the parameters λ are constants because of Poincare´ invariance, it appears that βJ0A
J0
J1
cannot be
δ exact modulo d unless it vanishes. This is because a δ-exact term is either proportional to the
equations of motion or proportional to differentiated antifields φ∗. Since βJ0 does not depend on the
fields, the only possibility would be to remove the derivatives from the antifield with d-exact terms.
However, this would require βJ1 to depend explicitly on x
µ, which is not possible since βJ1 is also
assumed to be Poincare´ invariant. Thus, the second equation decouples into δαJ1 + dβJ1 = 0 and
βJ0A
J0
J1
= 0. The solution of the first one consists of expressions similar to Eq.(3.71) and the same
argument can be repeated to decouple the third equation. This can then be done at any D-degree
and we obtain the following system:
δαJi + dβJi = 0 (3.72)
βJiA
Ji
Ji+1
= 0 . (3.73)
The first set of equations tells us that the coefficients of a2 can all be written as the product of
constants and undifferentiated antifields C∗a . These coefficients are multiplied by the basis ωJ , that
consists of products of two strictly non-γ-exact ghost tensors U that were defined in section 2.2.3. This
means that a2 is cubic, it is a Lorentz-invariant combination of an undifferentiated antifield C
∗
a and
two non-γ-exact ghost tensors. Let us recall that a2 represents the first order of deformation of the
gauge algebra in the antifield formalism. It is related to the deformation of the gauge transformations
given by a1 and to the vertex a0. The cubic solutions a2 will be related to cubic terms a1 and
a0. However, we have to emphasize that homogeneous terms can appear, that are solution of the
deformation problem stopping at antigh 1 or 0, and which are not necessarily cubic. We have thus
established the following theorem:
Theorem 3.1. Under the assumptions of Poincare´ invariance and locality, the first order of defor-
mation of the sum of Fronsdal theories with spin up to 4 is bounded at antigh 2. Furthermore, the
only possible nonabelian solutions are cubic.
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The second set of equations (3.73) is a set of algebraic conditions on the coefficients βJi . It tells
us that every cubic a2 is not automatically a solution of Eq.(3.68). An equivalent way to find the
consistent a2’s is to list every antigh 2 cubic combinations and to test them in Eq.(3.68). This provides
a list of candidates for a1, that have to be completed with cubic homogeneous terms involving the
same field content and the same number of derivatives. Then, these expressions can be tested in
Eq.(3.69) to find the cubic vertices a0, if they exist.
Remark: Actually, even if the Theorem 3.1 can hardly be extended to s > 4 for technical reasons,
we can always assume that a2 is cubic, relax the limitation s 6 4 and proceed with the determination
of a1 and a0 according to (3.68) and (3.69). In fact, it is impossible to build a ghost-zero cubic object
with antigh > 2, so that a cubic deformation always stops at antigh 2. Moreover, a cubic element
a2 must be proportional to an antigh 2 antifield and quadratic in the ghosts. Then, modulo d and
γ, one can first remove the derivatives that the antifield could bear, and the γ-exact parts in the
derivatives of the ghosts can be ignored. Thus, it is always possible to only consider the cubic form
that we have described above. Finally, combining the cohomological approach with other approaches
like the light-cone one [57, 58] may complete our results, as we actually show in the sequel. Such
a combination of two different methods seems to us the most powerful way to completely solve the
first-order deformation problem.
3.2.5 A few words about deformations of (Anti)de Sitter Fronsdal theories
The developments made above concern the case of a sum of Minkowski Fronsdal theories, in Cartesian
coordinates. In that case, partial derivatives coincide with covariant derivatives. In the case of the
(A)dS spacetime, it is impossible to build a Cartesian system of coordinates, one thus have to deal
with expressions involving covariant derivatives and depending explicitly on the coordinates. This is
due to the absence of an Abelian subalgebra in so(n − 1, 2) and so(n, 1), which denotes the absence
of translations in the symmetry groups SO(n− 1, 2) and SO(n, 1). Some of the results that we have
established remain valid for (A)dS. The theory is still linear, its BRST-BV generator reads:
(0)
W=
∫
D
(
1
2
√−gφµ1...µsaa Gaµ1...µsa + sφ∗µ1...µsaa ∇(µ1Caµ2...µsa )
)
dnx . (3.74)
It generates the differential s through sA = (
(0)
W,A), which is such that s = δ + γ. The linearity also
implies that ∀ k > 2 : Hnk (δ|d) = 0, thanks to Theorem 1.6. Furthermore,
Hn2 (δ|d) =
{[
ξaµ2...µsaC
∗µ2...µsa
a d
nx
]
| ∇(µ1ξaµ2...µsa ) = 0
}
. (3.75)
This result was proved in [115, 116] for the spin-2 case. For the general case, the main result was
obtained in [108]: the weak equation ∇(µ1Λaµ2...µsa ) ≈ 0 admits the solution Λ
a
µ2...µsa
≈ ξaµ2...µsa where
ξa satisfies the strong “Killing” equation ∇(µ1ξaµ2...µsa ) = 0.
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Let us now consider the problem of the cohomology of γ. Thanks to the linear nature of the
theory, γ is a true differential on (A)dS as well. Its action on the fields, that reproduces the gauge
transformations presented in Eq.(2.52), read:
γφaµ1...µsa = s∇(µ1Caµ2...µsa ) . (3.76)
We have studied a similar problem in [116], where we had to deal with covariant derivatives and to
build the cohomology from several building blocks. What happens is that γ and δ have not a definite
degree of derivation. However, γ always raises the number of derivatives by at most 1. Thus, the
process of cancellation by pairs that has been exposed in section 2.2.3 is no longer valid but can be
adapted as follows: First, the undifferentiated ghosts Cµ2...µs are not exact, hence they belong to the
cohomology. Then, let us consider the first cocycle: γφµ1...µs = s∇(µ1Cµ2...µs). We can no longer say
that φµ1...µs and ∂(µ1Cµ2...µs) cancel by pairs. However, we remark that the undifferentiated fields are
not γ-closed, and the relation: ∂(µ1Cµ2...µs) = γ(
1
sφµ1...µs) − (s − 1)
(0)
Γ
ρ
(µ1µ2
Cµ3...µs)ρ tells us that the
symmetrized first derivatives of the ghosts belong to the cosets of the undifferentiated ghosts, instead
of being trivial. Anyway, the result is the same: this component of the first derivatives of the ghosts
does not appear in the cohomology. On the other hand, the traceless part of the other component
∂[aCβ]µ3...µs is strictly non-γ-exact. The covariant expression
U
(1)
µ1ν1|µ2...µs−1 = ∇[µ1Cν1]µ2...µs−1 −
s− 2
n+ 2s− 4Y
(1)
(
ηµ1(µ2∇ρCµ3...µs−1)ν1
)
(3.77)
is equivalent because it differs of the expression with partial derivatives by terms linear in the un-
differentiated ghosts, which are themselves strictly non-γ-exact. The rest of the construction can
arguably be made along the same lines, by raising the maximal number of derivatives one by one.
The Fronsdal and curvature tensors are the only gauge invariants in Minkowski spacetime and their
equivalents on (A)dS have the same terms involving the maximal number of derivatives. They are
thus the only expressions that vanish under the terms in the gauge transformations involving the
highest number of derivatives, which read as the Minkowski gauge transformations. Therefore, it
is clear that Fµ1...µs is the only gauge invariant expression involving terms containing at most two
derivatives. Then the covariant derivatives of F are the only gauge invariant expression involving
terms containing at most three derivatives, and so on. On the other hand, the components of the
ghosts that are not corresponding to an U (i) tensor can be eliminated in favor of representatives of
the cohomology involving fewer derivatives. The U (i) tensors can be built, for example as the traceless
part of Y (i)
(∇(µ1 ...∇µi)Cν1...νs−1). Finally, the cohomology of γ for a sum of Fronsdal theories on
(A)dS is the adaptation of that in Minkowski spacetime:
H∗(γ) =
{[
f([Φ∗I ], [K
a], [F a]sym, C
a, Ua(i))
]
| 1 6 i < s
}
. (3.78)
Most of the other results, such as Theorem 2.2 or the triviality of H(d,H0(γ)) and H(δ,H0(γ)) in
strictly positive antifield number remain valid. However, since γ has no definite degree of derivation,
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the differential D can still be defined, but not the associated D-degree. The impossibility of splitting
equations according to that degree prevents one to use the same arguments as above for the resolution
of an s modulo d cocycle. Furthermore, the presence of covariant derivatives in every SO(n − 1, 2)
or SO(n, 1) covariant expressions prevents one to obtain d-exact terms. For example, a relation
∂µT
µν = 0 in Minkowski can be considered as a d-cocycle where the index ν is fixed. That fixation of
indices rely on the existence of a Cartesian system of coordinates. On the other hands, the covariant
relation ∇µTµν = 0 is not a d-cocycle, unless Tµν is antisymmetric. Many steps in the proof of
the theorem about the invariant cohomology of δ modulo d are based on the fixation of indices, and
thus cannot be straightforwardly adapted to (A)dS spacetime. The problem of directly computing
consistent deformations in (A)dS spacetime has not been solved yet. Fortunately, it is possible to make
a limit when Λ→ 0, that allowed us to prove that some (A)dS cubic vertices, described by Fradkin and
Vasiliev, have a sense in Minkowski spacetime. Our main result about this is that the uniqueness of
the Minkowski vertices can be extended to (A)dS spacetime, thus providing some uniqueness results
to Vasiliev theory for higher spins. The next chapter consists in a brief presentation of Fradkin–
Vasiliev cubic vertices in (A)dS spacetime, as well as the method to relate these vertices to Minkowski
consistent first order solutions.
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Chapter 4
Fradkin–Vasiliev cubic vertices in (A)dS
spacetime and Minkowski limit
As we explained in the end of the previous chapter, the cohomological method to exhaustively de-
termine the first order nonabelian deformations of the Fronsdal action in a dS or AdS spacetime is
not yet known. Fortunately, the difficulty can be circumvented. Some particular deformations can be
straightforwardly defined. First, some cubic deformations with a 2 − s − s spin configuration can be
built, by completing an attempt of minimally deforming the Fronsdal action for a spin-s field in an
(A)dS spacetime. We call this the Fradkin–Vasiliev procedure, it is presented in the first section of this
chapter. Fradkin and Vasiliev did the computation for spin-3 in an unfortunately unpublished paper,
the construction is explained in [117]. Then, they built a more general cubic Lagrangian vertex in di-
mension 4, in an extended frame formalism containing auxiliary fields and constraints that allow one to
eliminate them algebraically. The result is given as an action gauge invariant at first order, presented
in [33, 34]. The same construction has more recently been made in dimension 5, in [32], but a formu-
lation in arbitrary dimension has not yet been achieved. Furthermore, a Lagrangian formulation of a
complete higher spin theory is not yet known. This is because the consistency of such a theory requires
that every spin is present, which in turn implies the presence of an arbitrarily high number of deriva-
tives and thus a non-local complete theory. For the moment, Vasiliev’s theory for interacting higher
spins is a set of equations of motions and constraints, presented in [35] for the 4-dimensional case, and
in [37] for the n-dimensional case. It is presented in the unfolded formulation of field theory, using
free differential algebras, and that we do not review here (see [118, 119, 120, 121, 122, 117, 123, 124]
for some details). We briefly present the Fradkin–Vasiliev action in dimension 4 in the second section
of this chapter. Finally, we establish one of our main arguments, which concerns the relation between
the (A)dS cubic vertices and the Minkowski cubic vertices. It allows us to prove the uniqueness of
the Fradkin–Vasiliev procedure as well as that of any (A)dS cubic vertex that would correspond to
an unique deformation in Minkowski spacetime.
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4.1 Quasi-minimal deformation of the Fronsdal action in (A)dS
The basic idea is to attempt to deform minimally a sum of Fronsdal Lagrangians for spin-2 and spin-s
fields in (A)dS, that we have defined in Section 2.3 (mainly in Eqs (2.53), (2.57) and (2.59) ). The
free Lagrangian is thus:
(2)
L= LF2 +LFs . (4.1)
What we call a minimal deformation consists in replacing the (A)dS metric gµν by a dynamical full
metric built with the spin-2 dynamical field: Gµν = gµν +αhµν . This replacement must be made in the
free action and in the gauge transformations. On one hand, the spin-2 Lagrangian naturally deforms
into the full Einstein–Hilbert Lagrangian, this minimal deformation is consistent at all orders. On the
other hand, the minimal deformation of the spin-s Lagrangian is not gauge invariant at first order
under the minimally deformed gauge transformations. The action and gauge transformations under
consideration read:
LFs,min =
1
2
√−Gφα1...αsGDβ1...βsG α1β1 ...G αsβs , (4.2)
δξ,minφµ1...µs = sD(µ1ξµ2...µs) , (4.3)
where D is the covariant derivative built with the Lorentz connection of the full metric and GD is
the generalized Einstein tensor defined in Eq.(2.57), but where the (A)dS covariant derivative ∇ is
replaced by D. The structure of LFs,min and δξ,min is similar to that of their free versions. The only
difference that arises in the gauge variation of the Lagrangian concerns the commutation of covariant
derivatives. Let us recall that the Fronsdal action can be defined in (A)dS spacetime thanks to the
expression of its Riemann tensor:
(0)
R
µ
ν|ρσ =
2Λ
(n− 1)(n− 2)(δ
µ
ρ gνσ − δµσgνρ) . (4.4)
Thanks to this, the commutator of two covariant derivatives of any tensor contains two less derivatives
while being proportional to the cosmological constant. The deformed Riemann tensor takes the form:
Rµν|ρσ =
2Λ
(n− 1)(n− 2)(δ
µ
ρ gνσ − δµσgνρ) +Rµν|ρσ + O(h2) , (4.5)
where
Rµν|ρσ = α(∇ρλµνσ −∇σλµνρ) , (4.6)
λµνρ = −
1
2
∇µhνρ +∇(νhµρ) . (4.7)
The tensor λµνρ is the variation of the connection, and the tensor R
µ
νρσ, the first order of the Riemann
tensor, appears in the commutation of covariant derivatives D. The variation of LFs,min under
the gauge transformations δξ,min does not vanish, because the gauge variation of the “mass” terms
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Λφµ1...µsφµ1...µs and Λφ
′µ3...µsφ′µ3...µs does not coincide anymore with the terms proportional to the
Riemann tensor coming from the commutation of covariant derivatives. The remaining terms are thus
proportional to the difference between Rµνρσ and the variation
(0)
R
µ
ν|ρσ(G )−
(0)
R
µ
ν|ρσ(g). We call this
difference the tensor sµν|ρσ:
sµν|ρσ = R
µ
νρσ − α
2Λ
(n− 1)(n− 2)(δ
µ
ρhνσ − δµσhνρ) . (4.8)
As a matter of fact, this tensor is invariant under the zeroth order spin-2 gauge transformations: it is
proportional to the curvature tensor Kµν|ρσ. This is no accident though. Since the LagrangianLFs,min
is a scalar with respect to the full metric Gµν , multiplied by the density
√−G , it is automatically
invariant under full diffeomorphisms. Thus, the only problems that can arise come from the spin-s
gauge transformations. The non vanishing terms of the gauge variation thus depend of hµν through a
gauge invariant tensor. Schematically:
δξ,minLFs,min ∼ sµν|ρσA µνρσ(φ⊗∇ξ) . (4.9)
Then, the naive thing to do is to try to add by hand cubic terms, proportional to sµν|ρσ and
quadratic in the undifferentiated fields. This quickly appears not to be sufficient to compensate the
above anomaly, it is thus impossible to build a consistent cubic deformation that contains only two
derivatives. However, it is possible to add terms containing more derivatives and proportional to an
appropriate negative power of the cosmological constant. Only terms containing an even number of
derivatives are considered. Some terms can also be added to the gauge transformations. Our claim
is that there is a particular combination of such terms, containing at most (2s− 4) extra derivatives,
that lead to a Lagrangian invariant at first order under en extension of the gauge transformations
δξ,min. The cubic part of the Lagrangian thus takes the form:
(3)
L=
[√−G (R− 2Λ) +LFs,min] |cubic + s−2∑
i= p+q
2
=0
Λ−isµ1µ2|ν1ν2 β(α)(ρ)(β)(σ)µ1µ2ν1ν2 ∇p(α)φ(ρ)∇q(β)φ(σ) ,(4.10)
where β is a set of appropriate coefficients and where we have used some multiindices (whose lengths
are |α| = p, |β| = q, |ρ| = |σ| = s). The coefficients must take particular values such that the zeroth
order gauge transformation of the extra terms only involves: terms with commutators of covariant
derivatives, or terms proportional to the some zeroth order equations of motion. The latter can be
compensated by adding the corresponding terms to the first order gauge transformations: If a term
− δ
(2)
L
δφi
F i appears in
(0)
δ
(3)
L , then it can be compensated by:
(1)
δ F
(2)
L=
δ
(2)
L
δφi
F i ⇒
(1)
δ F φ
i = F i . (4.11)
The terms with commutators of covariant derivatives are then fitted to compensate the terms that
were left at the previous degree of derivation. Since the number of possible Lorentz-invariant terms
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increases dramatically with the number of derivatives, it is clear to us that it becomes easier to fit the
coefficients when increasing the number of derivatives and that there must exist a maximum number
of derivatives at which the computation closes. This number is arguably (2s − 2) derivatives (i.e.
(2s−4) extra derivatives). We have some strong arguments in favor of that claim. The deformation of
the gauge transformations appears to be nonabelian. Furthermore, we prove in Chapter 7 that there
is only one possible nonabelian cubic deformation with the spin configuration 2− s− s in Minkowski
spacetime, and we prove that it contains exactly (2s − 2) derivatives. In addition to that, the last
section of this chapter is dedicated to building a special Λ → 0 limit. We clearly see that the extra
terms in the action involve a negative power of Λ. However, by scaling the fields in a clever way,
the quadratic terms in the action can be preserved, as well as the term in the action containing the
highest number of derivatives. Thus, the quasi minimal construction presented here has to correspond
to a consistent nonabelian deformation in Minkowski spacetime. Since the quasi minimal construction
cannot possibly fail, it exists and must be related to the unique deformation in Minkowski spacetime,
whose existence is thus established, and it contains at most (2s− 2) derivatives.
The 2 − 3 − 3 case had been computed a long time ago by Fradkin and Vasiliev. We have found
back the result, with the help of the symbolic manipulation software Ricci [114]. It is presented in
Chapter 5, as well as its Minkowski limit. The computations soon become heavy when the number of
covariant derivatives to commute and the number of spacetime indices on the fields increase. That is
why this construction remains a bit theoretical.
4.2 The Fradkin–Vasiliev action
Let us briefly present the Fradkin–Vasiliev action in dimension 4 (this section is based on [33]). Though
we have not made it explicitly, it allows one to find cubic vertices for any configuration s − s′ − s′′
in (A)dS4 spacetime. This action is defined in the frame formalism, in which spacetime indices are
replaced by indices of the tangent space. The latter are in turn replaced by Weyl spinor indices. The
vielbein of (A)dS4 is a tensor e
a
0µ such that gµν = e
a
0µe
b
0νηab. The Latin indices are flat indices of
the tangent space of the manifold and are called frame indices. Frame tensors transform under the
Poincare´ transformations of the tangent space. The full vielbein eaµ is related to the full metric instead
of that of (A)dS. The spin-2 Lorentz connection is denoted ωa,bµ and is considered as an independent
field. On the same pattern, the spin-s field φµ1...µs is replaced by a frame field e
a1...as−1
µ and a set of
connections ω
a1...as−1,b1...bt
µ , t = 1, ..., s − 1. Those fields are all totally symmetric in their ai and bi
indices, are traceless and obey the relation ω
(a1...as−1,b1)b2...bt
µ = 0. In terms of Young diagrams, the
symmetry of the frame indices in ω corresponds to a two-row diagram with lengths (s−1) and t, written
in symmetric convention (see Appendix A). The action that can be built for the free fields is such that
the connections with t > 1 are not dynamical (their variational derivatives identically vanish). The
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first connection is then found to be an auxiliary field. Upon elimination of the auxiliary fields and
some gauge fixing, the theory can be reduced to the Fronsdal theory for the totally symmetric field:
φµ1...µs = e(µ1|µ2...µs) , (4.12)
where the frame indices have been replaced by spacetime indices by using the (A)dS vielbein.
Then, in dimension 4, the frame indices can be replaced by Weyl spinor indices, by using the Pauli
matrices (σ)αα˙a . The properties of the σ matrices are such that: a single frame index is replaced by
a pair αα˙, an antisymmetric pair of frame indices is replaced by a pair α1α2 or a pair α˙1α˙2. The
resulting fields have complex components, that have to be related by some hermiticity conditions in
order for the frame tensors to be real. The frame fields e
a1...as−1
µ are replaced by tensors with the same
number of dotted and undotted Weyl indices: ω
α1...αs−1,β˙1...β˙s−1
µ . The connections ω
a1...as−1,b1...bt
µ are
replaced by tensors ω
α1...αs+t−1β˙1...β˙s−t−1
µ . The hermiticity conditions read:
(ωα1...αm,β˙1...β˙nµ )
† = ωβ1...βn,α˙1...α˙mµ . (4.13)
The Weyl indices are raised and lowered by using the antisymmetric matrices εαβ, ε
αβ, εα˙β˙ and ε
α˙β˙
such that: ε12 = −1 and ε12 = 1. The convention used is:
ψα = εαβψβ and ψα = εαβψ
β (4.14)
ψα˙ = εα˙β˙ψβ˙ and ψα˙ = εα˙β˙ψ
β˙ . (4.15)
Let us denote a set of s indices: α(s) = α1...αs or α˙(s) = α˙1...α˙s. Some curvatures are then defined:
Rµν|α(n),β˙(m) = ∂µων|α(n),β˙(m) − ∂νωµ|α(n),β˙(m)
+
∑
p+q=n
∑
k+l=m
+∞∑
s,t=0
f(p, q, k, l, s, t)ωµ|α(p)γ(s),β˙(k)δ˙(t)ω
γ(s) δ˙(t)
ν|α(q) ,β˙(l) . (4.16)
The gauge transformations are defined as:
δεων|α(n),β˙(m) = ∂νεα(n),β˙(m) +
∑
p+q=n
∑
k+l=m
+∞∑
s,t=0
f(p, q, k, l, s, t)ων|α(p)γ(s),β˙(k)δ˙(t)ε
γ(s) δ˙(t)
α(q) ,β˙(l)
.(4.17)
In both definitions, the coefficients f(p, q, k, l, s, t) take the form:
f(p, q, k, l, s, t) =
is+t−1
s!t!
 n
p
 m
k
λ1+(|n−m|−|p+s−k−t|−|q+s−l−t|)/2δ(g(p, q, k, l, s, t))
g(p, q, k, l, s, t) = [(p+ k)(q + l) + (p+ k)(s+ t) + (q + l)(s+ t) + 1]mod 2 . (4.18)
The curvatures appear to be depending quadratically on connections of arbitrarily high spin. The
following action is then built:
S =
1
2
∑
n+m>0
in+m+1
n!m!
β(n+m)(n−m)λ−|n−m|
∫
ενµρσRνµ|α(n),β˙(m)R
|α(n),β˙(m)
ρσ d
4x , (4.19)
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where β(n + m) are coefficients depending on the spin 2(s − 1) = n + m, λ2 = −Λ and (x) =
θ(x)− θ(−x). Because of the presence of negative powers of Λ in the action, it is defined for a strictly
non vanishing cosmological constant. This action is a generalization of the MacDowell–Mansouri
action for the spin-2 field, presented in [125]. Let us emphasize that the tensors ω have a vanishing
zeroth order component and are thus purely at first order, except those of spin-2:
ων|α,β˙ = e0ν|α,β˙ + ω
′
ν|α,β , ων,α(2) = ω0ν,α(2) + ω
′
0ν,α(2) and ων,β˙(2) = ω¯0ν,β˙(2) + ω
′
0ν,β˙(2)
.
The “0” components are directly related to the vielbein and the Lorentz connection of (A)dS. The
components bearing a prime are all of first order. In the same way, the curvatures contain a first order
part and a higher order part: R = R′ + O((ω′)2). It can be showed that the quadratic part of the
action given in Eq.(4.19) is equivalent to a sum of Fronsdal actions. The correspondence between the
cubic part of this action and cubic vertices in the spacetime formalism requires the introduction of
some constraints:
ενµρσR′
νµ|α(n),β˙(m−1)δ˙e
δ˙
0ραn+1
= 0 , ifn > m (4.20)
ενµρσR′
νµ|α(n−1)γ,β˙(m)e
γ
0ρβ˙m+1
= 0 , ifm > n . (4.21)
Under these assumptions, the extra fields (those with |n −m| > 1) can be eliminated at first order
in favor of the frame and first connection fields. The action is also invariant under the gauge trans-
formations at first order. We will not enter into the details, but it can already be seen that cubic
vertices involving various combinations of tensors ω of different spins appear in the action, which
yield consistent cubic Lagrangian vertices in (A)dS if one eliminates the extra fields as Fradkin and
Vasiliev suggested. To finish this section, let us sketch how the elimination of the auxiliary fields
is achieved: the equations of motion and the extra constraints impose the vanishing of some com-
ponents of the curvatures. The linear part of the curvatures presented in Eq.(4.16) take the form
R′(t) = dω(t) + e0 ∧ ω(t+1) + ea0 ∧ ω(t−1) where ea0 = ea0µdxµ is the vielbein 1-form and where the index
(t) is the length of the second line of the Young diagrams associated to the frame indices. The exterior
product of ω(t+1) with ea0 (the index a being contracted with one of the t+1 indices) can also be seen as
the action of a nilpotent operator σ−. The last term can be seen as the action of another operator σ+.
Thus, non-σ−-closed components of ω(t+1) can be eliminated in favor of the ones that bears less indices:
ω(t) et ω(t−1). On the other hand, the gauge transformations read: δω(t) = dε(t) +σ−ε(t+1) +σ+ε(t−1).
Thus, we see that every σ−-exact term in the connections is pure gauge. The fixation of ε(t+1) allows
one to remove the σ−-exact terms. Finally, after using the equations of motion, the extra conditions
and the gauge fixation of every gauge parameter but the last, all that is left is representatives of the
σ− cohomology, which appear to be the totally symmetric fields, the Fronsdal and curvature tensors
and the totally symmetric gauge parameter.
73
4.3 Minkowski limit
We can now present how the cubic construction for a 2− s− s configuration can be related to cubic
vertices in the Minkowski spacetime. We introduce some dimension factors, that are powers of the
Planck length lp. The parameter α inserted in the expression of the metric, as well as in the cubic
terms, can be chosen, for example, as being α =
√
2(lp)
n−2
2 . The quadratic and cubic terms of the
Lagrangian can be gathered in the following limited action:
S =
1
ln−2p
∫ √−g( (2)L + (3)L) dnx . (4.22)
We know that it is invariant under some extended first order gauge transformations. Our goal is to
establish a limit that relates the (A)dS spacetime and the Minkowski spacetime, i.e. a limit Λ → 0.
However, a simple Λ→ 0 limit cannot be done, since the non minimal cubic terms in the Lagrangian
involve negative powers of Λ. What can be done is to make the fields and the Planck length tend to
0 as well, with definite weights:
Λ = ε2 l˜−2p , lp = ε
∆p l˜p , hµν = ε
∆h h˜µν , φµνρ = ε
∆φ φ˜µνρ . (4.23)
Once this is made, the limit ε → 0 is taken. The quadratic parts are quadratic in h or φ and
proportional to l2−np . Thus, if ∆h = ∆φ =
n−2
2 ∆p, the limit preserves the quadratic Fronsdal action
for h˜ and φ˜ in Minkowski spacetime. We must now consider the limit of the cubic extra terms, let us
recall their expression:
V (p,q) = l2−np Λ
−isµ1µ2|ν1ν2 β(α)(ρ)(β)(σ)µ1µ2ν1ν2 ∇p(α)φ(ρ)∇q(β)φ(σ) , 0 6 i =
p+ q
2
6 s− 2 .
The powers of ε brought in by the Planck length and the spin-s fields compensate, which leaves us
with the powers brought in by the spin-2 fields, contained in sµν|ρσ, and by the power of Λ: V (p,q) =
ε−2i+∆h V˜ (p,q). In order for the limit to exist, we have to impose the condition ∆h > maxi(2i) = 2s−4.
If ∆h > 2s− 4, the extra terms all vanish. The interesting case is thus:
∆h = ∆φ =
n− 2
2
∆p = 2s− 4 , (4.24)
which allows one to preserve the terms containing the highest number of derivatives p+q+2 = 2s−2.
This choice also preserves the terms in the gauge transformations that contain the highest number
of derivatives. By construction, the deformation terms with two derivatives arising in LFs,min are
similar to V (0,0) and thus vanish when ε→ 0 as well. Finally, the only terms that remains in Minkowski
spacetime are the free Fronsdal Lagrangians and the cubic terms with 2s−2 derivatives. An interesting
fact is that there is no trace of the minimal coupling attempt in the corresponding Minkowski cubic
vertex and linear gauge transformations.
Furthermore, let us emphasize that this limit only works for a particular value of the spin-s. In a
sum of 2− s− s (A)dS deformations, the only cubic terms that can be preserved are those containing
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the highest number of derivatives in the highest spin deformation. In the infinite sum of all these
deformations, no Minkowski limit can be defined.
Finally, we can claim that the same kind of limit can be defined for any (A)dS deformation, for
example obtained in dimension 4 or 5 from the Fradkin–Vasiliev action. It will always be possible
to allocate weights to the different fields, to the Planck length and to the cosmological constant, in
such a way as to preserve the free Lagrangians and the cubic terms containing the highest number
of derivatives. This type of limit establishes that any (A)dS first order consistent deformation must
correspond to a Minkowski first order consistent deformation. The antifield formalism allows one to
determine every nonabelian Minkowski consistent cubic deformations. Furthermore, we provide in
Chapter 7 some arguments that indicate that there are few distinct nonabelian cubic deformations for
a given spin configuration s− s′ − s′′. We can conjecture that there is a bijection between the (A)dS
and the Minkowski nonabelian cubic deformations, the latter consisting of the terms containing the
highest number of derivatives in the expansion of the former.
More precisely, we can already prove that the Minkowski limit is injective. Suppose that there
are two different nonabelian cubic deformations in (A)dS, whose vertices are SΛ(φ) and S ′Λ(φ), that
admit the same nonabelian Minkowski limit SΛ=0(φ˜). The first order equations of the consistent
deformation problem are linear (in the antifield formalism, they read s
(1)
w +db = 0), hence any linear
combination of consistent deformations is a consistent deformation. Thus, the difference between SΛ
and S′Λ is a vertex S ′′Λ. Since both deformations admit the same limit, they share the same terms
involving the highest number of derivatives and their difference thus contains less derivatives. We can
now choose the appropriate weights such that the limit of S ′′Λ corresponds to a Minkowski vertex
involving its highest number of derivatives. Hence, instead of considering S and S ′, one may choose
S and S ′′ that correspond to different Minkowski vertices. The argument repeats at any degree of
derivation, thus it is always possible to choose an appropriate basis of deformations corresponding to
distinct Minkowski vertices. Once every of them are related to an (A)dS vertex, any new deformation
in (A)dS can be decomposed according to the basis. We can also prove that the possibility of scaling
away the nonabelianess while at the same time retaining the vertex is ruled out. Consider a generator
in (A)dS: WΛ =
(0)
WΛ +g
(1)
WΛ + · · · with
(1)
WΛ=
∫
(aΛ2 + a
Λ
1 + a
Λ
0 ) where a
Λ
2 , a
Λ
1 and a
Λ
0 are cubic
and contain, respectively, the nonabelian deformation of the gauge algebra, the corresponding gauge
transformations and vertices. The master equation amounts to γΛaΛ2 = 0, γ
ΛaΛ1 + δ
ΛaΛ2 = dc
Λ
1 and
γΛaΛ0 + δ
ΛaΛ1 = dc
Λ
0 where γ
Λ and δΛ have Λ-expansions starting at order Λ0. Since the system is
linear and determines aΛ1 and a
Λ
0 for a given a
Λ
2 , it follows that all a
Λ
i scale with Λ in the same way in
the limit Λ→ 0.
The question of showing that this correspondence is surjective, i.e. that every cubic nonabelian
Minkowski deformation can be covariantized in such a way as to obtain a consistent (A)dS deformation,
remains to be addressed. As a matter of fact, in the case of the 1− s− s and 2− s− s configurations,
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we prove in Chapter 7 that there is only one possible deformation in Minkowski spacetime, involving
respectively (2s − 1) and (2s − 2) derivatives. We are thus already sure that the Fradkin-Vasiliev
construction is the unique consistent deformation for a 2 − s − s configuration in (A)dS spacetime.
In the same way, we know that there is at most one unique cubic vertex in a 1− s− s configuration
in (A)dS. Let us notice that, in general, the deformations include some coefficients depending on the
internal indices of the fields (that we denoted a on φaµ1...µsa ). In the case of a 1−s−s deformation, these
coefficients are antisymmetric in the spin-s internal indices. The brief presentation of the Fradkin-
Vasiliev action that we made in the previous section does not include such indices, but the more
general presentation of [34] does. The uniqueness of the deformations must of course be understood
modulo those internal coefficients. Another remark that can be formulated is that the map defined by
the Minkowski limit only requires first order consistency. For example, there are two spin-3 consistent
deformations in Minkowski spacetime, involving three and five derivatives, as was showed in [83].
We prove in Chapter 8 that the deformation with three derivatives is inconsistent at second order.
Anyway, the two vertices might correspond to distinct (A)dS deformations, that could be part of a
complete (A)dS theory. As we already stated for the 2− s− s deformation, the limit only works at a
given number of derivatives. Several vertices with various spin content can survive to the same limit,
but it is impossible to establish a Minkowski limit for a complete (A)dS theory, that involves every
spin and thus an arbitrary number of derivatives. Conversely, one may wonder if a full Minkowski
theory really exists. If it is the case, we are already sure that it does not correspond to the flat limit
of an (A)dS theory.
As a conclusion of this chapter, we can now discuss the question of the equivalence principle and
the compatibility with Einstein–Hilbert gravitation. As we recalled in the introduction, it is known for
some time that there is an incompatibility between higher-spin cubic vertices in Minkowski spacetime
and gravitation. We prove in Chapter 8 that it is actually the case for the 2 − 3 − 3 and 1 − 2 − 2
deformations that we have found. This means that the possible nonabelian Minkowski higher spin
theory is exotic, in the sense that it cannot exist in the current universe, in which gravitation is
dominant. This is in fact in relation with the fact that the minimal coupling terms are absent from
the Minkowski couplings between spin-2 and spin-s fields. Another proof of the incompatibility has
been provided in [126], which is based on S-matrix arguments, involving a limit when the energy goes
to 0. This work shows that a Minkowski theory violates the equivalence principle. On the other hand,
everything remains possible in (A)dS spacetime: the fact that 2 − s − s deformations begin like a
minimal coupling is a sign that the (A)dS theory satisfies the equivalence principle. Furthermore,
the presence of a minimal energy related to the (A)dS mass of the gauge fields, which depends on Λ,
prevents one to consider the low energy limit by setting an infrared cutoff, in addition to the absence
of an S-matrix formalism in (A)dS. These considerations about the (A)dS consistency should be
published in a near future [127].
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Chapter 5
Consistent cubic vertices involving
spin-2 and spin-3 fields
In this chapter, we study the first order deformation problem for a collection of spin-2 and spin-3
fields. First, using the results of chapter 3, we find the two unique Poincare´ invariant nonabelian
cubic Lagrangian vertices. One of them involves two spin-2 fields, the other involves two spin-3 fields.
In the second part, we recover the quasi-minimal deformation of the Fronsdal action in (Anti)de Sitter
spacetime described in Chapter 4. Finally, we conclude that it is the unique 2 − 3 − 3 consistent
nonabelian deformation in (A)dS, thanks to the Minkowski limit. This Chapter is mostly based on
results that we obtained in [128, 113]. Let us note that the 2 − 3 − 3 (A)dS cubic deformation has
been presented, at the same time and independently, in [129].
5.1 Complete study at first order in Minkowski spacetime
We shall consider in this chapter an arbitrary number of spin-2 fields and an arbitrary number of
spin-3 fields. The spin-2 fields are denoted haµν , which is a more usual notation than φ
a
µν (in this
particular study, the index a is the internal index of the spin-2 family, while the spin-3 fields bear
capital Latin letters). The first order Riemann tensor reads:
Raαµ|βν = −2Kaαµ|βν = −
1
2
(∂2αβh
a
µν − ∂2ανhaµβ − ∂2µβhaαν + ∂2µνhaαβ) , (5.1)
and is of course related to the curvature tensor for a generic spin-s field. Similarly, the Ricci tensor
Raµν = R
aα
µ|αν is proportional to the spin-2 Fronsdal tensor, so that the Riemann tensor is the only
gauge invariant tensor in the particular case of spin-2.
The spin-3 fields are denoted by φAµνρ, their Fronsdal and curvature tensors read:
FAµνρ = 2φ
A
µνρ − 3∂2σ(µ φAνρ)σ + 3∂2(µνφ′Aρ) (5.2)
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KAµ1ν1|µ2ν2|µ3ν3 = 6Y
(3)(∂µ1µ2µ3φ
A
ν1ν2ν3) , (5.3)
and satisfy the identity KAαµ|αν|ρσ ≡ 2∂[ρFAσ]µν .
The initial Fronsdal Lagrangian for this collection of fields is
(0)
L= −haµνHµνa +
1
2
φAµνρG
µνρ
A , (5.4)
where Haµν = R
a
µν − 12ηµνRa , Ra = ηαβRaαβ and GAµνρ = FAµνρ − 32η(µνF ′Aρ). In the antifield formalism,
the BRST-BV generator
(0)
W=
∫ (0)
w is local and is given by (see Eq.(2.20)):
(0)
w=
[
(0)
L +2h∗µνa ∂(µC
a
ν) + 3φ
∗µνρ∂(µCAνρ)
]
dnx . (5.5)
Let us remind that the differential s = δ + γ is defined by sA = (
(0)
W,A). More explicitly, the actions
of γ and δ are:
γhaµν = 2∂(µC
a
ν) , γφ
A
µνρ = 3∂(µC
A
νρ) (5.6)
δh∗µνa = −2Hµνa , δφ∗µνρA = GµνρA (5.7)
δC∗µa = −2∂νh∗µνa , δC∗µνA = −3
[
∂ρφ
∗µνρ
A − 1nηµν∂ρφ′∗ρA
]
. (5.8)
The undifferentiated spin-2 ghosts Caµ and their antisymmetrized first derivatives ∂[µC
a
ν] are the
only non-γ-exact spin-2 ghosts (the latter could be called U
(1)a
µν as in Section 2.2.3). Furthermore,
the undifferentiated spin-3 ghosts CAµν , the traceless part of their antisymmetrized first derivatives
TAαβ|µ := U
(1)A
αβ|µ = ∂[aC
A
β]µ − 1n−1ηµ[α∂ρCAβ]ρ, and the traceless part of their twice antisymmetrised sec-
ond derivatives UAαµ|βν := U
(2)A
αµ|βν provide us with a minimal set of non-γ-exact spin-3 ghost tensors
(see Section 2.2.3).
5.1.1 Deformation of the gauge algebra
Theorem 3.1 holds for a collection of spin-2 and spin-3 fields. We thus know that the first order of
deformation of the generator w =
(0)
w +g
(1)
w +... admits an expansion in the antifield number that
stops at most at 2, and the top term a2 must be cubic. Furthermore, the general study in section
3.2.4 shows that a2 can be taken proportional to an undifferentiated antifield C
∗ and quadratic in the
non-γ-exact ghost tensors. This is because, if a2 is cubic, it is linear in the antigh 2 antifields C
∗ and
quadratic in the ghosts. The first order deformation
(1)
w is a representative of a coset of H0,n(s|d) and
is thus defined up to a d-exact and a s-exact term. The modulo d freedom allows one to remove the
derivatives that C∗ could bear, while the modulo s freedom allows to add (or remove) any γ-exact
term to a2. A convenient way to build a complete list of independent deformations is to work with
the tensors U (i). However, most of the times, the rest of the computations is much easier if one adds
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some γ-exact terms. Let us recall the equations needed to compute the first order deformations: if
(1)
w= a0 + a1 + a2, where antigh ai = i, then ∃b = b0 + b1 such that:
γa2 = 0 (5.9)
δa2 + γa1 = db1 (5.10)
δa1 + γa0 = db0 . (5.11)
Let us notice that the addition of a γ-exact term to a2 is related to the addition of a δ-exact term to
a1 (those two terms forming an s-exact term in
(1)
w ). This δ-exact term does not alter Eq.(5.11), so
that the different choices for a2 lead to the same a0 (which is, in turn, defined modulo γ and d).
Poincare´ invariant solutions only involve the Minkowski metric and the Kronecker delta (we only
determine here the parity-invariant deformations), in such a way that a2 is Lorentz-invariant. We can
now establish a list of possible terms for a2. These terms will be characterized by their field content and
the number of derivatives involved. Terms with similar field and derivative contents may be linearly
dependent modulo d, and in fact have to mix with precise weights in order to provide a consistent
solution of Eq.(5.11). Each of those terms will be given a set of internal “structure constants”, that
bear a Latin index for each of the three fields. These are not constrained at this stage, but relations are
likely to appear later. Finally, let us remind that a2 contains the information about the deformation of
the gauge algebra, as it contains the first order of the structure operator. Conversely, “homogeneous”
solutions, stopping at antigh 1, correspond to Abelian deformations of the gauge transformations. We
have not addressed the computation of these solutions, focusing only on the nonabelian deformations.
2− 2− 3 candidates
First, let us establish the complete list of a2 terms quadratic in the spin-2 fields and linear in the
spin-3 fields (“field” has to be understood here in the extended sense of field, antifield or ghost).
Spin-2 undifferentiated ghosts Caµ and antigh 2 antifields C
∗µ
a both bear one spacetime index. Those
of spin-3, CAµν and C
∗µν
A , bear 2. In order for the contraction of indices to be Lorentz-invariant (i.e.
there are no more free spacetime indices), the total number of indices must be even. In the 2− 2− 3
configuration, an antifield and two ghosts bring in four indices, thus the a2 terms must contain an even
number of derivatives. The non-γ-exact spin-2 ghosts tensors are Caµ and ∂[µC
a
ν], while the non-γ-exact
spin-3 ghosts tensors are CAµν , T
A
µν|α and U
A
µα|νβ . A product of two ghost tensors contains at most 3
derivatives, thus the highest even number is 2. Let us enumerate the candidates with no derivatives:
(1)
a 2 =
(1)
f abC C
a∗µCbνCCµν d
nx ,
(2)
a 2 =
(2)
f A[bc] C
∗AµνCbµC
c
ν d
nx . (5.12)
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Then, let us enumerate the candidates with two derivatives :
(3)
a 2 =
(3)
f abC C
∗aµ ∂[νCρ]b TCνρ|µ d
nx+ γ
(3)
c =
(3)
f abC C
∗aµ ∂[νCρ]b ∂[νCCρ]µ d
nx ,
(4)
a 2 =
(4)
f A[bc] C
∗Aµν ∂[µCbα] ∂[νC
c
β] η
αβ dnx+ γ
(4)
c . (5.13)
At first, we have kept the modulo γ freedom, then we have chosen particular values for later conve-
nience. We have not written
(3)
c explicitly, but it exists because the divergence of the spin-3 ghost is
γ-exact. For the other candidate, we take
(4)
c = 0.
2− 3− 3 candidates
The other candidates are quadratic in the spin-3 fields and linear in the spin-2 fields. In order to build
Lorentz-invariant expressions, we have to consider this time an odd number of derivatives, because the
product of two ghosts and one antigh 2 antifield bring in five indices. A product of two spin-3 ghosts
contains at most 4 derivatives, thus the highest odd number is 3. Let us enumerate the candidates
with one derivative:
(5)
a 2 =
(5)
f ABc C
∗Aµν ∂[νCBσ]µC
cσ dnx + γ
(5)
c ,
(6)
a 2 =
(6)
f ABc C
∗Aµν CB αµ ∂[νC
c
α] d
nx + γ
(6)
c ,
(7)
a 2 =
(7)
f aBC C
∗aαCBµν ∂[νCCα]µ d
nx + γ
(7)
c , (5.14)
Finally, let us provide the only candidate with three derivatives :
(8)
a 2 =
(8)
f aBC C
∗aµ TBαβ|νUCαβ|µν d
nx + γ
(8)
c
=
(8)
f aBC C
∗aµ ∂[αC |B|β]ν ∂µ∂[αCCβ]ν d
nx . (5.15)
We have already written the candidates in the most convenient way,
(8)
c is not written explicitly while
the other γ
(i)
c are considered as vanishing.
5.1.2 Deformation of the gauge transformations
The next step is to compute Eq.(5.10). We thus have to compute δ
(i)
a for the different a2 terms
that we have enumerated above. The candidates have different field and derivative contents, except
numbers 5 and 6. We will compute candidates number 5 and 6 together, and the others individually.
If it appears that any of the δ
(i)
a 2 , (i = 1, 2, 3, 4, 7, 8) cannot be γ-exact modulo d, then we can already
conclude that it is obstructed. On the other hand, if they are γ-exact modulo d, then the object of
γ can be identified with the inhomogeneous part of a candidate a1. These inhomogeneous parts will
be denoted a˜1. Some homogeneous terms with the same field and derivative contents as a˜1 can also
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be needed for the last equation (Eq.(5.11)). They are denoted a¯1 and are such that γa¯1 = 0. More
precisely, the homogeneous equation is γa¯1 +db¯1 = 0, however, Theorem 2.2 tells us that, in antigh 1,
the d-exact term is also γ-exact and can thus be reabsorbed in a¯1.
2− 2− 3 candidates
Let us proceed with the computation for the 2− 2− 3 candidates:
• δ
(1)
a 2 = −2
(1)
f abC ∂ρh
a∗µρCbνCCµν dnx
= d(...) + 2
(1)
f abC h
a∗µρ(∂ρCbνC
C ν
µ + C
bν∂ρC
C
µν) d
nx
The latter term cannot be γ-exact unless
(1)
f vanishes, because nothing causes the symmetrization
of the derivatives of the ghosts.
• δ
(2)
a 2 = −3
(2)
f A[bc] ∂ρ(φ
∗Aµνρ − 1nηµνφ∗′Aρ)CbµCcν dnx
= d(...) + 6
(2)
f A[bc] (φ
∗Aµνρ∂(ρCbµ)C
c
ν − 1nφ∗′Aρ∂ρCbσCcσ) dnx
The first term in the brackets is γ-exact, but the second (the trace part) is not, thus this
candidate also vanishes:
(2)
f = 0.
•
δ
(3)
a 2 = −2
(3)
f abC ∂σh
∗aµσ ∂[νCρ]b ∂[νC
C
ρ]µ d
nx
= d(...) + 2
(3)
f abC h
∗aµσ
[
∂
2[ν
σ C
ρ]b
∂νC
C
ρµ + ∂[νC
b
ρ]∂
2 [ν
(σ C
ρ]C
µ)
]
dnx
= d(...)− γ
(
(3)
f abC h
∗aµσ
[
2∂
[ν
h
ρ]b
σ ∂νC
C
ρµ − ∂[νCbρ]∂
[ν
φ
ρ]C
µσ
]
dnx
)
⇒(3)a 1=
(3)
f abC h
∗aµσ
[
2∂
[ν
h
ρ]b
σ ∂νC
C
ρµ − ∂[νCbρ]∂
[ν
φ
ρ]C
µσ
]
dnx+
(3)
a¯ 1 | γ
(3)
a¯ 1= 0
•
δ
(4)
a 2 = −3
(4)
f A[bc] ∂σ(φ
∗Aµνσ − 1nηµνφ∗
′Aσ) ∂[µC
b
α] ∂[νC
c
β] η
αβ dnx
= d(...) + 6
(4)
f A[bc] (φ
∗Aµνσ − 1nηµνφ∗
′Aσ) ∂2σ[µC
b
α] ∂[νC
c
β] η
αβ dnx
= d(...)− γ
(
6
(4)
f A[bc] [φ
∗Aµνσ − 1nηµνφ∗
′Aσ] ∂[µh
b
α]σ ∂[νC
c
β] η
αβ dnx
)
⇒(4)a 1= 6
(4)
f A[bc] [φ
∗Aµνσ − 1nηµνφ∗
′Aσ] ∂[µh
b
α]σ ∂[νC
c
β] η
αβ dnx+
(4)
a¯ 1 | γ
(4)
a¯ 1= 0
Two candidates appear at this stage. In fact, they will have to be considered together when solving
Eq.(5.11). This is because their images under δ are not independent modulo d. Since they constitute
the only candidate involving two derivatives, let us denote their sum a1,2 =
(3)
a 1 +
(4)
a 1. Similarly,
the sum of the two homogeneous terms, that are still unconstrained at this stage, will be denoted
a¯1,2 =
(3)
a¯ 1 +
(4)
a¯ 1.
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2− 3− 3 candidates
Let us first separately compute δ
(5)
a 2 and δ
(6)
a 2:
δ
(5)
a 2 = −3
(5)
fABc ∂ρ
[
φ∗Aµνρ − 1
n
ηµνφ∗′Aρ
]
∂[νC
B
σ]µC
cσdnx
= d(...) +
3
2n
(5)
fABc ∂ρφ
∗′Aρ∂νC
Bν
σ C
cσdnx+ 3
(3)
fABc φ
∗Aµνρ
[
∂2ρ[νC
B
σ]µC
cσ + ∂[νC
B
σ]µ∂ρC
cσ
]
dnx
= d(...) + 3
(5)
fABc φ
∗Aµνρ∂[νC
B
σ]µ∂[ρC
c
τ ]η
στdnx
−γ
(5)
fABc
{
3
4n
∂ρφ
∗′Aρφ
′B
σ C
cσ +
3
2
φ∗Aµνρ∂[νφ
B
σ]µρC
cσ − 3
2
φ∗Aµνρ∂[νC
B
σ]µh
cσ
ρ
}
dnx
δ
(6)
a 2 = −3
(6)
fABc ∂ρ
[
φ∗Aµνρ − 1
n
ηµνφ∗
′Aρ
]
CBαµ ∂[νC
c
α]d
nx
= 3
(6)
fABc φ
∗Aµνρ
[
∂ρC
Bα
µ ∂[νC
c
α] + C
Bα
µ ∂
2
ρ[νC
c
α]
]
dnx
= −γ
(6)
fABc φ
∗Aµνρ
[
φB αρµ ∂[νC
c
α] − 3CBαµ ∂[νhcα]ρ
]
dnx+ 2
(6)
fABc φ
∗Aµνρ∂[ρC
B
β]µ∂[νC
c
α]η
αβdnx
The non-γ-exact modulo d terms are the same in the two expressions. Thus, we must set the relation
(6)
fABc= −32
(5)
fABc in order to obtain a consistent a1. This is the only candidate involving one derivative,
let us denote it a2,1 =
(5)
a 2 +
(6)
a 2. We finally obtain:
a1,1 =
(5)
fABc
3
2
φ∗Aµνρ
[
∂[νφ
B
σ]µρC
cσ − ∂[νCBσ]µhcσρ − φB αρµ ∂[νCcα] + 3CBαµ ∂[νhcα]ρ
]
dnx
+
(5)
fABc
3
4n
∂ρφ
∗′Aρφ
′B
σ C
cσdnx . (5.16)
There is no homogeneous part a¯1,1 because a γ-closed term linear in the fields contains at least two
derivatives (in a Riemann or Fronsdal tensor).
Let us consider the seventh candidate:
δ
(7)
a 2 = −2
(7)
faBC ∂ρh
∗aαρCBµν∂[νC
C
α]µd
nx
= d(...) + γ(...) + 2
(7)
faBC h
∗aαρ
[
− 23TB νµρ| TC µνα| − 23T
Bµ|ν
ρ TCαµ|ν + C
BµνUCνα|ρµ
]
dnx
We have not written explicitly the γ-exact part, because the non γ-exact modulo d terms cannot be
eliminated. The first two terms into brackets could vanish by imposing
(7)
faBC=
(7)
fa(BC), but the last one
is definitely an obstruction, as one readily convinces oneself by taking the Euler-Lagrange derivative
with respect to the antifields.
Finally, let us study the only candidate involving three derivatives:
δ
(8)
a 2 = −2
(8)
faBC ∂ρh
∗aµρ ∂[αC |B|β]ν ∂µ∂[αCCβ]ν d
nx
= d(...) + 2
(8)
faBC h
∗aµρ
[
∂
2[α
ρ C |B|β]ν ∂µ∂[αCCβ]ν + ∂
[α
C |B|β]ν ∂3µρ[αC
C
β]ν
]
dnx
The first term into brackets is clearly antisymmetric in B and C, while the second is γ-exact because
it involves third derivatives of CBµν . Thus, by imposing the relation
(8)
f aBC=
(8)
f a(BC), we obtain a
consistent a1, that can be denoted a1,3 as it is the only one involving three derivatives:
a1,3 =
(8)
f aBC h
∗aµρ∂αCBβν
[
∂2ν[αφ
C
β]µρ − 2∂2µ[αφCβ]νρ
]
dnx+ a¯1,3 | γa¯1,3 = 0 . (5.17)
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5.1.3 Deformation of the Lagrangian
Let us proceed with the computation of the cubic vertices. Because of the length of the expressions
appearing, for example when introducing the equations of motions, it would be hard to make a
straight computation. Instead of that, we have listed every possible Lorentz-invariant cubic terms for
a Lagrangian vertex a0,test, with the appropriate field and derivative contents. We have also considered
the most general homogeneous part of a1, when it is possible to have one, let us denote it a¯1,test. We
have explicitly computed the following quantity:
δ(a˜1 + a¯1,test) + γa0,test , (5.18)
where a˜1 is the inhomogeneous part of a1, that has been determined in the previous section. This
expression is linear in the ghosts or their derivatives. The modulo d freedom is given away by taking the
Euler-Lagrange derivatives with respect to the ghosts, which is equivalent to “integrating by parts”
in order to make appear the undifferentiated ghosts. The result must vanish in order to obtain a
consistent vertex. This yields a system of equations for each candidate a1,i. We do not give all the
details of the resolution of these systems nor the explicit lists of terms, but we expose the procedure
in the next paragraphs.
Candidate with one derivative
The a0 terms corresponding to a1,1 are linear in the spin-2 fields, quadratic in the spin-3 fields and
contain two derivatives. As the Lagrangian is defined modulo d, it is sufficient to make a list where,
for example, the spin-2 fields bear no derivatives. The terms can then be classified into two categories:
25 terms with the two derivatives on the same spin-3 field (ha. .∂. .φ
B
. . .φ
C
. . .) and 24 with one derivative
on each spin-3 field (ha. .∂.φ
B
. . .∂.φ
C
. . .). The test vertex a0,test is the sum of these 49 terms contracted
with arbitrary coefficients
(j)
g aBC , j = 1, ..., 49.
We have used the symbolic manipulation software FORM [130] to deal with the considered expres-
sions. After having encoded a0,test and a˜1,1 in a file, we have computed their images under γ and δ.
Then, it is rather easy to take the Euler-Lagrange derivative and to obtain the system of equations.
Because of the complicated nature of the coefficients
(j)
g aBC , we have solved the system by making
substitutions by hand. This is lengthy but systematic. Finally, we have found that the solution is
trivial: the coefficients all vanish and the candidate with one derivative is thus obstructed.
2− 2− 3 vertex with three derivatives
The other candidates go along the same lines, except for the non-vanishing a¯1. The a0 terms cor-
responding to a1,2 are quadratic in the spin-2 fields, linear in the spin-3 fields and contain three
derivatives. This vertex is defined modulo d, thus we have chosen terms involving an undifferen-
tiated spin-3 field. They can be classified into two categories: 25 terms with three derivatives on
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the same spin-2 field (φA. . .∂. . .h
b
. .h
c
. .), and 50 terms with two derivatives on a spin-2 field and one on
the other (φA. . .∂. .h. .∂.h. .). The test vertex a0,test is the sum of these terms contracted with arbi-
trary coefficients
(j)
k Abc, j = 1, ..., 75. For this candidate, it is important not to forget a¯1,test. With
two derivatives, we can build terms that are linear in the undifferentiated Riemann or Fronsdal ten-
sor (the spin-3 curvature contains three derivatives and cannot appear here). Let us recall that
the Fronsdal and Ricci tensors are δ-exact, so that any term linear in the Fronsdal tensor can be
eliminated in favor of a term linear in the Ricci tensor by adding a δ-exact expression to a¯1. For
example : CaαGBαβγh
∗cβγ = −δ[Caαφ∗Bαβγh∗cβγ ] + Caαφ∗BαβγGcβγ . For the same reason, some terms
linear in the Ricci tensor are not independent modulo δ : h∗aαβG′bCCαβ = δ(...) +G
aαβh∗′bCCαβ. This
allows one to consider a short list of six terms : h∗aαγRbαβ|γδC
Cβδ , h∗aαβRbγα CCβγ , h
∗aαβRbCCαβ ,
φ∗AαβγRbαβC
c
γ , φ
∗′AαRbαβC
cβ and φ∗′AαRbCcα, that are contracted with some other arbitrary coeffi-
cients
(j)
l Abc , j = 1, ..., 6.
We have gathered these ingredients in a file, and have achieved the computation in the same way as
for the first candidate. We obtained a system of hundreds of equations depending on the 82 variables
bearing family indices. We solved it by substitution and found that it actually admits a nontrivial
solution. First, the relation
(4)
f Abc= −13
(3)
f bcA is obtained. It means that
(3)
f bcA must be antisymmetric.
We also found that the only a¯1 term needed is one of those linear in the Riemann tensor, while it is
possible to keep only terms of the second category in a0. This leaves us with 48 terms with coefficients
proportional to
(3)
f bcA. Let us denote the only coefficient gAbc =
(3)
f bcA. Finally, the complete solution
can be written:
a2,2 = gAbc
[
C∗bµ ∂νCcρ ∂[νCAρ]µ −
1
3
C∗Aµν ∂[µCbα] ∂[νC
c
β] η
αβ
]
dnx , (5.19)
a1,2 = gAbch
∗bµσ
[
2∂νhcρσ ∂[νC
A
ρ]µ − ∂νCcρ∂[νhAρ]µσ
]
dnx
−3gAbch∗bαβRcαµ|βνCAµνdnx
−2gAbc
[
φ∗Aµνρ − 1
n
ηµνφ∗
′Aρ
]
∂[µh
b
α]ρ∂[νC
c
β]η
αβdnx , (5.20)
a0,2 =
(3)
L dnx = gAbc U
bc
A d
nx ,
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where, denoting hb = ηαβhbαβ :
U bcA = −
1
2
φ
′α
A2h
b∂αh
c +
1
2
φαβγA ∂β∂γh
b∂αh
c +
1
2
φαβγA 2h
b
βγ∂αh
c
+
1
2
φ
′α
A ∂
β∂γhbβγ∂αh
c + φ
′α
A ∂
β∂γhb∂αh
c
βγ +
1
2
φ
′α
A2h
bβγ∂αh
c
βγ
− φαβγA ∂βδhb δγ ∂αhc − φαβγA ∂βδhb∂αhc δγ −
1
2
φαβγA 2h
b
βδ∂αh
c δ
γ
− 3
2
φ
′α
A ∂
β∂γhbβδ∂αh
c δ
γ −
1
2
φαβγA ∂β∂γh
bµν∂αh
c
µν − φαβγA ∂µ∂νhbβγ∂αhcµν
+
1
2
φαβγA ∂γ∂δh
bδε∂αh
c
βε +
3
2
φαβγA ∂γ∂δh
b
βε∂αh
cδε + φαβγA ∂
δ∂εhbβδ∂αh
c
γε
− 1
4
φ
′α
A ∂α∂γh
b∂γhc − 1
2
φαβγA ∂α∂εh
b
βγ∂
εhc + φαβγA ∂α∂εh
b∂εhcβγ
+
1
4
φ
′α
A ∂α∂εh
bµν∂εhcµν −
1
2
φαβγA ∂α∂εh
b
βδ∂
εhc δγ + φ
′
Aµ∂α∂εh
bαµ∂εhc
− φAµβγ∂α∂εhbαµ∂εhcβγ + 1
2
φ
′τ
A∂α∂εh
bαµ∂εhcµτ − φ′Aµ∂α∂εhb∂εhcαµ
+ φAµβγ∂α∂εh
bβγ∂εhcαµ − 1
2
φ
′τ
A∂α∂εh
b
µτ∂
εhcαµ − 1
2
φ
′α
A2h
b
αγ∂
γhc
+
1
2
φαβγA ∂β∂γh
b
αρ∂
ρhc +
1
2
φαβγA 2h
b
αρ∂
ρhcβγ +
1
2
φ
′α
A ∂β∂γh
b
αρ∂
ρhcβγ
− φαβγA ∂β∂δhbαρ∂ρhc δγ −
1
4
φ′Aµ∂
β∂µhbβγ∂
γhc − 1
2
φAµνρ∂
β∂µhbβγ∂
γhcνρ
+ φ
′ν
A∂
β∂µhbβγ∂
γhcµν −
1
2
φ′Aµ2h
b
βγ∂
γhcβµ +
1
2
φAµνρ∂
ν∂ρhbβγ∂
γhcβµ
− 1
4
φ
′τ
A∂µ∂τh
b
βγ∂
γhcβµ +
1
2
φ
′α
A2h
b∂γhcαγ −
1
2
φαµνA ∂µ∂νh
b∂γhcαγ
− 1
2
φαµνA 2h
b
µν∂
γhcαγ −
1
2
φ
′α
A ∂
µ∂νhbµν∂
γhcαγ + φ
αµν
A ∂ν∂ρh
b ρ
µ ∂
γhcαγ
+
1
4
φ′Aβ∂
α∂βhb∂γhcαγ +
1
2
φAβµν∂
α∂βhbµν∂γhcαγ − φ
′τ
A∂
α∂µhbµτ∂
γhcαγ
+
1
2
φ′Aµ2h
bαµ∂γhcαγ −
1
2
φAµνρ∂
ν∂ρhbαµ∂γhcαγ +
1
4
φ
′τ
A∂µ∂τh
bαµ∂γhcαγ .
This is the only first order nonabelian cubic deformation involving two spin-2 fields and one spin-3
field. In fact, we show that it is obstructed at second order in deformation in Chapter 8.
2− 3− 3 vertex with four derivatives
We must now consider the most promising candidate. It is promising because it is the only consistent
cubic deformation involving two spin-3 fields and one spin-2 field and it is not yet known if it is
obstructed or not at higher orders in deformation. It is also interesting because it is related it to the
Fradkin–Vasiliev deformation in (A)dS. First, in [128], we obtained the vertex in a inconvenient form:
a long list of terms involving an undifferentiated spin-2 field. Then, in [113], we could rewrite it as a
short list of terms proportional to the undifferentiated Riemann tensor, modulo d and δ (let us notice
that it is always possible to add a γ-exact term to a1 along with a δ-exact term in a0). We exhibit
the shorter version below.
85
We used, once again, the same method to find the vertex. We listed all possible terms involving
an undifferentiated spin-2 field, two spin-3 fields and four derivatives acting on them. They can be
divided into three categories: 41 terms with all derivatives acting on the same spin-3 field, 93 terms
with three derivatives acting one one field and 77 terms with two derivatives acting on both fields.
These 211 terms are contracted with arbitrary coefficients
(j)
k aBC , j = 1, ..., 211. As for the a¯1: it
contains different kinds of terms. There are three derivatives so it could be possible to use the spin-3
curvature, but in fact, only its trace can appear, which is equal to antisymmetrized derivatives of the
Fronsdal tensor. The terms involving the spin-3 ghost and the Ricci tensor can be eliminated in favor of
terms involving the Fronsdal tensor by adding an appropriate δ-exact expression. Furthermore, most
of the terms involving the Fronsdal tensor and the spin-2 ghosts are either antisymmetric modulo d
in the spin-3 indices or related to the following term : φ∗′Bα∂αGCβ C
aβ. Since we already know that
the structure coefficient of a1,3 is symmetric in the spin-3 indices, it is obvious that antisymmetric
a¯1 terms cannot be related to a1,3. They could rather correspond to an independent deformation not
deforming the gauge algebra and we have not studied them here. On the other hand, there are eight
independent terms proportional to the spin-3 ghosts: two proportional to the Riemann tensor et six
proportional to the Fronsdal tensor or its trace. Once again, most of them appeared not to be used.
This time, the computation is really heavy: more than a thousand equations in which we had to
seek interesting relations among the coefficients. After that lengthy calculus, we obtained the vertex
and the associated a¯1. The latter finally does not involve the spin-2 ghost, the only terms that remain
are those proportional to the Riemann tensor and a third one proportional to the trace of the Fronsdal
tensor. In a0, we obtained a sum of 136 non vanishing terms. All the coefficients are proportional to
(8)
f aBC , that we will now denote simply faBC . We will not exhibit that list here, especially because we
have found a better expression in the light of the work in (A)dS described in Chapter 4 and applied
in the next section. In fact, the choice of undifferentiated spin-2 fields is poor because everything can
be written in terms of the Riemann tensor (modulo some redefinitions of the fields which appear as
δ-exact terms in a0). The solution in (A)dS that we provide in the next section contains a sum of
terms linear in the undifferentiated Riemann tensor and quadratic in the spin-3 fields, bearing two
covariant derivatives. That sum, in which the covariant derivatives are replaced by partial derivatives,
is equivalent to the Minkowski vertex. To show that, we introduced an arbitrary sum of δ-exact terms
in another file and solved the system of equations that arises. The coefficients have definite values in
terms of faBC . We provide this expression of the vertex, but without writing explicitly the δ-exact
part, which is long and not instructive. The complete solution
(1)
w3 is:
a2,3 = faBC C
∗aµ ∂αCBβν ∂µ∂[αCCβ]ν d
nx , (5.21)
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a1,3 = faBC
[
3
8
h∗aµν∂ρF
′B
ρ C
C
µν +
3
2
φ∗Bαβγ∂αRaβµ|γνC
Cµν +
2
n
φ∗
′BαRaαµ|νρ∂
νCCρµ
]
dnx
− faBC h∗aµρ ∂αCBβν
[
2∂µ[αφ
C
β]νρ − ∂ν[αφCβ]µρ
]
dnx , (5.22)
a0,3 =
1
2f
a
BCR
αβ|γδ
a
[
∂ρφBραγ∂
σφCσβδ − 2∂ρφBσαγ∂(ρφCσ)βδ + 2φ′Bρ∂2αγφCρβδ + φBραγ∂2δρ φ′Cβ
−3φ′Bα∂2δρ φCρβγ + 2φB αρσ ∂2ρδφCσβγ − 2φBσαγ∂2ρδφC βρσ + φ′Bα∂2βδφ′Cγ
−φBαρσ∂2βδφCγρσ − φBαγρ∂2ρσφCβδσ
]
+ δc1 . (5.23)
This solution is the only local, Poincare´ invariant and nonabelian first order deformation that is linear
in the spin-2 field and quadratic in the spin-3 field.
5.2 Quasi-minimal deformation in (A)dS for a 2− 3− 3 configuration
In the light of chapter 4, we know that a possible cubic deformation involving one spin-2 field and two
spin-3 fields is the sum of the minimal deformation and some correcting terms linear in the Weyl tensor
wµν|ρσ (which is the traceless part of the tensor sµν|ρσ). We also know that a consistent Minkowski
limit of this vertex can be taken in such a way as to keep the Fronsdal Lagrangian and the terms
involving the highest number of derivatives while the other terms vanish. The computation that we
have achieved, with the help of the Mathematica package Ricci [114], consists of the following steps:
First, let us consider the sum of Fronsdal Lagrangians in (A)dS for a spin-2 and a spin-3 fields. The
spin-2 part deforms naturally into an Einstein–Hilbert Lagrangian, thus the part that interests us
is the minimal deformation terms of the spin-3. We use the alternative definition of the Fronsdal
Lagrangian that is quadratic in the first derivatives of the fields:
−
(2)
L s√−g =
1
2
∇µφα1...αs∇µφα1...αs −
1
2
s∇µφµα1...αs−1∇νφνα1...αs−1
+
1
2
s(s− 1)∇αφ′β1...βs−2∇µφµαβ1...βs−2 −
1
4
s(s− 1)∇µφ′α1...αs−2∇µφ′α1...αs−2
−1
8
s(s− 1)(s− 2)∇µφ′µα1...αs−3∇νφ′να1...αs−3
+
1
2
λ2
[
s2 + (n− 6)s− 2n+ 6]φα1...αsφα1...αs
−1
4
λ2s(s− 1) [s2 + (n− 4)s− n+ 1]φ′α1...αs−2φ′α1...αs−2 . (5.24)
In this expression, indices are contracted with the (A)dS metric gµν . The minimal deformation
consists in replacing this metric by Gµν = gµν + αhµν where hµν is the spin-2 field. Three types of
cubic terms appear: First, some terms related to the determinant:
√−G = √−g(1 + 12αh′ + ...).
The second type arises because contractions of indices must be made with Gµν , and the third type
arises because of the modification of the connection and thus of the covariant derivatives (let us
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denote Dµ the covariant derivative involving the Levi-Civita connection of Gµν). These terms form
the minimal part of the cubic vertex that we can denote
(3)
Lmin. The minimal gauge transformations
are δε,minhµν = 2D(µεν) and δξ,minφµνρ = 3D(µξνρ). We can check their action on the Lagrangian
at first order:
(0)
δξ
(3)
Lmin +
(1)
δξ,min
(2)
L . As we know, this does not vanish, we thus have to keep the
expression and to compare it with the zeroth order gauge transformation of the Weyl terms. The only
possible Weyl term with no derivatives on the spin-3 fields is wαβ|γδφαγρφ
ρ
βδ , but it is not sufficient to
remove the obstruction, a general expression involving two covariant derivatives has to be introduced,
with arbitrary coefficients. This expression is invariant under the spin-2 gauge transformations by
construction, we thus have to check the spin-3 gauge transformations. This computation involves
covariant derivatives of tensors bearing several indices and is thus heavy, which is why we used a
software. The result does not vanish but is proportional to the equations of motion and can thus be
understood as a complement to the gauge transformations, that thus do not remain minimal either.
The cubic vertex, that has to be understood as lying on (A)dS (thus the contractions are made here
with gαβ) takes the following form:
(3)
L FV√−g ≈
11
2
wαβ|γδ φαγµφ
βδµ +
n− 2
2Λ
wαβ|γδ
[
2 φ′µ∇(β∇δ)φαγµ + φαγµ∇(δ∇µ)φ′β (5.25)
−3 φ′α∇(δ∇µ)φβγµ + 2 φαµν∇(δ∇ν)φβγµ +∇µφαγµ∇νφβδν − φαγµ∇(µ∇ν)φβδν
−2 ∇(µφν)αγ∇µφβδν − 2 φαγµ∇(δ∇ν)φβµν + φ′α∇(β∇δ)φ′γ − φαµν∇(β∇δ)φγµν
]
.
The computation does not yield the deformation of the gauge transformations in a convenient way,
its determination would require some complementary computations.
5.3 Uniqueness of the (A)dS deformation
The relation between the Minkowski vertex presented in Eq. (5.23) and the (A)dS vertex presented
in Eq. (5.25) is obvious: we have obtained explicitly that the terms with two covariant derivatives of
the latter are similar to those of the former, with coefficients that are proportional. As we showed in
section 4.3, a scaling limit can be taken, that precisely selects the terms with the highest number of
derivatives. Let us recall the argument that we provided about the correspondence between the cubic
vertices, in the particular case of the 2− 3− 3 construction, for which we make the proof a bit more
precise.
Let us denote the at most cubic parts of the Minkowski action SΛ=0[h˜, φ˜] and of the (A)dS
action: SΛ[h, φ]. The uniqueness of SΛ=0[h˜, φ˜] is instrumental in showing the uniqueness of its (A)dS
completion SΛ[h, φ] , due to the linearity of the perturbative deformation scheme and the smoothness
of the flat limit at the level of cubic actions. The proof goes as follows. First suppose that there
exists another action S′Λ[h, φ] = SΛfree + g S
′Λ
cubic that admits a nonabelian gauge algebra and whose
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top vertex, denoted V ′topΛ (2, 3, 3), involves ntop derivatives with ntop 6= 4. Then, this action would
scale to a nonabelian flat-space action whose cubic vertex would involve ntop derivatives. This is
impossible, however, because the only nonabelian cubic vertex in flat space is the one presented
in Eq.(5.23) and that contains four derivatives. Secondly, suppose there exists a nonabelian action
S′′Λ[h, φ] = SΛfree + g S
′′Λ
cubic whose top vertex contains 4 derivatives but is otherwise different from the
terms in
(3)
L FV with four derivatives. Then its flat limit would yield a theory with a cubic vertex,
involving 4 derivatives, but different from a0,3 , which is impossible due to the uniqueness of the latter
deformation. Thirdly, and finally, suppose there exists a cubic Lagrangian deformation whose top
vertex is the same as that of
(3)
L FV but differing from it in the terms with lesser numbers of derivatives.
By the linearity of the BRST-BV deformation scheme, the difference between this coupling and
(3)
L FV
would lead to a nonabelian theory in (A)dS with top vertex involving less than 4 derivatives. Its
flat-space limit would therefore yield a nonabelian action whose top vertex would possess less than 4
derivatives, which is impossible due to the uniqueness of SΛ=0[h˜, φ˜] 2.
This proof in fact holds in any case where the Minkowski deformation is unique and an (A)dS
deformation in known. Though the computations have not been achieved explicitly for every 2− s− s
case, the results obtained in Chapter 7 ensure that the (A)dS uniqueness extends to the 2 − s − s
Fradkin-Vasiliev construction as well.
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Chapter 6
Spin-3 self interactions
In this chapter, we review the problem of the self-interacting spin three field (and more generally,
interactions between different spin-3 fields), at first order in the deformation parameter. The parity-
invariant case has been addressed in the antifield approach in [83]. One of the nonabelian solutions
given in this paper had been found earlier by Berends, Burgers and van Dam in [60], this solution
is thus called the BBvD deformation. We briefly recall their results, for completeness and because
some important considerations about the BBvD deformation at second order are discussed in Chapter
8. Then, we achieve the computation of the nonabelian first order spin-3 deformations in the parity-
breaking case, which leads to two new consistent vertices, in dimensions 3 and 5.
In both cases, the initial Lagrangian is the sum of spin-3 Fronsdal Lagrangians involving the fields
φAµνρ (the notation is the same as in Chapter 5). Just as in the former chapter, Theorem 3.1 ensures
that the nonabelian deformations must be cubic, in both parity-invariant and parity-breaking cases.
In terms of the antifield formalism, the deformation of the BRST-BV generator W is, once again, the
integral of a sum of three terms a0, a1 and a2, indexed by the antifield number, and corresponding
to the deformations of the Lagrangian, of the gauge transformations and of the gauge algebra. The
considerations made in section 3.2.4 ensure that the non equivalent solutions for a2 are linear in the
undifferentiated antifields C∗µνA and quadratic in the ghosts C
A
µν or the non-γ-exact components of
their derivatives, which are minimally described by the tensors TAαβ|µ and U
A
αµ|βν that have be defined
in Chapter 5. In the parity-invariant case, the Lorentz-invariant contractions are made with the sole
metric ηµν . In the parity-breaking case, the expressions are linear in the Levi-Civita symbol εµ1...µn
and thus depend on the spacetime dimension.
6.1 Parity-invariant deformations
Let us recall the results obtained in [83]. As usual, the first order deformations are n-forms
(1)
w=
a2 + a1 + a0 such that s
(1)
w +db = 0. Two cubic solutions for a2 have been obtained. One with three
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derivatives in the vertex (which corresponds to two in a2), and one with five derivatives. The first one
is equivalent to the solution given in [60], that is why it is denoted
(1)
wBBvD. The solutions for a2 are
as follows:
a2,BBvD = f
A
BCC
∗µν
A
[
TBµα|βT
C α|β
ν − 2TBµα|βTC β|αν +
3
2
CBαβUCµα|νβ
]
dnx+ γc2 , (6.1)
a2,5 = g
A
BCC
∗µν
A U
B
µα|βγU
C α|βγ
ν d
nx + γe2 , (6.2)
where fABC and gABC are arbitrary coefficients totally antisymmetric in their indices. These are
related to a1 solutions, that in both cases are the sum of inhomogeneous expressions a˜1 such that
δa2+γa˜1+db1 = 0 and homogeneous, γ-closed expressions a¯1, involving the same number of derivatives,
and required in order for a0 to exist. If the γ-exact term γc2 is chosen in such a way as to restore the
traces of the derivatives of the ghosts, the following expression is found:
a˜1,BBvD = −3
2
fABC
[
(φ∗µνρA −
1
n
ηµνφ∗A
′ρ)
(
2∂[µφ
B
α]βρ(T˜
Cα|β
ν − 2T˜Cβ|αν ) + φBαβρ ∂[νCCβ][α, µ]
−3CBαβ∂[νφCβ]ρ[α, µ]
)
+
1
n
φ∗A
′ρ∂[ρCBα]β(∂ρφ
Cσαβ − 2∂(αφ′|C|β))
]
dnx ,(6.3)
where T˜Aµν|α = ∂[µC
A
ν]α and where indices after a comma denote partial derivatives. The required
homogeneous expression is
a¯1,BBvD = −9
8
fABCφ
∗′AµGBµνρC
Cνρdnx . (6.4)
In the same way, by choosing an appropriate γe2, the following result is obtained for the 5-derivative
case:
a1,5 = −6gABC
[
φ∗µνρA −
1
n
ηµνφ∗A
′ρ
]
∂[β|[µφBα]ρ|λ]∂
2β
[νC
Cλ
τ ] η
ατdnx . (6.5)
Finally, the vertices can be computed from Eq.(3.69). We will only recall the BBvD vertex here. The
vertex with five derivatives consists of a sum of hundreds of terms, its expression can be found in the
appendix of [83]. The BBvD vertex can be written as a0,BBvD = −38fABCLABC where:
LABC = −3
2
φ′Aαφ′Bβ, γφ′Cβ, αγ + 3φ
′Aα, βφBγφ′Cγ, αβ + 6φ
Aαβγ, δφ′Bαφ
′C
β, γδ +
1
2
φ′AαφBβγδ, ηφCβγδ, αη
+φAα,αβφ
B
γδηφ
Cγδη, β + φ′Aα, βφBγδηφCγδη, αβ − 3φAαβγφBαβδ, ηφ′Cδ, γη − 3φAαβγφBαβδ, γηφ′Cδ, η
+3φAαβγ, δφ
Bαβηφ′C, γδη + 3φ
A , γδ
αβγ φ
Bαβηφ′Cη, δ −
9
4
φ′Aα, βγφ
′Bβφ′Cγ, α − 1
4
φ′Aα, βφ
′Bβ, γφ′C ,αγ
−3φAαβγφ′Bδ, αφ′C , βγδ −
3
2
φ′A ,αα φ
Bβ, γφC , δβγδ + 3φ
′A
αφ
′B
β, γφ
Cβγ, αδ
δ +
3
2
φ′A,αβα φ
′Bγ, δφCβγδ
+3φ′Aα, βφ
′B
γ, δφ
Cβγδ, α − 3
2
φ′Aαφ
B , β
βγδ φ
Cγδ, αη
η − 6φA ,αδαβγ φ′Bβ, ηφC γδη + 6φA ,αδαβγ φ′BβφC γ, ηδη
−2φAαβγ, δφBαδ, ηλ φCλβ, γη + φAαβγφB ,αδηλ φCδηλ, βγ − 3φA ,ααβγ φBβγ,ηδ φC δ, γηλ
+3φA ,αδαβγ φ
Bβγη, λφCηδλ + 6φ
A
αβγ, δφ
Bαβη, λφC δ, γηλ (6.6)
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6.2 Parity-breaking deformations
The parity-breaking case can now be studied. We prove in the sequel that there are two consistent
nonabelian solutions, in dimension 3 with 2 derivatives, and in dimension 5 with 4 derivatives. An
interesting result is that there are neither nonabelian parity-breaking deformations in dimension 4 nor
in dimension greater than 5. Some Schouten identities have to be taken into account and play an
important roˆle in our computations. Let us recall that these consist in antisymmetrizing n+ 1 indices
in dimension n. In the present case of parity-breaking expressions involving a Levi-Civita symbol, the
indices that are considered are invariably the n indices contracted with the Levi-Civita symbol and
another one.
6.2.1 Deformations of the gauge algebra
Let us determine the possible a2, dimension by dimension. The deformation obeys Eqs(3.67)-(3.69).
This time, we will first check the expressions explicitly along the D-degree, hence we use Eqs(3.72)-
(3.73).
Dimension 3
In dimension 3, any tensor with the symmetry of the Weyl tensor, such as UAµα|νβ , identically vanishes.
This implies that the second derivatives of the ghosts are all γ-exact. Thus, the highest D-degree of
a quadratic pgh 2 ωJi is 2. Furthermore, there is no possible Lorentz-invariant contractions of the
indices in even D-degree: the antigh 2 antifields and the ghosts bear two indices, the Levi-Civita
symbol bears three, hence the total number of indices is the D-degree plus 9. Thus, we just have to
determine the D-degree one candidates. We can check at this stage if Eq.(3.68) is satisfied. In order
to do that, we first compute βI1 such that δαI1 + dβI1 = 0 with a2 = αI1ω
I1 . Then, we check if it
satisfies Eq.(3.73): βI1A
I1
I2
= 0 where DωI1 = AI1I2ω
I2 . There are four ways to contract the indices in
D-degree one, but they are all proportional. Let us enumerate them:
fABCε
µνρC∗αβA C
B
µαT
C
νρ|βd
3x , fABCε
µνρC∗AµαC
BαβTCνρ|βd
3x , fABCε
µνρC∗AµαC
B
νβT
Cαβ
|ρd
3x ,
fABCε
µνρC∗AµαC
B
νβT
Cα|β
ρ d
3x .
To see that they are proportional, some Schouten identities have to be used: First, in the last expres-
sion, let us antisymmetrize the index µ of the antifield, the index ν of the ghost, and the indices ρ
and α of the tensor TC :
0 ≡ fABCεµνρ
[
C∗AµαC
B
νβT
Cα|β
ρ − C∗AααCBµβTC |βνρ + C∗AραCBαβTC |βµν − C∗AναCBρβTCα |βµ
]
d3x
≡ 2fABCεµνρC∗AµαCBνβTCα|βρ d3x+ fABCεµνρC∗AµαCBαβTCνρ|βd3x .
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Then, let us make the same operation, but this time considering β instead of α on TC :
0 ≡ fABCεµνρ
[
C∗AµαC
B
νβT
Cα|β
ρ − C∗AβαCBµβTCαν |ρ + C∗AραCBββTCαµ |ν − C∗AναCBρβTCβα|µ
]
d3x
≡ fABCεµνρC∗AµαCBνβTCα|βρ d3x−
1
2
fABCε
µνρC∗AαβCBµαT
C
νρ|βd
3x+ fABCε
µνρC∗AµαC
B
νβT
Cαβ
|ρd
3x .
Finally, in the second expression, let us antisymmetrize the indices µ of the antifield, β of the ghost
and ν,ρ of the tensor TC :
0 ≡ fABCεµνρ
[
C∗AµαC
BαβTCνρ|β − C∗AβαCBανTCρµ|β + C∗AναCBαρTCβµ |β − C∗AραCBαµTCβν|β
]
d3x
≡ fABCεµνρC∗AµαCBαβTCνρ|βd3x− fABCεµνρC∗AαβCBµαTCνρ|βd3x .
Thus, since we can choose any of the four expressions for a2, we have considered the first one:
a2,1 = f
A
BCε
µνρC∗αβA C
B
µαT
C
νρ|βd
3x . (6.7)
The associated b1 is:
b1,1 = βI1ω
I1 = −3 fABCεµνρ
(
φ∗αβλA −
1
3
ηαβφ∗A
′λ
)
CBµαT
C
νρ|β
1
2
ελστdx
σdxτ . (6.8)
We know that a1 exists if Eq.(3.73) is satisfied. In this case, we get:
βI1A
I1
I2
ωI2 = −3 fABCεµνρ
[
φ∗αβλA −
1
3
ηαβφ∗A
′λ
](
4
3
TBλ(α|µ)T
C
νρ|β
)
1
2
ελστdx
ηdxσdxτ
= −2 fA(BC)εµνρ
[
φ∗αβλA −
2
3
ηαβφ∗A
′λ
]
TBλµ|αT
C
νρ|β d
3x . (6.9)
This holds thanks to some other Schouten identities: First, there is no term proportional to CU in
D(CT ) because U vanishes. Secondly, the following relation holds: εµνρTBλα|µT
C |α
νρ = εµνρTBλµ|αT
C |α
νρ .
It is obtained by antisymmetrizing over the lower µ, ν, ρ and α indices. Then, the symmetry on the
coefficient is due to the fermionic behaviour of the ghost tensors and to the relation:
εµνρ
[
φ∗αβλA −
2
3
ηαβφ∗A
′λ
]
(TBλµ|αT
C
νρ|β + T
B
νρ|αT
C
λµ|β)d
3x = 0 , (6.10)
which is obtained by antisymmetrizing over the lower µ, ν, ρ and λ indices. Finally, we find that a1,1
exists if the coefficients are antisymmetric over the last two indices : fABC = f
A
[BC].
Dimension 4
There is no nontrivial deformation of the gauge algebra in dimension 4. The number of indices in a
parity-breaking a2 is equal to the D-degree plus 10, so that Lorentz-invariant contractions can only be
obtained in even D-degree. Furthermore, in D-degree 0, the product C∗CC involves three symmetric
pairs, that cannot be contracted with the four antisymmetric indices of εµνρσ. Thus, we have to check
what happens in D-degrees 2 and 4 (let us recall that D-degree 4 is the maximum D-degree of an ωJi
for spin-3 in pgh 2).
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D-degree two:
Four terms can be obtained in D-degree 2: three of the form εC∗TT and one of the form εC∗CU .
There is no way to antisymmetrize C∗CU over five indices, thus there does not exist a Schouten
identity for the last one. Let us study the Schouten identities for the first three terms. The different
contractions read:
T
A[BC]
1 =ε
µνρσ C∗Aαβ TBµν|α T
C
ρσ|β , T
ABC
2 =ε
µνρσ C∗Aαµ T
B β
νρ| T
C
σα|β , T
ABC
3 =ε
µνρσ C∗Aαµ T
B β
νρ| T
C
σβ|α .
There are two Schouten identities relating these terms. To find them, let us contract a product εC∗TT
with antisymmetrized products of Kronecker deltas: δ
[αβγδε]
[µνρστ ] = δ
[α
[µδ
β
ν δ
γ
ρδδσδ
ε]
τ ] . The two different ways
of doing that are:
δ
[αβγδε]
[µνρστ ]ε
µνρσC∗τA αT
B
βγ|λT
C |λ
δε = 0 , δ
[αβγδε]
[µνρστ ]ε
µνρσC∗λA αT
B |τ
βγ T
C
δε|λ = 0 .
The first identity implies that TABC2 is symmetric in its last two indices: T
ABC
2 = T
A(BC)
2 , while the
second one relates T
A[BC]
1 and T
ABC
3 : T
ABC
3 = T
A[BC]
1 . We can now write the general form of a2,2:
a2,2 =
(1)
kA[BC] ε
µνρσ C∗αβA T
B
µν|α T
C
ρσ|βd
4x+
(2)
kA(BC) ε
µνρσ C∗αA µ T
B |β
νρ T
C
σα|βd
4x
+
(3)
kABC ε
µνρσ C∗AµαC
B
νβ U
C |αβ
ρσ d
4x .
The associated b1,2 reads:
b1,2 = −3 εµνρσ
[
(φ∗λαβA −
1
4
ηαβφ∗A
′λ)
(1)
kA[BC] T
B
µν|αT
C
ρσ|β
+(φ∗λαA µ −
1
4
δαµφ
∗
A
′λ)(
(2)
kA(BC) T
B |β
νρ T
C
σα|β+
(3)
kABC C
B
νβ U
C β
ρσ|α )
] 1
3!
ελρστdx
ρdxσdxτ .
Let us then check the consistency condition:
βI2A
I2
I3
ωI3 = −3
2
(1)
kA[BC] ε
µνρσφ∗A
′λTB |αµν U
C
λα|ρσd
4x
−3
(2)
kA(BC) ε
µνρσφ∗αλa µ
(
TB |βνα U
C
λβ|ρσ − TB |βνρ UCλβ|σα
)
d4x
+4
(3)
kABC ε
µνρσφ∗αλA µT
B
λ(β|ν)U
C β
ρσ|α d
4x
=
[
− 3
2
(
(1)
kA[BC] +
(2)
kA(BC))ε
βγρσφ∗A
′µηαν − (6
(2)
kA(BC) +4
(3)
kABC)ε
µνλβφ∗γρA λη
ασ
]
×TBβγ|αUCµν|ρσd4x (6.11)
The latter equality is obtained by using the following Schouten identities: Let us consider the various
terms of the form εφ∗TU (we omit the internal indices in the next expressions, since they are not
affected by Schouten identities):
T1 = ε
µνρσφ∗αβµ Tνγ|βU
γ
ρσ|α , T2 = ε
µνρσφ∗αβµ Tνβ|γU
γ
ρσ|α , T3 = ε
µνρσφ∗′αT |βµν Uρσ|αβ ,
T4 = ε
µνρσφ∗′µT
αβ
|νUρσ|αβ , T5 = ε
µνρσφ∗αβµ Tνρ|γU
γ
σα|β .
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There are three Schouten identities:
δ
[αβγδε]
[µνρστ ]ε
µνρσφ∗ ταλ Tβγ|ηU
λη
δε| = 0 , δ
[αβγδε]
[µνρστ ]ε
µνρσφ∗αTβγ|λU τλδε| = 0 ,
δ
[αβγδε]
[µνρστ ]ε
µνρσφ∗ λαη Tβγ|λU
τη
δε| = 0 .
An explicit expansion of these identities yields the relations
T3 + 2T2 + 2T5 = 0 , T3 − T4 = 0 , T1 = 0 ,
that we just have to apply to Eq.(6.11). The expression of βI2A
I2
I3
cannot vanish unless
(1)
kA[BC]=
(2)
kA(BC)=
(3)
kABC= 0 .
Thus a2,2 is trivial and can be set to zero, as well as b1,2.
D-degree 4: In D-degree 4, the candidates are of the form εC∗UU . There are two different ways
to contract the indices: T
A[BC]
1 = ε
µνρσC∗αβA U
B
µν|αγU
C γ
ρσ|β and T
ABC
2 = ε
µνρσC∗AµαU
B
νρ|βγU
Cα|βγ
σ , but
both expressions vanish because of the following Schouten identities:
δ
[αβγδε]
[µνρστ ]ε
µνρσC∗Aλα U
B |τη
βγ U
C
δε|λη = 0 , δ
[αβγδε]
[µνρστ ]ε
µνρσC∗Aτα U
B |λη
βγ U
C
δε|λη = 0 .
They imply that T
A[BC]
1 + T
ABC
2 = 0 and T
ABC
2 = T
A(BC)
2 , which can be satisfied only if T
A[BC]
1 =
T
A(BC)
2 = 0 . Thus a2,4 is trivial and can be set to zero, as well as b2,4.
Dimension 5
In dimension 5, the number of indices in a possible a2 term is equal to the D-degree plus 11. Therefore,
it is only possible to write a Lorentz-invariant expression in odd D-degree. Furthermore, in D-degree
1, an expression of the form C∗CT cannot be antisymmetrized over five indices (because TC[αβ|γ] = 0).
Thus, we only have to study the D-degree 3 case. In fact, there is only one nontrivial term in D-degree
3:
a2,3 = g
A
BCε
µνρστC∗AµαT
B
νρ|βU
Cαβ
|στd
5x . (6.12)
The associated b1 reads:
b1,3 = βI3ω
I3 = −3gabcεµνρστφ∗ λAµα TBνρ|β UCαβ|στ
1
4!
ελγδηξdx
γdxδdxηdxξ .
This candidate leads to a consistent a1 if
βI3A
I3
I4
ωI4 = −3gA[BC]εµνρστφ∗αλA µUBλβ|νρUC βα |στd5x = 0 , (6.13)
which is true only if gABC = gA(BC).
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Dimension n > 5
It is impossible to build a non-vanishing parity-breaking a2 term in dimension n > 5, because an
expression C∗ωJi involves at most 5 indices that can be antisymmetrized all together (remember that
TA[αβ|γ] ≡ 0 and UA[αβ|γ]δ ≡ 0).
The two candidates that we have written in Eq.(6.7) and Eq.(6.12) are strictly non-γ-exact. The
usual freedom to add γ-exact expressions of course holds in this case. We have established the following
theorem, in which we have chosen γ-exact terms in order to get expressions more simple to treat in
the following sections.
Theorem 6.1. If the last term a2 of the first order deformation of a sum of spin-3 theories is parity-
breaking and Poincare´-invariant, then it is trivial except in three and five dimensions. In those cases,
modulo trivial terms, it can be written respectively
a2 = f
A
[BC]ε
µνρC∗αβA C
B
µα∂[νC
C
ρ]|βd
3x (6.14)
and
a2 = g
A
(BC)ε
µνρστC∗αA µ∂[νCρ]
B β∂2α[σC
C
τ ]βd
5x . (6.15)
The structure constants fA[BC] define an internal, anticommutative algebra A while the structure
constants gA(BC) define an internal, commutative algebra B .
6.2.2 Deformation in 3 dimensions
In the previous section, we determined that the only nontrivial first-order deformation of the free
theory in three dimensions deforms the gauge algebra by the term (6.14). We now check that this
deformation can be lifted and leads to a consistent first-order deformation of the Lagrangian. The
check of Eq.(3.73) ensures that a1 exists, we just have to compute it now by using Eq.(3.68). The
same type of Schouten identities as those used to prove Eq.(6.9) must be used here:
εµνρ∂[λC
B
µ]α∂[νC
C α
ρ] − εµνρ∂[λCBα]µ∂[νCC αρ] − εµνρ∂[λCBµ]ν∂αCC αρ ≡ 0 , (6.16)
εµνρ∂[λ C
(B
µ]α∂[ν C
C)
ρ]β ≡ 0 (6.17)
and
εµνρφ∗A
′λCBαµ ∂[νC
C
ρ][α,λ] − εµνρφ∗A′ρCBλα∂[µCCν][α,λ] + 2ηλκεµνρφ∗A′νCBαρ ∂[κCCµ][α,λ] ≡ 0 . (6.18)
The computation of δa2 leads to:
δa2 = 3f
A
(BC)ε
µνρ
[
φ∗αβλA −
1
3
ηαβφ∗A
′λ
](
∂λC
B
µα∂[νC
C
ρ]β + C
B
µα∂
2
λ[νC
C
ρ]β
)
dnx+ d(...) . (6.19)
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Thanks to the above Schouten identities and to the relations ∂λC
B
µα =
1
3γφ
B
λµα+
2
3
[
∂[λCµ]α + ∂[λC
B
α]µ
]
,
γφ′Aρ = 2∂σCAρσ , γ∂[ρφAσ]αβ = 2∂[ρCσ](α,β) and γ(∂
ρφAαβρ − 2∂(αφ′Aβ)) = 4ηκλ∂[κCCα][β,λ], it is found that
the ghost part of Eq.(6.19) is γ-exact and thus we get the expression of a1:
a1 = f
A
[BC]ε
µνρ
[
3 (φ∗αβλA −
1
3
ηαβφ∗A
′λ) (
1
3
φBαµλ∂[νC
C
ρ]β +
1
2
CBαµ∂[ρφ
C
ν]βλ)
+
1
3
φ∗a
′λ∂[λCBν]µφ
′
ρ
C + φ∗A
′
µC
B α
ν (−
1
2
∂λφCλαρ + ∂(αφ
′C
ρ))
]
d3x .
There is no possible homogeneous part a¯1 in D-degree 1 because G
A
µνρ involves two derivatives.
This expression of a1 can then be put in Eq.(3.69). In the same way as for the spin-2–spin-3
deformations, we have achieved this computation with the help of the symbolic manipulation software
FORM [130]. We have first established a list of possible terms for a0. They have the structure
ε∂2φφφ or ε∂φ ∂φφ. Since the Lagrangian is defined modulo d, the first ones are not independent
of the second ones. Furthermore, Schouten identities can be written for each term. They allow, for
example, to choose only terms of the structure εµνρ∂µφ
A
ν..∂.φ
B
...φ
C
.... We have written a sum of the
remaining terms, which we denote a0,test, and have computed δa1 + γa0,test. The modulo d freedom
can be fixed, for example, by removing the derivatives that the ghosts bear (this can be done by taking
the Euler-Lagrange derivative δ
L
δCAαβ
then by (left)multiplying the result by the undifferentiated CAαβ).
The expression that is obtained involves terms of the structure εC∂3φφ or εC∂2φ∂φ. At this stage,
it is once again crucial to take Schouten identities into account. There would seem to be respectively
45 and 130 expressions in the two sets of terms (which would mean 175 equations in the system),
but there are 108 identities between them, which leaves us with a much smaller system that admits a
solution. We have obtained the following expression for a0:
a0 = f[ABC]ε
µνρ
[1
4
∂µφ
A
ναβ∂
αφ′Bβφ′Cρ +
1
4
∂µφ
A
ναβ∂
αφBβγδφCργδ −
5
4
∂µφ
A
ναβ∂
αφ′BγφCβργ
−3
8
∂µφ
′A
ν ∂
αφ′Bαφ
′C
ρ +
1
4
∂µφ
Aαβ
ν ∂
γφ′Bγ φ
C
ραβ − ∂µφ′Aν ∂γφBαβγφCαβρ
+
1
2
∂µφ
A
ναβ∂
γφBαγδφ
Cβδ
ρ + 2∂µφ
′A
ν ∂
βφ′BγφCβγρ −
1
4
∂µφ
A
ναβ∂
γφBαβδφCργδ
−1
4
∂µφ
A
ναβ∂
γφBβφC αργ −
5
8
∂µφ
′A
ν ∂ρφ
′Bβφ′Cβ +
7
8
∂µφ
A
ναβ∂ρφ
Bαβγφ′Cγ
+
1
4
∂µφ
A
ναβ∂γφ
Bαγ
ρ φ
′Cβ +
1
4
∂µφ
′A
ν ∂
αφBραβφ
′Cβ − 1
4
∂µφ
A
ναβ∂
γφBργδφ
Cαβδ
−1
8
∂µφ
′A
ν ∂
αφ′Bρ φ
′C
α −
1
8
∂µφ
A
ναβ∂
γφBαβρ φ
′C
γ
]
d3x .
Furthermore, we have obtained the condition that the structure coefficients must be totally antisym-
metric in order for that solution to exist: fABC = f[ABC]. This can be seen as defining an invariant
norm on the algebra A defined by fA[BC].
We have achieved some second-order computations about this vertex, that will be considered in
chapter 8. We can already announce that it is inconsistent by itself.
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6.2.3 Deformation in 5 dimensions
Let us perform the same analysis for the candidate in five dimensions. First, let us compute a1 from
a2 (given by Eq.(6.15)), using Eq.(3.68):
δa2 = −3gA(BC)εµνρστ∂λφ∗αλA µ∂[νCBρ]β∂α[σCCβτ ] d5x
= −db1 + 3gA(BC)εµνρστφ∗αλA µ
[
∂λ[νC
B
ρ]β∂α[σC
Cβ
τ ] + ∂[νC
B
ρ]β∂λα[σC
Cβ
τ ]
]
d5x .
The first term between square bracket vanishes because of the symmetries of the structure constants
gABC and we obtain:
a1 =
3
2
gA(BC)ε
µνρστφ∗αλA µ∂[νC
B β
ρ]
[
∂β[σφ
C
τ ]λα − 2∂λ[σφCτ ]αβ
]
d5x .
The element a1 gives the first-order deformation of the gauge transformations. By using the definition
of the generalized de Wit–Freedman connections [10] that we have recalled in Eq.(2.22), we get the
following simple expression for a1:
a1 = g
A
(BC)ε
µνρστφ∗αβA µ∂[νC
B λ
ρ] Γ
C
λ[σ;τ ]αβd
5x , (6.20)
where Γ
(2)C
λσ;ταβ is the second de Wit–Freedman spin-3 connection
Γ
(2)C
λσ;ταβ = 3 ∂(τ∂αφ
c
β)λσ + ∂λ∂σφ
C
ταβ −
3
2
(
∂λ∂(τφ
C
αβ)σ + ∂σ∂(τφ
C
αβ)λ
)
transforming under a gauge transformation δλφ
A
µνρ = 3 ∂(µλ
A
νρ) according to
δλΓ
(2)C
ρσ;ταβ = 3 ∂τ∂α∂βλ
C
ρσ .
The expression (6.20) for a1 implies that the deformed gauge transformations are
(1)
δλ φ
A
µαβ = 3 ∂µλ
A
αβ + g
A
(BC) ε
νρστ
µ Γ
B
γν;ραβ ∂σλ
C γ
τ , (6.21)
where the right-hand side must be completely symmetrized over the indices (µαβ) .
Then, the cubic deformation of the free Lagrangian a0 is obtained from a1 by solving Eq.(3.69).
Once again, we consider the most general cubic expression involving four derivatives. The modulo
d freedom allows one to consider terms of the structure ε∂3φ∂φφ or ε∂2φ∂2φφ, which are not con-
strained by Schouten identities (terms of the structure ε∂2φ∂φ∂φ would). There are 17 terms of the
first structure and 29 terms of the second. We can build an a0,test with those 46 terms. Then, we
compute δa1 +γa0,test, take the (left)Euler-Lagrange derivative with respect to Cαβ, and (left)multiply
by Cαβ. The result must be 0. We get a sum of terms of the structure εC∂
4φ∂φ or εC∂3φ∂2φ. These
are not related by Schouten identities and are therefore independent, all coefficients of the obtained
equation thus have to vanish. When solving this system of equations with the software, we found
that a consistent solution exists if the internal coefficients are completely symmetric: gABC = g(ABC).
98
In other words, the corresponding internal commutative algebra B possesses an invariant norm. As
for the algebra A of the n = 3 case, the positivity of energy requirement imposes a positive-definite
internal metric with respect to which the norm is defined. Finally, the solution for the cubic vertex
a0 reads:
a0 =
3
2
g(ABC)ε
µνρστ
{
− 1
8
∂µ2φ
′A
ν ∂ρφ
′B
σ φ
′C
τ +
1
2
∂3µαβφ
′A
ν ∂ρφ
Bαβ
σ φ
′C
τ +
1
4
∂µ2φ
Aαβ
ν ∂ρφ
B
σαβφ
′C
τ
+
3
8
∂µ2φ
′A
ν ∂ρφ
Bαβ
σ φ
C
ταβ −
1
2
∂µ2φ
Aαβ
ν ∂ρφ
B
σαγφ
C γ
τβ −
1
2
∂3αβµ φ
′A
ν ∂ρφ
B
σαγφ
C γ
τβ
−1
2
∂3αβµ φ
A
ναγ∂ρφ
′B
σ φ
C γ
τβ −
1
4
∂3αβµ φ
A
ναβ∂ρφ
Bγδ
σ φ
C
τγδ −
1
2
∂3αβµ φ
A
νγδ∂ρφ
B
σαβφ
Cγδ
τ
+∂3αβµ φ
A
νβγ∂ρφ
Bγδ
σ φ
C
ταδ +
1
2
∂2µαφ
Aαβ
ν ∂
2γ
ρ φ
′B
σ φ
C
τβγ − ∂2µαφAνβγ∂2ρδφBαβσ φCγδτ
}
d5x .
We have achieved second-order computations about this vertex, that will also be considered in
Chapter 8. We can announce that, as far as we have investigated, this is consistent if the internal
coefficients gABC can be taken diagonal.
6.2.4 Discussion
In this chapter, we obtained the only two consistent nonabelian parity-breaking first-order deforma-
tions of a sum of spin-3 Fronsdal theories. The first one is defined in n = 3 and involves a multiplet
of gauge fields φAµνρ taking values in an internal, anticommutative, invariant-normed algebra A . The
second one lives in a space-time of dimension n = 5, the fields taking value in an internal, commuta-
tive, invariant-normed algebra B . As will be showed in Chapter 8, taking the metrics which define
the inner product in A and B positive-definite (which is required for the positivity of energy), the
n = 3 candidate gives rise to inconsistencies when continued to perturbation order two, whereas the
n = 5 one passes the test and can be assumed to involve only one kind of self-interacting spin-3 gauge
field φµνρ, bearing no internal “color” index.
Remarkably, the cubic vertex of the n = 5 deformation is rather simple. Furthermore, the Abelian
gauge transformations are deformed by the addition of a term involving the second de Wit–Freedman
connection in a straightforward way, cf. Eq.(6.21). The relevance of this second generalized Christoffel
symbol in relation to a hypothetical spin-3 covariant derivative was already stressed in [65].
It is interesting to compare the results of the present spin-3 analysis with those found in the spin-2
case first studied in [131]. There, two parity-breaking first-order consistent nonabelian deformations
of Fierz-Pauli theory were obtained, also living in dimensions n = 3 and n = 5. The massless spin-
2 fields in the first case bear a color index, the internal algebra A˜ being commutative and further
endowed with an invariant scalar product. In the second, n = 5 case, the fields take value in an
anticommutative, invariant-normed internal algebra B˜. It was further shown in [131] that the n = 3
first-order consistent deformation could be continued to all orders in powers of the coupling constant,
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the resulting full interacting theory being explicitly written down 1. However, it was not determined
in [131] whether the n = 5 candidate could be continued to all orders in the coupling constant.
Very interestingly, this problem was later solved in [134], where a consistency condition was obtained
at second order in the deformation parameter, viz the algebra B˜ must be nilpotent of order three.
Demanding positivity of energy and using the results of [131], the latter nilpotency condition implies
that there is actually no n = 5 deformation at all: the structure constant of the internal algebra B
must vanish [134]. Stated differently, the n = 5 first-order deformation candidate of [131] was shown
to be inconsistent [134] when continued at second order in powers of the coupling constant, in analogy
with the spin-3 first-order deformation written in [60].
In the present spin-3 case, the situation is somehow the opposite. Namely, it is the n = 3 deforma-
tion which shows inconsistencies when going to second order, whereas the n = 5 deformation passes
the first test. Also, in the n = 3 case the fields take values in an anticommutative, invariant-normed
internal algebra A whereas the fields in the n = 5 case take value in a commutative, invariant-normed
algebra B . However, the associativity condition deduced from a second-order consistency condition
is obtained for the latter case, which implies that the algebra B is a direct sum of one-dimensional
ideals. We summarize the previous discussion in Table 6.1.
s = 2 s = 3
n = 3 A˜ commutative, invariant-normed A anticommutative, invariant-normed and
nilpotent of order 3
n = 5 B˜ anticommutative, invariant-normed and B commutative, invariant-normed and
nilpotent of order 3 associative
Table 6.1: Internal algebras for the parity-breaking first-order deformations of spin-2 and spin-3 free
gauge theories.
It would be of course very interesting to investigate further the n = 5 deformation exhibited here.
1Since the deformation is consistent, starting from n = 3 Fierz-Pauli, the complete n = 3 interacting theory of [131]
describes no propagating physical degree of freedom. On the contrary, the topologically massive theory in [132, 133]
describes a massive graviton with one propagating degree of freedom (and not two, as was erroneously typed in [131]).
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Chapter 7
Results about 1− s− s, 2− s− s and
s− s′ − s′′ consistent deformations
In this chapter, we study some more general first order deformation problems. First, we explicitly
compute cubic vertices involving one spin-1 field and two spin-s fields. Then we compute the unique
vertex involving a spin-2 field and two spin-4 fields. Furthermore, we determine the only possible
cubic first order deformation of the gauge algebra involving a spin-2 field and two spin-s fields. These
are arguably related to a vertex, that is the Minkowski limit of the vertex obtained in (A)dS using the
Fradkin–Vasiliev procedure, though we have not computed it explicitly for any spin-s. The uniqueness
of the Minkowski deformation implies the uniqueness of the Fradkin–Vasiliev deformation, by taking
the appropriate limit that has been discussed in Section 4.3. Then, we make some considerations
about the possibility of constructing a cubic deformation of the gauge algebra involving any three
fields of spins s 6 s′ 6 s′′. An important result is that it is not possible if s′′ > s+ s′, which implies,
for example, that there are no nonabelian cubic deformations for a 1− 1− s configuration with s > 2
or a 2−2−s configuration with s > 4. The unique vertex 2−2−3 that we have presented in Chapter
5 is thus the only one of its kind.
7.1 Consistent cubic deformations of the type 1− s− s
Let us first say a few words about the 1− 2− 2 case. It is the first one that we computed, we realized
later that it could be straightforwardly extended to the 1− s− s configuration. The strange thing is
that it is in fact a “lower spin” interaction, that had not been considered before. One may wonder if
it is compatible with usual lower spin interactions. We have established that it is not compatible with
Einstein–Hilbert theory at second order (the details are given in Chapter 8), which suggests that there
would be different types of spin-2 fields. We provide below the general spin-s result. In the spin-2
case, the notation haµν and K
a
µν|ρσ = −2Raµν|ρσ is once again used. We also use the usual convention
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Aµ for a spin 1 field. Since we consider an interaction linear in the spin-1 field, it will not be denoted
with a family index as no relation could arise. The spin-s expressions bear the usual capital letters.
The Faraday tensor is proportional to the spin-1 curvature, that is the basic gauge-invariant tensor:
Fµν = ∂µAν − ∂νAµ = 2Kµν . Let us precise the expression of γ and δ in the spin-1 case:
γAµ = ∂µC , δA
∗ν = ∂µFµν =
δL
δAν
and δC∗ = −∂νA∗ν . (7.1)
7.1.1 Determination of a2
We can now determine the possible first-order deformations of the gauge algebra. As we already
explained in the previous chapters, a gh 0 cubic expression only contains terms of antigh 6 2. For
example, an expression of antigh 3 is at least a polynomial of degree 5 (C∗h∗CCC or h∗h∗h∗CCC).
Furthermore, a cubic antigh 2 expression has to be linear in the antigh 2 antifields and quadratic in
the ghosts, or their derivatives. Then, since the n-form wn corresponding to the BRST-BV generator
W is defined modulo d, one can always add a d-exact expression to the antigh 2 term of
(1)
w n in
such a way as to remove the derivatives that C∗ could bear. Finally, the first order deformation
(1)
wn = a0 + a1 + a2 is a s modulo d cocycle. As usual, a2 is defined modulo γ, thus the only relevant
derivatives of the ghosts are the tensors U (i)A defined in section 2.2.3. For s 6 4, we know that those
cubic expressions are the only possible deformations. For s > 4, though we are not sure if the first
order could be a polynomial of degree greater than 3, at least we establish the unique cubic solutions.
The possible terms for a2 are either proportional to the spin-1 antifields C
∗ or to the spin-s
antifields C∗Aµ1...µs−1 . In the latter case, the expression must be proportional to the undifferentiated
ghost C, because all its derivatives are γ-exact. In order to contract all indices, the only possibility is:
a2,0 = gABC
∗A
µ1...µs−1CC
Bµ1...µs−1dnx . (7.2)
In the case of an expression proportional to C∗, the two ghost tensors have to bear the same number
of indices, that have to be contracted among themselves. This leaves us with a set of s−1 candidates:
a2,2i =
(i)
f [AB] C
∗U (i)Aµ1ν1|...|µiνi|νi+1...νs−1U
(i)Bµ1ν1|...|µiνi|νi+1...νs−1dnx , i 6 s− 1 . (7.3)
7.1.2 Determination of a1
We must now check if Eq.(3.68) admits solutions for the above candidates. We get easily that a1,0
exists:
δa2,0 = −sgAB∂µsφ∗Aµ1...µsCCBµ1...µs−1dnx
= sgABφ
∗Aµ1...µs
[
∂µsC C
B
µ1...µs−1 + C ∂(µ1C
B
µ2...µs)
]
dnx+ d(...)
= −γ
(
gABφ
∗Aµ1...µs
[
sAµsC
B
µ1...µs−1 − CφBµ1...µs
]
dnx
)
+ d(...) . (7.4)
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Since there are no homogeneous solutions with no derivatives, we can conclude that:
a1,0 = gABφ
∗Aµ1...µs
[
sAµsC
B
µ1...µs−1 − CφBµ1...µs
]
dnx+ γ(...) . (7.5)
For the other candidates, we get:
δa2,2i = −
(i)
f [AB] ∂ρA
∗ρU (i)Aµ1ν1|...|µiνi|νi+1...νs−1U
(i)Bµ1ν1|...|µiνi|νi+1...νs−1dnx
= 2
(i)
f [AB] A
∗ρ DU (i)Aµ1ν1|...|µiνi|νi+1...νs−1U
(i)Bµ1ν1|...|µiνi|νi+1...νs−1 1
(n− 1)!ερσ1...σn−1dx
σ1 ...dxσn−1
+ d(...) + γ(...) ,
where we have isolated the strictly non-γ-exact part by using the differential D that has been defined
in section 2.2.4. Then, Eq.(2.36) tells us that DU (i) ÷ U (i+1) and we see that there is an obstruction,
unless i is maximal. We have thus established that only the candidate with the highest number
of derivatives admits a solution a1. Let us choose a more simple expression for a2 by adding an
appropriate γ-exact term:
a2,2s−2 = f[AB]C∗Y (s−1)(∂(s−1)µ1...µs−1C
A
ν1...νs−1)∂
(s−1)µ1...µs−1CBν1...νs−1dnx ,
where we recall that the operator Y (s−1) antisymmetrizes the pairs µiνi: Y (i) =
1
2i
i∏
j=1
[e − (µjνj)].
Then, let us compute a1,2s−2:
δa2,2s−2 = −f[AB]∂ρA∗ρY (s−1)(∂(s−1)µ1...µs−1CAν1...νs−1)∂(s−1)µ1...µs−1CBν1...νs−1dnx
= 2f[AB]A
∗ρY (s−1)(∂ρ∂(s−1)µ1...µs−1C
A
ν1...νs−1)∂
(s−1)µ1...µs−1CBν1...νs−1dnx+ d(...)
= −γ
[
2f[AB]A
∗ρY (s−1)(∂(s−1)µ1...µs−1φ
A
ν1...νs−1ρ)∂
(s−1)µ1...µs−1CBν1...νs−1dnx
]
+ d(...) ,(7.6)
and finally:
a1,2s−2 = a˜1,2s−2 + a¯1,2s−2 where γa¯1,2s−2 = 0 and
a˜1,2s−2 = 2f[AB]A∗ρY (s−1)(∂
(s−1)
µ1...µs−1φ
A
ν1...νs−1ρ)∂
(s−1)µ1...µs−1CBν1...νs−1dnx . (7.7)
7.1.3 Determination of a0
Finally, we can compute the possible vertices a0, that have to be solutions of Eq.(3.69). For the
candidate a1,0, we get:
δa1,0 = gABG
Aµ1...µs
[
sAµsC
B
µ1...µs−1 − CφBµ1...µs
]
dnx . (7.8)
Let us then consider the most general candidate for a0. Since a1 contains no derivatives, the a0
candidate contains only one. Then, the modulo d freedom allows us to consider only terms proportional
to the undifferentiated Aµ. There are only eight terms of the structure A∂φ
AφB (and only six in the
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particular case of spin-2). The action of γ on a linear combination of those terms can be split into a
part proportional to the spin-1 ghosts and a part proportional to the spin-s ghosts, that would have
to correspond to the two terms of Eq.(7.8). Modulo d, the first part further splits into something
quadratic in the first derivatives of the spin-s fields and something linear in the second derivatives of
a field and the undifferentiated other. The first expression has to vanish, which imposes that most
of the internal coefficients are antisymmetric over A and B. The second expression must coincide
with the second term in Eq.(7.8). This establishes that the coefficients are all proportional to gAB,
modulo a term linear in the Faraday tensor in a0. Then, we can proceed with the computation of
the part proportional to the spin-s ghost. Modulo d, this part decomposes into terms of the structure
CAA∂2φB, CA∂A∂φB and CA∂2AφB. The first set coincides with the term in a1 but unfortunately,
the other two sets bring in obstructions, though they turn out to be proportional to the Faraday
tensor.
Let us now check Eq.(3.69) for a1,2s−2. We first compute δa˜1,2s−2:
δa˜1,2s−2 = 2f[AB]∂σF σρY (s−1)(∂s−1µ1...µs−1φ
A
ν1...νs−1ρ)∂
(s−1)µ1...µs−1CBν1...νs−1dnx
= −22−sf[AB]∂σAρKAµ1ν1|...|µs−1νs−1|σρ∂(s−1)µ1...µs−1CBν1...νs−1dnx
−γ
[
f[AB]F
σρY (s−1)(∂s−1µ1...µs−1φ
A
ν1...νs−1ρ)∂
(s−1)µ1...µs−1φBν1...νs−1σd
nx
]
+ d(...)
= 2f[AB]A
ρY (s−1)(∂s−1µ1...µs−1F
A
ν1...νs−1ρ)∂
(s−1)µ1...µs−1CBν1...νs−1dnx
−2f[AB]CY (s−1)(∂s−1µ1...µs−1FAν1...νs−1ρ)∂(s−1)µ1...µs−1φBν1...νs−1ρdnx
−γa0,2s−2 + d(...) .
where the vertex is
a0,2s−2 = −f[AB]F ρσY (s−1)(∂s−1µ1...µs−1φAν1...νs−1ρ)∂(s−1)µ1...µs−1φ
Bν1...νs−1
σ d
nx
+f[AB]
1
2s−2
AρKAµ1ν1|...|µs−1νs−1|ρσ∂
(s−1)µ1...µs−1φBν1...νs−1σdnx . (7.9)
The first two terms of δa˜1,2s−2 are δ-exact, because FAµ1...µs = δ(φ
∗A
µ1...µs − s(s−1)2(n+2s−6)η(µ1µ2φ∗′Aµ3...µs)).
They correspond to the following homogeneous terms:
a¯1,2s−2 = 2f[AB]∂(s−2)µ2...µs−1φ∗Aρ1ρ2ν3...νs−1τDν1ν2σρ1ρ2τF
µ1
σY
(s−1)(∂s−1µ1...µs−1C
B
ν1...νs−1)d
nx , (7.10)
where
Dν1ν2σρ1ρ2τ = δ
(ν1
(ρ1
δ
ν2)
ρ2
δ
σ
τ) −
2s− 3
2(n+ 2s− 6) η(ρ1ρ2η
σ(ν1δ
ν2)
τ) .
Let us notice that some terms of the structure f[AB]C∂
s−2φ∗A∂s−2GB appear at first, but they are
simultaneously δ-exact and γ-closed and have thus been omitted in the previous expression since they
correspond to trivial gauge transformations. Let us write down explicitly the gauge transformations
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given by a1 (the inhomogeneous part affects only the spin-1 while the homogeneous part affects the
spin-s):
•
(1)
δ ξ Aρ = f[AB]Y
(s−1)(∂s−1µ1...µs−1φ
A
ν1...νs−1ρ)Y
(s−1)(∂(s−1)µ1...µs−1ξBν1...νs−1) (7.11)
•
(1)
δ ξ φAρ1ρ2ν3...νs−1τ = 2(−1)s−1f[AB]Dν1ν2σρ1ρ2τ × ∂(s−2)µ2...µs−1
[
Fµ1σY
(s−1)(∂s−1µ1..µs−1ξ
B
ν1...νs−1)
]
,
where the right-hand side of the latter equation must be symmetrized over all the free indices.
Alternative form of the vertex
The expression obtained for a0,2s−2 is very compact, but it depends on the undifferentiated Aµ. This
could seem a bit strange, because the deformation of the gauge transformations depends only on the
spin-s gauge parameter. And indeed, as it should, it is in fact possible to add a δ-exact expression to
the previously displayed vertex in such a way as to obtain an equivalent vertex proportional to the
Faraday tensor. Let us consider the second term of a0,2s−2:
1
2s−2
f[AB]A
ρKAµ1ν1|...|µs−1νs−1|ρνs∂
(s−1)µ1...µs−1φBν1...νsdnx (7.12)
= 4f[AB]A
ρ∂sµ1...µs−1[ρφ
A
νs]ν1...νs−1Y
(s−1)
(
∂(s−1)µ1...µs−1φBν1...νs
)
dnx .
The result can be obtained by making three integrations by parts and by using the following relation
to make appear δ-exact expressions:
K
A µs−1
µ1ν1|...|µs−1νs−1| νs = 2
s−1Y (s−2)(∂sσµ1...µs−2[σφ
A
νs−1]ν1...νs−2νs − ∂sνsµ1...µs−2[σφAσνs−1]ν1...νs−2) .
(7.13)
First, we can integrate by parts the derivative ∂µs−1 of φ
A. After applying the above relation on
the term where ∂µs−1 acts on φ
B, the rest involves a derivative ∂νs on φB. The second step is to
integrate by parts that derivative. Once again, Eq.(7.13) can be applied on the term where φA bears
the derivative ∂νs in such a way as to exchange it with the index νs−1. The rest thus involves the
derivative ∂νs−1 , which can finally be integrated by parts, which make appear a Faraday term and a
δ-exact term. The three terms involving derivatives of Aµ are antisymmetrized thanks to the structure
of the spin-s factors, and are thus the wanted Faraday writing. Let us exhibit the result:
a0,2s−2 = −f[AB]T ABdnx+ δ(...) + d(...) (7.14)
where
T AB = F ρσY (s−1)
(
∂s−1µ1...µs−1φ
A
ν1...νs−1ρ
)
∂(s−1)µ1...µs−1φBν1...νs−1σ
+2F ρµs−1 ∂
s−1
µ1...µs−2[ρφ
A
νs]ν1...νs−1Y
(s−1)
(
∂(s−1)µ1...µs−1φ|B|ν1...νs−1νs
)
+2F ρνsY (s−2)
(
∂s−1µ1...µs−2[ρφ
A
νs]ν1...νs−1
)
∂(s−1)µ1...µs−2[µs−1φ|B|νs−1]ν1...νs−2µs−1
+2F
ρ
νs−1∂
s−1
µ1...µs−2[ρφ
A νs
νs]ν1...νs−2 Y
(s−2)
(
∂(s−1)µ1...µs−2[µs−1φ|B|νs−1]ν1...νs−2µs−1
)
.
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7.1.4 Exhaustive list of interactions 1− s− s
We have determined the only nonabelian cubic interaction. We can then consider the results obtained
in [57, 58] using a powerful light-cone method. We learn from the work [57] that there exist only two
possible cubic couplings between one spin-1 and two spin-s fields. The first coupling involves 2s − 1
derivatives in the cubic vertex whereas the other involves 2s + 1 derivatives. Therefore we conclude
that the first coupling corresponds to the nonabelian deformation obtained in the previous subsection.
The other one simply is the Born-Infeld-like coupling
(3)
L = g[AB] F
ρσ ηλτ KAµ1ν1|...|µs−1νs−1|ρλ K
B µ1ν1|...|µs−1νs−1
στ | , (7.15)
which is strictly invariant under the Abelian gauge transformations.
7.2 Consistent cubic deformations of the type 2− s− s
Let us now consider the similar problem of a 2− s− s cubic coupling. As for the 1− s− s study, we
are not sure if a consistent deformation could begin at polynomial degree greater than 3, but we can
determine every possible cubic couplings, which are described in the antifield formalism by the first
order term of the generator
(1)
w= a0 +a1 +a2, that has to satisfy Eqs(3.67)-(3.69). Once again, a short
list of candidates a2 can be established and only two expressions are related to an a1, one with only one
derivative in a2 and a1, the other with 2s− 3 derivatives. Furthermore, we have established a general
proof that the candidate with one derivative is obstructed in any dimension and for any spin-s. The
cubic vertex related to the second candidate is much more complicated to build explicitly, although
our results of Chapter 4 show that this must be the flat limit of the Fradkin–Vasiliev cubic coupling
in (A)dS. This follows by the uniqueness of the nonabelian deformation that we have obtained. We
have achieved the computation of the 2 − s − s deformation in the particular cases of spin-3 and 4
only, the former is the unique 2 − 3 − 3 vertex exposed in Chapter 5, the latter is presented below.
However, we have obtained the deformation of the gauge algebra and gauge transformations in the
general case with arbitrary s.
7.2.1 Determination of a2
We do not consider a spin-2 family index in this computation, since no relation could arise about it.
The spin-s fields bear the usual capital letters. The building blocks are thus:
• The antigh 2 antifields C∗µ and C∗Aµ1...µs−1
• The spin-2 ghosts Cµ and the ghost tensor ∂[µCν]
• The spin-s ghosts CAµ1...µs−1 and the ghost tensors U
(j)A
µ1ν1|...|µjνj |νj+1...νs−1 , j 6 s− 1
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The possible a2 terms split into two categories: those proportional to C
∗Aµ1...µs−1 and those propor-
tional to C∗µ.
Let us study the first category: C∗Aµ1...µs−1 carries (s − 1) symmetric indices. The spin-2 ghost
tensor bears at most 2. Since no traces can be made, the spin-4 ghost tensor can bear at most
(s + 1) indices. However, U
(2)A
µ1ν1|µ2ν2|ν3...νs−1 bears two antisymmetric pairs. One could be contracted
with ∂[αCβ] but the other cannot be contracted with the symmetric antifields. The only possible
combination involving ∂[αCβ] is thus
fABC
∗Aµ1...µs−1∂[µ1Cα]C
Bα
µ2...µs−1d
nx . (7.16)
If we consider the undifferentiated Cα, the only possibility is:
gABC
∗Aµ1...µs−1CαU (1)Aαµ1|µ2...µs−1d
nx . (7.17)
For the second category, the structure has to be C∗U (i)AU (j)B. One can assume, for example, that
i 6 j. Since C∗µ bears one index, U (i)A bears i+ s− 1 and no traces can be taken, we find that U (j)B
has to bear i+ s indices and thus i = j − 1. This leaves us with a set of candidates:
a2,2j−1 = lABC∗αU (j−1)Aµ1ν1|...|µj−1νj−1|νj ...νs−1U
(j)B
µ1ν1|...|µj−1νj−1|ανj |νj+1...νs−1d
nx , j 6 s− 1 .(7.18)
7.2.2 Determination of a1
The two possible a2 terms given in Eqs(7.16)-(7.17) are not independent modulo d and thus have to
be considered together, we call their sum a2,1. It has to satisfy Eq.(3.68). The variation δa2,1 reads:
δa2,1 = d(...) + sφ
∗Aµ1...µs∂µs
[
gABC
αU
(1)B
αµ1|µ2...µs−1 + fAB∂[µ1Cα]C
Bα
µ2...µs−1
]
dnx . (7.19)
The derivative of the expression between square brackets, symmetrized over all the µ indices, has
to be γ-exact. The first term of this expression contains the term gAB∂[µsCα]U
(1)Bα
µ1|µ2...µs−1 , that
constitutes an obstruction to the existence of a1. The non γ-exact part of the second expression
can be easily computed by using the definition of the differential D in Eq.(2.36): ∂(µsC
B
µ2...µs−1)α =
γ(...)− 2sU
(1)B
α(µs|µ2...µs−1). The unwanted term thus have the same structure as the first one, they cancel
if fAB =
s
2gAB. Let us provide the final expression of a2,1, to which we have added a γ-exact term,
and the result for a1,1:
a2,1 = gABC
∗Aµ1...µs−1
[
Cα∂[αC
B
µ1]µ2...µs−1 +
s
2
∂[µ1Cα]C
Bα
µ2...µs−1
]
dnx (7.20)
and
a1,1 = gABφ
∗Aµ1...µs
[
s
2
h αµs ∂[αC
B
µ1]µ2...µs−1 −
s
s− 1C
α∂[αφ
B
µ1]µ2...µs
+
s2
2
∂[µ1hα]µsC
Bα
µ2...µs −
s
2
∂[µ1Cα]φ
Bα
µ2...µs
]
+
s(s− 2)
4(n+ 2s− 6)gAB∂σφ
′∗Aµ3...µsCαφ′Bαµ3...µs−1 . (7.21)
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It remains now to check if the candidates a2,2j−1, presented in Eq.(7.18), satisfy Eq.(3.68). Using once
again the definition of D (Eq.(2.36)), one gets for δa2,2j−1 an expression of the structure:
δa2,2j−1 = d(...) + γ(...) + lABh∗U (j)AU (j)B + lABh∗U (j−1)AU (j+1)B . (7.22)
The first nontrivial term vanishes upon imposing lAB = l(AB), but the second cannot be removed unless
j = s− 1. The only candidate that survives is thus the one with the highest number of derivatives:
a2,2s−3 = l(AB)C∗αU (s−2)Aµ1ν1|...|µs−2νs−2|νs−1U
(s−1)B
µ1ν1|...|µs−2νs−2|ανs−1d
nx+ γ(...)
= lABC
∗α∂(s−2)µ1...µs−2CAν1...νs−1Y (s−2)(∂s−1µ1...µs−2[αC
B
νs−1]ν1...νs−2)d
nx . (7.23)
The corresponding a1 is
a1,2s−3 = l(AB)h∗αβ
[
∂(s−2)µ1...µs−2φAν1...νs−1βY (s−2)(∂s−1µ1...µs−2[αC
B
νs−1]ν1...νs−2)
−2Y (s−2)(∂(s−2)µ1...µs−2CAν1...νs−1)∂s−1µ1...µs−2[αφ
B
νs−1]ν1...νs−2β
]
dnx+ a¯1,2s−3 . (7.24)
7.2.3 Inconsistency of the candidate with one derivative
We have checked that the candidate a1,1 is not related to any vertex. To do so, we have used the same
method as for the other computations of a0. First, there is no homogeneous part a¯1,1 that could be
added to a1,1, because a nontrivial γ-closed tensor contains at least two derivatives. Then, we have
to consider the most general candidate for a0 and to test it. Just as for the 1 − s − s case with zero
derivative, it is found that there are exactly 55 possible different monomials involving a spin-2 field,
two derivatives and two spin-s fields. This is due to the double tracelessness of the spin-s field: at
least s− 4 indices of both fields are contracted, which leaves us with two sets of terms of the structure
h..∂
2
..φ
A
....(µ)φ
B (µ)
.... and h..∂.φ
A
....(µ)∂.φ
B (µ)
.... , where (µ) ≡ µ1...µs−4. Both sets have the same number
of elements ∀s > 4: the first contains 28 terms, the second contains 27. These 55 terms are then
combined in an expression a0,test. Finally, the computation of δa1,1 + γa0,test can be made. This is
obviously tedious by hand, so that we again resorted to FORM. This computation is similar to the
one that we had made before in the 2− 3− 3 case, and that we have presented in section 5.1.3. That
one involved only 49 terms, but the proof can be easily extended to the 2 − 4 − 4 case. Then, the
difficult point was the arbitrary number of indices of an arbitrary spin-s field. We had to consider a
multiindex for the s − 4 indices that are always contracted (just like the (µ) that we wrote above).
This is not as easy as it seems, because the actions of δ and γ involve all the indices, so that we had
to compute the different expressions and to find “effective” coefficients depending on the spin. This
was quite technical, but did not modify the result obtained in the 2 − 4 − 4 case: it is impossible to
match the coefficients, the obstruction we meet is impossible to circumvent and these candidates are
definitely rejected, for all value of the spin s.
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7.2.4 Exhaustive list of cubic 2− s− s couplings
Using the results of [57], we learn that there exist only three cubic couplings with the 2 − s − s
configuration. They involve a total number of derivatives in the vertex being respectively 2s + 2, 2s
and 2s − 2 . Moreover, it is indicated [57] that the 2s -derivative coupling only exists in dimension
n > 4 . From our results of the last subsection, we conclude that the last coupling is the nonabelian
coupling with 2s− 2 derivatives. The coupling with 2s+ 2 derivatives is simply the strictly-invariant
Born-Infeld-like vertex
(3)
L BI = t(AB)K
αβ|γδ KA µ1ν1|...|µs−1νs−1αβ| K
B
γδ|µ1ν1|...|µs−1νs−1 , (7.25)
whereas the vertex with 2s derivatives is given by
(3)
L 2s = u(AB) δ
[µνρσλ]
[αβγδε] h
α
µ K
Aβγ| |µ1ν1|...|µs−2νs−2
νρ K
B δε|
σλ|µ1ν1|...|µs−2νs−2 . (7.26)
It is easy to see that this vertex is not identically zero and is gauge-invariant under the Abelian
transformations, up to a total derivative.
7.2.5 Computation of the unique 2− 4− 4 vertex
The general computation of the unique nonabelian 2 − s − s vertex is still to be done, but we have
achieved the particular case of spin 4. Let us recall the expressions of a2 and a1 with s = 4 (we have
renamed the internal coefficient f(AB)):
a2,5 = fABC
∗µ3∂2µ1µ2CAν1ν2ν3Y (2)(∂3µ1µ2µ3C
B
ν1ν2ν3)d
nx . (7.27)
a1,5 = f(AB)h
∗α
β
[
∂2µ1µ2φAν1ν2ν3βY (2)(∂3µ1µ2[αC
B
ν3]ν1ν2
)
−2Y (2)(∂2µ1µ2CAν1ν2ν3)∂3µ1µ2[αφ
B β
ν3]ν1ν2
]
dnx+ a¯1,5 . (7.28)
This time, we have made an hypothesis on the possible structure of the vertex, which is of course based
on the Fradkin–Vasiliev approach. We know that the “quasi-minimal” perturbation of the (A)dS
Fronsdal Lagrangian for spin-2 and spin-4 involves only terms proportional to the Riemann (or Weyl)
tensor, and that the Minkowski limit of that expression is its part that involves the maximal number
of derivatives. That is why we have written the most general expression involving the undifferentiated
Weyl tensor and four derivatives acting on the two spin-2 fields, for a total of 6 derivatives that
match with the 5 contained in a2,5 and a1,5. Modulo d and δ, we have established a list of 64 such
terms. At that stage, it is crucial to keep in mind that the vertex a0,5 is defined modulo δ (or modulo
redefinitions of the fields, which is the same). We had to consider the most general expression c1
linear in an undifferentiated antifield h∗ or φ∗A and quadratic in the fields. There are 203 terms of the
structure h∗∂4{φAφB}. For the other set, we have made the assumption that h appears only through
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the Weyl tensor, and there are 21 terms of the structure φ∗A∂2{wφB}. Finally, the most general
candidate for a¯1,test has to be considered, which could be reduced, modulo d and δ, to a set of 26
terms. The system of equations, obtained by computing δ(a˜1,5 + a¯1,test) + γ(a0,test + δc1), and then
by applying variational derivatives with respect to Cµ and C
A
µ1...µs−1 , contains thousands of equations,
most of them redundant, for over 300 coefficients bearing two internal indices. We could solve this
system of equations with the software and found a solution in which all the coefficients are symmetric
in the internal indices. An interesting fact is that a¯1 consists only of terms linear in the Riemann
tensor:
a¯1,5 =
4
D + 2
fABφ
∗Aα
β∂
τRµν|ασUBµν|βσ|τd
Dx− 2fABφ∗Aµραβ∂τRαν|βσUBµν|ρσ|τdnx .
Here is the vertex that we obtained:
a0,5 = fABwµν|ρσ
[ 1
2
∂µραφ′Aνβ∂αφ′Bσβ −
1
3
∂µραφAνβγδ∂αφ
Bσ
βγδ +
1
4
∂µραφAνβγδ∂βφ
Bσ
αγδ
+
3
4
∂µαβφ′Aνρ∂αφ′Bσβ +
3
4
∂µαβφAνργδ∂αφ
Bσ
βγδ −
3
2
∂µαβφAνρβγ∂αφ
′Bσγ
−1
2
∂µβγφ
Aνρα
δ∂αφ
Bσβγδ − 3
4
∂µαβφAσβγδ∂αφ
Bνργδ +
3
2
∂µαβφ′Aσγ∂αφ
Bνρ
βγ
− ∂µβγφ′Aσα∂αφBνρβγ +
1
2
∂µβγφ
Aσαγ
δ∂αφ
Bνρβδ − 1
2
∂αβγφ
Aµραδ∂δφ
Bνσβγ
+
1
2
∂αβγφ
Aµρατ∂βφBνσγτ +
1
8
∂αβφ′Aµρ∂αβφ′Bνσ +
3
8
∂αβφAµργδ∂αβφ
Bνσ
γδ
−1
2
∂αβφ
Aµρβγ∂αγφ
′Bνσ +
1
2
∂αβφ
Aµρβτ∂αγφBνσγτ −
3
4
∂αβφAµργδ∂αγφ
Bνσ
βδ
+
1
4
∂αβφ
Aµργδ∂γδφ
Bνσαβ
]
+ δ(...) . (7.29)
We have not provided the expression of the redefinitions of the fields needed for a1 and a0 to match,
since it is rather long and not very useful (but the computation provides it). This 2 − 4 − 4 vertex
should correspond to the flat limit of the corresponding Fradkin–Vasiliev vertex. The uniqueness of
the former can be used to prove the uniqueness of the latter, as we did explicitly in the 2− 3− 3 case,
and as we already mentioned previously.
7.3 General considerations about a2
To conclude this chapter, let us provide general arguments that should simplify the classification of
the nonabelian deformations in any case that we have not considered. These results will be published
elsewhere [135].For any cubic configuration s−s′−s′′, with s 6 s′ 6 s′′, there are not many possibilities
of building consistent a2, and only some of them are related to a consistent a1. As usual, a cubic a2
can always be written in the form
a2 = C
∗U (i)U (j)dnx+ γ(...) ,
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where the U (i) are non-γ-exact ghost tensors.
The first thing that can be said is that there are no nonabelian deformations if s′′ > s + s′. For
example, there is no way of building a 1− 1− s deformation if s > 2, or a 2− 2− s deformation with
s > 4. This is due to the number of symmetric indices that are present in those expressions. More
precisely, let us consider a product of two ghost tensors U (i) and U (j), respectively of spin s1 and s2
(with s1 < s2). We are interested in the minimum number of free indices of that product (in other
words, the maximum number of contracted indices).
• If i 6 j, all of the indices of U (i) can be contracted with s1 + i−1 indices of U (j). Let us visualize
this in terms of Young diagrams:
U (i) : s1 − 1
i
, U (j) : s2 − 1
j
⇒ Maximal contraction : • s2 − s1 ⊗ j − i if j < s1
•
⊕
a
s2 − s1 + j − i− a
a
if j − i > a > j − s1 − 1 > 0 .
Since U (j) bears s2 + j − 1 indices, the minimum number of free indices is s2 − s1 + j − i. The
indices can be symmetrized if j < s1 since there is a component s2 − s1 + j − i in the tensor
product. If j > s1, no contraction of the two tensors U can be symmetrized and thus no Lorentz
invariant a2 can be built.
• If j < i < s1 < s2, let us visualize the ghost tensors:
U (i) : s1 − 1
j i− j , U
(j) : s1 − 1 s2 − s1
j
.
The maximal contraction is obtained by contracting the s1−1 boxes and the j boxes, which leaves
one with a product: s2 − s1 ⊗ i− j , which always involves a totally symmetric component.
Explicitly, this reads:
U (i)µ1ν1|...|µjνj |µj+1β1|...|µiβi−j |µi+1...µs1−1U (j)µ1ν1|...|µjνj |µj+1...µs2−1 . (7.30)
The β indices are free and there are s2 − s1 free µ indices. The minimum number in this case is
thus s2 − s1 + i− j.
The two cases can be gathered as Nmin = s2 − s1 + |i− j|.
We are also interested in the maximum number of free indices that can be symmetrized in a product
U (i)U (j).
• If i 6 j < s1, j pairs have to be contracted:
U (i) : j s1 − j − 1
i
, U (j) : s2 − 1
j
. (7.31)
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If one contracts less than j pairs, some indices remain in the second line of U (j) and the result
does not contain a totally symmetric component. This leaves us with s1 + s2 + i − j − 2 free
indices.
• If i > j, on the same way, i pairs have to be contracted, leaving s1 + s2 + j − i− 2 free indices.
Thus, the maximum number is Nmax = s1 + s2 − |i− j| − 2.
Let us now consider a candidate for a2, for a configuration s−s′−s′′ with s 6 s′ 6 s′′. Three cases
have to be studied, related to the spin of the antifield. In the case of a spin-s antifield C∗µ1...µs−1 , the
minimum number of free indices in the product U (i)U (j) is s′′−s′+|i−j|. In order for a2 to be Lorentz-
invariant, every index must be contracted, hence the former number must be lower or equal than the
number of indices of the antifield. We thus obtain the relation: s′′− s′+ |i− j| 6 s− 1. In the case of
a spin s′ antifield, the same argument can be applied, it leads to the relation s′′ − s+ |i− j| 6 s′ − 1,
which is the same as the first one. Finally, in the case of a spin s′′ antifield, the minimal condition
s′ − s+ |i− j| 6 s′′ − 1 is always satisfied, since i < s and j < s, which imply |i− j| − s < 0, in order
for the contraction to be symmetrizable. On the other hand, in this case, we have to consider the fact
that the maximum number of free symmetrizable indices must be greater or equal than the number
of indices of the antifield: s+ s′ − |i− j| − 2 > s′′ − 1, and we obtain once again the same condition.
Thus for any combination of the fields, the spins have to satisfy the inequality:
s+ s′ − s′′ > |i− j| > 0 . (7.32)
This shows the announced property. Furthermore, it provides an upper bound on the difference
between the numbers of derivatives in the two ghost tensors.
Then, if we want to build Lorentz-invariant expressions, the total number of indices has to be even.
For an antifield of spin s3 and ghost tensors U
(i) of spin s1 and U
(j) of spin s2, the numbers of indices
are s3 − 1, s1 + i− 1 and s2 + j − 1, for a total of s1 + s2 + s3 + i+ j − 3. Thus, we find that, for a
configuration s 6 s′ 6 s′′:
s+ s′ + s′′ + i+ j ≡ 1(mod 2) . (7.33)
Finally, let us emphasize that the total number of derivatives i + j is bounded. As we already
mentioned before, i and j must be strictly lower than the spins of the two ghost tensors in order for
the free indices to be symmetrizable. If U (i) is of spin s1 and U
(j) is of spin s2 with s1 6 s2, then
i 6 s1 − 1 and j 6 s1 − 1. Thus, we obtain the condition i + j 6 2s1 − 2. If we consider now a
candidate for a2, this condition immediately tells that
i+ j 6 2s′ − 2 . (7.34)
More, precisely, if the spin-s antifield is considered, then the boundary is 2s′ − 2. If either the spin s′
or s′′ antifield is considered, the boundary is lower: i+ j 6 2s− 2.
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Let us summarize these considerations in the following theorem:
Theorem 7.1. Given a cubic setup of fields with spins s 6 s′ 6 s′′, the possible Poincare´ invariant
a2 terms are contractions of an undifferentiated antigh 2 antifield and of two ghost tensors, involving
i and j derivatives. The spins and the numbers of derivatives have to satisfy the following properties:
• |i− j| < s+ s′ − s′′
• s+ s′ + s′′ + i+ j is odd
• In the case of a spin-s antifield: i+ j 6 2s′ − 2
In the case of a spin s′ or s′′ antifield: i+ j 6 2s− 2
To end this chapter, let us show that the candidate with the highest number of derivatives 2s′− 1
always satisfies Eq.(3.68). We do not provide the corresponding a1 explicitly but the equation ensures
that it exists. In the case of an even number of derivatives (in other words when the sum s+ s′ + s′′
is odd), the candidate with 2s′ − 2 derivatives reads:
a2 = C
µ1...µs−1U
(s′−1)
α1ρ1|...|αλρλ|µ1ρλ+1|...|µs′−λ−1ρs′−1
×U (s
′−1)α1ρ1|...|αλρλ| ρλ+1|...| ρs′−1|
µs′−λ µ2s′−2λ−2 µ2s′−2λ−1...µs−1
dnx , (7.35)
where λ = s
′+s′′−s−1
2 . In terms of Young diagrams, this contraction can be seen as follows:
C∗ : s′ − λ− 1 s′′ − λ− 1 , U (s′−1)s′ : λ s′ − λ− 1
s′ − 1 , U
(s′−1)
s′′ : λ s
′′ − λ− 1
s′ − 1 . (7.36)
The variation of this expression under delta takes the form:
δa2 = d(...) + s
[
φ∗µ1...µs − (s− 1)(s− 2)
2(n+ 2s− 6) η
(µ1µ2φ∗′µ3...µs−1)µs
]
∂µs
[
U (s
′−1)U (s
′−1)
]
.
The action of ∂µs on the spin s
′ tensor U (s′−1) is automatically γ-exact. The only possible traces that
can be taken between the two tensors just create one more contracted antisymmetric pair, thanks
to the relation U
(i)
[µ1ν1|µ2]ν2|... = 0. The symmetric indices of the spin s
′′ tensor are thus all µ indices
contracted with the trace of φ∗. Then, since the index µs of the derivative is also contracted with the
antifield, the relation γ[Y (i)(∂iµ1...µiφν1...νs)] ÷ Y (i)(∂i+1∂µ1...µi(νi+1Cνi+2...νs)ν1...νi), together with the
definition of the U (i)’s, ensures that δa2 is actually γ-exact modulo d.
The case of an even sum s+ s′ + s′′ is a bit more complicated. There are two possible terms, that
have to be proportional in order for a1 to exist:
a2 = fC
µ1...µsU
(s′−1)
α1ρ1|...|αλρλ|µ1ρλ+1|...|µs′−λ−1ρs′−1
×U (s
′−2)α1ρ1|...|αλρλ| ρλ+1|...| ρs′−2|ρs′−1
µs′−λ µ2s′−2λ−3 µ2s′−2λ−2...µs−1
dnx
+gCµ1...µsU
(s′−2)
α1ρ1|...|αλρλ|µ1ρλ+1|...|µs′−λ−2ρs′−2|ρs′−1
×U (s
′−1)α1ρ1|...|αλρλ| ρλ+1|...| ρs′−1|
µs′−λ−1 µ2s′−2λ−3 µ2s′−2λ−2...µs−1
dnx , (7.37)
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where λ = (s′ + s′′ − s− 2)/2. In terms of Young diagrams, these contractions read:
C∗ : s′ − λ− 1 s′′ − λ− 2 , U (s′−1)s′ : λ s′ − λ− 1
s′ − 1 1 , U
(s′−2)
s′′ : λ s
′′ − λ− 2 1
s′ − 1 ,
and
C∗ : s′ − λ− 2 s′′ − λ− 1 , U (s′−2)s′ :
λ s′ − λ− 2
s′ − 1 , U (s′−1)s′′ : λ s′′ − λ− 1
s′ − 1 .
This time, the computation of δa2 consists of four terms. The term involving the derivative of the
spin-s′ tensor U (s′−1) is automatically γ-exact, and the term where the spin-s′′ tensor U (s′−1) is
differentiated is γ-exact, thanks to the same arguments as for the odd case. On the other hand, the
terms where the U (s
′−2) tensors are differentiated are problematic. Fortunately, the non-γ-exact terms
that appear are the same in the two expressions and the coefficients f and g can be fitted to obtain a
γ-exact result.
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Chapter 8
Second order computations
The computations made so far consisted in the determination of the solutions of the master equation
at first order in perturbation. As we emphasized in Chapter 3, the existence of a local first order
solution does not imply the existence of a full solution, local at any order. Indeed, in the cases that
we considered, for a given cubic configuration of spins and a given number of derivatives, there is
either zero or one solution at first order in perturbation, which is satisfactory. However, some further
restrictions can appear at higher order in perturbation. These restrictions appear as some new relations
among the internal coefficients of the vertices. In the case where the internal coefficients vanish, the
vertex can be obstructed. The purpose of this chapter is to compute the component of highest antifield
number of the second order part of the master equation, for the different cubic deformations that have
been considered previously. The motivation is to check one of the main features of higher spin theories:
the necessity of considering every value of the spin and thus an arbitrary number of derivatives in
order for a full consistent theory to exist. However, as far as we investigated, this condition might
not be sufficient in Minkowski spacetime. For example, the Berends–Burgers–van Dam deformation
[60] has been showed to be inconsistent when considered alone. We prove that it is still obstructed
in arbitrary dimension when it is considered together with deformations involving spin-4 and spin-5
fields, thus invalidating the hopes expressed by Berends, Burgers and van Dam in [59]. Once again,
this is due to the fact that the number of derivatives is a good grading in Minkowski spacetime:
in accordance with the considerations that we made in Chapter 7, the number of derivatives in the
possible deformations increases linearly with the spins involved. Thus, cubic terms involving higher
values of the spin involve more derivatives and remain independent of the terms involving lower values
when making second order computations. On the other hand, (A)dS deformations are more likely
to be part of a full consistent theory, since they contain terms with various numbers of derivatives,
that could remove some obstructions. This is in agreement with the discussion of Section 4.3: a full
consistent (A)dS theory does not admit a flat limit. We can also emphasize that it is still possible
that a full theory in Minkowski spacetime exists. For example, no obstructions appear on the 1−s−s
115
and 2 − s − s deformations in the computations that we achieve in the sequel. We can conjecture
that cubic s− s′ − s′ deformations, involving the maximum number of derivatives 2s′ − 1, could exist
and might be the first order of an expansion local at all orders. However, we show that the 2− 3− 3
and 1− 2− 2 deformations are not compatible with Einstein–Hilbert’s theory. This was predictable,
since no “quasi-minimal” procedure can be built in Minkowski spacetime. This indicates that there
could be two types of spin-2 fields. Some of them being of the Einstein-Hilbert type, and strictly
self-interacting, as was addressed in [82]. The possible Minkowski theory could correspond to the
tensionless limit of string field theory, the non-EH spin-2 fields being part of the spectrum of the open
string, while the EH fields are usually considered in string theory as being part of the spectrum of the
closed string.
8.1 The second order equation
We have presented in Chapter 3 the general deformation scheme. A local deformation of a free theory
described by the initial local generator
(0)
w , satisfying the initial master equation (
(0)
w ,
(0)
w )dnx = d(...),
is an expansion w =
(0)
w +g
(1)
w +g2
(2)
w +..., that has to satisfy the master equation to all orders in
the parameter g. The first order local solutions that we have considered are cubic, and their antifield
expansion stops at 2:
(1)
w= a0+a1+a2. We know that the first order of the master equation decomposes
into Eqs(3.67)-(3.69).
Let us now consider the second order of the master equation for a local generator:
2
(
(0)
w ,
(2)
w
)
dnx+
(
(1)
w ,
(1)
w
)
dnx = d(...) ⇐⇒ ∃ e |
(
(1)
w ,
(1)
w
)
dnx = −1
2
s
(2)
w +de . (8.1)
Remark: We consider antibrackets of n-forms, which are just the antibrackets of their components
and are thus functions. That is why we have introduced dnx factors in Eq.(8.1).
This equation can then be decomposed according to the antifield number. The second order
deformation
(2)
w can contain an homogeneous part
(2)
w¯ , satisfying s
(2)
w¯= 2de¯. The non trivial solutions
belong to H0,n(s|d), just as (1)w , and are thus the same as for the first order.
Let us now consider the inhomogeneous equation. The components of the cubic
(1)
w have a definite
field content: a2 is linear in the antigh 2 antifields C
∗ and quadratic in the ghosts C or their derivatives;
a1 is linear in the antigh 1 antifields φ
∗, in the fields φ and in the ghosts C; and a0 is cubic in the
fields. Then, we know that the antibracket takes variational derivatives of its two arguments with
respect to conjugate fields. For example, in the antibracket of an a2 with another a2, a C
∗ and a C
are differentiated, leaving an antigh 2 object linear in C∗ and cubic in the ghosts. In the antibracket
of an a2 with an a1, the only possibility is to differentiate the C
∗ in a2 and the ghost in a1, leaving
an antigh 1 result linear in φ∗ and φ and quadratic in the ghosts. The antibracket of two a1’s is also
an antigh 1 expression, since one has to differentiate one of the antifields φ∗ and one of the fields.
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Finally, the antibracket of an a1 and an a0 is an antigh 0 expression, cubic in the fields and linear in
the ghosts. Thus, the top component of the inhomogeneous equation is at antigh 2, which requires
that the expansion of the inhomogeneous part of the second order deformation,
(2)
w˜= −2(c0 + c1 + ...),
stops at most at antigh 3. Furthermore, it is quite obvious that an antibracket (a2, a2) cannot contain
δ-exact terms, because it is neither proportional to the antifields φ∗ nor to the fields. This leads us
to discard δc3 terms and to consider a second order deformation stopping at antigh 2. Finally, we
obtain the following system of equations:
(a2, a2) = γc2 + de2 (8.2)
2(a2, a1) + (a1, a1) = δc2 + γc1 + de1 (8.3)
2(a1, a0) = δc1 + γc0 + de0 . (8.4)
The resolution of the whole system of equations would of course provide the expression of the second
order solution of the deformation, whose inhomogeneous part is quartic when the first order is cubic.
We have not addressed the resolution of the antigh 0 and 1 equations. On the other hand, checking
if (a2, a2) is γ-exact modulo d can be done rather quickly and can bring in interesting restrictions
on the first order solutions. Before we proceed with those computations, let us remark that the first
order cubic solutions are only independent at first order. They are expected to “interact” at higher
orders. In other words, obstructions can appear when taking antibrackets of first order solutions with
themselves, which can sometimes be cured by considering a sum of several vertices with different field
contents. In that case, crossed antibrackets have to be considered. They do not automatically vanish
and can bring in further obstructions. In fact, this is one of the most expected feature of higher spin
theories: considering individual fields is only possible at first order. It was advocated to be the solution
of the higher spin problem by Berends, Burgers and van Dam [59]. When building a second order (or
higher) deformation, it was suggested to introduce an infinite number of fields, taking any value of
the spin. In that case, the Lagrangian would be a formal sum of an infinity of terms containing an
arbitrary number of derivatives. The latter fact has already been mentioned when discussing the first
order terms: the vertices that seem to behave well are those with the maximum number of derivatives,
and this number increases with the spin. The impossibility of obtaining a full local Lagrangian also
appears in the Vasiliev formalism: the cubic Lagrangian nonabelian vertices can be built in dimension
4 and 5, it is the Fradkin–Vasiliev action that we described in Chapter 4. However, the full Vasiliev
theory is not Lagrangian, it consists in a set of equations of motions involving an infinite set of
independent fields and connections, corresponding to the different symmetric spin-s fields. We were
interested in showing that this requirement is actually needed in a cohomological study in Minkowski,
but it does not appear in the antigh 2 component. Let us finally notice that, because of the relation
between a2 and the first order deformation of the gauge algebra, Eq.(8.2) is equivalent to computing
the lowest order of the Jacobi identity. In the next sections, we consider antibrackets of the a2 solutions
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that we have obtained in the previous chapters, both between themselves or with some of the other
known solutions, such as the Einstein–Hilbert and Berends–Burgers–van Dam solutions. It results in
inconsistencies or in the impossibility of the coexistence of some of the solutions.
Remark: Eq.(8.1) has a meaning only for first order solutions. If
(1)
w were not, the modulo s freedom
would introduce non-s-exact terms. Let us consider the antibracket of an s-exact term sc with an
arbitrary
(1)
w :
(
(1)
w , sc) = (
(1)
w , (
(0)
w , c)) = (
(0)
w , (c,
(1)
w ))− (c, ((0)w , (1)w )) (8.5)
= s(c,
(1)
w )− (c, s (1)w ) . (8.6)
The second term is not manifestly s-exact. If
(1)
w is a first order solution, then s
(1)
w= db and (c, db) = 0
because the variational derivatives of a d-exact expression always vanish. This is important to notice.
For example, if
(1)
w is not a consistent first order solution, then, in the computation of (a2, a2), the
addition of a γ-exact term to a2 can introduce non-γ-exact terms. So, this has to be taken into account
in the case where we would consider the antibracket of a confirmed a2 with a candidate, essentially
in order to prove that some obstructions could be removed or not. Fortunately, we can prove that
the addition of cubic γc2 terms to a2’s that admits an a1 does not create such terms. To see this, we
must consider the commutation of γ with variational derivatives with respect to the antifields and the
ghosts:
γ
δf
δC∗µ1...µs−1
=
δ
δC∗µ1...µs−1
γf , γ
δRf
δφ∗µ1...µs
= − δ
R
δφ∗µ1...µs
γf , (8.7)
δL
δCµ1...µs−1
γf = −γ δ
Lf
δCµ1...µs−1
− s∂ρ δf
δφρµ1...µs−1
. (8.8)
Thus, if we consider a modulo γ modification of an a2:
(a2 + γc2, a2 + γc2) = (a2, a2) + γ(...)∓ 2s δ
Ra2
δC∗µ1...µs−1
∂ρ
δLc2
δφρµ1...µs−1
(8.9)
= (a2, a2) + γ(...) + div.± 2s∂ρ δ
Ra2
δC∗µ1...µs−1
δLc2
δφρµ1...µs−1
. (8.10)
The last term is not γ-exact in general. It is in fact related to the commutation of δ with the variational
derivatives with respect to the antifields φ∗ (see for example Eq.(3.43)). Since a2 does not depend on
these antifields, we get:
− s∂(ρ
δa2
δC∗µ1...µs−1)
=
δL
δφ∗ρµ1...µs−1
δa2 . (8.11)
Therefore, if δa2 = −γa1 − db1, the commutation of γ and the variational derivatives with respect to
φ∗ ensures that
(a2 + γc2, a2 + γc2) = (a2, a2) + γ(...) + div.± γ
( δLa1
δφ∗µ1...µs
) δc2
δφµ1...µs
. (8.12)
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Finally, thanks to the cubic nature of the considered a2, we are sure that the variational derivatives
of c2 with respect to the fields only depend on the ghosts and antifields and are thus γ-closed. Thus,
(a2 +γc2, a2 +γc2) and (a2, a2) differ by γ-exact and d-exact terms, which do not modify the structure
of Eq.(8.2).
8.2 Computation of (a2, a2) expressions
8.2.1 General considerations
Let us provide some general rules about those computations. First, as we already emphasized in
the previous section, the antibracket consists in performing various variational differentiations with
respect to conjugate fields. We can first consider the antibracket of an a2 with itself, it reads:
(a2, a2) =
∑
s
2
δRa2
δCµ1...µs
δLa2
δC∗µ1...µs
. (8.13)
This vanishes in any case where an a2 does not contain a ghost and its conjugate antigh 2 antifield.
For example, let us consider an s− s′ − s′′ configuration, with s < s′ 6 s′′. Theorem 7.1 ensures that
the only possible nontrivial a2 containing 2s
′ − 1 or 2s′ − 2 derivatives is linear in the spin-s antifield,
and linear in the spin s′ and s′′ ghosts. Since we have considered a spin-s strictly lower than the
others, this candidate satisfies automatically (a2, a2) = 0. Furthermore, we have proved in Chapter
7 that those deformations are related to an a1. Thus, the relation still holds when adding a γ-exact
term to a2. This quite general rule applies for the 1− s− s and 2− s− s deformations that have been
considered in Chapter 7. The fact is, that the only vertices that have been obtained so far are either
cubic or quadratic in the same spin-s field, and most of them contain the highest possible number of
derivatives for the given setup. The only exception so far is the BBvD spin-3 vertex, that involves
three derivatives, and coexists with another vertex with five derivatives. It is quite obvious that the
antibracket does not alter the number of derivatives: if a2,1 contains k1 derivatives and a2,2 contains
k2 derivatives, then (a2,1, a2,2) contains k1 + k2 derivatives. Then, if we consider two configurations
s−s1−s2 and s−s3−s4, the terms of (a2, a2) where the spin-s ghosts and antifields are differentiated
is quartic in the fields, with a configuration s1− s2− s3− s4. These two very simple rules can be used
to seek which a2 candidates can be considered to try to remove an obstruction.
8.2.2 Computation for the spin-3 parity-breaking vertices
Before we compute the second order (a2, a2) test for the various parity-invariant deformations, let us
complete the argument of Chapter 6 about the parity-breaking deformations in dimension 3 and 5.
Let us recall the expressions for a2 (see Eqs(6.14)-(6.15)). The dimension 3 candidate is:
a2,1 = f
A
[BC]ε
µνρC∗αβA C
B
µα∂[νC
C
ρ]βd
3x , (8.14)
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and the dimension 5 candidate is:
a2,3 = g
A
(BC)ε
µνρστC∗Aµα∂[νC
B β
ρ] ∂
2
α[σC
C
τ ]βd
5x . (8.15)
We have not chosen the strictly non-γ-exact expressions, because the (a2, a2) computations are a bit
easier with these ones. Since these are consistent first order deformations, the modulo γ freedom of
a2 only alters (a2, a2) by γ- and d-exact terms. Let us recall that, in the particular case of dimension
3, the spin-3 ghost tensor U , which has the same symmetry as a Weyl tensor, identically vanishes.
More generally, for a spin-s ghost, traceless tensors U (i) with i > 2 vanish, which leaves us with a
maximum of two derivatives in a2, and thus three derivatives in a0. So, in fact a2,1 is the candidate
with the highest number of derivatives in dimension 3 (in order to build Lorentz-invariant objects, the
total number of indices must be even. This imposes an odd number of derivatives in odd dimension).
The same considerations will be made later about the BBvD vertex. Of course, the two parity-
breaking deformations do not exist in the same Minkowski spacetimes, thus only their antibrackets
with themselves have to be considered. The computation for the dimension 3 candidate yields:
(a2,1, a2,1) = 2
δRa2
δC∗αβA
δLa2
δCAαβ
= γµ+ dν + 2fABCfEADε
µνρεαλτ
[ 1
2
C∗EσξCB αµ T
C
νρ|σT
Dλτ |
ξ +
1
2
C∗EσξCBµσT
C α
νρ| T
Dλτ |
ξ
−1
3
C∗EαξCB σµ T
C
νρ|σT
Dλτ |
ξ −
2
3
C∗EσξTBλ(µ|α)T
C
νρ|σC
D τ
ξ −
2
3
C∗EσξTBλ(µ|σ)T
C α
νρ| C
D τ
ξ
+
4
9
C∗EαξTBλ(µ|σ)T
C σ
νρ| C
D τ
ξ
]
. (8.16)
The use of the variable T˜αβ := ε
µν
αTµν|β in place of Tµν|ρ(= −12εαµν T˜αρ) simplifies the calculations.
We find, after expanding the products of ε-densities,
(a2,1, a2,1) = γµ+ dν + f
A
BCfEADC
∗Eστ
[
CBµαT˜CµσT˜
D
ατ + C
Bµ
σ T˜
C
µαT˜
Dα
τ
−2
3
CBµαT˜CµαT˜
D
στ + C
Dµ
σ T˜
B
µαT˜
C α
τ −
1
3
CDστ T˜
BαµT˜Cαµ
]
. (8.17)
We then use the only possible Schouten identity
0 ≡ C∗E τ[σ CB µα T˜C σµ T˜Dατ ]
=
1
24
[
− C∗EστCBµαT˜Cστ T˜Dµα + 2C∗EστCBµαT˜CσµT˜Dατ + 2C∗EστCBσµT˜CταT˜Dαµ
−C∗EστCBστ T˜Cµν T˜Dµν − C∗EστCBµν T˜Cµν T˜Dστ + 2C∗EστCB µσ T˜CµαT˜Dατ
]
, (8.18)
in order to substitute in Eq.(8.17) the expression of C∗eστCbµαT˜ cµσT˜ dατ in terms of the other summands
appearing in Eq.(8.18). Consequently, the following expression contains only linearly independent
terms:
(a2,1, a2,1) = γµ+ dν + C
∗Eστ
[
1
2f
A
BCfDEAC
BµαT˜Cστ T˜
D
µα +
1
6f
A
BCfDEAC
BµαT˜Dστ T˜
C
µα
+2fAC(BfD)EAC
B µ
σ T˜
C
ταT˜
Dα
µ +
1
2f
A
B[CfD]EAC
B
στ T˜
C
µαT˜
Dµα
+13f
A
BCfDEAC
D
στ T˜
C
µαT˜
Bµα
]
,
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where we used that the structure constants of A obey fABC ≡ δADfDBC = f[ABC].
Therefore, the above expression is a γ -coboundary modulo d if and only if fABCfDEA = 0, meaning
that the internal algebra A is nilpotent of order three. In turn, this implies 1 that fABC = 0 and the
deformation is trivial.
Let us now compute the antibracket for the dimension 5 candidate:
(a2,3, a2,3) = −gABCgDEAεµ¯ν¯ρ¯σ¯τ¯ε νρστµ δ(µτ¯ δα)δ (4∂µ¯C∗Dγν¯ ∂γρ¯CEδσ¯ + 2∂γµ¯C∗Dγν¯ ∂ρ¯CEδσ¯ )∂νCBβρ ∂ασCCτβ
= −12gAB[CgD]EAC∗BαβUC γ|µνα UD |ρσβγ UEµν|ρσ + γc2 + ∂µjµ2 .
The first term appearing in the right-hand side of the above equation is a nontrivial element of H(γ|d) .
Its vanishing implies that the structure constants g(ABC) of the commutative invariant-normed algebra
B must obey the associativity relation gAB[CgD]EA = 0. As for the spin-2 deformation problem (see
[82], Sections 5.4 and 6), this means that, modulo redefinitions of the fields, there is no cross-interaction
between different kinds of spin-3 gauge fields provided the internal metric in B is positive-definite,
which is required by the positivity of energy. The cubic vertex a0 can thus be written as a sum of
independent self-interacting vertices, one for each field φAµνρ , A = 1, . . . , N . Without loss of generality,
we may drop the internal index a and consider only one single self interacting spin-3 gauge field φµνρ .
8.3 Inconsistency of the Berends-Burgers-van Dam spin-3 vertex
We have recalled the BBvD first order deformation in chapter 6. The antigh 2 term of this deformation
is
a2,BBvD = f
A
BCC
∗µν
A
[
TBµα|βT
C α|β
ν − 2TBµα|βTC β|αν +
3
2
CBαβUCµα|νβ
]
dnx+ γc2 . (8.19)
It has been showed [83] that (a2,BBvD, a2,BBvD) presents an obstruction containing terms of the struc-
ture C∗TTU and C∗CUU that cannot be eliminated. The coefficient of the obstruction is fABCfADE ,
whose vanishing implies the vanishing of the deformation itself. Let us notice that, in dimension 3,
since UAαβ|γδ ≡ 0, the BBvD candidate passes the test. In dimension 4, some Schouten identities could
imply the weaker associativity condition fAB[Cf
A
D]E = 0, however, this still implies the vanishing of
fABC in the end. Furthermore, in dimension 3, the deformation with 5 derivatives vanishes [83], in
that case the BBvD candidate involves the maximum possible number of derivatives. In dimension
4, it has been showed that Schouten identities imply the vanishing of a2, thus the 5-derivative defor-
mation is Abelian. It is important to notice that we thus prove that there is no pure spin-3 cubic
deformation in Minkowski spacetime in dimension 4. Let us remark that the case of dimension 3 is
a bit particular, since traceless tensors associated to a Young diagram whose first two columns have
1The internal metric δAB being Euclidean, the condition f
A
BCfAEF ≡ δADfABCfDEF = 0 can be seen as expressing
the vanishing of the norm of a vector in Euclidean space (fix E = B and F = C), leading to fABC = 0.
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length 2 identically vanish2 which implies that every gauge invariant tensor vanishes on-shell, which
only allows topological theories.
The idea of this section is to prove that no other a2’s can provide the same kind of terms. First,
(a2,BBvD, a2,BBvD) is of course quartic in the spin-3 fields (in the extended meaning of fields, ghosts
or antifields), and contains four derivatives. The only possibility of getting terms quartic in the spin-3
fields is to take the (a2, a2) of two expressions with the same spin configuration s−3−3. Then, the first
rule of theorem 7.1 ensures that 1 6 s 6 5. We know everything about the 1−3−3 and 2−3−3 cases:
in both cases, there is only one solution, whose a2 is linear in the spin 1/spin-2 antigh 2 antifield.
These candidates satisfy trivially (a2, a2) = 0, hence they cannot help for the BBvD obstruction.
To complete the argument, we have to investigate the 3 − 3 − 4 and 3 − 3 − 5 cases. It is rather
simple: we will prove that the only a2 candidates that are related to an a1 contain more than two
derivatives, which is sufficient to be sure that no obstruction containing four derivatives will arise.
The results about those two cases are presented in the next two subsections. The results are sufficient
to establish the inconsistency of the BBvD deformation in dimension greater than three, in the parity-
invariant case, thereby invalidating the hopes expressed by the authors BBvD concerning a possible
solution of their problem by the addition of higher spin contributions. Therefore, in flat spacetime,
their spin-3 self coupling is definitely inconsistent and no higher spin can cure this problem contrary
to the general belief. It is only in (A)dS that this candidate can play a role, as suggested by the FV
solution.
8.3.1 Study of a2 in the 3− 3− 4 case
Let us use theorem 7.1, with s = s′ = 3 and s′′ = 4. The sum of the spins is even, thus the number
of derivatives in a2 has to be odd. The maximum is 2s
′ − 3 = 3. Furthermore, the difference between
the numbers of derivatives acting on the two ghosts obeys |i− j| < s+ s′ − s′′ = 2, and is thus equal
to 1. The possible strictly non-γ-exact Lorentz-invariant expressions with one derivative read:
(1)
t AB = C∗µνρCAαµ T
B
αν|ρ ,
(2)
t AB = C∗AµνTBµα|βC
αβ
ν ,
(3)
t AB = C∗AµνCBρσU (1)µρ|νσ . (8.20)
Those with three derivatives are:
(4)
t AB = C∗µνρTAα|βµ U
B
να|ρβ ,
(5)
t AB = C∗AµνTBαβ|γU (2)αβ|γµ|ν ,
(6)
t AB = C∗AµνUBαβ|γµU
(1)αβ|γ
ν .(8.21)
Let us check that the candidates with three derivatives are related to an a1:
δ
(4)
t AB = div + γ(...) + 4φ∗µνρσUAα| βµ σ U
B
να|ρβ −
6
n+ 2
φ∗′ρσUAνα| βσ U
B
να|ρβ . (8.22)
2More generally, in dimension n, any tensor associated to an irreducible representation of O(n) (and thus traceless),
whose Young diagram is such that the sum of the heights of the first two columns is greater than n, identically vanish
(see [136], page 394). Let us remark that, for n > 4, two-row tensors, such as the traceless part of the curvature or the
strictly non-γ-exact ghost tensors, are never constrained by this condition.
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This term is antisymmetric in AB, thus a symmetric set of coefficients ensures the vanishing of the
non-γ-exact terms. The variation under δ of the two other terms provides the same non-γ-exact term
φ∗AµνρUBαβ| γρ U
(2)
αβ|γµ|ν , they vanish if
(5)
t AB and
(6)
t AB have opposite coefficients. Finally, we get:
a2,3 = k(AB)C
∗µνρTAα|βµ U
B
να|ρβd
nx+ lABC
∗Aµν
[
TBαβ|γU (2)αβ|γµ|ν − UBαβ|γµU
(1)αβ|γ
ν
]
dnx . (8.23)
On the other hand, the candidates involving one derivative are obstructed:
δ
(1)
t AB = div.+ γ(...) + 4
(
φ∗µνρσ − 3
n+ 2
η(µνφ∗′ρ)σ
)[
− TAασ|µTBαν|ρ + CAαµ UBαν|σρ
]
. (8.24)
All the terms vanish if
(1)
t AB is multiplied by a symmetric coefficient, except one proportional to the
trace of φ∗: −4n+2φ
∗′νσCAαρUBαν|σρ. This obstruction cannot be removed. The variation under δ of
(2)
t AB and
(3)
t AB contains the obstructions φ∗AµνρUBµα|ρβC
αβ
ν and φ∗AµνρCαβU
(2)
µα|νβ|ρ. Finally, the only
possible 3− 3− 4 deformation contains three derivatives in a2. Even if the vertex exists, which is not
sure, the only terms in (a2,3, a2,3) contain six derivatives. This cannot remove the obstruction of the
BBvD deformation.
8.3.2 Study of a2 in the 3− 3− 5 case
Theorem 7.1 ensures that the number of derivatives in a2 is even, and is maximum 4. Furthermore
the two ghosts bear the same number of derivatives, since |i− j| < 3+3−5 = 1. There are candidates
with four, two and zero derivatives. Once again, only the candidates with four derivatives satisfy
Eq.(3.68). The possible terms with no derivatives are:
(1)
t AB = C∗µνρσCAµνC
B
ρσ and
(2)
t AB = C∗AµνCBρσCµνρσ . (8.25)
Those with two derivatives are:
(3)
t AB = C∗µνρσTAαµ|νT
B
αρ|σ and
(4)
t AB = C∗AµνTBαβ|γU (1)αβ|γµν . (8.26)
Those with four derivatives are:
(5)
t AB = C∗µνρσUAα| βµ ν U
B
ρα|σβ and
(6)
t AB = C∗µνUαβ|γδU (2)αβ|γδ|µν . (8.27)
Let us notice that
(1)
t AB,
(3)
t AB and
(5)
t AB are naturally antisymmetric over AB. It is quite obvious that
δ
(5)
t AB is γ-exact modulo d because the third derivative of the spin-3 ghost are γ-exact. Then, we can
consider δ
(6)
t AB, which is γ-exact modulo d, for the same reason than the previous one and because
∂(ρU
(2)αβ|γδ|
µν) is γ-exact. On the other hand, obstructions arise for any of the other candidates. For
(3)
t AB, one of the trace term remains, which is proportional to φ∗′µντUAαµ|τσT
Bα |σ
ν . For
(4)
t AB, the ob-
struction consists of two terms, proportional to φ∗AµνρTBαβ|γU (2)αβ|γµ|νρ and C
∗AµνρUBαβ| γρ U
(1)
αβ|γµν .
123
Finally, with no derivatives, the obstruction of
(1)
t AB arises once again in the trace terms, it is
proportional to φ∗′µνρTAαµ|νC
Bα
ρ. The obstruction of
(2)
t AB consists of two terms proportional to
φ∗AµνρCBαβU (1)ρα|βµν and φ
∗AµνρTBα|βρ Cµναβ . None of those obstructions can be removed, the only
possible cubic a2 thus involves four derivatives. Thus, any (a2, a2) term involves eight derivatives, this
can of course not remove the BBvD obstruction. Finally, since we have considered a spin greater than
four, we are not sure if the cubic deformations are the only possible ones, but any solution of degree
higher than three will provide terms of power higher than four in (a2, a2), which can not compensate
the BBvD obstruction either.
8.4 Inconsistency of the 2−2−3 deformation and incompatibility of
the 2− 3− 3 deformation with Einstein–Hilbert theory
Let us now consider the second order condition for the 2− 2− 3 deformation presented in Eqs(5.19)-
(5.21). Let us recall the expression of a2:
a2,2 = gAbc
[
C∗bµ ∂νCcρ ∂[νCAρ]µ −
1
3
C∗Aµν ∂[µCbα] ∂[νC
c
β] η
αβ
]
dnx . (8.28)
The computation of its antibracket with itself yields:
(a2,2, a2,2) = 2gCaeg
e
D b
[
C∗aµ∂[βCbγ]T
C
τα|µU
Dτα|βγ − 2
3
C∗cµτ∂[µCaα]∂[βC
b
γ]U
Cα|βγ
τ
]
+γ(...) + div. (8.29)
The interesting fact is that the obstruction does not involve terms quartic in the spin-2 (there are four
derivatives for three spin-2 ghosts, thus some second derivatives of them have to be present, which
leads to γ-exact expressions). The terms of the obstruction cannot be eliminated upon imposing some
appropriate symmetry property on the coefficients gCae. Let us remark that, once again, the condition
is fulfilled in dimension 3 thanks to the vanishing of UA.
We may now determine which other deformations could compensate this obstruction. In order to
obtain a 2− 2− 3− 3 expression, we must choose either a s− 2− 2 and a s− 3− 3 deformations or
two s− 2− 3 deformations. In the first case, the spin-s is lower than 4 because there is no 2− 2− s
nonabelian deformations for s > 4. If s = 1, we know that the antibracket of the only possible
1 − 2 − 2 and 1 − 3 − 3 deformations is vanishing. If s = 2, we have to check the antibracket of the
Einstein-Hilbert and of the 2 − 3 − 3 deformation a2’s (that we denote here aEH2 ([82]) and a2,3). If
s = 3, we can consider a2,2 with the spin-3 deformations. The BBvD deformation is the only one with
the good number of derivatives, and we have already showed that it is obstructed, thus we will not
consider this. In the second case, the spin is comprised between 2 and 4, but the spin-2 and spin-3
cases are the antibrackets of a2,2 and a2,3 with themselves. Thus, we only have to check if there are
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any 2− 3− 4 deformation candidates. Let us first check the antibracket of a2,3 and aEH2 :
aEH2 = aabcC
∗aµCbν∂[µCcν]d
nx , (8.30)
a2,3 = faBC C
∗aµ ∂αCBβν ∂µ∂[αCCβ]ν d
nx , (8.31)
(aEH2 , a2,3) = −aaeffaBCC∗eν∂[νCfµ]TBρσ|τUCρσ|µτ + aaeffaBCC∗eτCfµUBρσ|τνUCρσ|µν
+γ(...) + div. (8.32)
The obstructions are not the same as those of (a2,2, a2,2), though they have the right field content
and number of derivatives. Thus, this seems to prevent the coexistence of the consistent 2 − 3 − 3
deformation and Einstein-Hilbert’s theory. Both obstructions can only be removed by adding 2−3−4
deformations. We will now prove that no terms proportional to the spin-2 antigh 2 antifields and
involving four derivatives can appear in the antibrackets of two 2− 3− 4 candidates related to an a1.
In order to obtain 2−2−3−3 terms, we have to differentiate the spin-4 antifield C∗µνρ and the spin-4
ghost Cµνρ. In the 2− 3− 4 deformation problem, the number of derivatives in a2 must be even, and
both ghosts have to bear the same number of derivatives. The maximum number of derivatives is 4
if the terms are proportional to the spin-2 antifield, and it is 2 in the other cases. Thus, the only
nontrivial a2 terms proportional to C
∗µνρ are C∗µνρCµνCρ and C∗µνρTαµ|ν∂[αCρ]. Only the second
one is related to an a1, the first one presents an obstruction proportional to the trace of the spin-
4 antifield: φ∗′µνCρµ∂[ρCν]. The only possible expression contains two derivatives, thus we have to
combine it with terms proportional to another antigh 2 antifield also containing two derivatives. These
are C∗µTαβ|γU (1)αβ|γµ and C
∗µν∂[αCβ]U (1)αβ|µν . The one proportional to C
∗µν is related to an a1, but the
one proportional to C∗µ presents the obstructions φ∗µνTαβ|γU (2)αβ|γν|µ and φ
∗µνUαβ| γν U
(1)
αβ|γµ. The only
candidate proportional to C∗µ that is related to an a1 contains four derivatives, it is C∗µUαβ|γδU
(2)
αβ|γδ|µ.
Thus, while it is possible to compensate some terms proportional to C∗µν in (a2,2, a2,2) and (aEH2 , a2,3),
those proportional to C∗µ cannot be removed.
This shows the inconsistency of the unique 2−2−3 cubic deformation at second order. Furthermore,
we also obtain that the 2− 3− 3 deformation and the 2− 2− 2 Einstein–Hilbert deformation cannot
be part of the same complete theory. As we said in the beginning of the chapter, this indicates that
the spin-2 field involved in the 2− 3− 3 deformation is not a graviton.
8.4.1 Incompatibility of the 1− 2− 2 deformation with Einstein-Hilbert theory
The 2−3−3 deformation is not the only one that is not compatible with Einstein-Hilbert theory. We
can prove that the 1− 2− 2 deformation also presents an obstruction. Let us recall the expression of
its a2:
a2 = labC
∗∂[αCaβ]∂
αCbβdnx . (8.33)
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The antibracket with aEH2 yields:
(a2,EH , a2) =
δa2,EH
δC∗ρe
δa2
δCeρ
= −2aebcleaCbν∂[ρCcν]∂τ
[
C∗∂[τC |a|ρ]
]
= γ(...) + d(...) + 2aebclaeC
∗ησν∂[τCbσ]∂[ρC
c
ν]∂
[τC |a|ρ] . (8.34)
This cannot be consistent unless ae(bcla)e = 0. One of the main results of the study of the spin-2
deformation [82] is that the coefficients of the Einstein–Hilbert deformation can be chosen diagonal,
and thus that spin-2 fields can always be considered as self-interacting. This condition cannot be
released by combining the EH deformation with other (a2, a2) expressions, since the antibracket of
the 2− 2− 3 deformation a2,2 with itself does not contain pure spin-2 terms. Since the coefficients of
the 1 − 2 − 2 deformation a2 are antisymmetric, we obtain the relation aaaalba = −2aaablaa = 0. This
means that the coefficients of one of the deformations must vanish, and thus we have showed that
these deformations are incompatible. This incompatibility means that, though the 1 − 2 − 2 vertex
only involves “lower” spins, it cannot be considered along with the usual lower spin theories. It is
rather a deformation of the “higher spin” type.
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Chapter 9
Conclusions
In this thesis, we have investigated the construction of nonabelian consistent deformations involving
totally symmetric bosonic massless tensor fields in Minkowski spacetime. We have completed the
study of pure spin-3 first order interactions, by achieving the determination of every parity-breaking
cubic deformations. We have also determined the complete list of parity-invariant interactions between
spin-2 and spin-3 fields. Then, we have extended the study to the 2−s−s cubic spin configurations, for
which we have proved that there is only one possible nonabelian cubic deformation. Similarly, we have
explicitly constructed the unique nonabelian cubic deformation for a 1− s− s configuration. We have
then proved that some of the known first order deformations, which are all of the form s−s−s′, cannot
be completed to all orders in the coupling constant, the ones that remain involving a maximal number
of derivatives, which is 2s − 1 or 2s − 2. For example, the pure spin-3 deformation that was found
by Berends, Burgers and van Dam and that involves three derivatives has been showed to be strongly
obstructed, thus invalidating the conjecture that this obstruction could be cured by introducing fields
with higher values of the spin. We also found that some of the remaining deformations are incompatible
with gravitation. Finally, still in Minkowski spacetime, we established some general rules for finding
the possible cubic deformations of the gauge algebra, for any spin configuration s − s′ − s′′, thus
allowing one to investigate the exhaustive computation of nonabelian deformations. We found that
the highest spin cannot be greater than the sum of the two others, and we found that the maximal
number of derivatives in the vertices is related to the middle spin of the configuration: N 6 2s′ − 1.
We also obtained a constraint on the repartition of the derivatives in the gauge algebra deformations.
The second main subject of the thesis was to study consistent deformations in a de Sitter or Anti
de Sitter spacetime, and to relate the results to those obtained in Minkowski spacetime. The fields
considered in (A)dS are totally symmetric gauge fields similar to the Minkowski totally symmetric
massless fields. These fields can sometimes be viewed as massive fields, whose mass depends on the
cosmological constant, which is a curvature parameter of (A)dS. In dimension 4 and 5, some consis-
tent cubic deformations have been found, for any configuration of spins, by Fradkin and Vasiliev. In
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particular, they have proposed a nonabelian coupling of the spin-s fields with a spin-2 field, that is
based on the minimal deformation of the free spin-s Lagrangian, but involves terms with more than
two derivatives multiplied by negative powers of the cosmological constant Λ. We have written explic-
itly this first order interaction in the case of a 2− 3− 3 configuration, and have noticed that its terms
containing the highest number of derivatives coincide with the unique Minkowski cubic 2−3−3 defor-
mation. That is why we have developed an argument to relate them. We have showed that a special
flat limit can be established for each cubic (A)dS consistent deformation. This limit does not alter
the nonabelian nature of the deformation, hence it provides an injective correspondence between the
nonabelian cubic deformations in (A)dS and those in Minkowski spacetime. This argument automat-
ically shows that the Fradkin–Vasiliev quasi-minimal deformation scheme is in fact the unique (A)dS
deformation for a 2 − s − s configuration, since there is only one remaining candidate in Minkowski
spacetime. However, this kind of limit must be taken in such a way as to compensate the most negative
power of Λ, which increases with the highest number of derivatives in the cubic deformation and thus
with the spins in the considered configuration. The complete Fradkin–Vasiliev first order Lagrangian
construction involves every spin, with an arbitrary number of derivatives. Under these conditions, it
is impossible to establish a flat limit of this action. In fact, it is well known that a full (A)dS higher
spin theory must share the same property, because it appears that the presence of a value of the spin
greater than two in the algebra implies the presence of higher values. We have thus showed that,
though a correspondence can be established for individual cubic vertices, a possible Minkowski theory
cannot be the limit of an (A)dS theory. Furthermore, we have confirmed that a Minkowski higher spin
theory is incompatible with Einstein–Hilbert gravitation. If it existed, if would violate the equivalence
principle and could not be taken as a local approximation of a theory in a curved space. On the other
hand, the (A)dS theory in fact involves particles with a “mass”, which provides a minimum value
of the energy and thus an infrared cutoff on the higher spin processes. Furthermore, the fact that
2−s−s (A)dS deformations involve minimal deformation terms allows one to preserve the equivalence
principle. The possible Minkowski theory could be the tensionless limit of some string field theories,
but does not seem to have a relevance in our current universe. On the other hand, nothing prevents
an (A)dS theory to involve classical, macroscopic effects. The nonlocal nature of this kind of theory is
still to be made more precise, but we can conjecture that such effects are rather measurable on large
scales, probably the cosmological scale. Let us note that Vasiliev’s complete theory is an extension of
Einstein’s theory of gravitation.
The higher spin domain of research is still full of questions that remain to be addressed. Directly
in contact with the object of this thesis, an accessible problem is to fully determine the possible
deformations of the gauge algebra for bosonic massless fields in Minkowski spacetime, with the help
of the antifield formalism. Then, it would be important to find general arguments in favor of the
existence of consistent vertices related to these deformations of the gauge algebra. It is also possible
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to further investigate the deformations at second order in the coupling constant, since it might bring an
answer to the question of the possibility of building a Minkowski higher spin theory. Furthermore, the
classification of first order deformations could be used to prove the uniqueness of the whole Fradkin–
Vasiliev construction. In (A)dS, an ambitious problem would be to build a full Lagrangian admitting
Vasiliev’s equation as equations of motion. Such a Lagrangian would of course be nonlocal. With such
an action principle, the even more ambitious problem of quantizing Vasiliev’s theory could then be
addressed. A preliminary work would be to show that Vasiliev’s equations coincide with the FV cubic
construction at lowest interacting order. Finally, some progress is still to be made about the precise
meaning of a full (A)dS higher spin theory. The computation of some exact solutions already provides
some clues about the interaction mechanisms. It remains to find some interpretation of the nonlocal
nature of these interactions and to propose some detectable mechanisms, most probably through large
scale observations.
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Appendix A
Young diagrams
We present here a short review of the Young diagrams and their use in representation theory. We
recommend references [136, 137] for more details.
A Young diagram with d boxes is a graphic representation of an ordered partition λ of d:
λ = (λ1, ..., λk) |
 ∀ i < k : 1 6 λi+1 6 λi∑k
i=1 λi = d
. (A.1)
The associated Young diagram consists of k rows of identical squares, placed side by side, the length
of the ith row being λi. The partition λ is conjugate to another partition λ
′ = (µ1, ..., µr), such that
the columns of the Young diagram associated to λ are of length µj . This can be illustrated by the
following generic example:
λ1
λ2
...
λk−2
λk−1
λk
µ1µ2 . . . µr
. . .
. . .
...
...
Then, let us provide some particular examples: The partitions λ = (d) and λ′ = (1, ..., 1) are conjugate
and correspond to Young diagrams with one row (or one column) of length d. For d = 3, the partition
λ = (2, 1) is self-conjugate and correspond to the Young diagram . Finally, a more complicated
example for d = 8: the partition λ = (4, 3, 1) and its conjugate λ′ = (3, 2, 2, 1) correspond to the
Young diagram:
.
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A Young diagram whose boxes are filled with the integer numbers from 1 to d is called a Young
tableau. A standard Young tableau is a Young tableau such that the numbers increase when going
right or down in the diagram. For example, there are two standard Young tableaux for the diagram
(2, 1):
,
1 2
3
1 3
2 . (A.2)
A.1 Representations of Sd
A permutation operator, called a Young symmetrizer, is associated to each Young tableau. Two
subgroups of the symmetric group Sd can be defined: P = {σ ∈ Sd | σ preserves each row } and
Q = {τ ∈ Sd | τ preserves each column }. Elements of P (resp Q) are products of permutations of
the numbers written in the rows (resp. columns). Then the symmetriser1 can be written:
Y =
∑
τ∈Q
(−1)τ τ
[∑
σ∈P
σ
]
, (A.3)
where τ is the parity of the permutation τ . The sum over Q is an antisymmetrizing operator while the
sum over P is a symmetrizing operator. Let us note that the operator Y˜ obtained by first summing
over Q then over P appears to be equivalent. For example, the operator associated to
1 2
3 is:
Y 1 2
3
= [e− (13)] [e+ (12)] . (A.4)
Each Young diagram provides an irreducible representation of Sd, defined through the symmetrizer of
one of its standard tableaux: The set SnY is composed of linear combinations of the symmetrizers of
the different standard tableaux of λ, which can be chosen as the basis of a vectorial space Vλ. Then,
the matrices that transform this basis correctly are the wanted representation Tλ. The dimension of
the representation is equal to the number of standard tableaux. Let us define the hook length of the
box (i, j) of a Young diagram: lij = λi + µj − i − j + 1. On the diagram, it amounts to counting
the number of boxes to the right or below the box (i, j), including the box itself. For example, in the
following diagram, the hook length of the dotted box is 4:
↓−→−| .
•
In the following diagram, the hook length of each box has been written:
6 4 3 1
4 2 1
1
1We consider here sums of permutations. To be more precise, one should rather consider elements vσ that constitute a
basis of the (complex) vector space CSd underlying the regular representation of Sd. This vector space being an algebra
with the product rule vσ.vτ = vστ .
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It can be showed that the dimension of Tλ is:
dim Tλ =
d!∏
(i,j)
lij
. (A.5)
Two different diagrams are related to inequivalent representations, and a diagram can be associated
to each inequivalent representation. Thus, the classification of Young diagrams is equivalent to the
classification of the representations of Sd.
A.2 Young tableaux and representations of GL(n,R) and Og(n)
The Young diagrams are also a powerful tool to obtain inequivalent irreducible representations of
GL(n,R). GL(n,R) is the group of general transformations of (co)vector components vα of Rn. Then,
we can consider tensors of (Rn)⊗d, whose components bear d indices: Tα1...αd . These tensors transform
under a reducible representation of GL(n,R). This representation can be decomposed into irreducible
representations, that act non trivially on tensors with definite symmetries, directly related to the
symmetrizers of the Young tableaux with d indices. For example, the two components of a tensor with
two indices are its symmetric and antisymmetric parts: Tα1α2 = Sα1α2 + Aα1α2 . The symmetric part
is provided by the action of Y 1 2 in the following way:
Sα1α2 =
1
2
Y 1 2 Tα1α2 =
1
2
(Tα1α2 + Tα2α1) . (A.6)
On the other hand, the antisymmetric part is provided by the other Young diagram:
Aα1α2 =
1
2
Y 1
2
Tα1α2 =
1
2
(Tα1α2 − Tα2α1) . (A.7)
A tensor with three indices can be decomposed into four components: one completely antisymmetric,
one completely symmetric and two with a “hook” symmetry . Let us emphasize that each standard
Young tableau provides a different tensor, a tensor can have several inequivalent parts with the same
symmetries. On the other hand, the non standard Young tableaux provide a tensor part that is
not linearly independent and can then be expressed in function of the other parts. For example:
H
(1)
α1α2|α3 = Y1 32 Aα1α2α3 and H
(2)
α1α3|α2 = Y1 23 Aα1α2α3 are distinct tensors. More generally, a tensor
with d indices and no symmetries can be decomposed into independent parts related to the standard
Young tableaux with d boxes, and that transform under inequivalent irreducible representations of
GL(n,R). The dimension of these representations, which is equal to the number of components of the
associated tensor part, is given by:
dim T
GL(n,R)
λ =
∏
(i,j)
n+ j − i
lij
, (A.8)
where, once again, i is the row index, j is the column index and lij is the hook length, the product
being made over the boxes (i, j) of the diagram.
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The tensor parts obtained by applying Y are tensors whose indices decompose into r = λ1 antisym-
metric groups, of lengths µj , j = 1, ..., k. Furthermore, the antisymmetrization of all the indices of a
group and the first index of the next one gives identically zero. This is what we call the antisymmetric
notation of the tensor parts.
Remarks:
• The symmetrizers Y are proportional to projectors P (such that P 2 = P ), the ratio being the
product of the hook lengths: Y =
(∏
i,j
lij
)
P .
• The tensor parts can also be written in the symmetric notation, which is obtained by applying
the operators Y˜ (i.e. by first antisymmetrizing indices then by symmetrizing). In that notation,
the indices decompose into k groups of lengths λi, such that the symmetrization of a group and
the first index of the next group gives identically zero. The tensors provided by the two Young
symmetrizers of the same Young tableau are equivalent.
• This construction of independent tensor parts and associated representations in fact provides all
the finite-dimensional irreducible representations of GL(n,R).
• We will sometimes denote the indices of a Young tableau by Greek letters instead of natural num-
bers in the case where the indices of the tensors are distinct Greek letters instead of subindexed
letters (most of the times in the case of a small d).
Another very interesting feature of Young diagrams is that they ease the determination of the
components of a product of tensors. The “product” of two young diagrams λ1 and λ2 can be written
as follows: First, the indices of the simpler diagram are added one by one to the other in every
possible way such that the result is a Young diagram. The symmetries of the simpler diagram must
be preserved, hence two boxes belonging to the same column cannot appear in the same row of the
result, the boxes of a column cannot all appear in the same column of the result together with a box
of the next column, etc. Then, the product is written as the sum of the obtained diagrams, that can
appear with a multiplicity. As a first example, let us consider the product of any diagram with a
1-box diagram (which corresponds to a vector):
⊗ = ⊕ ⊕ ⊕ . (A.9)
Then, the product of symmetric diagrams is interesting to write, for example:
⊗ = ⊕ ⊕ . (A.10)
This is the kind of decomposition that arises when one considers the k-th derivatives of a symmetric
tensor with s indices. In terms of Young diagrams, it is quite obvious that the diagrams in the result
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have at most two rows. This product properly generates a sum of independent representations, for
example of GL(n,R), and thus determines with certainty the independent parts of the direct product
of the related tensors. For the sake of argument, let us notice that the numbers of components of the
tensors are conserved. In dimension 4, the dimensions for the second example are 20×10 = 56+84+60,
using the hook length rule exposed above.
To conclude this appendix, we can now consider tensors that transform under representations
of the orthogonal group related to the metric, say Og(n). In the particular case of the Minkowski
metric, this group is O(n− 1, 1). The independent tensor parts and irreducible representations can be
obtained from the GL(n,R) case by separating the tensors into a sum of traceless parts. For example,
a symmetric tensor with s indices can be decomposed as a sum of traceless tensors with s, s − 2,
s− 4,... indices, the sum ending with a vector or a scalar depending on whether s is odd or even. A
scalar is denoted by a dot in Young diagram notation, and a traceless tensor is denoted with a hat.
So, for example:
=
̂ ⊕ •. (A.11)
The case of a (2, 2) symmetry, which is the symmetry of the Riemann tensor, is also interesting:
=
̂ ⊕ ̂ ⊕ • . (A.12)
In the case of the Riemann tensor, the traceless (2, 2) tensor is the Weyl tensor, the second term is
the traceless part of the Ricci tensor and the scalar is the Gauss scalar curvature.
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