Abstract. In this paper we consider the one-dimensional elliptic boundary blow-up problem
Introduction and formulation of main results
In the last few years there is a great of interests in the investigation of boundary blowup solutions for elliptic equations [2, 3, 7) , which comes originally from differential geometry [6] and electrohydrodynamics [5] . Very recently some existence results of two (one positive and one sign-changing) solutions have been established in [1, 8) . The purpose of the present paper is to show through one-dimensional examples that the structure of the solutions can be very rich even for a simple right-hand side. More precisely,-we consider the problem A p u = .\f(u) (a < t < b) } (1) u(a) = u(b) = +oo where
= (Iu'(i)I2u'(t))'
is the p-Laplace operator as usual, A > 0 is a parameter, and f is a given continuous function. By a solution u = u(t) of problem (1) we mean that u satisfies the equation in (1), i.e. (Iu'(t)I'2u'(t))' = . Af(u(t) ) for all i E (a, b), and limg.... a + u(t) = limt.....,,_ u(t) = +oc. By a sign-changing solution u(t) of (1) we mean that there exist t1, t 2 E (a, b) such that u(i i ) > 0 and u(t 2 ) < 0.
The results for problem (1) in this paper are summarized in the followings three theorems. . Next we consider for simplicity the semilinear (p = 2) problem
J
For this simple problem we have the following, a somehow surprising result. (ii) For any integer n 2 1 there exists 6 > 0 such that problem (2) has at least n distinct sign-changing solutions when A E (A(2) -6,A(2) + 6).
(iii) For A = A(2) problem (2) has infinitely many sign-changing solutions. 
Some basic analysis -
It is easy to see that the equation in (1) has an first integral
where I + = 1. Let t 0 e (a, b) be a minimum point of u(t), which exists by the boundary condition. Then u'(to) = 0 and C = -AF(uo),uo = min. u(t), and
If f = f(u) is non-negative, then we see that u = u(t) is convex and the minimum point t = to is unique. Consequetly, u'(t) 0 for i E (a, to) and u'(t) ^! 0 for t E (to, b).
Moreover,
Direct integration yields
which implies t0 =2 and thus u = u(t) must be symmetric.
To establish the existence and the structure of solutions of problem (1) it suffices to study the nonlinear integral equation
Obviously, a necessary condition for the existence of solutions for problem (1) is
and so throughout this paper we shall assume that this condition holds. Rewriting the integral in (4) gives that it is equivalent to
It follows from here that problem (1) 
Proofs
To investigate solutions of problem (1) which change its sign, we define
Then we have
where v0 = -u 0 > 0. Proof of Theorem 1. To this end we study the function in the left-hand side of (9). In this case we have 
F_(vo) -F_(svo)
and the function in (9) is and
F_(u)=----u'' r+1
with C2 _f The first conclusion of Theorem 1 follows from that Fe(vo) > 0 is continuous on [0, +00) and goes to infinity, as Va -co. To get a complete picture for the existence of signchanging solutions we let
k3=1-
P and Then F(vo) = g(vo) +
We first study the property of g(vo) in a neighbourhood of the origin.
By the change of variable
Writing the difference as an integral we see
is integrable over (0, +), due to s E (O,p-1), we deduce by the dominate convergence theorem that
Thus we obtain that near the origin Fe is increasing if k 1 > 1 -which is equivalent to r > s, and is decreasing when r < s. Similarly, we get that If e E (0,60), using the fact that F is increasing for both small and large v0 , we deduce that there are 0 < v 1 < v2 v3 < + cx such that F is increasing on (0, vi) and (v3 , +) and is decreasing on ( V I, V2) . Thus let
F(vo)=0
Then problem (1) has no sign-changing solutions if A < A 1 and has at least two signchanging solutions A E (A ' , A4 ). In particular, it has at least three sign-changing solutions if A e (A2 , A 3 ) and has a unique sign-changing solution as A > A4 . The proof is complete I
Proof of Theorem 2. The idea is the same asin the proof of Theorem 1, so we will be sketch in many places. In view of To get the monotonicity of L in the nearby of the origin, we exploit the technique in the proof of Theorem 1 and can show that 
Final remarks
In this note we have only carried out some basic calculations to exhibit the rich structure for boundary blow-up problems, even it is very elementary (just calculus), but it is certainly not easy to give a complete bifurcation picture for all involved parameters, for instance q,r,s,T,e,6,a in Theorem 2. Fromour one-dimensional examples we can see that there is a big difference between Dirichlet boundary value problems and boundary bolw-up problems. If the boundary is Dirichlet, then there are infinitely many sign solutions in the superlinear case, but it can have only finite number of sign solutions for boundary bolw-up problems (note, the function in (2) is not superlinear at -oo).
As our examples are of one-dimensional character, one may say that it would not be representive, so it will be interesting to study those equations in two-dimensional or higher dimensional domains. .
