Numerical and experimental investigation of a cross-flow water turbine ABSTRACT A numerical and experimental study was carried out for validation of a previously proposed design criterion for a cross-flow turbine and a new semi-empirical formula linking inlet velocity to inlet
Previous studies addressed the optimal configuration of the CF turbine by using both numerical and experimental methods (Aziz &Desai, 1993; De Andrade et al., 2011; Sammartano, Aricò, Carravetta, Fecarotta, & Tucciarelli, 2013; Sammartano, Morreale, Sinagra, Collura, & Tucciarelli, 2014; Sammartano, Aricò, Sinagra, & Tucciarelli, 2015; Sinagra et al., 2014) . In the past, CF turbines have been classified as impulse machines, as water flow enters into the impeller as a free water jet, similar to Pelton turbines. According to the hypothesis of zero pressure inside the impeller, the velocity at the inlet of the impeller should be estimated with Torricelli's formula (Chattha et al., 2010; Zanette, Imbault, & Tourabiet, 2010; , but recent studies (De Andrade et al., 2011; Sammartano et al., 2013 Sammartano et al., , 2014 Sammartano et al., , 2015 have shown that this pressure is far from zero. In the numerical investigation by Sinagra et al. (2014) the CFD analysis showed that the relative water pressure at the inlet section of the impeller is much larger than zero, leading to a ratio between Torricelli's velocity and the simulated one that is much lower than one (0.75 -0.85).
In the experimental study by Sammartano et al. (2014) a simple relationship between the water pressure, the impeller rotational velocity and the mean velocity at the inlet was proposed and tested. The new velocity formula and, also, the turbine efficiency were tested by means of a laboratory plant, specifically designed and constructed in the hydraulic laboratory of the DICAM Department of the University of Palermo. In the present study an extensive numerical analysis has been carried out in order to get a better insight into the validity range of the proposed formula, also far from the specific laboratory experimental condition. This numerical investigation allowed a general validation of the new formula and also gave new, relevant hints for the turbine design.
Design procedure and a new velocity formula
Hydrodynamic analysis, carried out in previous studies (Sammartano et al., 2013) showed that in a CF turbine the maximum efficiency is obtained when the absolute tangential velocity (V t = V·cosα) is about twice the velocity of the reference system (U = ω·R 1 ), such that:
where V is the impeller inlet velocity, α is the attack angle, ω is the rotational velocity of the impeller and R 1 is the outer radius of the impeller (Fig. 1) . The best attack angle, from the hydrodynamic point of view, is equal to zero. In order to limit the width of the impeller and for structural constraints, the attack angle must be finite. In the lab experiments an angle equal to 22° was chosen, according to the suggestion by De Andrade et al. (2011) . The velocity of the water flow at the impeller inlet V was estimated using Torricelli's relationship:
where g is the gravity acceleration, H is the net head immediately before the turbine and C T is the velocity coefficient which is close to 1 if a zero pressure condition is verified at the impeller inlet. To design the prototype of the CF turbine the authors in a first step selected few parameter values on the basis of Eqs 1 and 2, as well as of the continuity equation and the input data as the water discharge Q and the net head H. In a second step other design parameters were selected with the help of CFD analysis (number of blades N b and diameter ratio D 2 /D 1 ). The radius R 1 was estimated by using Eqs 1 and 2, with C T equal to 0.98 (Sammartano et al., 2013) .
Turbine design could be more efficiently carried out if a more accurate relationship between H and V were known, along with a more realistic estimation of the pressure p in at the impeller inlet. Assuming a steady-state condition and neglecting energy losses inside the nozzle, a better relationship between the above variables can be achieved starting from
Bernoulli's equation between the nozzle inlet and the impeller inlet:
where γ is the water specific weight. The inlet impeller pressure p in can be estimated applying the mass conservation equation to a water particle moving with a constant relative velocity in the channel bounded by two consecutive blades . The particle moving along the blade surface will be subject to an inertial force per unit volume f equal to:
where ρ is the water density, V r is the relative velocity of the particle, V a is the velocity of the reference system at the particle location and ω is a vector normal to the trajectory plane and with norm equal to the rotational velocity ω (˄ is the product operator). According to the previous hypothesis of constant norm of relative velocity, the first and the third term on the r.h.s. of Eq. (4) are normal to the blade surface and are balanced by the solid wall reaction.
The second term has the radial component of its norm equal to the centrifugal force per unit volume, given by:
where r is the distance of the particle from the impeller axis (Fig. 1) 
where R 2 is the inner impeller diameter and s is the abscissa along the relative particle trajectory. In the second part of the trajectory, assuming an exit angle equal to 90°, such that the fluid particle leaving the inner edge of the blade is initially directed toward the impeller axis, the third term on the l.h.s. of Eq. (4) is no longer balanced by the wall reaction, the particle exits from the radial trajectory, but its component along the radial direction remains small along with the tangent component of the relative velocity. According to these assumptions, integration of the pressure gradient from the axis to the inlet of the channel leads
where p 0 is the relative pressure at the impeller axis. Numerical simulations showed that the pressure at the centre of the impeller, when the shaft is missing, attains almost the same zero value assigned as the boundary condition at the lower boundary of the fixed domain (see the contour plot of the relative pressure inside the impeller in Fig. 2 ). This can also be explained by the small size of the cross section of the liquid stream flow crossing the impeller around the axis, surrounded by air with constant zero pressure. According to these hypotheses, by setting a central relative pressure p 0 = 0 and merging Eq. (7) in Eqs 2 and 3 we get:
where C V is the velocity coefficient equal to 1 only if all the previously mentioned hypotheses (steady-state conditions, radial symmetry and others) are exactly satisfied.
Experimental tests and numerical simulations were carried out in order to validate Eq.
(8) and to test the efficiency of the cross-flow turbine prototype designed by using the procedure proposed in previous studies (Sammartano et al., 2013 (Sammartano et al., , 2015 Sinagra et al., 2014) . A second set of numerical simulations, using the commercial code ANSYS CFX, was carried out in order to extend validation of Eq. (8) 
Experimental facility
The laboratory tests were performed using an experimental facility at the hydraulic laboratory has a rotational speed of 1500 rpm. More details of the experimental apparatus are amply reported in the previous study . During each test the pressure at the nozzle inlet p up , the velocity at the nozzle inlet V up , the torque T at the turbine shaft and the rotational speed of the impeller were measured and recorded.
Experimental tests
The goal of the experimental runs was twofold: 1) to measure the hydraulic efficiency of the turbine and to compare its value with the result of CFD simulations, 2) to give experimental evidence of the relationship between the net hydraulic head H and the velocity V at the impeller inlet (Eq. (8)). Experimental runs were carried out keeping a constant pressure p up = to 850 rpm. For each test the water discharge Q flowing into the turbine, the torque T of the impeller external shaft and the rotational speed of the impeller were recorded.
The recorded variables were filtered in order to reduce the noise of the signal and to remove the outlier values without losing the signal shape. First the data were de-noised by means of the Fast Fourier Transform (FFT) algorithm (Frigo & Johnson, 1998) ; then the outliers of the original data were removed using the whitening test of the residuals rs between the original signal f and the smoothed one f s . Finally, the autocorrelation of the residuals ( rs , l ) was estimated in order to identify the data falling into a confidence interval of the 95% coverage with a fixed value of the lag time l (Brockwell & Davis, 1991) :
where N l is the number of observations. After the statistical analysis was performed on the collected data series, the time averaged values of the velocity coefficient C V and of the turbine efficiency η was estimated. The velocity coefficient C V was estimated using Eq. (8), while the turbine efficiency η was calculated as follow:
where P m is the average mechanical power measured at the external shaft and P h is the average hydraulic power lost inside the impeller. This power should be estimated as difference between the inlet and outlet hydraulic power. However, because the hydraulic head at the turbine outlet is usually negligible in both the real plants and in the tested prototype with respect to the inlet hydraulic head the loss was estimated as:
An error analysis was performed to evaluate the variability of the measured instantaneous values, which is strongly related to the variability of the mean value. The standard error SE f of the acquired signals was estimated assuming statistical independence of the sample values (Everitt, 2003) , and computed as the sample estimate σ f of the population standard deviation, divided by the square root of the sample size n f :
The results collected during the experiments were compared with the simulated ones.
Simulations were carried out using the Ansys CFX commercial code, solving the Reynoldsaveraged Navier Stokes (RANS) equations. CFX gives the option to select one of several different turbulence models, and this choice is relevant for the output of the model. In this analysis three two-equation turbulence models were considered as candidates: the k-ε model, the RNG k-ε model and the Shear Stress Transport model (SST).
The k-ε turbulence model, as described in the study of Bardina, Huang, and Coakley (1997) , is useful for free-shear layer flows with relatively small pressure gradients. To model the near wall region, where high pressure gradients occurred, the turbulence models based on the ε-equation typically use the "Wall-Function Method" (Launder & Spalding, 1974; Viegas & Rubesin, 1983; Viegas, Rubesin, & Horstman, 1985) . This approach uses empirical laws to circumvent the inability to predict a logarithmic velocity profile near the boundary walls. On the other hand, when adverse pressure gradients occurs, turbulence models based on the ε-equation lead to an overestimation of the turbulent length scale, resulting in high wall shear stress in near-wall regions.
In order to avoid the use of wall-functions in the wall region and to allow integration of the equations in the all flow domain, Wilcox (1993) introduced the k-ω turbulence model. approach (Jones & Launder, 1972) , which resolves the details of the boundary layer using a very small mesh length scale in the direction normal to the wall. Later on, to obtain a more accurate calculation in regions with positive pressure gradient Menter (1993 Menter ( , 1994 proposed the Shear Stress Transport (SST) turbulence formulation. The model applies the k-ε model in the free shear flow and the k-ω model (Wilcox, 1993) in the inner region of the boundary layer Menter, Kuntz, & Langtry, 2003a) .
A disadvantage of the two equation turbulent models is the excessive turbulence levels in regions with large normal strain, like stagnation regions and regions with strong acceleration. In order to avoid the build-up of turbulent kinetic energy in stagnation regions a production limiter (P k ) can be used. In the present study the Kato-Launder modification (Kato & Launder, 1993) was incorporated as production limiter in each of the investigated turbulence models. This production limiter P k has been proven to be useful to reduce turbulence production in cases of very high acceleration and deceleration such as leading edges, shocks and suction-side peaks (Kato & Launder, 1993; Senthooran, Dong-Dae, & Parameswaran, 2004; Ansys Inc., 2012) .
In the numerical simulations performed in this study the fluid domain was divided into two physical sub-domains: the rotor (impeller) and the stator, made up of the nozzle and the casing of the turbine. In the numerical simulations both water and air phases were modelled according to the free surface homogeneous model, where the two species share the same dynamic fields of pressure, velocity and turbulence (Ansys Inc., 2011 , 2012 . The computational domain was discretized by a single 3D layer divided in tetrahedral and prismatic elements. In both the k-ε model and the RNG k-ε model, the total number of discretization elements was of about 800,000: 500,000 in the rotor domain and 300,000 in the stator domain. In the test case of the SST model the grid density was increased close to the boundary walls, particularly close to the blades and taking into account a dimensionless wall 
Experimental and numerical results
The error analysis, performed to estimate the error of each experimental data series, made it possible to select the data series with the lowest standard error SE f and to discard the other ones, in order to select only reliable values of efficiency η and of the velocity coefficient C V .
The experimental runs showed that the turbine designed with the procedure proposed in previous studies (Sammartano et al., 2013 (Sammartano et al., , 2015 Sinagra et al., 2014) has an efficiency always greater than 75% with an efficiency peak of 80.6% for a velocity ratio close to 2 (V t /U = 1.8), in agreement with the aforementioned design procedure and with Eq. (1). The experimental efficiency curve is reported in Fig. 4 , where the standard error SE f values for each efficiency point are also shown. The experimental results were compared with the numerical efficiency estimated by means of the CFD simulations, performed with three different turbulence models.
The plot shows that the experimental efficiency of the designed turbine was always greater than the numerical ones, but the SST turbulence model implemented with the KatoLaunder production limiter (SST-KL) provides a better estimation of the turbine performance.
In order to better highlight the different reliability of the turbulence models the authors reported in the Table 1 the error between the experimental results and the numerical estimations calculated as follow:
where η * is the estimated efficiency of the selected RANS model and η exp is the experimental one. The table clearly shows that the SST model seems to give the best fit among the others models selected; the estimated error falls in a range between 0.05% and -1.55%.
In Figure 5 the velocity coefficient C V evaluated by means of Eq. (8), from recorded experimental data as well as numerical simulations, is plotted against the velocity ratio. 
where V * is the average velocity along the impeller inlet computed by the CFD solver and V is the inlet velocity estimated by Eq. (8) The following equation can be used to compute the optimal number of blades:
where  b and  are, respectively, the radius and the central angle of the blade, and w is the width of the blade. The blade geometry ( b and) can easily be estimated as reported in the previous paper by Sammartano et al. (2013) . The width of the blade should be set at the minimum compatible with the structural needs of the blades and the maximum size of the impeller.
Conclusions
The experimental and numerical work reported in this paper led to the validation and the improvement of the design procedure of a CF turbine previously described in Sammartano et al. (2013) Figure 1 Geometrical scheme of the CF turbine and of particle moving into the rotating reference system. 
