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We develop a technique for calculating three-dimensional classical partition functions using pro-
jected entangled-pair states (PEPS). Our method is based on variational PEPS optimization algo-
rithms for two-dimensional quantum spin systems, and allows us to compute free energies directly in
the thermodynamic limit. The main focus of this work is classical frustration in three-dimensional
many-body systems leading to an extensive ground-state degeneracy. We provide high-accuracy
results for the residual entropy of the dimer model on the cubic lattice, water-ice Ih and water-ice
Ic. In addition, we show that these systems are in a Coulomb phase by computing the dipolar
form of the correlation functions. As a further benchmark of our methods, we calculate the critical
temperature and exponents of the Ising model on the cubic lattice.
I. INTRODUCTION
Many-body physics provides three distinct av-
enues for exhibiting interesting collective phenom-
ena. First of all, classical phases transitions
and critical behaviour originate from the battle
between energy and entropy, where temperature
tunes a system between different phases. Second,
nontrivial phenomena can occur at zero tempera-
ture due to frustration, leading to nontrivial cor-
relations and an extensive residual entropy in the
system. Finally, quantum mechanics provides a
very natural way of introducing frustration due to
non-commuting operators and the associated zero-
temperature quantum fluctuations.
In the language of tensor networks, it is obvi-
ous that these three many-body problems are in-
timately related. Indeed, the partition function
of classical spin systems at finite temperature and
the residual entropy of frustrated systems at zero-
temperature can be readily formulated as a ten-
sor network, whereas tensor-network states provide
an excellent variational parametrization of ground
states of quantum lattice systems. Yet, it is mainly
this third avenue that has been pursued. The den-
sity matrix renormalization group (DMRG) has
been used with great success for simulating quan-
tum spin chains1,2, whereas uniform matrix prod-
uct states (MPS)3,4 and projected entangled-pair
states (PEPS)5,6 algorithms have been constructed
to tackle the ground-state problem for quantum
spin systems in one and two spatial dimensions di-
rectly in the thermodynamic limit.
With respect to the first two classes of collec-
tive phenomena, all tensor-network efforts have
been focused on simulating two-dimensional clas-
sical systems. The main goal of this paper is to
demonstrate that these tensor-network techniques
can be extended to the study of frustrated classi-
cal spin systems in three spatial dimensions. In
particular, we translate recently developed PEPS
algorithms for two-dimensional quantum lattice
systems7 to the three-dimensional classical setting.
This variational tensor-network approach to clas-
sical spin systems was pioneered by T. Nishino
and his collaborators8–12, and here we follow up on
this approach by invoking state-of-the-art tensor-
network techniques.
The structure of the paper is as follows. First
we show that systems in two dimensions, such as
the dimer covering problem and residual entropy
problem of frustrated Ising models, can be readily
calculated using standard MPS methods. Next, we
show our results for the three-dimensional dimer
problem and water ice. We then go on to demon-
strate that our method also works well on more
conventional problems by calculating the critical
temperature of the three-dimensional Ising model.
Finally we elaborate on how to construct the nec-
essary tensor network, how its contraction is re-
duced to solving a variational PEPS optimization
and and how we efficiently solve this optimization.
II. RESIDUAL ENTROPY CALCULATION
The third law of thermodynamics states that
the entropy at zero temperature should always
be zero. However, there are systems that vio-
late this law by having a ground state that is, at
least classically, extensively degenerate. An im-
portant example of such a system is regular water-
ice, which was famously studied by L. Pauling13 in
1935. He assumed that all configurations of water
that satisfy the Bernal-Fowler ice rules14 were valid
ground states. This enabled him to explain the
disagreement between the calorimetric and spec-
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troscopic values of the absolute entropy of water.
From what was essentially a mean-field approach,
he could also estimate the entropy per site to be
S = kb ln(3/2), which has proven surprisingly ac-
curate. Since then much progress has been made
and the fields of frustrated systems, spin liquids
and spin glasses have all developed from this early
research. Yet, standard methods such as Monte-
Carlo sampling and series expansions have great
difficulty calculating residual entropies. Indeed, a
Monte-Carlo simulation has no direct access to the
free energy for a given value of temperature, and
instead a full temperature range has to be sim-
ulated to obtain the value down to temperature
zero.
In that respect, a tensor-network approach is a
lot more natural, because the central object is the
partition function itself and a direct variational op-
timization of the free energy is possible. In two
dimensions there already exist powerful tools for
performing this optimization15,17, where the cen-
tral idea is to find an MPS approximation for the
leading eigenvector of the ‘row-to-row’ transfer ma-
trix; the leading eigenvalue then determines the
free energy. Here the bond dimension D of the
MPS is the control parameter, and by choosing D
large enough an arbitrary precision can be reached
with moderate computational resources. We illus-
trate this by calculating the residual entropy of
the antiferromagnetic Ising model on the triangu-
lar and kagome lattices, and the entropy of dimers
on the square lattice. As all these models have ex-
act solutions due to Kasteleyn’s theorem18, we can
compare our results in Table I.
The accuracy of these results serves as a mo-
tivation for moving to three dimensions. In that
case, the idea is to approximate the leading eigen-
vector of the ‘plane-to-plane’ transfer matrix as a
PEPS. Again, the bond dimension D of the PEPS
is the control parameter, and we expect that our
results converge as D is increased. The variational
optimization of the eigenvalue of the transfer ma-
trix then yields a value for the free energy, and
other observables can be straightforwardly com-
puted once a PEPS approximation has been found.
In Secs. IV and V we will explain the tensor-
network method in full detail, here we elaborate
on the results.
We have studied two types of ground-state de-
generacy, which differ by the rule that defines the
set of ground states: the dimer-covering rule and
the ice rule (on two different lattices). These two
rules are special in that they may also be inter-
preted as imposing a global U(1) symmetry. This
special property entails that the models we study
are expected to be in a Coulomb phase19, which
are described through a divergence-free field ~B ex-
100 101
distance r
10-4
10-3
10-2
co
rr
el
at
io
n
hBx(0)Bx(r)i correlation
hBy(0)By(r)i correlation
Figure 1. The correlation function 〈Bx(~x)Bx(0)〉 (blue)
and 〈Bx(~x)By(0)〉 (red) along one of the horizontal
axis, i.e. ~x = (r, 0, 0). The dots are the numerical
results for an optimized D = 3 PEPS, the lines are
fits according to Eq. (1) with the only free parameter
K = 4.861.
hibiting the asymptotic dipolar form
〈Bi(~x)Bj(0)〉 =
1
4πK
3xixj − |~x|2δij
|~x|5
, (1)
where K is the characteristic stiffness.
As a first benchmark we consider the cubic lat-
tice dimer model. As was shown in Ref. 20 this
model is indeed in a critical Coulomb phase, char-
acterized by algebraic dipolar forms for the dimer-
dimer correlation functions. In particular, one can
define a field variable on each link
Bj(~x) = (−1)|~x| (nj(~x)− 1/6) , (2)
where ~x denotes the lattice site and nj(~x) = 1
if there is a dimer on that site in the direction
j. The rule that there is one dimer on each lat-
tice site implies that B is the lattice version of a
divergence-free field ∇ · B = 0. This vector field
is now expected to exhibit the above dipolar form
for its correlation functions.
Our PEPS simulation yields the following val-
ues for the dimer entropy: 0.4498238 (D = 2),
0.44988448 (D = 3) and 0.44988452 (D = 4).
Correlation functions in this model are easily com-
puted once an accurate PEPS approximation has
been found. In Fig. 1 we have plotted two correla-
tion functions, showing a nice agreement with the
above dipolar form. In particular, we find K ≈ 4.9,
in agreement with the results reported in Ref. 20.
Secondly, we look at the residual entropy of ice
in two different lattice structures. The first, ice Ic,
has a lattice structure that is most easily under-
stood as the familiar diamond lattice. The other
3
AF-Ising on kagome AF-Ising on triangular Dimers on square
TN 0.5018331646 0.3230659407 0.2915608913
MPS bond dimension 10 250 250
Exact 0.5018331646 0.3230659669 G/π ≈ 0.2915609040
Table I. The tensor-network results were obtained by means of a vumps implementation15. The first two exact
results where obtained by numerical integration of the relevant integrals, whereas in the last result we have used
the numerical value of Catalan’s constant G16.
Pauling13 1.5
Nagle21 1.506835(150)
Berg et.al.22 1.50738(16)
Kolafa23 1.5074660(36)
D=2 1.50735
D=3 1.507451
D=4 1.5074562
Table II. Residual entropies from PEPS simulations
compared to series expansion (Nagle) and Monte-Carlo
simulations.
is ice Ih, for which the crystal structure is less fa-
miliar (see Sec. IV). In both cases we have a crystal
structure where each vertex has four edges and all
edges form tetrahedral angles. The rules (ice rules)
for allowed configurations of water-ice on such lat-
tices are as follows: on each vertex resides an oxy-
gen, the two hydrogens connected to this oxygen
each lie on a different edge to that vertex and each
edge has only one hydrogen on it.
We ran our algorithm for PEPS of bond dimen-
sions D = 2, D = 3 and D = 4, and compare our
results with the literature in Table II. We also cal-
culated the equivalent correlation function of the
dimer-dimer correlation function. Here the rele-
vant field variable is
Bj(~x) =
{
+1, hydrogen on type-A site
−1, hydrogen on type-B site
, (3)
where ~x denotes the lattice site and j the direction;
A and B denote the two sublattices (see Sec. IV).
In Fig. 2 we show that we can nicely reproduce the
dipolar form.
As a matter of interest we also calculated the
entanglement spectrum of the D = 3 PEPS and
plotted it in Fig. 3. We find a symmetric (non-
chiral) and gapless spectrum, and the dispersion
seems to develop a cusp-like structure. This fea-
ture is reminiscent of dispersion relations of spin
chains with power-law decaying interactions24, so
we expect that the entanglement hamiltonian has
similar properties.
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Figure 2. The correlation function 〈B1(~x)B1(0)〉 (blue)
and 〈B1(~x)B2(0)〉 (red) along one of the horizontal
axis, i.e. ~x = (r, 0, 0). The dots are the numerical
results for an optimized D = 3 PEPS, the lines are
fits according to Eq. (1) with the only free parameter
K = 0.967. The directions 1 and 2 denote two direc-
tiones along 2 edges in the diamon lattice. Note that
this correlation function should be identical for ice Ih
and ice Ic since the direction ~x runs parallel to the
TNO (see Sec. IV for details).
III. ISING MODEL
Finally we also test our method on the well-
known Ising model. We have performed calcula-
tions for PEPS bond dimensions 2, 3 and 4. Be-
cause of the extreme sensitivity of the magnetiza-
tion to small changes in the PEPS tensors, we had
to converge our variational optimization to very
high precision, i.e. the norm of the gradient was
brought down to the order 5 × 10−7. Optimizing
a PEPS to this level of precision requires a lot of
iterations in the numerical optimization, and ap-
peared to be intractable for D = 4 close to the
critical point. For that reason, we obtain the best
results for D = 3. In Fig. 4 we have plotted our re-
sults for the Ising model. We nicely reproduce the
sharp phase transition in the magnetization curve,
but close to the critical point there is a rounding
off due to the finite-D approximation of the PEPS.
In light of this finite-D effect, we examine three
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Figure 3. The entanglement spectrum of the D = 3
PEPS for ice, which we computed using MPS quasi-
particle ansatz as in Ref. 25.
methods for determining the critical temperature
and compare them for the D = 3 data.
First we use the correlation length for estimat-
ing the critical temperature. Although a finite-
D PEPS can exhibit critical correlations, it is
expected that PEPS approximations for critical
quantum Hamiltonians and transfer operators will
always have a finite correlation length26,27. In or-
der to obtain the correlation length for a given vari-
ational PEPS, we use an extrapolation technique
proposed in Ref. 28. In Fig. 4 we have plotted
the correlation length as a function of tempera-
ture, showing a strong maximum at a tempera-
ture slightly above the exact critical point. The
maximum value of the correlation length we ob-
tain is pretty high (ξmax ≈ 14), and serves as a
measure for the absolute error made around the
critical point. Note that the correlation length is
extremely sensitive to inaccuracies in the optimiza-
tion – even more so than the magnetization – so it
can fluctuate a bit despite our extreme precision.
Secondly, we try to fit the power-law behaviour
to the magnetization curve, and extract an esti-
mate for the critical temperature. We fit an alge-
braic function of the form m(T ) = Tα(a0 + a1T +
a2T
2) to the data. Note that we should not con-
sider all the data points we calculated for the fit.
At temperatures far from the critical temperature
the fit, which is an expansion around the critical
temperature, will start to fail. At temperatures
close to critical our fit will also fail, this time due to
the inherent limitations of our PEPS ansatz26,27.
Therefore we look for an optimal window, not too
close and not too far from the critical point to make
the fit. We find this optimal window by optimiz-
ing over all possible windows with the confidence
interval for the fitted critical temperature as a cost
function.
As a PEPS typically favours breaking a sym-
metry (there is a bias towards lower-entanglement
states), all these methods overestimate the critical
temperature. The method that overestimates the
least, and thus best approximates the true critical
temperature, is the dynamical fitting technique as
is illustrated in Fig. 4. We find for the PEPS bond
dimension 2, 3 and 4 the values Tc = 4.525222(33),
Tc = 4.5118057(41) and Tc = 4.51195(65) respec-
tively. As we noted above, the D = 4 result
lacks precision because we did not run the cal-
culation all the way up to the critical tempera-
ture as the PEPS optimization became too costly.
The critical exponent is also automatically ex-
tracted from this technique, we find β = 0.3688(6),
β = 0.34620(77) and β = 0.327(11). These results
are in good agreement with the high-accuracy re-
sults Tc = 4.511527
29 and β = 0.326419(3)30 found
in the literature.
IV. PARTITION FUNCTIONS AS
TENSOR NETWORKS
We now explain in detail how the counting of
dimer coverings and ice configurations, as well as
classical partition functions, can be reformulated
as the problem of contracting a tensor network.
We note that both problems involve taking a sum
of a number of terms that scales exponentially with
the system size. The language of tensor networks
now allows for an efficient representation of this
exponentially large sum, where all information is
encoded in a single tensor. This representation
is extensive, in the sense that all observables scale
naturally with system size and we can consider this
network directly in the thermodynamic limit. As
we will see in Sec. V, all computations can be done
in the thermodynamic limit as well, such that we
never introduce finite-size effects.
A. Dimer covering
It is instructive to start with the simple example
of the dimer-covering problem. We imagine placing
dimers on a cubic lattice, where it is required that
each site is part of exactly one dimer. The ques-
tion we wish to answer is how many ways there
are to perform such a covering. We can represent
this number as the contraction of a cubic-lattice
network of the same six-leg tensor, which is rep-
resented diagrammatically in Fig. 6. We find that
the following six-leg tensor
T dimeri,j,k,l,m,n =
{
1, one index has value 2
0, otherwise
(4)
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Figure 4. PEPS simulation of the classical Ising model with bond dimension D = 3.
gives the right network. Indeed, this tensor can
only contribute a factor one in each term of the
whole sum if, and only if, exactly one of the bonds
contains a dimer, otherwise it will contribute a fac-
tor zero and the entire term will drop away. There-
fore, the full contraction of the network gives the
number of possible dimer coverings, which scales
exponentially with the number of tensors.
This tensor-network construction is completely
generic; whenever one wishes to consider discrete
degrees on a certain lattice satisfying a local rule,
a tensor network is easily constructed that counts
the number of allowed configurations.
B. Ice
Extending the ideas used for constructing the
tensor network for the dimer covering, we imagine
making a network having the same lattice structure
as either ice Ih or ice Ic and by analogy associate
the index value 1 to ‘the hydrogen on this link is
bound to the oxygen on this vertex’ and value 2
to ‘the hydrogen is bound to the oxygen at this
vertex’. This gives us following tensor:
T icei,j,k,l =
{
1, two indices have value 2
0, otherwise
. (5)
In addition we place a Pauli X matrix on each
edge, such that the hydrogen on each link is bound
to one of the two oxygens. The resulting network
gives you exactly the number of configurations sat-
isfying the ice rules on that particular lattice. We
can further simplify things by noticing that the lat-
tice of ice Ih is bipartite, and label all vertices by
either A or B such that no A is ever connected to
another A and neither are the B’s. Next we con-
tract all X-matrices with their adjacent A-labeled
tensors. The tensors T happen to have a Z2 sym-
metry such that this operation leaves them un-
changed, and so we end up with a tensor network
that is made up of only tensors T ice.
For ice Ic these tensors are arranged in a
diamond-shaped network, but we can rewrite it
as a cubic lattice problem as follows. The two-
dimensional TNO that generates the diamond lat-
tice has the shape of a hexagonal lattice. Since
this lattice is also bipartite, we can label each ver-
tex by A or B such that no two A’s or two B’s
are connected by an edge. On each A-type ver-
tex we now imagine placing an index pointing up
(the bra direction) and similarly we place an index
pointing down (the ket direction) on all B-type ver-
tices. Each vertex now has four edges connected
to it and, in the lattices we will consider, these
legs are organized in tetrahedral angles. We will
refer to the resultant hexagonal TNO as Ahex. The
hexagonal lattice can be mapped to a square lat-
tice by grouping pairs of tensors into a single ten-
sor. For the diagrammatic representation of Ahex,
see Fig. 5.
In order to obtain the diamond lattice, one
places two Ahex’s exactly on top of each other and
then move the top Ahex along one of the edges
of the bottom Ahex such that the A-type vertices
of the bottom Ahex sit right below the B-labeled
vertices of the top Ahex. Then we contract the
6
Figure 5. The diagrammatic representation of Ahex.
The hexagonal lattice can be mapped to a square lat-
tice by grouping pairs of tensors into a single tensor.
The orange tensors represent the A-type tensors, the
blue ones represent B-type. The square-lattice TNO
for Ic is obtained by stacking two of these, whereas Ih
is obtained by stacking Ahex with its transpose.
bottom-bra with the top-ket indices.
To construct the lattice of ice Ih we can reuse
Ahex, but this time we alternate Ahex and A
T
hex (the
transpose of Ahex). Since the bra and ket indices
are already aligned due to the transpose operation
there is no need to move any of the TNOs relative
to each other to connect them.
C. Ising model
The partition function for a spin system with
local interactions is similarly represented as a ten-
sor network. For a nearest-neighbour interaction
H(s1, s2), the partition function is given by
Z =
∑
{s}
∏
〈ij〉
e−βH(si,sj). (6)
To construct the associated tensor network we can
imagine first making a different one, the network
that counts the number of allowed spin configura-
tions. This can be achieved by placing following
tensors on each vertex
Ti,j,k,l,m,n =
{
1, if all idices are the same
0, otherwise
. (7)
The index value 1 here means that the spin on this
vertex is down, whereas the index value 2 corre-
sponds to an up spin. As it stands, the network
built from this T would contract to 2, represent-
ing all spins up and all spins down. However, all
spin configurations are in fact allowed, so all index
values should be connected with each other, i.e. a
2x2 matrix of ones should be placed on all edges.
This network would sum over all possible spin con-
figurations, giving them all weight one. We are
Figure 6. Tensor network representation of a three-
dimensional partition function. In this representation,
the transfer matrix T is clearly identified as a two-
dimensional tensor-network operator.
Figure 7. Tensor network representation of the eigen-
value equation for the transfer matrix. The blue ten-
sors make up a PEPS.
now left to add a Boltzmann weight to all nearest
neighbours, weighing each configuration in the ap-
propriate way. We can achieve this by replacing
the matrix of ones on all edges by the following
matrix:
t =
(
e−βH(1,1) e−βH(1,2)
e−βH(2,1) e−βH(2,2)
)
=
(
eβ e−β
e−β eβ
)
. (8)
In order to reduce this tensor network to the form
of Fig. 6, we contract the square root of this matrix
t with each of the legs of tensor T resulting in the
final tensor T Ising.
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V. VARIATIONAL METHOD
After having translated our problem to a tensor
network, be it a classical partition function or a
counting problem, we are now faced with the prob-
lem of contracting the network. From Fig. 6 it is
clear that, in the case of a cubic lattice, the trans-
fer operator that generates the network, takes the
form of a two-dimensional tensor network operator
(TNO); it resembles a PEPS, but with physical de-
grees of freedom on both the top and bottom. The
challenge of contracting the cubic network is thus
to find the leading eigenvector of this transfer op-
erator, i.e. solve the eigenvalue equation
T |Ψ〉 = λ |Ψ〉 . (9)
Here the eigenvalue λ scales exponentially with the
number of sites in the plane, such that the ‘free
energy’ f = − log λ is extensive in the system size.
The basic idea of our algorithm is to approximate
this leading eigenvector as a PEPS (see Fig. 7).
If the transfer operator is hermitian we can find
an optimal PEPS approximation variationally by
optimizing the expectation value of the TNO with
respect to the PEPS.
The basic tools for performing this variational
optimization have already been developed in Ref. 7
(see also Ref. 31). The situation differs in the fact
that the operator whose largest eigenvalue we seek
is not a Hamiltonian but rather a TNO, which
greatly simplifies the complexity of the algorithm
as there is no need for channel environments32.
The expression we wish to maximize is the follow-
ing:
f(A, Ā) = − log
(
〈Ψ(Ā)|T |Ψ(A)〉
〈Ψ(Ā)|Ψ(A)〉
)
, (10)
where |Ψ(A)〉 is a PEPS parametrized by a sin-
gle tensor A (see Fig. 7). The denominator of this
expression is the familiar overlap of a PEPS with
itself, whereas the numerator is the same but with
the TNO sandwiched between the bra- and ket-
layer PEPS. In this work, we have applied the
vumps algorithm15 to compute both quantities.
Following Ref. 7, the derivative w.r.t. the PEPS
degrees of freedom of λ is given by
g = −2×
(
〈∂ĀΨ(Ā)|T |Ψ(A)〉
〈Ψ(Ā)|T |Ψ(A)〉
− 〈∂ĀΨ(Ā)|Ψ(A)〉
〈Ψ(Ā)|Ψ(A)〉
)
. (11)
The second term is the one also encountered in
Hamiltonian PEPS calculations7: it is a PEPS
double-layer with one tensor in the bra missing.
Similarly the first term is a triple-layer built from
a sandwich of the TNO between the PEPS and the
conjugate PEPS, where again a PEPS tensor in the
bra is missing. Both can be calculated by comput-
ing the effective one-site environment, again using
the vumps algorithm15.
These two quantities (objective function f and
gradient g) are then used to run a quasi-Newton
optimization scheme. Though this algorithm is
conceptually and implementationally very easy,
the computational cost of running it can be high.
If the network being contracted carries polynomial
correlations, the double- and triple-layer will do
so as well. This can cause the required MPS bond
dimensions of the environments to quickly grow in-
tractable. However, this only develops into a prob-
lem close to convergence, as the PEPS will only be
truly critical if it is somehow the exact eigenvector
of the critical TNO. Furthermore it is beneficial
to adjust the MPS bond dimensions such that the
precision with which one calculates the one-site en-
vironment is proportional to the norm of the gra-
dient at that particular stage of the optimization.
These factors combine to the general observation
that low precision critical or non-critical calcula-
tions can be done quickly and reliably, but high
precision calculations in critical models are hard.
Another subtlety of this technique is that it
makes use of the variational characterization of
the ground state of a Hermitian operator, and for
non-Hermitian transfer TNOs this method is not
guaranteed to work. Whereas the dimer-covering
and Ising-model TNOs were real-symmetric, the
square-lattice TNO that we have constructed for
ice, is not. We can still run our algorithm but we
must limit our search to the set of PEPS for which
the TNO is Hermitian. We do this by first noting
that Ahex may be tranformed into A
T
hex by rotat-
ing Ahex over 180 degrees around the center of one
of its edges, as can be judged from Fig. 5 where
interchanging the A- and B-labels is equivalent to
a 180 degree rotation. Therefore, if we restrict to
PEPS that are also invariant under this rotation,
the variational optimization is indeed over a Her-
mition operator. Finite-size diagonalization of the
TNO with periodic boundary conditions confirms
this assumption for the fixed point, and, due to
the critical features of this model, we expect that
rotational invariance is obeyed. As a consequence,
our calculation for ice Ih and ice Ic will yield iden-
tical values for the residual entropy, a fact that is
also observed to very high precision in Monte-Carlo
simulations23.
VI. OUTLOOK
In this paper we have described a generic method
for contracting three-dimensional tensor networks,
8
and applied this to study classical spin models and
residual entropies in three dimensions. In partic-
ular, we have simulated the phase transition of
the cubic-lattice Ising model, as well as the dimer-
covering and water-ice problems. For the latter, we
obtain excellent variational values for the residual
entropy and we reproduce the critical Coulomb-
phase correlations in these systems.
The results in this paper show that tensor-
network methods can be applied to the simulation
of classical statistical mechanics and frustration in
three dimensions. The next step forward is taken
by adding quantum mechanics to the picture, and
investigating the interplay between these three ori-
gins of collective behaviour in many-body systems.
In particular, the tensor networks that we have in-
troduced to describe the extensive ground-state de-
generacy on the classical level, can be straightfor-
wardly extended to capture quantum states living
in this exponentially large subspace – we only need
to add physical indices. Moreover, our methods
allow us to compute expectation values for these
three-dimensional quantum states and, a fortiori,
make it possible to perform a variational optimiza-
tion for the quantum-mechanical energy.
More generally, we expect that this paper pro-
vides the crucial stepping stone to lift the tensor-
network simulation of quantum lattice systems to
the three-dimensional world.
VII. ACKNOWLEDGEMENTS
This work was supported by the Flemish Re-
search Foundation, the Austrian Science Fund (Vi-
CoM, FoQuS), the European Commission (QUTE
647905, ERQUAF 715861).
∗ laurens.vanderstraeten@ugent.be
1 S. R. White, “Density matrix formulation for quan-
tum renormalization groups,” Physical Review Let-
ters 69, 2863–2866 (1992).
2 U. Schollwck, “The density-matrix renormalization
group in the age of matrix product states,” Annals
of Physics 326, 96 – 192 (2011), january 2011 Spe-
cial Issue.
3 G. Vidal, “Classical simulation of infinite-size quan-
tum lattice systems in one spatial dimension,” Phys-
ical Review Letters 98, 070201 (2007).
4 J. Haegeman, J. I. Cirac, T. J. Osborne, I. Pizorn,
H. Verschelde, and F. Verstraete, “Time-dependent
variational principle for quantum lattices,” Physical
Review Letters 107, 070601 (2011).
5 F. Verstraete and J. I. Cirac, “Renormalization
algorithms for Quantum-Many Body Systems in
two and higher dimensions,” arXiv (2004), cond-
mat/0407066.
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