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Abstract
Soil erosion is a serious threat to agricultural productivity and the sustainable provi-
sion of food to a growing world population. Current erosion models employ simplistic
treatments of rainfall. This thesis presents a new approach to erosion modelling,
using the Weather Research and Forecasting model to simulate rainfall erosivity, an
indicator of the erosive capacity of rain.
Rainfall erosivity is modelled in the Caucasus region, an area vulnerable to erosion
and climate change pressures. Low intensity rainfall (below 2mmhr−1) is found to
contribute significantly to erosivity (23%), contrary to common assumptions. An
exponential dependence of the fraction of erosivity from light rain on the proportion
of light rain is found. Erosion models focus on storms, but results suggest that
storm-based calculations may exclude up to 30% of erosivity. In the Universal Soil
Loss Equation, this does not lead to errors in long term soil loss but could cause an
underestimation of event erosion.
Rainfall kinetic energy flux is an important variable in erosion prediction and is
routinely parameterised from intensity. Here this is dynamically simulated from
basic physics in a cloud resolving model, using four microphysics schemes. Results
are within the range of observations and capture the observed variability in kinetic
energy for a given intensity, where current methods fail. Large raindrops are shown
to contribute disproportionately to total kinetic energy, and also to surface precipi-
tation, compared with their number.
No connection has hitherto been drawn between aerosols and soil erosion. The effect
of aerosols on rainfall erosivity is investigated in a cloud resolving model. Aerosols
can either enhance or suppress precipitation. In both these cases the response of
erosivity to a rise in aerosols is in the same direction as, but amplified beyond, the
change in total rain. It is also shown that aerosols can influence erosivity by changing
raindrop sizes. These results suggest that anthropogenic aerosol emissions affect
erosivity and thus may have important consequences for agricultural productivity.
9

Contents
1 Introduction 21
1.1 Precipitation and the hydrological cycle . . . . . . . . . . . . . . . . 21
1.1.1 Constraints on the hydrological cycle . . . . . . . . . . . . . . 21
1.1.2 Climate change . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2 Microphysics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.1 Key microphysical processes . . . . . . . . . . . . . . . . . . . 25
1.2.2 Particle size distributions . . . . . . . . . . . . . . . . . . . . . 32
1.2.3 Size and shape of particles . . . . . . . . . . . . . . . . . . . . 35
1.2.4 Terminal velocity . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.2.5 Aerosol effects on clouds and precipitation . . . . . . . . . . . 37
1.3 Soil erosion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.3.1 The mechanical process of soil erosion . . . . . . . . . . . . . 42
1.3.2 The Universal Soil Loss Equation . . . . . . . . . . . . . . . . 45
1.3.3 Climate models and soil erosion . . . . . . . . . . . . . . . . . 50
1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2 Dynamic models of the atmosphere 53
2.1 Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3 The Weather Research and Forecasting Model . . . . . . . . . . . . . 56
2.3.1 Physics options within WRF . . . . . . . . . . . . . . . . . . . 58
2.4 Microphysics parameterisation schemes . . . . . . . . . . . . . . . . . 60
2.4.1 Bulk parameterisation equations . . . . . . . . . . . . . . . . . 61
2.4.2 Microphysical continuity equations . . . . . . . . . . . . . . . 64
2.4.3 Treatment of supersaturation . . . . . . . . . . . . . . . . . . 65
2.4.4 WRF microphysics schemes . . . . . . . . . . . . . . . . . . . 66
11
3 The contribution of light rain to rainfall erosivity: a case study in the
Caucasus region 73
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.1.1 The Caucasus region . . . . . . . . . . . . . . . . . . . . . . . 74
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.1 Model setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.2 Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3.1 Model validation . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3.2 The contribution of light rain to erosivity . . . . . . . . . . . . 86
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.4.1 Implications for erosion modelling . . . . . . . . . . . . . . . . 92
3.4.2 Exponential relationship between FG and PG . . . . . . . . . . 93
3.4.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4 Dynamic simulation of rainfall kinetic energy flux 97
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.1 Data comparison . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.2 Analysis of microphysics schemes . . . . . . . . . . . . . . . . 103
4.3.3 Importance of raindrop velocity . . . . . . . . . . . . . . . . . 105
4.3.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5 The impact of aerosols on rainfall erosivity 113
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.3 Mixed phase cloud case study . . . . . . . . . . . . . . . . . . . . . . 115
5.4 Warm cloud case study . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.5.1 Case studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.5.2 Response of erosivity to aerosols . . . . . . . . . . . . . . . . . 129
5.5.3 Raindrop size . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
12
Summary and conclusions 135
Appendix 137
Bibliography 169
Nomenclature 185
13

List of Figures
1.1 The physical constraints on precipitation. . . . . . . . . . . . . . . . . 23
1.2 Köhler curves for condensation nuclei of different radii . . . . . . . . . 26
1.3 The increasing oblateness of raindrops with size. . . . . . . . . . . . . 35
1.4 Terminal velocity of water drops measured by Gunn and Kinzer [1949]. 36
1.5 Illustration of the aerosol invigoration effect. . . . . . . . . . . . . . . 40
1.6 Classification of the effects of aerosols on precipitation. . . . . . . . . 41
1.7 Comparison between kinetic energy - intensity parameterisations used
in the USLE and RUSLE. . . . . . . . . . . . . . . . . . . . . . . . . 48
2.1 Microphysical processes in parameterisation schemes. . . . . . . . . . 65
3.1 Map of the Caucasus region. . . . . . . . . . . . . . . . . . . . . . . . 74
3.2 Terrain height in the Caucasus region. . . . . . . . . . . . . . . . . . 75
3.3 Model simulation domain. . . . . . . . . . . . . . . . . . . . . . . . . 78
3.4 Maps of total precipitation from E-OBS, GPCC, WRF and CFSR
(2009). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.5 WRF precipitation bias compared with E-OBS and GPCC data (2009). 82
3.6 Seasonal total precipitation from E-OBS, GPCC, WRF and CFSR
(2009). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.7 Monthly total precipitation from WRF, CFSR, E-OBS and GPCC
(2009). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.8 Quantile-quantile plot between WRF and EOBS grid daily precipita-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.9 Quantile-quantile plot between WRF and CFSR grid daily precipita-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.10 Rainfall erosivity contours in the RUSLE and USLE models. . . . . . 86
3.11 Contribution of light rain to erosivity, kinetic energy, total rainfall
and surface runoff. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
15
3.12 Contribution of low intensity rain to erosivity as a function of light
rain threshold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.13 Contours of the contribution of storm days to erosivity. . . . . . . . . 90
3.14 Contribution of storm days to total erosivity as a function of storm
strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.15 Exponential fit for the relation between FG and PG. . . . . . . . . . . 92
4.1 Average modelled rain kinetic energy flux as a function of intensity. . 101
4.2 Radar observations of rainfall kinetic energy flux and rain rate. . . . . 102
4.3 Variability of modelled rainfall kinetic energy flux for a given intensity.102
4.4 Raindrop size, number concentration and mass mixing ratio as a func-
tion of intensity in each microphysics scheme. . . . . . . . . . . . . . 103
4.5 Dependence of raindrop collection efficiency on size in the Thompson
scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.6 Comparison between terminal velocity expressions. . . . . . . . . . . 106
4.7 The importance of large raindrops. . . . . . . . . . . . . . . . . . . . 106
4.8 Kinetic energy flux-intensity parameterisations by fall speed assump-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.9 Effect of raindrop velocity-size relation on modelled kinetic energy flux.109
5.1 Cloud water mixing ratio in the stationary supercell case study. . . . 116
5.2 Relative change in accumulated rainfall with CCN loading for the
supercell case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.3 Change in rainfall intensity distribution with aerosols for the supercell
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4 Time series of microphysical changes in supercell case. . . . . . . . . . 118
5.5 Time series for precipitation in the supercell case. . . . . . . . . . . . 119
5.6 Change in liquid, ice and total water content in the supercell case. . . 119
5.7 Vertical cross sections of updraft velocity in the supercell case. . . . . 120
5.8 Modelled kinetic energy flux-intensity relationship for the supercell
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.9 Relative change in total rain, energy and erosivity with aerosol for
the supercell case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.10 Effects of aerosols on the raindrop size distribution in the supercell
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.11 Cloud water mixing ratio in the hill case study. . . . . . . . . . . . . 124
16
5.12 The effect of aerosols on the rainfall intensity distribution in the hill
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.13 Time series of microphysical effects of aerosols in the hill case. . . . . 125
5.14 Modelled kinetic energy flux-intensity relationships for both case stud-
ies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.15 Relative change in rainfall, energy and erosivity with aerosols for the
hill case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.16 Effects of aerosols on the raindrop size distribution in the hill case. . 128
5.17 Modelled mean-mass raindrop diameter as a function of intensity. . . 131
17

List of Tables
2.1 Summary of main features of each microphysics scheme . . . . . . . . 67
2.2 Summary of particle size distributions used in each microphysics scheme. 71
2.3 Summary of hydrometeor fall velocity relations used in each micro-
physics scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.1 Fraction of light daily rain in WRF and E-OBS. . . . . . . . . . . . . 86
3.2 Contributions of low intensity rainfall to erosivity, total rain amount,
rainfall kinetic energy and surface runoff. . . . . . . . . . . . . . . . . 88
3.3 Thirty-minute rain intensity percentiles. . . . . . . . . . . . . . . . . 91
3.4 Coefficients in the fitted equation FG = a exp(bPG). . . . . . . . . . . 91
4.1 Root mean square errors for power law energy intensity fits. . . . . . 103
19

1 Introduction
1.1 Precipitation and the hydrological cycle
1.1.1 Constraints on the hydrological cycle
Global mean precipitation and evaporation rates are controlled by the surface en-
ergy budget [Allen and Ingram, 2002]. Short wave solar radiation warms the earth’s
surface, which emits long wave radiation to the troposphere. The troposphere cools
by radiating to space and back to Earth. Long wave radiation emitted from the sur-
face is accompanied by an upwards latent heat flux, as potential evapotranspiration
increases with surface temperature [Trenberth et al., 2003; Allen and Ingram, 2002;
Pall et al., 2007]. Evaporation cools the surface and condensation warms the tropo-
sphere, opposing the radiative effects. These different processes must balance, and
the strength of the hydrological cycle is limited by the ability of the troposphere to
radiate energy away. This ultimately determines the global average rain rate, which
must balance the evaporation rate [Allen and Ingram, 2002]. In a warming climate,
this leads to an intensification of the global hydrological cycle [Trenberth, 1999].
Local precipitation intensity, however, often greatly exceeds the locally available
water vapour supplied by evaporation. Heavy rain events are instead fuelled by large
scale transport of moisture from other regions, as local evaporation could sustain
only light rainfall [Trenberth et al., 2003]. Transport and moisture availability are
therefore the main limiting factors in local rainfall intensity.
The atmospheric moisture content is controlled by thermodynamics. Saturation
vapour pressure is the partial vapour pressure exerted by a gas when in equilibrium
with its liquid phase. In equilibrium, the ambient vapour pressure and the saturation
vapour pressure are equal. If the ambient vapour pressure is less than the saturation
pressure evaporation occurs, and in the reverse case water vapour condenses. The
saturation vapour pressure of water is therefore used as a measure of the water
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holding capacity of the atmosphere. This concept is encapsulated in the expression
for the saturation ratio, S (also called the relative humidity), which gives the ratio of
the partial vapour pressure of water in the air, e, to the saturation vapour pressure
over water, es(T ) [Rogers and Yau, 1989]:
S = e
es(T )
(1.1)
Saturation ratios in excess of one are common in clouds; this is discussed further in
sec. 1.2. When this occurs the supersaturation is defined as
s = S − 1 (1.2)
The Clausius-Clapeyron relation describes the evolution of saturation vapour pres-
sure, and thus the water holding capacity of the air, with temperature. In the case
where air behaves as an ideal gas, and for the particular case of the phase transition
from water vapour to liquid water in the atmosphere, it can be written as
des
dT
= Les
RvT 2
(1.3)
where T is temperature, L is the latent heat of vaporisation (the energy needed to
transform a given quantity of liquid into a gas at constant pressure) and Rv is the
gas constant for water vapour [Andrews, 2010]. Saturation vapour pressure is an
increasing function of temperature (equation 1.3). This explains how clouds form
in the atmosphere: rising moist air, cooling at the lapse rate of temperature, expe-
riences a decrease in saturation vapour pressure and an increase in the saturation
ratio (equation 1.1) until water condenses [Andrews, 2010].
The implication of equation 1.3 is that a warmer atmosphere can hold more wa-
ter vapour [Lenderink and van Meijgaard, 2010], as the maximum vapour pressure
before condensation occurs is greater at higher temperatures. For typical atmo-
spheric conditions, the scaling of es with temperature is approximately 6.5 - 7.5%K−1
[Lenderink and van Meijgaard, 2008; Boer , 1993; Wentz et al., 2007; Held and So-
den, 2006]. Observations of atmospheric moisture content provide confirmation of
this, showing an increase with temperature in broad agreement with thermodynamic
theory [Trenberth et al., 2003; Wentz et al., 2007; Liepert and Previdi, 2009].
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There are different physical processes occurring during heavy precipitation, drought,
and in the overall mean. These are summarised in Fig. 1.1. It is widely argued that
the heaviest rainfall is constrained by thermodynamics, as opposed to large scale
dynamics or the surface energy budget [Allen and Ingram, 2002; Berg et al., 2009;
Lenderink and van Meijgaard, 2009]. The moisture holding capacity of the atmo-
sphere increases with temperature according to the Clausius-Clapeyron relation, and
assuming that relative humidity is largely unchanged (a generally accepted, though
not undisputed result [Allen and Ingram, 2002; Held and Soden, 2006]), the actual
water vapour content of the atmosphere increases at the same rate. In the most ex-
treme precipitation events, when all available moisture is precipitated, it therefore
follows that precipitation intensity may also scale with temperature at the Clausius-
Clapeyron rate of approximately 7%K−1 [Allen and Ingram, 2002; Pall et al., 2007;
Lenderink and van Meijgaard, 2008, 2010; Haerter et al., 2010].
This contrasts with mean local precipitation which, as a combination of all types
of precipitation, from low frequency drought conditions to heavy convective rain
showers, is a superposition of different physical processes, and as such is not con-
strained by any one physical condition. Large scale circulation patterns which have
an impact on the frequency of precipitation and the transport of moisture are of rel-
evance here, as are the thermodynamic constraints on the upper quantiles of rainfall
discussed previously.
Figure 1.1: The physical constraints on precipitation.
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1.1.2 Climate change
The climate has warmed since the mid 20th century, and evidence for this is now
unequivocal. With 95% certainty, anthropogenic emissions of greenhouse gases are
the dominant cause of this observed warming [IPCC , 2013]. Greenhouse gases in
the atmosphere absorb infrared radiation emitted by the earth’s surface and reemit
this, both to space and back to Earth. Rising concentrations of these gases in the
atmosphere enhance this effect, increasing the overall downwelling infrared radiation
and warming the surface [Boer , 1993]. There are many feedback effects which either
amplify or reduce the equilibrium response, but the net effect is a positive radiative
forcing and a warming of the climate system. Furthermore, emissions continue to
rise and are extremely long lived in the atmosphere, so projecting future impacts
of this on the earth systems is extremely important [Solomon et al., 2007; IPCC ,
2013].
1.2 Microphysics
Microphysics is the physics of clouds and precipitation at very small scales. The
processes which occur on these scales are of direct relevance to the wider climate
and meteorology. Clouds have a direct effect on the radiation budget of the Earth
and have been identified as one of the key uncertainties in projecting future climate
change [IPCC , 2007]. Microphysical processes also influence atmospheric dynamics
through latent heating and evaporative cooling. As computational capabilities im-
prove, climate and numerical weather prediction models will continue to increase in
spatial and temporal resolution, rendering some parameterisation schemes useless
as more processes are explicitly resolved. However, microphysics schemes will never
be obsolete because the physics involved goes down to the molecular scale.
The focus of this thesis is rainfall driven soil erosion, and this section will therefore
concentrate mainly on liquid precipitation, incorporating a briefer discussion of ice
phase cloud processes.
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1.2.1 Key microphysical processes
Nucleation
Updrafts causing air parcels to rise and cool in the atmosphere can easily achieve
a saturation ratio of one (equation 1.1). Despite this, pure water droplets do not
form easily in the atmosphere, requiring substantial supersaturation levels. Instead,
cloud droplets are observed to form on aerosol particles which act as condensation
nuclei (CN). This can be understood with two key results: the Kelvin effect and
Raoult’s law [Andrews, 2010; Rogers and Yau, 1989; Young, 1993].
Recall that the saturation vapour pressure is the vapour pressure above which con-
densation occurs. The Kelvin effect states that the saturation vapour pressure over
a spherical drop is greater than over bulk water:
es(T, r) = es(T,∞) exp [2σ/rRvTρw] (1.4)
where es(T, r) is the saturation vapour pressure over a spherical drop of radius r
with surface tension σ and density ρw, at temperature T . Rv is the gas constant for
water vapour and es(T,∞) is the saturation vapour pressure over bulk water; this
is equivalent to es(T ) in equations 1.1 and 1.3.
Raoult’s law finds that the presence of a solute (a dissolved CN) reduces the satu-
ration vapour pressure:
e′s(T,∞)
es(T,∞) =
n0
n+ n0
(1.5)
In equation 1.5 e′s(T,∞) is the saturation vapour pressure over a bulk solution
consisting of n molecules of water and n0 of solute.
These two results combine to produce the Köhler curve for the equilibrium saturation
ratio, Seq, over a solution droplet, which can be approximated as:
Seq =
e′s(T, r)
es(T,∞) = 1 +
a/r − b/r3 (1.6)
for a = 2σ/RvTρw and b = 3imvM/4piρwms, with i a measure of the degree of ionic
dissociation, mv and ms the molecular weights of water and the solute, and M the
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mass of the drop [Young, 1993]. Saturation is reached when the ambient vapour
pressure e(T ) = e′s(T, r), corresponding to a saturation ratio S > 1 (equations 1.1
and 1.6).
Figure 1.2: Equilibrium saturation ratio, Seq (equation 1.6), for solute drops
formed from CN of different sizes (lower curves, with the radii indicated in µm)
and over a pure water drop (upper curve indicated as the Kelvin equation), as a
function of equilibrium radius, req. r∗ is the activation radius for a 0.01µm CN
particle, which is reached when the saturation ratio is S∗. Adapted from Tao et al.
[2012]
Fig. 1.2 illustrates this result. If the ambient S > Seq for a drop, it will grow by
diffusion, and in the reverse case it will evaporate. Small solute drops (at radii
smaller than the curve maxima in Fig. 1.2) are in stable equilibrium; a perturbation
which slightly increases the radius of the drop causes Seq to increase above S, and
evaporation shrinks the drop back to its original size. For the droplet to grow in this
situation, S must increase. When the droplet reaches the critical radius r∗ where
the slope becomes negative (which requires a degree of supersaturation since S∗ >
1), it is in unstable equilibrium with the environment. A small increase in the drop
size lowers Seq below the ambient value S, which causes further condensation and
the droplet continues to grow. Conversely, above the critical radius the drop will
evaporate until it reaches the critical radius if perturbed in that direction. When a
CN reaches the critical radius by diffusion of water vapour, it has been ‘activated’
and can grow into a cloud droplet; CN large enough to be activated at ambient
supersaturation levels are called cloud condensation nuclei (CCN). The degree of
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supersaturation needed to activate a CN decreases with CN radius (Fig. 1.2) [Prup-
pacher and Klett, 1997]. If the ambient supersaturation is changing rapidly in a
cloud, then the kinetic processes may lag behind the thermodynamics, and nuclei
may not be able to reach equilibrium on their Köhler curves [Young, 1993].
A pure water drop (upper curve in Fig. 1.2) is always in unstable equilibrium, and
once formed can grow freely. However, the supersaturation required for a pure water
droplet to form is so high that in practice this never occurs because of the presence
of ample soluble aerosols, which act as CCN by allowing droplets to form at much
lower supersaturations [Pruppacher and Klett, 1997].
The number of activated CCN, NCCN , is often approximated by a power law distri-
bution [Twomey, 1959; Pruppacher and Klett, 1997]:
NCCN = csk (1.7)
where s is the supersaturation (%) and c and k are local constants. Twomey [1959]
related the number of activated CCN to the maximum supersaturation reached
during ascent in the cloud, which in turn depends on the vertical velocity, w:
NCCN = 0.88c
2
k+2
[
0.07 + w 32
]
k
k+2 (1.8)
The maximum cloud droplet concentration is then determined by the number of
activated CCN following a one-to-one relationship [Twomey and Warner , 1967].
The process of ice nucleation is less well understood. Homogeneous deposition, in
which gaseous water molecules spontaneously form an ice embryo, is thought to
require extreme supersaturations which never occur in the natural atmosphere. Ice
crystals can also form when liquid cloud droplets freeze. This requires the presence of
ice nuclei, because spontaneous freezing of cloud drops would require temperatures
as cold as -40◦C for very small droplets, and slightly warmer for larger ones. Ice
nuclei can assist in initiating the nucleation of crystals in three main ways: by serving
first as condensation nuclei and then as freezing nuclei, by initiating freezing as soon
as they come in contact with a supercooled liquid droplet, or by being absorbed into
a supercooled droplet and then causing it to freeze [Rogers and Yau, 1989]. Despite
the existence of these mechanisms which enable ice crystals to form, supercooled
water is common in clouds above the 0◦C level in the atmosphere, and has been
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observed at temperatures as low as -37.5◦C [Rosenfeld and Woodley, 2000]. This is
because there is a dearth of suitable ice nuclei in the atmosphere, in contrast with
condensation nuclei which exist in abundance.
Growth
Condensation nuclei reach their critical radius and then grow beyond this size into
cloud droplets by diffusion at a rate which satisfies the diffusion equation, in which
D is the molecular diffusion coefficient and ρV is the vapour density [Young, 1993]:
∂ρV
∂t
= −D∇2ρV (1.9)
From this, the mass flux of water vapour through the spherical surface of a drop,
FV , is
FV = 4pir2D
dρV
dr
(1.10)
Associated with this phase change is a release of latent heat, LFV where L is the
latent heat of condensation, which warms the droplet relative to its surroundings
[Rogers and Yau, 1989]. This acts to lower the mass flux, which depends on the
density gradient. Heat diffuses away from the droplet according to an analagous
equation, where K is the heat diffusivity and T is the temperature:
∂T
∂t
= −K∇2T (1.11)
The heat flux away from the drop, FH , can be expressed similarly to equation 1.10:
FH = 4pir2K
dT
dr
(1.12)
In equilibrium, the latent heat released at the droplet surface balances the sensible
heat flow away from the droplet,
FH = −LFV (1.13)
An approximate analytical solution to this system [Young, 1993] for the rate of
growth of a droplet of radius r is:
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r
dr
dt
=
S − 1− a
r
+ b
r3[
L2
KRV T 2∞
+ RV T∞
Des,∞
] (1.14)
where now the subscript ∞ refers to ambient conditions away from the droplet and
S = e∞/es,∞ is the ambient saturation ratio. a and b are the coefficients from equa-
tion 1.6. Equation 1.14 demonstrates that smaller drops grow faster by diffusion
than larger drops. If S < 1 + a
r
− b
r3 , the drop evaporates and r decreases. The ap-
proximations made in this derivation can lead to errors, particularly for evaporating
drops [Young, 1993].
However, this does not account for competition among growing droplets in an envi-
ronment of limited supersaturation. The evolution of supersaturation with time is
expressed by the supersaturation equation:
ds
dt
= Q1
dz
dt
−Q2dχ
dt
(1.15)
where Q1 and Q2 are terms consisting of thermodynamic variables. The first term
in equation 1.15 expresses the production of supersaturation by updrafts (dz/dt is
the vertical air velocity), which cool the air and reduce es,∞(T ). The second term is
the removal of supersaturation by condensation onto cloud and raindrops, at a rate
given by dχ/dt where χ is the mass of condensed water vapour [Rogers and Yau,
1989; Twomey, 1959]. These competing effects result in a peak in supersaturation
usually within the first 100m of a cloud base, above which a roughly constant value
is approached. As a consequence of this, most cloud droplets are produced in the
lower part of the cloud where supersaturation is greatest, following equation 1.7
[Rogers and Yau, 1989].
The saturation vapour pressure over a liquid drop is considerably greater than over
an ice crystal [Young, 1993]. After nucleation of an ice crystal in a supercooled water
cloud, the environment will be highly supersaturated with respect to ice, and only
moderately so with respect to water. The environment is favourable for ice crystal
growth by diffusion as long as supercooled liquid water is present to replenish the
water vapour by evaporation. If all the liquid drops evaporate or sediment out of the
cloud, the removal of water vapour by diffusion onto the ice crystals will reduce the
supersaturation until equilibrium is reached with the ice phase, in a similar way to
the process of diffusion described for liquid water. Diffusional growth of ice particles
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can be described similarly to liquid drops, but solving the growth equation (1.9) is
more challenging owing to the complex shapes of ice crystals [Rogers and Yau, 1989].
A further consequence of the lower saturation vapour pressure over ice than over
liquid water arises when the environment is supersaturated with respect to ice but
subsaturated with respect to water. In this scenario ice crystals can grow quickly by
the Bergeron process, in which supercooled water evaporates rapidly and is deposited
by diffusion onto an ice crystal [Pruppacher and Klett, 1997].
Coalescence
Growth by diffusion is important for cloud droplets, but alone cannot account for the
development of precipitating raindrops within the time generally observed between
a cloud developing and rainfall reaching the ground, usually around 20 minutes.
Collision and coalescence between droplets takes over above a radius of about 20 mm
[Rogers and Yau, 1989]. In order for collisions to occur, there must be sufficient
breadth in the droplet size distribution for particles to have significantly different fall
speeds. Only then can larger water drops catch up with smaller ones and coalesce to
form raindrops. Turbulent mixing and entrainment of air at the cloud edges, which
mixes air parcels with different histories, is thought to cause the droplet spectrum to
broaden so that this process can be initiated [Rogers and Yau, 1989; Young, 1993].
In particular, it is the presence of a few large drops that triggers the process, as
small droplets do not readily collide with others.
The problem is simplified by restricting the analysis to two spherical interacting
particles. The stream flow around a falling drop will tend to deflect particles in its
close vicinity, particularly smaller drops which have low inertia. As a result, the
effective volume swept out by a large collector drop (termed the collection kernel,
Γ) is not simply a function of its size [Young, 1993]:
Γ = piR2(νL − νS) (1.16)
Here R is the radial distance, from the fall axis of the collector drop, within which all
small drops are collected. The collector drop falls at speed νL, while the population
of small drops fall at νS. The collection rate is the product of the collection kernel
and the concentration of the small drops, NS:
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dNS
dt
= piR2NS(νL − νS) (1.17)
In fact, colliding drops do not always coalesce to form a larger drop. They may
bounce apart, coalesce permanently or temporarily, or break into many smaller
fragments [Rogers and Yau, 1989]. The collision efficiency, ξcol, is a measure of the
likelihood of a particle to collide with others during its fall, and increases with size
[Young, 1993]:
ξcol =
R2
(rL + rS)2
≈ R
2
r2L
(1.18)
In equation 1.18, rL and rS are the radii of the collector and collected drops.
The coalescence efficiency is the ratio of the number of permanent coalescences to
collisions. The overall collection efficiency, ξ, is then the product of the collision
and coalescence efficiencies, encapsulating the overall effectiveness of the collision-
coalescence process [Rogers and Yau, 1989]. This leads to the collection equation,
in which the number of collected small drops increases with the collector drop size:
dNS
dt
= pir2LξNS(νL − νS) (1.19)
Other factors which influence the collection efficiency are the angle of impact, surface
tension of the colliding particles, electric charges, relative humidity and ambient
pressure and temperature [Testik and Barros, 2007; Pruppacher and Klett, 1997].
The diffusional growth process is more efficient for ice than for liquid water, because
its lower equilibrium saturation ratio means the atmosphere can more easily be su-
persaturated with respect to ice. Ice crystals can sometimes grow sufficiently to fall
to the ground as precipitation without combining with other particles on the way.
Nonetheless, most precipitation particles are larger than this, and these may only
develop within reasonable time frames by aggregation or accretion. Aggregation is
the combination of several ice crystals to form snowflakes. Accretion describes the
collision of a large fast falling particle with a small slow moving one; coalescence of
liquid drops normally happens by accretion. In a mixed phase cloud, graupel is pro-
duced when a large snowflake or frozen drop catches up with a smaller supercooled
water drop, freezing immediately upon contact and creating an outside layer of rime
(hard white ice). Hail are denser ice particles which form similarly by accretion of
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supercooled drops by ice particles, but in this case the freezing process is more grad-
ual [Pruppacher and Klett, 1997; Rogers and Yau, 1989]. As for the liquid phase,
these processes require a consideration of collection efficiencies, but the problem of
estimating these is compounded by the complicated shapes of ice particles.
Breakup
Raindrop breakup can either occur as a result of collision with another particle, or
because of hydrodynamic instability. The larger the drop, the greater the difference
in pressure between the lower and upper edge as it falls. At some critical equivalent
diameter (the diameter of a spherical drop of equivalent volume), usually about 6-
8mm [Testik and Barros, 2007], these effects override the surface tension effects that
act to retain a spherical shape, the drop becomes hydrodynamically unstable and
breaks apart. The internal circulation of the raindrops can also induce spontaneous
breakup.
Collision induced breakup can be understood in the context of collection efficiencies,
discussed in the previous section. Successful particle collection occurs when a col-
lision results in the permanent coalescence of two drops. Conversely, drop breakup
occurs when a collision does not result in permanent coalescence, and the two drops
split apart. The probability of drop breakup is therefore 1-ξcoal, where ξcoal is the
probability of coalescence given that a collision has occurred. Physically, breakup
will occur after a collision if the rotational energy after impact exceeds the surface
energy acting to hold the child drop together. This may either produce two resultant
drops, or multiple satellite drops [Young, 1993].
1.2.2 Particle size distributions
Natural rain consists of drops of varying sizes (e.g. Laws and Parsons [1943]; Mar-
shall and Palmer [1948]). Given the complexity of interactions within clouds and
variations in environmental conditions between clouds and regions it is surprising
that observations converge towards quite similar average drop spectra [Srivastava,
1971]. This has historically been understood from the perspective of raindrop col-
lisions driving the breakup of drops and ultimately producing observed equilibrium
size distributions [Martinez-Casasnovas et al., 2002; Srivastava, 1971; Testik and
Barros, 2007; Rogers and Yau, 1989]. However, recent work by Villermaux and
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Bossa [2009] demonstrates that the forces on a single drop falling through air can
cause sufficient fragmentation and breakup to produce observed drop size distribu-
tions on timescales much shorter than the typical collision time between raindrops,
which these authors say is too long for this to be the primary driver of drop breakup.
This is consistent with work by Srivastava [1971], who predicted that drop breakup
was important during intense rainfall when drops are large and unstable, but au-
thors who promoted the idea stressed the combined roles of collision, coalescence
and breakup. There is continuing debate about the relative importance of drop
collision and single drop fragmentation [Niu et al., 2010; Kostinski and Shaw, 2009;
Barros et al., 2010; Villermaux and Bossa, 2010; Testik and Barros, 2007].
There is much discussion in the literature concerning the appropriate form for the
raindrop size distribution (DSD). An exponential formulation was originally pro-
posed by Marshall and Palmer [1948], based on data captured by Laws and Parsons
[1943]:
N(D) = N0 exp(−λD) (1.20)
where N(D) is the number of drops of diameter Dmm per unit volume and the
intercept, N0 = 8×103 m−3mm−1. The data showed a broadening of the distribution
with increasing rainfall intensity, i (mmhr−1), reflected by a decrease in the slope
parameter, λ, as raindrops become larger:
λ = 41i−0.21cm−1 (1.21)
The expontial DSD has been found to be a good approximation of the average
spectrum in many situations [Rosenfeld and Ulbrich, 2003; Rogers and Yau, 1989].
However, a number of studies have also shown deviations from exponentiality. In
particular, this approximation tends to overestimate the number of small drops
[Rosenfeld and Ulbrich, 2003; Ulbrich and Atlas, 2007]. Willis [1984] found that the
exponential distribution overestimated the number of small and large raindrops in
measurements taken during two hurricanes, and that this could be improved with
the use of a three parameter gamma distribution:
N(D) = N0Dµ exp(−λD) (1.22)
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The shape parameter, µ, is a measure of the relative dispersion or width of the
distribution. Smith [2003] compared the two forms and concluded that where the
primary interest is bulk quantities such as rainfall rate, liquid water content and
reflectivity, the difference between them is minimal, and the additional mathematical
complexity of the gamma distribution is therefore unnecessary. Others have shown
that numerical simulations of microphysical processes can be affected by the DSD
formulation [Willis, 1984; Abel and Boutle, 2012]
Alternative formulations have been proposed, including a Weibull [Best, 1950] and
a log-normal [Feingold and Levin, 1986] distribution. However, the gamma and
exponential distributions have endured, and it is these two forms which are used in
most modern microphysical parameterisation schemes. This is partly because of the
relative ease with which functions of the DSD in a generalised gamma or exponential
form may be integrated [Cohard and Pinty, 2000].
The average size distribution of cloud droplets has a more pronounced positive max-
imum than raindrops, and therefore is better represented by a gamma or log-normal
particle size distribution (PSD). However, the spectrum of droplets varies greatly
between clouds and regions, and during the different phases of cloud development.
This is largely due to the concentration of CCN, which alters not only the mean
droplet size but also the width of the PSD (sec. 1.2.5). Some bimodal cloud spec-
tra have been observed, which can be represented mathematically by superposing
two unimodal distributions, but most microphysics models use a gamma or even
exponential PSD for simplicity [Pruppacher and Klett, 1997; Rogers and Yau, 1989].
Observations of PSDs for ice-phase particles are more scarce [Pruppacher and Klett,
1997]. Gunn and Marshall [1958] found that the distribution of snowflakes could be
expressed in terms of the equivalent diameter of a melted snowflake with an exponen-
tial formulation as in equation 1.20, but with N0 = 3.810× 103i−0.87 m−3mm−1 and
λ = 25.5i0.48 cm−1. This was confirmed by other studies, though different behaviours
of the intercept and slope were found: Sekhon and Srivastava [1970] suggested a dif-
ferent fixed value for N0 and for the variation of λ with i, while Woods et al. [2008]
found a temperature dependence for N0. Fits for actual (frozen) snowflake diame-
ters produced consistent results, though deviations from exponential behaviour have
also been found, in particular “sub-exponential” and “super-exponential” PSDs in
weak stratiform and convective cloud regions, respectively [Pruppacher and Klett,
1997]. For graupel and hail, most research indicates that an exponential PSD is
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also suitable, again with some variation in the intercept parameter [Pruppacher and
Klett, 1997].
1.2.3 Size and shape of particles
The mass of most hydrometeors can conveniently be represented using a simple
power law expression:
M(D) = cDd (1.23)
where c and d are constants. Most particles can be approximated as spheres, with
d=3 and c = piρp/6 where ρp is the particle density. However, deviations of raindrops
from sphericity are well documented [Szakáll et al., 2010; Pruppacher and Klett,
1997]. In fact, only drops smaller than about 1mm meet this assumption (Fig. 1.3).
Larger drops become progressively more deformed by the drag force acting against
their fall, and are considerably more oblate in shape [Villermaux and Bossa, 2009;
Testik and Barros, 2007].
Figure 1.3: The increasing oblateness of raindrops with size. Taken from Kostinski
and Shaw [2009].
Ice crystals have an array of different shapes, but empirical fits to observations
have shown that a power law relation works reasonably well, with d on the order
of 2 or 3. The same is true for aggregate snowflakes, though there are limited
observations, and d is rather lower, between 1.4 and 2.2. Graupel and hail fit a
spherical approximation and power law mass relation fairly well, but the density of
graupel varies greatly because it can be formed in different ways (e.g. by snowflakes
or ice crystals interacting with cloud droplets in different environments) [Pruppacher
and Klett, 1997].
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1.2.4 Terminal velocity
It is commonly assumed that all sedimenting particles fall at their terminal velocity,
defined by a balance between opposing weight and drag forces. Data published by
Laws [1941], Gunn and Kinzer [1949] (Fig. 1.4) and Beard and Pruppacher [1969] are
among the most commonly cited measurements of the terminal fall speed of water or
raindrops, and these observations agree well with each other. Beard [1976] developed
a set of semi-empirical formulae for the terminal velocity of drops in different flow
regimes and found that the results matched well with the measurements from Gunn
and Kinzer [1949], which are still commonly used as a benchmark for comparison.
Figure 1.4: Terminal velocity of water drops measured by Gunn and Kinzer [1949].
Several fits to these measurements have been proposed [Atlas et al., 1973; Liu and
Orville, 1969; Uplinger , 1981; Atlas and Ulbrich, 1977; Rogers, 1989; Rogers and
Yau, 1989]. A common practice in numerical cloud models is to adopt a power law
expression, where V (D) is the drop velocity and a and b are empirically determined
constants :
V (D) = aDb (1.24)
Torres et al. [1994] demonstrated that all empirical fits to observed DSDs could be
understood as particular forms of a generalised DSD formulation. This enabled them
to relate bulk rainfall variables to one another as power laws so long as terminal
velocity was also related to drop diameter by a power law. The appeal of simple
power law relations between variables, and the relative ease of integrating power
law functions in simulations, has led to the adoption of power law velocity fits in
several microphysics parameterisation schemes. Some researchers have pointed out
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the failure of a straight power law function to account for the saturation of velocity
with drop size. This arises because of the increasing oblateness of raindrops with
size; the drag on an oblate drop is greater than on a spherical one of equivalent
volume [Atlas et al., 1973; Van Dijk et al., 2002].
The assumption that particles fall at terminal velocity has not gone unchallenged.
Montero-Martinez et al. [2009] observed both sub- and super-terminal velocities dur-
ing natural rainfall events near Mexico City. During coalescence between a small
(slow) and a large (fast) drop, immediately after impact the resultant particle travels
at a speed slightly slower than the large parent drop. When drop breakup produces
several satellite fragments, immediately after breakup these all travel at the same
speed. This speed is equal to the intial speed of the parent drop, and is therefore
larger than the terminal fall speed of the small fragments. Montero-Martinez et al.
[2009] found that small drops sometimes travel at speeds which are orders of mag-
nitude larger than their terminal velocities, while the sub-terminal speeds of larger
drops were modest. Villermaux and Eloi [2011] showed that these results are consis-
tent with their finding [Villermaux and Bossa, 2009] that single drop fragmentation
can account for the Marshall and Palmer [1948] exponential DSD.
1.2.5 Aerosol effects on clouds and precipitation
Aerosols are small airborne particles of varying chemical composition which may be
of natural or anthropogenic origin. The impacts of aerosols on the climate system
are far reaching, and may be divided into their direct and indirect effects [IPCC ,
2007]. The direct effects are the absorption and scattering of short and long wave
radiation by aerosols that alter the energy balance of the system. This can also
have an impact on precipitation, as the absorption of radiation by aerosols reduces
surface heating and stabilises the lower atmosphere [Rosenfeld et al., 2008]. The
indirect effects refer to the influence of aerosols on the microphysical properties
of clouds, which in turn alter their radiative properties and have consequences for
precipitation. This discussion focusses on the microphysical impacts of aerosols
on clouds and the consequences for precipitation, excluding radiative effects. This
provides the background for chapter 5, which presents simulations of the influence
of aerosols on precipitating clouds in an idealised model with no radiation.
Understanding the effects of aerosols on precipitation processes remains challeng-
ing, depending on a complex balance of microphysical and dynamic factors [Khain
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et al., 2005; Tao et al., 2012; Lee et al., 2008]. The outcome for surface precipita-
tion ultimately depends on competing processes of condensate generation and loss
(condensation and evaporation), both of which are higher in polluted clouds and
are affected by cloud type and environmental conditions [Khain et al., 2005; Khain,
2009; Igel et al., 2013; Lee et al., 2008].
The microphysical effects begin with the tendency of aerosols to increase the con-
centration of cloud droplets by acting as CCN. For a given liquid water content, this
leads to smaller cloud droplets as the same mass of water is distributed among a
larger population of droplets [Squires, 1958; Squires and Twomey, 1960; Twomey,
1977]. Competition among a larger number of droplets reduces the maximum su-
persaturation reached, raising the minimum cutoff size for CN activation (Fig. 1.2)
and reducing the breadth of the distribution [Squires, 1958; Tao et al., 2012]. The
narrower droplet spectrum, combined with the reduced collision efficiency of smaller
droplets, inhibits the collision and coalescence processes that lead to raindrop for-
mation and suppresses surface rainfall. This in turn can prolong cloud lifetime and
increase liquid water content [Albrecht, 1989].
The issues are simplified by considering liquid and mixed-phase clouds separately
[Tao et al., 2012]. Fully glaciated clouds occurring high in the atmosphere are
not considered here. In warm rain clouds, a suppression of precipitation usually
occurs because of the microphysical effects described above. This is supported by
observations and modelling studies [Albrecht, 1989; Niu and Li, 2012; Li et al., 2011;
Tao et al., 2012; Fan et al., 2012; Lebsock et al., 2008; Jiang et al., 2006]. In addition,
more efficient evaporation from smaller cloud droplets prevents them from reaching
the surface, further contributing to this result [Khain et al., 2008]. This opposes
the influence of increased evaporation in the downdrafts, which acts to invigorate
convective overturning [Rosenfeld et al., 2008].
Conversely, in a mixed phase system, these smaller droplets, which survive longer in
the cloud, may be lifted to freezing level and serve to invigorate cold-rain formation
processes. The associated latent heat release can invigorate convection and push
the cloud top higher, where radiative cooling is stronger and can further intensify
convection (though the radiative processes would not be included in the model
simulations in chapter 5) [Rosenfeld et al., 2008; Li et al., 2011]. Latent heating in
the upper levels and subsequent cooling lower down from the melting of falling frozen
hydrometeors corresponds to a greater upward heat transport and consumption
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of more instability for a given amount of surface precipitation, leading to more
overturning convection [Rosenfeld et al., 2008; Rosenfeld, 2006]. The result of these
processes, illustrated in Fig. 1.5, is a delayed increase in surface rainfall (‘aerosol
invigoration effect’) [Rosenfeld et al., 2008; Khain et al., 2005, 2008; Tao et al.,
2012; Li et al., 2011].
This increase in precipitation occurs mostly under conditions of low wind shear,
high humidity and atmospheric instability [Khain et al., 2008; Khain, 2009; Fan
et al., 2009; Lee et al., 2008; Khain and Lynn, 2009]. Some studies have found that
a decrease in precipitation efficiency can offset the tendency of ice invigoration to
increase precipitation [Khain et al., 2005; Khain, 2009; Khain and Lynn, 2009; Igel
et al., 2013]. For instance, smaller particles have lower velocities and evaporate more,
tending to reduce surface precipitation. Observations from a variety of sources have
confirmed the tendency of aerosols to increase precipitation in mixed phase clouds,
and for suppression in warm rainclouds [Li et al., 2011; Niu and Li, 2012; Lebsock
et al., 2008] but there are also several conflicting or inconclusive results [Rosenfeld
et al., 2008; Lee and Feingold, 2013; Igel et al., 2013; Lee et al., 2008]. At the global
scale evaporation must balance precipitation, and a balance between a reduction in
rain from shallow clouds and an increase from deeper clouds is consistent with this
constraint [Rosenfeld et al., 2008].
Khain et al. [2008] attempted to classify results from many previous studies by en-
vironmental conditions and type of cloud system. This is shown in Fig. 1.6. The
diagonal line separates the two possible outcomes, in which either condensate loss
(4L) or generation (4G) dominate, leading to decreasing or increasing precipita-
tion, respectively. In the upper left portion 4L > 4G and precipitation decreases,
while in the lower right segment the reverse is true. The characteristics of the cloud
system are important: in isolated clouds mixing with the surrounding environment
entrains dry air and increases 4L, while in cloud clusters, supercell storms and
squall lines the convective region is humid and 4L is lower. Relative humidity
was found to be particularly important because of its influence on the precipitation
efficiency, with the potential to reverse the sign of the precipitation sensitivity to
aerosols [Khain et al., 2008].
Fan et al. [2009] concluded that in the case of isolated deep convective clouds, wind
shear is a more important factor than relative humidity in determining the outcome
for surface rainfall. High wind shear suppresses convection by enhancing evaporative
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Figure 1.5: Illustration of the aerosol invigoration effect, taken from Rosenfeld
et al. [2008]. The upper (lower) panel shows the evolution of deep convective
clouds under clean (polluted) conditions. In the clean case, cloud droplets coa-
lesce to form raindrops and rain out, while smaller droplets that persist in the
cloud freeze onto ice precipitation in the upper cloud levels, which sediments and
then melts, reaching the ground as rain. In a polluted environment, smaller cloud
droplets cannot form raindrops and are lifted to the supercooled zone, releasing
latent heat of freezing and then melting at lower levels, invigorating convection,
pushing the cloud top higher and increasing rainfall.
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cooling through detrainment of cloud droplets and entrainment of surrounding dry
air [Fan et al., 2009; Lee et al., 2008]. This effect will be greater in a more polluted
cloud as smaller particles evaporate more quickly (equation 1.14). However, for
cloud ensembles, a secondary effect of the increase in evaporative cooling under
conditions of high wind shear can be to intensify downdrafts, strengthening the cold
pool, increasing convergence in the boundary layer and leading to the formation of
secondary clouds and ultimately to an increase in precipitation [Khain, 2009; Khain
et al., 2005; Lee et al., 2008; Tao et al., 2007]. This is more likely under polluted
conditions, when evaporative cooling is stronger.
Atmospheric stability is another important factor, which was investigated by Lee
et al. [2008] for mesoscale convective systems using a double moment bulk micro-
physics model. They found that high convective available potential energy (CAPE,
corresponding to high instability) and strong wind shear favoured a positive sensi-
tivity of precipitation to aerosols through dynamic effects (enhanced convection and
stronger downdrafts), which fostered secondary cloud formation. They found that
in this case these dynamic effects were more important than the contribution of ice
processes, and Rosenfeld et al. [2008] notes that some model simulations show an
increase in precipitation without ice processes.
Figure 1.6: Classification of the effects of aerosols on precipitation according to
cloud type and environmental conditions. The area above (below) the diagonal
line corresponds to an decrease (increase) in precipitation because of a dominance
of condensate loss (generation) [Khain et al., 2008].
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1.3 Soil erosion
“Without healthy soil, life on Earth is unsustainable.”1 Nearly 2 billion hectares of
land, approximately 15% of the earth’s surface, suffer from soil degradation as a re-
sult of human activities, with over half of all soil erosion caused by water [Crosson,
1995; UNEP, 2002]. Erosion directly affects food and water security, compromis-
ing agricultural productivity and contaminating waterways [UNEP, 2007; Pimentel
et al., 1995]. Exacerbating this, population growth is exerting increasing pressure
on agricultural systems to provide enough food for all [Pimentel et al., 1995; Yang
et al., 2003]. In addition, erosion reduces the capacity of land to act as a sink for the
greenhouse gas carbon dioxide; up to 20% of carbon stored in eroded soils is released
to the atmosphere as CO2 [Yang et al., 2003]. Uncertainties regarding the effect of
a changing climate on food production add to the severity of these concerns.
1.3.1 The mechanical process of soil erosion
There are three phases in the erosion process: detachment, transport and deposition
[Morgan, 1986]. As in most erosion models, only the first two are considered here.
Detachment refers to the separation of individual soil particles from the ground by
a detaching agent. The agent must deliver sufficient energy to overcome the friction
which binds the soil particles in the earth. The most significant detachment agent
is rainsplash, whereby falling raindrops deliver kinetic energy to the soil and may
displace soil particles by several centimetres [Allen, 1997; Morgan, 1986]. Other
detachment agents include surface runoff and wind, alternate drying and wetting,
freeze-thaw and footfall by people and livestock. These processes loosen the soil
and make it more likely that substantial erosion will take place in the presence of a
transport agent to remove the detached particles.
The most effective transport agent is surface runoff/overland flow [Allen, 1997].
Rills are narrow channels of water flow formed by surface runoff, small enough to
be removed by tilling and other farming practices. Transport processes which act
uniformly over large areas cause interrill erosion. These include surface runoff when
it occurs as a wide, shallow flow (sheet erosion), rainsplash, which can displace soil
particles small distances as well as detaching them, and wind [Morgan, 1986].
1Ban Ki-moon, UN Secretary General, speaking in 2012 at the World Day to Combat Desertifi-
cation.
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From an energy conservation perspective, erosion is a mechanical process for which
the energy is provided by the eroding agents. Of all the agents, falling raindrops
have the most energy available for erosion, but most of this is spent on detachment,
leaving little energy for significant displacement. Acting alone, the most efficient
erosive agent is surface runoff concentrated in rills, followed by overland flow/sheet
runoff and finally rainsplash. It is when the action of raindrop impact and surface
runoff are combined that they cause substantial erosion [Morgan, 1986].
Further erosion can be caused by rivers and streams, and by mass soil movements
such as landslides or creep, where water inflitrates the soil and loosens it from within
[Morgan, 1986]. These processes are not considered here.
1.3.1.1 Factors affecting erosion
Erosivity of the eroding agent For both wind and rain, erosivity is related to the
energy available to the soil from the eroding agent. The erosivity of rainfall expresses
its ability to detach soil particles and to generate surface runoff. The detachment
of particles and the formation of surface runoff are also influenced by the erodibility
of the soil, terrain slope and vegetation. Rainfall erosivity is the focus of this thesis
and is discussed in further detail in the following section.
Slope Erosion is greater on steeper slopes, but a different consideration of terrain
slope is required depending on which erosion processes are occurring. Raindrop im-
pact only affects the ground within a few drop widths of the point of impact, so
only the slope local to this point is relevant. This term is negligible and is routinely
ignored. However, the displacement of soil particles by rainsplash is affected by the
average slope, as on a steeper gradient more of these particles are displaced downs-
lope, resulting in net downhill transport. Detachment and transport by surface
runoff are strongly dependent on terrain slope, because this exerts a strong control
on the generation of surface runoff and its flow velocity [Morgan, 1986]. Slope length
is also important, and is often combined with slope in erosion models [Allen, 1997].
Generation of surface runoff The production of surface runoff depends on several
factors including rainfall intensity, slope, vegetation, soil moisture and soil type.
Maximum infiltration rates and limiting soil moisture contents control the hydraulic
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conductivity of the soil2 and vary among soil types. In a simplified model, rain falling
at intensities up to the maximum infiltration rate are absorbed into the ground, while
higher intensity rain produces surface runoff [Allen, 1997]. However, the infiltration
rate can sometimes increase with rain intensity as heavy rain disrupts soil seals
and crusting, and it also varies during a storm [Morgan, 1986; Allen, 1997]. The
limiting soil moisture value also exerts a control on the absorption of rain. When
soil moisture is below this value, rain is readily stored in pores within the soil, but
above this value ponding and eventually runoff occur. When this is the controlling
process, even low intensity rain can generate runoff. Whichever limit is reached first
(maximum infiltration rate or limiting moisture content) determines when runoff is
produced [Morgan, 1986].
Vegetation Vegetation tends to reduce erosion in two ways: by absorbing some
of the energy of erosive agents and by strengthening the soil [Allen, 1997; Morgan,
1986]. A plant canopy reduces the height from which raindrops fall, but for high
canopies drops still reach close to terminal velocity. The size distribution of drops
is altered by the canopy, with average drop size around twice the average raindrop
size. These effects vary with vegetation density and height; between rows of crops
for instance, erosion can be increased by a higher concentration of drops falling from
leaves, but be reduced under the crops themselves. Plants also intercept running
water and wind, tending to reduce the velocity and capacity for erosion in both cases,
but again this varies with the type of cover as sparse crops can create channels of
higher velocity flow. Vegetation reduces the erodibility of soil, as roots increase
cohesion between particles and improve slope stability [Morgan, 1986]. Plant roots
can also raise the infiltration capacity of soil, allowing more water to be absorbed
before runoff occurs [Allen, 1997].
Soil erodibility Soil erodibility is the resistance of the soil to the processes of
detachment and transport. Many factors contribute to this, including farming prac-
tices. Soil texture is related to the size of particles; larger particles are more resistant
to transport as their weight requires larger forces to dislodge them, while smaller
particles are more resistant to detachment as they tend to be more cohesive. Clay
content is often used as an indicator of soil erodibility, as a higher fraction of clay
2Hydraulic conductivity is the ease with which water moves through a material.
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tends to increase stability. Shear strength and chemical composition are also impor-
tant. The erodibility affects other erosion processes including the rainfall infiltration
capacity and the production of runoff. For example, rain falling on soil with a low
soil moisture limit is more likely to result in ponding which, depending on the depth
of ponding, can affect the ability of raindrop impact to detach particles [Morgan,
1986].
1.3.2 The Universal Soil Loss Equation
In the 1950s, demand for a simple way to estimate annual average soil loss from
rainfall by sheet and rill erosion in the United States led to the development of the
Universal Soil Loss Equation (USLE, Wischmeier and Smith [1978]). Since then
this tool has been used extensively all round the world, and continues to be used
today. Despite being developed to estimate annual average soil loss from rainfall,
the USLE is often used to measure erosion from individual storms [Kinnell, 2010].
The equation takes a very simple form:
A = RKLSCP (1.25)
where A is long term average annual soil loss in units of mass per area per year.
The terms L, S (slope length and gradient factors), C (crop management factor), P
(support practice factor) and K (soil erodibility) in equation 1.25 are static factors
relating to the physical conditions of the soil and are obtained from look-up tables.
A unit plot is defined as having a slope of 9%, a length of 72.6 feet, with fallow plot,
tillage up and down the slope, and no crop management practices in use. L, S, C
and P are dimensionless quantities, and under these conditions L = S = C = P = 1.
Soil erodibility, K, is the rate of soil loss per unit of R for a given soil on a unit plot:
K = A/R (1.26)
These factors were experimentally determined when the USLE was first developed in
the United States [Wischmeier and Smith, 1978], but are nonetheless used in other
areas of the world. K values were determined experimentally for different soils. The
focus of this research is the rainfall erosivity factor, R, which expresses the erosive
potential of rainfall.
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A Revised Universal Soil Loss Equation (RUSLE) was proposed by Renard et al.
[1997]. The model still follows equation 1.25, but the methods of calculation and the
data used for some of the parameters were updated. Of note to this investigation
are the changes made to the erosivity parameter in the new version of the model,
and these are explained in detail below.
Rainfall erosivity
In the (R)USLE, erosivity is defined for a storm as the product of storm total kinetic
energy, E (Jm−2), and the maximum 30-minute precipitation intensity that occurs
during the storm, I30 (mmhr−1), and is then summed over all storms, s, within the
period of interest (a year or several years):
RR,U =
∑
s
EI30 (1.27)
This original definition of erosivity in the (R)USLE is referred to as RR,U to distin-
guish it from the more recent version below, and is referred to in the text as the
EI30 erosivity term. Wischmeier and Smith [1958], who proposed this formulation,
found that it explained between 72 and 85% of yearly variations in soil loss from six
different soils under continuous fallow.
Many modifications to the erosivity parameter have been suggested since the devel-
opment of the USLE and RUSLE models [Usón and Ramos, 2001]. In particular,
there is currently no direct account made of surface runoff in the (R)USLE. This has
been widely criticised, and several alternative versions of the erosivity term which
incorporate runoff have been proposed (e.g. the USLE-M and MUSLE variants, and
others discussed in Kinnell [2010]). The kinetic energy of precipitation impacting
the soil provides the energy needed to detach sediment from the earth, but rainsplash
is not in itself an efficient erosive agent. For erosion to occur, runoff is needed to
transport the detached soil particles, and this also causes further detachment. With
this in mind, Kinnell et al. [1994] proposed an alternative formulation for erosivity,
R =
∑
s
[∑
t
qtet(4t)2
]
(1.28)
where qt and et are the runoff rate and the rainfall kinetic energy flux at time t,
occurring over duration 4t, during each storm. This is referred to in subsequent
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chapters as the QE erosivity term. Note that the units of RR,U are Jmm.m−2hr−1
while R is in Jmm.m−2. This does not pose a problem because erosivity is non-
dimensionalised by the K factor, which takes units of soil loss per unit of erosivity.
Because equation 1.28 was empirically determined, it accounts for detachment by
both impact and runoff. Lack of surface runoff data makes the QE erosivity index
difficult to implement in the field. This problem is negotiated in chapter 3 by using
a climate model with a land surface runoff scheme.
Because the model is empirical, any determinants of soil loss that are not explicitly
included as a separate term in the equation are implicitly accounted for via empirical
relationships with the other variables in the model. Therefore, if a term for surface
runoff were added, the tabulated values of L, S, C, P and K would need to be re-
calculated. Kinnell [2010] acknowledges this, advocating nonetheless for changes in
the model to improve erosion estimations.
Kinetic energy parameterisations
Since the earliest work attempting to quantify the relationship between precipitation
and soil erosion, it has been accepted that raindrop impact is a crucial determinant of
soil loss [Rosewell, 1986]. The mechanical energy required to erode soil is delivered
by raindrops in the form of kinetic energy as they fall. Direct measurements of
kinetic energy have not been made, and values are instead based upon observations
of drop size distribution and drop terminal velocity. For simplicity therefore, energy
is parameterised from rainfall intensity.
In the (R)USLE total storm kinetic energy, E, is found using a parameterisation of
energy per unit depth of rainfall, Ed, from periods of constant rain intensity within
the storm, i. Multiplying Ed by accumulated surface precipitation, P , gives the
total energy for each sub-storm period. These sub-storm periods are then summed
to calculate the total energy for the storm.
Energy-intensity relationships differ between the USLE and RUSLE; both are em-
pirical fits to historical observations of raindrop velocities and size distributions
with intensity. The USLE uses a logarithmic equation proposed by Wischmeier and
Smith [1958] based on measurements of size distributions and fall speeds of drops
by Laws and Parsons [1943] and Laws [1941]:
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Ed = 11.87 + 8.73log10(i) i ≤ 76mmhr−1
Ed = 28.3 i > 76mmhr−1
(1.29)
while the RUSLE takes an exponential form [Brown and Foster , 1987]:
Ed = 29[1− 0.72e−0.05i] (1.30)
Ed is in Jm−2mm−1 and intensity, i, is in mmhr−1. Fig. 1.7 shows a comparison be-
tween these energy-intensity parameterisations. The RUSLE predicts lower energy
per unit depth of rain than the USLE for rains less than 35mmhr−1 and greater
energy for higher intensity rainfall. The two forms differ considerably at low inten-
sities. Equation 1.29 has an implicit minimum intensity threshold of 0.04mmhr−1,
below which it would predict negative energies; the USLE therefore discounts all
energy from rainfall below this level. By contrast, the RUSLE version unphysi-
cally predicts a minimum energy of 8.12Jm−2 mm−1 at zero rain intensity [Van Dijk
et al., 2002]. Despite this, equation 1.30 is favoured in RUSLE guidelines because it
is based upon a larger dataset and continuously approaches an asymptote at high
intensities, as reflected in observations, while equation 1.29 must be coerced to a
maximum at 76mmhr−1.
Figure 1.7: Comparison between kinetic energy-intensity parameterisations used
in the USLE (solid line, equation 1.29) and RUSLE (dashed line, equation 1.30).
Rainfall kinetic energy flux, e (Jm−2hr−1), can be calculated from Ed by multiplying
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by rain intensity:
e = iEd (1.31)
The result is an approximately linear relation between rainfall intensity and kinetic
energy flux at higher intensities (Salles et al. [2002], chapter 4).
Several alternative energy-intensity parameterisations have been put forward (Salles
et al. [2002], Van Dijk et al. [2002] and Usón and Ramos [2001] provide reviews).
Many of these are developed for use in regions outside the United States, though
the original USLE and RUSLE equations remain widely used in many regions [Van
Dijk et al., 2002].
In earlier work (e.g. Wischmeier and Smith [1958]), observations of drop size distri-
butions underpinning the kinetic energy calculations were made using simple tech-
niques such as flour trays. More recently, raindrop sizes have been measured using
disdrometers, which may be optical or electromechanical. The Joss-Waldvogel dis-
drometer is an electromechanical impact disdrometer commonly used in the deriva-
tion of kinetic energy-intensity parameterisations for erosion studies [Joss and Wald-
vogel, 1967; Illingworth and Stevens, 1987]. The device processes the impact of rain-
drops electronically, producing an output signal which varies as Dn where D is the
drop diameter and n is in the range 3.1 to 4.3 [Illingworth and Stevens, 1987]. The
fall speed of the drops as a function of diameter is then needed to compute concen-
trations, and this is assumed to follow the measurements taken by Gunn and Kinzer
[1949]. Kinnell [1976] raised concerns about large errors due to deviations of drops
from terminal fall speed in windy conditions, but subsequent work indicated that
these errors were only about 4% [Joss and Waldvogel, 1977]. For erosion studies,
errors relating to soil properties and conditions (factors L, S, C, P in the (R)USLE)
and measuring actual soil loss for calculation of the K factor, are likely to be far
greater than this.
Storm classification
The form of the EI30 erosivity parameter requires an event-based treatment of ero-
sion, as the peak 30-minute intensity for each event must be determined in order to
calculate the erosivity (equation 1.27). Storms are defined in the guidelines for both
the USLE and RUSLE as follows: rains of 0.5 inches or less over a period of 6 hours
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are excluded and these periods are treated as breaks between storms [Wischmeier
and Smith, 1978; Renard et al., 1997]. This assumes that these low intensity rains
are of negligible importance to the total erosion [Wischmeier and Smith, 1978]. This
assumption is tested in chapter 3.
Alternative erosion models
There are also many process based erosion models (e.g. WEPP [Flanagan et al.,
2001]), which have not been used in this study for several reasons. These are often
preferred because they include more detail on the physical processes occurring in
the soil than the (R)USLE. However, they also require more data to constrain them,
which are not available in many regions [Kinnell, 2010; Bagarello et al., 2010]. The
simplicity of the (R)USLE equation is its strength, as it can be used in a wider
range of situations than more sophisticated process models. In regions with limited
data, this enables (albeit very simple) studies of the influence of rainfall on erosion,
without considering the intricate soil processes involved. In addition, the application
of process based models is usually limited to the field or catchment scale because
of computational expense, and they are often not suitable for climatological time
frames. For these reasons, the (R)USLE model continues to be widely used (in over
100 countries [USDA, 2013]).
1.3.3 Climate models and soil erosion
Soil erosion is likely to be affected by climate change via two broad pathways:
factors which influence the land surface, and those which change the climate drivers
of erosion, namely wind and rain. The first of these encompasses a number of
possible influences, including plant biomass production, decomposition rates, soil
microbial activity, evapotranspiration and changes in human land use. These effects
are difficult to quantify, but Nearing [2001] suggests that changes in rainfall erosivity
are likely to dominate.
Erosion models require climate data at high temporal and spatial resolutions. The
potential of data from global climate models (general circulation models, GCMs) to
be used as input for ecological models has been recognized by many authors. There
are two main obstacles to this approach: spatial and temporal downscaling from the
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coarse GCM projections. Previous studies have used statistical methods to combat
these issues.
For temporal disaggregation, Renard and Freimund [1994] developed empirical re-
lations between erosivity and annual rainfall data in the United States. Their work
built upon several other studies which had done the same elsewhere in the world.
Nearing [2001] calculated erosivity values from GCM projections over the United
States using this method, but made no attempt to obtain information at higher
spatial resolutions. An alternative approach has been to use stochastic weather gen-
erators to produce rainfall data at the frequencies needed for hydrological impact
models. CLIGEN [Nicks and Gander , 1994] was developed specifically to generate
input data for WEPP, and was later used to calculate RUSLE erosivity indices [Yu,
2002]. An alternative method to using GCM projections has been to run CLIGEN
on historical climate observations and perturb these data to reflect plausible future
outcomes [Pruski and Nearing, 2002b].
To obtain local information from model data at low spatial resolutions, Zhang [2005],
Zhang [2007] and Zhang et al. [2010] fitted transfer functions between GCM output
for the 20th century and local observations and then applied the same function to
future model projections. High frequency data was then obtained from the monthly
model output using CLIGEN and used to generate erosivity indices and force erosion
models. Studies often employ the ‘change factor’ method, applying relative shifts
in climate parameters obtained from climate model output directly to local baseline
time series to infer likely local changes without attempting to account for differences
in climate variability across spatial scales [Pruski and Nearing, 2002a; Hansen and
Ines, 2005; Favis-Mortlock and Guerra, 1999].
Wood et al. [2004] discussed methods for downscaling both GCM and low resolution
regional climate model (RCM) data for input to a range of hydrological models, but
this has not been done for erosion models. Further spatial downscaling of RCM data
would be required to provide site-specific data, but RCMs run at high resolutions
could be used to conduct erosion studies on regional or catchment scales. Given
sufficient computing resources, RCMs can be tailored to specific needs, delivering
output at sub-daily frequencies over limited areas and time periods.
Current erosion models include considerable detail on soil processes but employ
simplified treatments of rainfall. This research explores an alternative approach,
using a RCM to simulate rainfall erosivity. This approach permits simplistic soil
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erosion studies from an atmospheric science perspective. Using a climate model in
this way enables dynamic investigations into the role of weather and climate in soil
erosion, and how this may alter in a changing climate and on spatial scales where
it is not practical to obtain data to parameterise erosion models.
1.4 Thesis outline
This thesis explores the potential of a RCM to be used for erosion studies by sim-
ulating rainfall erosivity. Chapter 2 provides an overview of dynamic models of the
atmosphere, including the Weather Research and Forecasting (WRF) model used for
this research. In particular, the treatment of cloud microphysics in the WRF model
is described, as this is the basis for the work presented in chapters 4 and 5. Chapter
3 tests the common assumption that erosion is caused entirely by heavy storm rain,
using a one year WRF model simulation of rainfall erosivity in the Caucasus region
as a case study. Chapter 4 presents the first dynamic simulation of rainfall kinetic
energy flux, an important quantity in erosion modelling, using a cloud-resolving ver-
sion of WRF. The influence of aerosols on rainfall erosivity is explored in chapter 5.
A stationary supercell storm with heavy precipitation and a gentle orographic rain
event provide the two idealised case studies used to illustrate that aerosols may have
an effect on rainfall erosivity and therefore on soil erosion.
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2 Dynamic models of the
atmosphere
2.1 Concepts
Parameterisation
The climate on a global scale is represented by general circulation models. The
spatial resolution of these models is typically on the order of 100 to 300 km but
continues to increase with computational power [Salathe Jr et al., 2010]. Processes
occuring at sub-grid scales contribute sources and sinks of momentum and energy,
but cannot be explicitly resolved [Hartmann, 1994]. These features must be param-
eterised: the effect of these processes on those that are resolved is specified based on
the resolved fields. These parameterisations are a major cause of divergence between
models and a chief concern when considering model deficiencies [Von Storch, 2006].
Regional climate models
Information is often required at higher resolution than provided by GCMs, for ex-
ample when climate or meteorological data is needed for a specific site, or when the
topography of a region (which may not be well resolved) is likely to significantly
affect the local climate and weather patterns. This is either achieved by statistical
downscaling, which does not account for the influence of local terrain on weather
systems [Salathe Jr et al., 2010] and assumes that the relationship between large
and small scale behaviour is invariant [Huntingford et al., 2003], or with the use of
a regional climate model [Von Storch, 2006]. RCMs operate on a limited area, and
are forced at the boundaries of their domain by data that describes the large scale
dynamics, provided by a GCM or reanalysis data. Reanalyses are best estimates of
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the state of the atmosphere at a given time, produced by a global model of the at-
mosphere and/or ocean constrained by observations [Von Storch, 2006]. Depending
on their resolution, which may range from metres to tens of kilometres [Leung et al.,
2006; Zhang et al., 2009], regional models are able to resolve features of the local
terrain in more detail, and therefore better represent those mesoscale processes that
are affected by these features (e.g. orographic precipitation). Usually, local features
represented by regional models are not fed back onto the larger scale, so their effect
on the wider meteorological conditions is not captured [Salathe Jr et al., 2010]. It
is important to note that regional model simulations, when forced by data from a
GCM at the boundaries, will inherently reflect biases from both models. Forcing
using reanalysis data, or performing several simulations using a range of GCMs, can
help to isolate deficiencies in the regional model [Salathe Jr et al., 2010; Von Storch,
2006]. The drawback of regional models lies in this inability to explicitly resolve
biases, and in the computational power they necessitate.
2.2 Theory
The same primitive equations underpin all models of atmospheric physics. These are
the Euler equations, which correspond to the full Navier-Stokes equation for fluid
flow with zero viscosity and heat conduction terms, plus conservation of mass and
energy. The Navier-Stokes equation describes the flow of a moving viscous fluid.
It is derived by application of Newton’s Second Law to a moving parcel of fluid,
whereby the acceleration of a body is equal to the sum of all the forces acting upon
it. This is the law of conservation of momentum.
Du
Dt
= −1
ρ
∇p− [2Ω× u−Ω× (Ω×r)]− gk− µ
ρ
∇2u (2.1)
In equation 2.1, the operator D
Dt
= ∂
∂t
+u.∇ is the material derivative, which describes
the rate of change with time following the motion of the parcel. ρ is the air density,
p is the pressure, µ is the dynamic viscosity, Ω is the angular velocity of the Earth,
u is the velocity vector (measured in the rotating frame), r is the radial distance
from the Earth’s centre, g is the gravitational acceleration, and k is the unit vertical
vector. Du
Dt
is the acceleration and the terms on the right hand side of equation 2.1
represent the forces acting on a parcel of fluid. These are, from left to right, forces
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arising from pressure differences, the Earth’s rotation, gravity and viscosity. This
can be expanded to give three equations, one for each of the three components of the
acceleration vector. Solving equation 2.1 requires additional assumptions because
the five unknown quantities (three components of u, ρ and p) require five prognostic
equations. The Navier-Stokes equations can be simplified for a non-viscous fluid as
follows:
Du
Dt
= −1
ρ
∂p
∂x
+ Fx (2.2)
Dv
Dt
= −1
ρ
∂p
∂y
+ Fy (2.3)
Dw
Dt
= −1
ρ
∂p
∂z
− g + Fz (2.4)
where u=(u,v,w) and Fx, Fy, Fz are the non-pressure forces including rotational
and turbulent mixing, as well as forces arising from model physics such as sub-grid
parameterisations. Conservation of mass (the continuity equation 2.5) and energy
(the First Law of Thermodynamics, equation 2.6) are also required:
Dρ
Dt
+ ρ∇.u = 0 (2.5)
Dθ
Dt
= Q
cp
(
p
p0
)−R/cp
(2.6)
where p0 is the surface pressure, R is the universal gas constant, cp is the specific
heat capacity at constant pressure, θ is the potential temperature and Q are heat
sources and sinks.
These equations can be written in a variety of forms to account for the intended
application, such as for solutions on different map projections or to make approxi-
mations for incompressibility or hydrostatic balance. In particular, they are usually
adjusted to include water vapour, an essential component of the climate system.
Where water vapour is included, an equation for conservation of each of these water
species is needed:
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Dqm
Dt
= Sqm (2.7)
where qm is the mass of each water species m =vapour, cloud, rain etc. and Sqm
represents the sinks and sources of each species.
Finally, an equation of state is adopted to relate density changes to variations in
pressure and temperature. It is assumed that the atmosphere behaves as an ideal
gas, such that
p = ρR∗T (2.8)
where R∗ is the specific gas constant (R per unit mass). This provides six equa-
tions and six unknown quantities u, v, w, ρ, p and T , plus a prognostic equation for
each water species [Andrews, 2010; Cushman-Roisin, 1994; Hartmann, 1994; Laprise,
1992]. These may be solved given boundary conditions, which are discussed further
below.
2.3 The Weather Research and Forecasting Model
The Weather Research and Forecasting model (WRF, Skamarock et al. [2008]) is
a mesoscale numerical weather prediction (NWP) model designed for flexible use
across a range of physical scales. It was developed and is supported for both re-
search and operational applications, and is intended to assist connections between
these two areas. WRF is an open source community model and can be run on a
range of computing platforms. Applications inlude real time forecasting, regional
climate modelling, physics research, ocean-atmosphere coupling, data assimilation
and idealised simulations [Skamarock et al., 2008]. It contains a range of physics
options and paramaterisation schemes and its flexibility to be run both as a regional
climate model and as a simple idealised cloud resolving model lends itself well to
the research conducted for this thesis.
The model uses a terrain-following sigma vertical coordinate system, commonly
employed in other models, which permits simulations over complex orography as
demonstrated in chapter 3. The model top is maintained at constant pressure, with
options to user-define the vertical levels and minimum pressure. It is run on a
Arakawa-C grid staggering, in which the horizontal wind velocity components are
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positioned in the centre of the cell edges, while all other variables (mass, thermody-
namic, scalars etc.) are in the centre of the cell [Skamarock et al., 2008].
WRF solves the fully compressible, non-hydrostatic Euler equations in flux form,
including moisture. These equations (equations 2.2 to 2.7) are recast in terms of
a base state atmosphere in dry hydrostatic balance plus a perturbation term to
avoid truncation and numerical errors in horizontal and vertical pressure gradients.
They are also reformulated for solutions on a range of map projections and for the
sigma vertical coordinate system. The core prognostic variables are the u, v and w
components of the wind velocity, perturbation geopotential, perturbation potential
temperature and perturbation surface pressure of dry air. In addition, scalars such
as mixing ratios and number concentrations of water vapour, rain/cloud water and
ice species and chemical tracers are also prognosed depending on the physics options
employed.
The model is advanced in time using a Runge-Kutta time integration procedure
(RK3), in which the lower frequency modes, which are also the most meteorologically
relevant, are integrated every model time step, while higher frequency ’acoustic’
modes are advanced at sub-time step intervals. This maintains model stability at
minimum computational cost. The acoustic time stepping contributes the major
portion of the computational cost, but much of the most expensive model physics is
performed in the longer time step or external to the RK3 procedure using additive
time splitting. Savings are made by using a time step that is large compared with
the acoustic time step [Skamarock et al., 2008].
WRF is a limited area model, run over a prescribed domain. Boundary conditions
provide a constraint on the regional model, ensuring that the simulation within the
domain is consistent with the wider meteorology. The lateral boundary conditions
are specified for real data cases using a relaxation boundary condition, whereby the
outermost grid box corresponds exactly to the input data while in the relaxation
zone (typically the four grid boxes next to the specified layer) the model fields are re-
laxed towards the specified boundary conditions. WRF can also optionally be forced
with sea surface temperatures throughout the simulation. These may be data from
reanalyses, GCMs or observations processed using the WRF Preprocessing System
(WPS). In addition to the lateral boundary forcings, WRF must be intialised over
the domain at the start of a simulation. The fields required for this are three-
dimensional (3D) temperature, pressure, u and v components of horizontal wind,
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relative humidity and geopotential height fields. Two-dimensional (2D) surface pres-
sure, temperature, relative humidity and u and v fields, and sea level pressure are
also needed. The model uses 2D soil temperature and moisture, and static 2D data
for terrain elevation, land use, soil texture categories and a land-sea mask, as well
as information about the map projection, Coriolis and latitude/longitude points in
the domain [Skamarock et al., 2008].
Nesting of domains can be used to obtain higher horizontal resolution over a por-
tion of the outer domain. Boundary conditions for the fine resolution domain(s)
are calculated by interpolating the coarse grid simulation fields. To retain model
stability, the resolution must be gradually increased from the coarsest data used to
force the outer domain to the innermost domain with high resolution. When very
high resolution is required this is achieved using multiple nests.
Several idealised test cases are provided with the standard WRF model release.
These can be 1D, 2D or 3D and the default physics simulated is drastically simplified.
In most cases radiation physics is excluded and there are no surface fluxes (no heat
or moisture fluxes) or frictional effects. Unlike in real data simulations, boundary
conditions are not specified and may be open, periodic or symmetric. The model is
initialised using a reference atmospheric state which is computed from a 1D sounding
of potential temperature, water vapour mixing ratio and the two components of the
horizontal wind velocity at specified heights above the ground, as well as surface
values for pressure, potential temperature and water vapour mixing ratio. The
reference state (dry hydrostatic balance) and perturbation terms needed to initialise
the model are computed assuming that these data represent an atmosphere in moist
hydrostatic balance. The input sounding is contained in a simple text file which is
easily modified by the user. This simplified version of the model provides a valuable
testing ground for atmospheric dynamics and cloud physics.
2.3.1 Physics options within WRF
WRF contains several physics options, which fall into the following categories: mi-
crophysics, cumulus parameterisation, planetary boundary layer (PBL), land sur-
face, radiation and diffusion. The physics packages compute changes in the tenden-
cies of wind, potential temperature and moisture fields arising because of unresolved
sub-grid scale processes. These represent sources and sinks of energy in the Euler
equations which are not captured at the grid resolution.
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The physics packages are executed in the following order: radiation, surface, PBL,
cumulus and finally microphysics. All except the microphysics are integrated within
the first RK3 time loop (ie. over the full model time step rather than the smaller
acoustic step). Microphysics is the last operation before the time step is advanced,
and is executed after the normal RK3 steps as an adjustment prcoess. This is done
to ensure that the saturation balance matches the final temperature and moisture
for the next time step. In addition, the microphysics scheme provides a latent heat
forcing for the calculation of potential temperature by the dynamics solver. The
model diffusion parameterises horizontal and vertical turbulent mixing. Diffusion
is separated from the other physics options in the model, and is executed by the
dynamics solver.
Surface rainfall is computed by both the microphysics and cumulus parameterisa-
tions. The total precipitation produced by the model is the sum of the sub-grid
(cumulus) and resolved (microphysics) precipitation fields. Microphysics provides
updates for moisture and temperature tendencies from resolved grid scale water
vapour, cloud and precipitation processes. More information about microphysics
schemes is provided in sec. 2.4. A cumulus parameterisation is used to capture
the effects of sub-grid scale updrafts and downdrafts on vertical profiles of heat and
moisture and on surface rainfall. Precipitation produced by this scheme is calculated
independently from the microphysics precipitation. A cumulus parameterisation is
not needed at resolutions below about 5 km as at this scale the model is able to
resolve the convective fluxes explicitly. Above about 10 km the unresolved con-
vection may be substantial and without a cumulus parameterisation latent heating
and precipitation fields may be severely affected. Scales between 5 and 10 km are
more difficult, as in this region some, but not all, convective eddies may be resolved.
Neither the microphysics nor the cumulus parameterisations use a cloud fraction
scheme.
The purpose of the surface layer physics is to feed data into the land surface scheme
for the calculation of surface heat and moisture fluxes, and to provide friction ve-
locities for the calculation of surface stress by the PBL package. Over water, fluxes
are computed within the surface layer scheme. The land surface scheme computes
heat and moisture fluxes over land and sea-ice grids. This is done using informa-
tion provided by the surface layer and radiation schemes, and total precipitation
from the cumulus and microphysics schemes. The complexities of the schemes vary,
for example in their treatment of vegetation and canopy effects, surface runoff and
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number of soil layers. Land state variables (e.g. soil moisture and temperature) are
also updated. The PBL scheme provides tendencies of temperature, moisture and
momentum due to sub-grid vertical flux transport from unresolved eddies. It does
this throughout the column, in the well mixed boundary layer but also in the stable
layer above, using fluxes from the surface layer and land surface schemes. Finally,
the radiation scheme calculates atmospheric heating from short and longwave ra-
diative processes. Cloud fraction is considered within the radiation scheme, but is
not included in the calculation of precipitation by the cumulus and microphysics
parameterisations.
The model is conservative for scalars (e.g. mass of cloud species, equation 2.7), but
the advection procedure does not guarantee ’positive definiteness’, meaning that
negative values are permitted, and are offset by adding positive values. Several
physics packages do not allow negative values and will set them to zero, resulting in
a net mass increase. A positive definite correction option is available to avoid this
problem [Skamarock et al., 2008].
2.4 Microphysics parameterisation schemes
Microphysics parameterisation schemes predict changes in moisture and precipi-
tation fields in models of the atmosphere. They also compute local temperature
tendencies from latent heating occurring during phase transitions in the cloud and
feed this information back to the model.
Microphysics paramaterisations can be separated into two categories: bin and bulk
schemes. In the more comprehensive bin approach the size distribution of each
hydrometeor is explicitly computed in the model, based on several tens of bins for
each hydrometeor type (cloud, rain, ice, snow etc.). This entails storing variables
for each bin and hydrometeor throughout the model integration and is prohibitively
costly for most mesoscale modelling applications [Cohard and Pinty, 2000]. In the
simpler bulk parameterisation models, a functional form for the size distribution
of each hydrometeor is assumed, and only integral parameters of this distribution
are computed during the model simulation (e.g. Thompson et al. [2004]; Morrison
et al. [2009]; Lim and Hong [2010]; Milbrandt and Yau [2005]; Cohard and Pinty
[2000]; Ferrier [1994]). The bulk approach saves significantly on computational
costs [Cohard and Pinty, 2000; Khain et al., 2000], but carries other disadvantages
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relating to the accurate representation of the many complex physical processes it
attempts to capture. All the microphysics schemes considered in this thesis are of
the bulk variety.
2.4.1 Bulk parameterisation equations
Most schemes use the three parameter PSD in equation 1.22, restated here for
reference:
N(D) = N0Dµ exp(−λD) (2.9)
With a shape parameter, µ, of zero, equation 2.9 reduces to an exponential distri-
bution. The nth integral moment of the PSD is then
m(n) =
ˆ ∞
0
DnN(D)dD (2.10)
The error incurred by integrating over the limits [0,∞] rather than over the realistic
range of drop sizes is small and is routinely neglected [Srivastava, 1967;Willis, 1984].
Most schemes are either single or double moment in each hydrometeor class, mean-
ing that they prognose either one or two integral moments of the PSD. The two
moments most commonly predicted are the zeroth and the third, as these have
physically useful interpretations. The zeroth moment is the total number concen-
tration, and the third is proportional to the mass content assuming particles are
spherical. The double moment approach predicts both of these, while single mo-
ment schemes predict only mass [Milbrandt and Yau, 2005]. Computing the third
moment allows the rainfall rate to be found from the mass content according to
i ∝
ˆ ∞
0
D3N(D)V (D)dD (2.11)
Three equations are required to fit all three parameters of equation 2.9. In the
double moment case, there are two equations and the shape parameter, µ is usually
held constant or diagnosed from known model variables. N0 and slope parameter,
λ, can be computed from the predicted number concentration, NT , and mass mixing
ratio, Q:
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N0 = NT
λµ+1
Γ(µ+ 1) (2.12)
λ =
[
cNTΓ(1 + µ+ d)
ρQΓ(1 + µ)
]1/d
(2.13)
where Γ is the gamma function1, ρ is the air density and c and d are the constants
in the mass relation (equation 1.23).
With only one prognostic equation, single moment schemes either fix or diagnose N0.
NT and λ can then be found by rearranging the terms in equations 2.12 and 2.13.
It is a challenge of any parameterisation scheme to represent different regimes using
the same set of equations. Observations indicate that N0 can vary dramatically
in time and between regions [Waldvogel, 1974]. Incorporating a variable intercept
into a Marshall and Palmer [1948] PSD can better account for a range of scenarios
with different particle sizes and is computationally cheaper than adding number
concentration as an extra prognostic variable [Thompson et al., 2004, 2008; Abel and
Boutle, 2012]. Relating N0 to mass is a common approach [Abel and Boutle, 2012;
Reisner et al., 1998; Thompson et al., 2008, 2004], but for the snow PSD temperature
is sometimes used [Thompson et al., 2004]. Moreover, the microphysical structure
of different storm types (e.g. convective and stratiform rain) can be very different,
and allowing the PSD parameters to vary independently is the most realistic way to
represent these variations.
A terminal velocity-diameter relation, V (D), is also adopted. In many schemes this
can be expressed in the general form:
V (D) =
√
ρ0
ρ
aDb exp(−fD) (2.14)
where a, b and f are empirically determined constants. This is based on measure-
ments at sea level (e.g. Gunn and Kinzer [1949]; Laws [1941]), so the scaling factor√
ρ0
ρ
, where ρ0 is the surface air density, is included to account for the reduction with
height in the drag force felt by falling particles as air becomes less dense [Ferrier ,
1994]. Number and mass do not sediment at the same rate. The moment-weighted
terminal velocity is used for each, so that number concentration sediments at the
1Γ(n) =
´∞
0 x
n−1e−xdx = (n− 1)![Boas, 1983]
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number weighted fall speed, [V ]NT , and mass at the mass-weighted speed, [V ]Q
[Milbrandt and Yau, 2005]:
[V ]Q =
´
M(D)N(D)V (D)dD´
M(D)N(D)dD (2.15)
[V ]NT =
´
N(D)V (D)dD´
N(D)dD (2.16)
where M(D) is the particle mass (equation 1.23).
Large particles, falling faster than smaller ones, appear preferentially at lower levels
in the atmosphere. The different sedimentation rates of mass and number concentra-
tion in double moment schemes allow this natural size sorting effect to be represented
to some extent in the model. As [V ]Q is always greater than [V ]NT , the ratio Q/NT is
higher in the lower model levels. The mean-mass diameter, Dm =
[
ρQ
cNT
]1/d
, therefore
also increases towards the ground [Milbrandt and Yau, 2005]. This effect cannot be
represented in a single moment scheme because, in this case, NT varies monotoni-
cally with Q. This is unrealistic, as some microphysical processes clearly show that
these quantities can vary independently in nature. For example, diffusional growth
increases Q but does not change NT , while the opposite is true for the breakup
of large unstable raindrops. Single moment schemes which incorporate a variable
intercept N0 (e.g. Thompson et al. [2004], Abel and Boutle [2012]) go some way
towards rectifying this problem, but this requires an appropriate diagnostic relation
which may not be appropriate for all situations and model setups.
The shape parameter, µ, however, is not permitted to vary independently, as this
would require a third prognostic equation. Milbrandt and Yau [2005] showed that the
shape parameter is important for acheiving the correct degree of vertical size sorting
in the column. Excessive size sorting can occur with double moment schemes after
longer time periods because the relative sedimentation velocity of mass compared
with number concentration, [V ]Q/[V ]NT is allowed to diverge without limit [Shipway
and Hill, 2012; Milbrandt and Yau, 2005]. In a fully prognostic situation, µ increases
with the degree of size sorting, effectively constraining this to within physically
realistic bounds. While three moment schemes remain unfeasible computationally,
Milbrandt and Yau [2005] also found that higher values of µ are preferable, with an
exponential PSD (µ=0) performing least well.
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The treatment of sedimentation in microphysics schemes is important for the re-
search presented in this thesis, which relies on the representation of the size of
raindrops arriving at the ground. Errors introduced by this problem can be par-
ticularly large for higher order moments [Milbrandt and McTaggart-Cowan, 2010],
and so are important for the surface level rainfall kinetic energy flux calculations
presented in chapter 4.
The shape parameter is also important for precipitation development because of its
effect on particle interactions. A narrower spectrum will inhibit collisions. This can
reduce raindrop formation and freezing of cloud droplets [Morrison et al., 2005],
and inhibit the formation of large raindrops. It could also impact other collision
dependent microphysical processes such as riming.
2.4.2 Microphysical continuity equations
Kessler [1969] proposed the earliest parameterisation model of precipitation, and
described the basic mass continuity equation that underpins modern microphysics
schemes. These equations have since been extended to include prognostic equations
for the number concentrations of hydrometeors. They may be generalised in the
following way, where NTx is the number concentration and Qx is the mass mixing
ratio of each hydrometeor, x [Ferrier , 1994]:
∂NTx
∂t
= −∇.(VNTx) + TURB(NTx) + ∂
∂z
(Nx[Vx]NT ) +
dNTx
dt
(2.17)
∂Qx
∂t
= −1
ρ
∇.(ρVQx) + TURB(Qx) + 1
ρ
∂
∂z
(ρQx[Vx]Q) +
dQx
dt
(2.18)
Here ρ is the air density and V is the 3D velocity vector. The terms on the right
hand side of 2.17 and 2.18 represent, from left to right, changes in NTx and Qx by
advection, turbulent diffusion, vertical flux convergence (sedimentation) and micro-
physical sources and sinks.
The last term encapsulates the local changes in mass/number by microphysical
processes described in sec. 1.2 (nucleation, condensation, evaporation, coalescence,
accretion, breakup, riming, aggregation etc.) and by others which have not been
described in detail such as the melting of ice particles into raindrops as they pass
through the melting layer. Ferrier [1994] showed that it was more important to
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preserve the spectral characteristics of interacting hydrometeors (i.e. the slope and
intercept parameters of the PSDs) than their number concentration, particularly for
higher order moments such as radar reflectivity (proportional toD6). This is because
of errors arising from the fixed PSD shape parameter. The precise source/sink terms
vary between schemes, depending on which hydrometeor classes are included and
the level of complexity of the model (Fig. 2.1). The number of processes that must
be described increases as more hydrometeors are added; for a warm rain scheme,
there are fewer potential interactions between species than in a scheme which also
includes several ice phases.
Figure 2.1: Schematic showing the main processes captured by a microphysics pa-
rameterisation scheme, taken from Morrison et al. [2005]. This example does not
include hail or graupel.
2.4.3 Treatment of supersaturation
Very high resolutions are needed to fully resolve the supersaturation field. This is
needed in order to model droplet activation using the full Köhler relation (equation
1.6), for which the maximum supersaturation is needed. For lower resolutions, ac-
tivation is computed based on the maximum vertical velocity (which itself may be
resolved or parameterised) according to equation 1.8. In many schemes, droplet acti-
vation is not modelled at all, and cloud droplet number concentration is maintained
at a fixed value.
Prognostic supersaturation is also needed to model the rate of diffusion (for conden-
sation/evaporation/deposition/sublimation). To circumvent this problem, a satura-
tion adjustment method is usually employed, whereby any excess vapour (relative
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humidity greater than one) is instantly condensed. Droplet growth using this method
does not depend on drop size according to equation 1.14. The instantaneous satura-
tion approximation is reasonable for liquid water, for which the timescale of kinetic
effects is short so that supersaturation is usually relatively low. This is not true
for ice, where phase relaxation timescales are longer and large supersaturations are
frequently observed. Deposition/sublimation of ice may therefore be modelled using
non-equilibrium vapour diffusion.
2.4.4 WRF microphysics schemes
Four microphysics parameterisation schemes are used during the model simulations
in this thesis: Thompson [Thompson et al., 2008], Morrison [Morrison et al., 2009],
Milbrandt-Yau [Milbrandt and Yau, 2005] and WDM6 [Lim and Hong, 2010]. An
updated version of the Morrison scheme used in chapter 5 is described later in this
section. The remaining schemes are the standard versions released with the WRF
model.
All four schemes predict mass mixing ratio, Qx, and (where double moment) num-
ber concentration, NTx, for each hydrometeor, x, according to equation 2.10, and
follow the microphysical continuity equations 2.17 and 2.18. Some of the main fea-
tures of each model are outlined in Tab. 2.1. The Morrison scheme includes a user
switch for graupel or hail; graupel is used by default. The default versions of Mor-
rison, Thompson and Milbrandt-Yau all impose a constant cloud droplet number
concentation, NTc. WDM6 and the updated Morrison scheme, however, are double
moment in cloud water, predicting the total mass and number of droplets. Unique
among the standard WRF microphysics schemes, WDM6 also predicts the number
concentration of CCN. Cloud water droplets are the only non-sedimenting particle
in all the schemes, except in Morrison where all hydrometeors are given a terminal
fall speed.
The size distributions adopted for each class of hydrometeor in the four schemes are
summarised in Tab. 2.2. Most can be expressed using the three parameter gamma
distribution in equation 2.9. Exceptions to this are snow in the Thompson scheme
and cloud ice and water in WDM6. The snow size distribution in Thompson is the
sum of an exponential and gamma distribution, which is able to account for the
observed “super-exponential” distribution of very small snowflakes, while still ac-
commodating the slope of larger particles [Thompson et al., 2008]. In WDM6, cloud
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Microphysics scheme Mass predicted Number predicted
Thompson c, r, i, s, g r, i,
Morrison c, r, i, s, g/h r, i, s, g/h
Milbrandt-Yau c, r, i, s, g, h r, i, s, g
WDM6 c, r, i, s, g c, r, CCN
Table 2.1: Hydrometeor classes included in each microphysics scheme, separated
into those for which mass and number are prognosed. c=cloud water, r=rain,
i=cloud ice, s=snow, g=graupel, h=hail, CCN=cloud condensation nuclei.
Adapted from Skamarock et al. [2008].
water follows a generalised gamma distribution, of which equation 2.9 is a particular
form with υ=1 (Tab. 2.2). The treatment of cloud ice in WDM6 is different and will
be briefly described at the end of this section. In Thompson, the shape parameters
for rain, ice and graupel can be easily altered by the user, and in Milbrandt-Yau
this can be done for all hydrometeors.
Most particles are assumed to be spherical, with d=3 and c = piρp/6 in equation 1.23.
Snow is an exception: in Thompson M(D) = 0.069D2 and in WDM6
M(D) = 0.1597D2.078.
The terminal velocity relation, V (D), adopted for all precipitating hydrometeors in
all four microphysics schemes conforms to equation 2.14. Tab. 2.3 gives the values of
the constants in this relationship. Morrison, Milbrandt-Yau and WDM6 all adopt
a straight power law function (f=0), and only Thompson includes an exponential
term. This is an important difference between the schemes, which is explored further
in chapter 4. Note that there is no dependence of the sedimentation rate on vertical
wind speed. Particles should sediment only when their weight exceeds the upward
force arising from updrafts, so drop size should increase with updraft strength. This
is achieved indirectly by advection in the double moment schemes. Smaller drops
which should be held aloft by a given updraft strength will fall a distance during
one time step but be lifted by wind in the subsequent step, while larger drops will
fall further in the same time and reach the ground more quickly.
An attempt is made to control excessive size sorting owing to the differential sedi-
mentation velocities of number and mass concentration in Thompson, Morrison and
Milbrandt-Yau. WDM6 does not impose any controls on excessive size sorting, with
the result that unphysically large raindrops can sometimes appear at ground level.
Thompson and Morrison achieve this using similar methods. Thompson imposes a
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maximum raindrop median volume diameter (mvd) of 2.5 mm. Morrison does this
with a minimum value for the slope parameter λ, applied to all hydrometeors. In the
case of rain, this can be understood as forced drop breakup. For other particles this
does not hold, but may still be necessary for numerical reasons [Milbrandt and Yau,
2005]. In Milbrandt-Yau size sorting is controlled by using a higher value for µ in
equation 2.16, so that [Vx]NT is increased slightly while [Vx]Q is unchanged, resulting
in a decrease in size sorting [Milbrandt and McTaggart-Cowan, 2010]. Despite these
controls, size sorting can still be too large in these schemes [Shipway and Hill, 2012;
Milbrandt and Yau, 2005].
Updated Morrison scheme with prognostic cloud droplet number
The Morrison scheme has been adapted to include a prognostic treatment of cloud
droplet number concentration [Fan et al., 2012; Morrison et al., 2005] (provided
by Hugh Morrison via personal communication). In the updated Morrison scheme,
droplet activation is based on a power law CCN distribution (equation 1.7). The
empirical parameters c (the number of activated CCN with a supersaturation of 1%)
and k remain constant during the simulation, so NCCN is not prognostic.
Supersaturation is not resolved by the model, and CCN are activated based on the
resolved vertical velocity at the cloud base, w, according to equation 1.8, assuming no
initial cloud water is present. Cloud droplets are activated according to the number
of activated CCN and existing cloud drops, the sum of which are constrained to
equal the background CCN concentrations:
[NTc]t+1 =
NCCN − [NTc]t
4t (2.19)
where [NTc]t+1 and [NTc]t are the number of cloud droplets at times t and t + 1,
respectively and 4t is the model time step. All other sources and sinks of CCN are
ignored. No distinction is made between aerosols of different size or chemical com-
position, and no vertical variation in background CCN concentrations is accounted
for in the initial conditions. A saturation adjustment method is employed for con-
densation and evaporation, while deposition and sublimation of ice occur through
non-equilibrium vapour diffusion.
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WDM6
Treatment of cloud droplet formation and cloud ice in WDM6 differs from the other
three schemes. Cloud droplet number prediction in WDM6 is similar to in the
updated Morrison scheme, but with some key exceptions. No account is made of
the inability of the model to resolve the supersaturation field in WDM6 (as is done
using equation 1.8 in the updated Morrison scheme). Instead, CCN activation is
computed based on equation 1.7. The coefficient k is fixed, while c is also effectively
predefined by choosing the initial CCN concentration, NCCN |t=0, and fixing the
required maximum supersaturation to activate all CCN, skmax=0.48%. The total
number of activated CCN and cloud droplets are constrained by the background
CCN count: NCCN |t=0 = NCCN + NTc. Within this constraint, CCN number is
altered by evaporation of cloud water and activation of cloud droplets. No other
sources or sinks are considered. CCN number is therefore not fully prognostic. At
s = smax,
c = (NCCN +NTc)s−kmax (2.20)
The number of CCN activated in a given time step, na, can then be written according
to equation 1.7:
na = (NCCN +NTc)
(
s
smax
)k
(2.21)
Cloud ice in WDM6 is handled in a different way from in other schemes. In most
schemes, the number concentration of a single moment particle is diagnosed from
parameters of the PSD using equation 2.12. In WDM6 however, no PSD is assumed
for cloud ice. Instead, the number concentration is diagnosed from the mass mixing
ratio:
NT i = 5.38× 107(ρQi)0.75 (2.22)
This equation is based upon an assumption that the fall speed of ice crystals is
related to their mass mixing ratio according to the following empirically determined
relationship:
Vi = 3.29(ρQi)0.16 (2.23)
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Applying this constraint, assuming a mass - diameter relation (equation 1.23) and
taking the mean mass of a crystal to be ρQi/Ni results in the terminal velocity -
diameter equation given in Tab. 2.3.
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Table 2.2: Summary of PSDs for each microphysics scheme. The default values
for parameters are given, and * denotes those which can be easily altered by the
user. NTc is the total cloud droplet number and is prescribed in the Thompson
and default Morrison and Milbrandt-Yau schemes. For single moment species
following a gamma PSD (equation 2.9), N0 is either fixed (const.) or diagnosed
as a function of another variable. µ is fixed in most cases, or diagnosed from NT .
m(n) is the nth moment of the size distribution (equation 2.10).
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3 The contribution of light rain to
rainfall erosivity: a case study in
the Caucasus region
3.1 Introduction
Low intensity rain is assumed to have a negligible contribution to erosion in the
(R)USLE. This is reflected in the minimum intensity threshold of 0.5 in/6 hr (2mmhr−1)
stipulated in the (R)USLE guidelines [Wischmeier and Smith, 1978; Renard et al.,
1997]. It is also embedded in the construction of the EI30 erosivity index, which
requires an event based treatment, classifying rainfall data into storm periods and
excluding rain occurring between storms (sec. 1.3.2). This chapter tests this assump-
tion, using a one year WRF simulation over the Caucasus region to quantify the
contribution of light and non-storm rain to rainfall erosivity.
Some studies suggest that low intensity precipitation can cause substantial erosion.
In Scotland, a 24-hour rainstorm caused widespread erosion in 1992, though in-
tensities were generally below 4mmhr−1 [Kirkbride and Reeves, 1993]. South of
Madrid, lighter rainfall was found to contribute as much as 69% to total erosion
from 1994-2005 owing to a high relative occurrence of light compared to extreme
events [Marques et al., 2008]. However, lighter rainfall in that study was defined
as below 10mmhr−1, higher than the 2mmhr−1 (R)USLE threshold. Events of ap-
proximately 3.7mmhr−1 intensity caused 19% of sediment loss during 1997-2006
at another location in Spain [Baartman et al., 2012]. However, these studies only
analysed low intensity storms, ignoring precipitation that occurs between events. In
general, lack of data is a serious hindrance to a more systematic study. Because of
this, a regional climate model can be a useful by enabling a more comprehensive
study.
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3.1.1 The Caucasus region
3.1.1.1 Geography
The focus region for this chapter is illustrated in Fig. 3.1 and Fig. 3.2. The area
consists of eastern Turkey and the area between the Black and Caspian Seas (Geor-
gia, Azerbaijan, Armenia, the southernmost part of the Southern Federal District
of Russia, and north-west Iran). This includes the Caucasus Mountains, which
run from the north eastern edge of the Black Sea to the west of the Caspian Sea.
South of this are the Lesser Caucasus, which are lower in height (highest peak of
4000m compared with over 5000m for the Greater Caucasus) and span a larger
area. Between these regions a valley runs from north-west to south-east. Turkey
is most mountainous in the east and has an average altitude of 1,132m [Demirci
and Karaburun, 2011]. These complex and highly varying topographical features
necessitate the use of a regional climate model run at sufficient spatial resolution
to resolve key features of the landscape. This has been identified as an important
requirement for modelling the climate of the region and a problem associated with
using coarse resolution GCMs in the area [Evans, 2008; Lelieveld et al., 2012; Evans
et al., 2004].
Figure 3.1: Map of the broad region of interest for this study [Google, 2013]. Coun-
try borders and names are shown in yellow. The Caspian Sea is in the east, the
Black Sea in the north-west and the eastern part of the Mediterranean Sea can
be seen in the south-west of the image.
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Figure 3.2: Terrain height (m) in eastern Turkey and the Caucasus. The outline
of the Caspian sea in the east and the Black Sea in the north-west are also shown.
Data is taken from the MODIS data set and interpolated to 20 km resolution.
3.1.1.2 Climate
Climatic conditions in the region are varied, and several types of extreme weather
phenomena are observed [Lelieveld et al., 2012]. This is largely attributable to
the complex terrain and abrupt changes in altitude [Mahmudov, 2003; Georgian
Academy of Sciences, 2002; Sensoy, 2013; Armenian Travel Bureau, 2013]. Atlantic
storm tracks passing over Eastern Europe are the predominant source of precipita-
tion, with mountainous areas receiving most rain [Bozkurt et al., 2011].
At the higher altitudes of the Greater Caucasus snow cover is year-round. There are
about 2000 glaciers in the Caucasus, covering an area of 1600 km2 [Shahgedanova
et al., 2009]. In Georgia, high summer temperatures are experienced in the valley
area, while in the mountains conditions tend to be cold and windy in the winter,
with storms and heavy precipitation in the summer [Georgian Academy of Sciences,
2002]. Neighbouring Armenia and Azerbaijan experience similar extremes, with
most precipitation falling as snow in the mountains [Armenian Travel Bureau, 2013;
Heydar Aliyev Foundation, 2013]. Armenia has an average snowfall of 1000mmyr−1
in the mountains [Armenian Travel Bureau, 2013]. In Azerbaijan precipitation varies
from below 200mmyr−1 in the foothills to 1800mmyr−1 in some of the mountainous
areas [Heydar Aliyev Foundation, 2013]. In north-west Iran winters are cold with
heavy snow in the mountains, while summers are dry and hot. Annual precipita-
tion can be as high as 1,700mm [Ministry Of the Islamic Republic of Iran, 2013].
Turkey has a predominantly Mediterranean climate but its complex terrain leads to
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substantial variation around this. The climate in the coastal areas is mild, while
the highlands have hot summers and cold winters. Most precipitation falls in the
winter [Sensoy, 2013].
3.1.1.3 Vulnerabilities
Agriculture is an important sector in the Turkish economy, representing 10% of GDP
and providing 25% of employment in 2010 [European Commission, 2013]. About
70% of Turkish soils suffer from erosion, with 1 billion tons lost per year from a
combination of wind and water erosion [Demirci and Karaburun, 2011]. Nearly
half the land in Azerbaijan is eroded, with water erosion occurring throughout the
country. This poses a serious threat as the agricultural sector sustains 20% of
GDP and employs 29% of the working population [Shelton, 2003]. In Georgia, the
agricultural sector constitutes 28-30% of GDP and between 70 and 100% of soils
suffer from erosion [Kereselidze et al., 2013]. It is also an important area for energy,
with the BTC pipeline running from Baku, on the coast of the Caspian Sea in
Azerbaijan, along the valley via Tbilisi to Ceyhan on the Mediterranean coast of
Turkey. The BTC pipeline transports crude oil from oil fields near the Caspian to
Europe [BP, 2013]. There is concern about the environmental impact caused by the
construction of the pipeline, and about the stability of pipelines and above ground
installations under high erosion rates.
Climate change projections give further cause for concern. The highlands in eastern
Turkey form the headwater region of the Euphrates and Tigris rivers, which provide
water to arid Syria, Iran and Iraq further downstream. The rivers are an essential
source of water for irrigation and for maintaining public health and political stability
in the region [Cullen and Demenocal, 2000]. Model simulations suggest a drying of
the eastern Mediterranean region under increased greenhouse gases, with a reduction
in precipitation predicted by most models by the mid to late 21st century, though the
magnitude of the change varies between models [Giorgi and Lionello, 2008; Bozkurt
and Sen, 2013; Evans, 2008]. This same trend is expected to extend further east over
the Caucasus region and the northern Middle East [Evans, 2008]. This is understood
to be the result of a poleward shift in the Atlantic storm track owing to greater
warming at high latitudes compared with at the equator, leading to a decrease in
cyclone density and intensity in the area [Evans, 2008; Giorgi and Lionello, 2008]. It
could lead to a shift in the dominant precipitation process from large scale cyclonic
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activity to orographically induced rainfall. This has led to projections indicating
that the Euphrates river may have the largest reduction in streamflow of any major
river by 2100 [Nohara et al., 2006].
3.2 Methods
3.2.1 Model setup
The domain used for the model simulation is shown in Fig. 3.3. WRF version 3.3 was
run from 1st January 2009 for one year over the Caucasus region at a horizontal res-
olution of 20 km. Data from the Climate Forecast System Reanalysis (CFSR, Saha
and Coauthors [2006]) at 0.5 degree resolution, produced by the National Centers
for Environmental Protection (NCEP), was used for the boundary conditions.
WRF was run at a horizontal resolution of 20 km, with 60 vertical levels between
the ground and model top at 5000Pa. Sub-grid microphysics and convection were
parameterised according to Thompson et al. [2004] and Kain [2004], respectively,
and boundary layer physics followed Janjic [1994]. Longwave radiation followed
Mlawer et al. [1997] and shortwave radiation followed Dudhia [1989]. Surface runoff
was generated by the NOAH land surface scheme [Chen and Dudhia, 2001]. In
the NOAH scheme, precipitation that is not absorbed by the soil or intercepted by
the canopy becomes surface runoff. This occurs when rainfall intensity exceeds the
maximum infiltration rate of the soil, or because of soil saturation. There are four soil
layers with a fixed water table at a depth of 2m below the surface and assumptions
are made about properties in a given grid point such as hydraulic and diffusive
conductivity, canopy resistance and leaf area index [White and Toumi, 2012]. Soil,
vegetation and land use types are obtained from the MODIS land classifications of
the International Geosphere-Biosphere Programme. Model variables were extracted
every 30 minutes.
3.2.2 Calculations
The calculation of erosivity, R, follows directly from the QE index proposed by
Kinnell et al. [1994] (equation 1.28):
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Figure 3.3: Model simulation domain.
R =
∑
t
qtet(4t)2 (3.1)
where qt is the surface runoff rate (mmhr−1) and et is the kinetic energy flux
(Jm−2hr−1) at time t of rain falling over a time period 4t of 30 minutes. The only
difference between equation 3.1 and equation 1.28 is that here erosivity is evaluated
for all time steps and model grids, rather than only during storms. Kinetic energy
flux was calculated from rain intensity according to both RUSLE and USLE param-
eterisations (equations 1.30 and 1.29). To avoid including runoff from snowmelt,
data were excluded wherever there was snow on the ground. Only warm (liquid)
rain was included in the analysis.
The fraction of total erosivity owing to low intensity rain (defined as rain lighter
than the (R)USLE threshold of 2mmhr−1), FG, was computed using both RUSLE
and USLE erosivities for each model grid:
FG =
Rlow
R
(3.2)
with Rlow calculated in the same way as R (equation 3.1) but including only time
steps with rain intensity below the 2mmhr−1 threshold. The normalisation by R
permits a comparison of the importance of light rain between different areas, as the
magnitude of erosivity will vary spatially. However, in regions with mostly light
rainfall, FG may be extremely high even if the total erosivity is very low. To avoid
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this problem, a minimum erosivity threshold of 1 Jm−1 was applied to each grid. This
threshold was chosen based upon Figure 4 from Kinnell et al. [1994], which regresses
soil loss (in tons (T)/acre (A)) against erosivity (defined according to equation 3.1
in foot-tons (ft-T)×foot (ft)/acre(A)) for storms over a five year period on a plot in
Mississippi. A storm with R=4 ft-T.ft/A (1 Jm−1) produced about 10T/A soil loss.
Total erosivity was found to be insensitive to this threshold up to 10 Jm−1.
Similar terms for the grid level contribution of low intensity rain to the total rainfall
amount (PG), kinetic energy (EG) and surface runoff (QG) are also defined:
XG =
Xlow
X
(3.3)
where X may be substituted for grid total rain amount, kinetic energy or surface
runoff.
A domain-wide measure of the contribution of light rain to erosivity was also com-
puted, for which the total erosivity from low intensity rain was summed over the
whole domain and normalised by the total erosivity from rain of all intensities:
FD =
∑
Rlow∑
R
(3.4)
The analogous expression for the contribution of low intensity rain to the domain
total rainfall amount (PD), kinetic energy (ED) and surface runoff (QD) across the
whole domain is
XD =
∑
Xlow∑
X
(3.5)
where again X can be substituted for rain amount, kinetic energy or surface runoff.
Some low intensity rain may in fact fall within storms that are included in the
(R)USLE erosivity calculations, rather than falling between storms. In particular,
this may be relevant in the build up and tail end of heavy rain events. To explore
this, the contribution to erosivity of heavy rain days, SG, used as a proxy for storm
days, was calculated:
SG =
Rheavy
R
(3.6)
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where Rheavy is the total erosivity in a model grid from heavy rain days, defined as
days with at least one 30-minute period where precipitation intensity exceeds the
99th percentile of rainy 30-minute periods for each grid.
3.3 Results
3.3.1 Model validation
Fig. 3.4 compares annual total precipitation between WRF, CFSR and two obser-
vational datasets, E-OBS [Haylock et al., 2008] and GPCC [Schneider et al., 2011].
CFSR does not assimilate precipitation observations, so the precipitation fields are
6-hour forecasts forced by assimilated observations [Wang et al., 2010]. Both E-OBS
and GPCC are gridded data products. At 0.25 degrees, E-OBS has a higher spa-
tial resolution than GPCC, which is only available at 0.5 degree resolution. E-OBS
is based on rain guage data at observational stations, and therefore contains some
regions with incomplete coverage (as shown in Fig. 3.4a), while GPCC uses both
satellite observations and rain guage data and is available over all land areas. Rain
guages do not measure snowfall, so E-OBS data includes only liquid precipitation,
while GPCC incorporates ice phases as well. GPCC data is monthly, while E-OBS
is reported daily.
Both sets of observations demonstrate that precipitation in the Caucasus is strongly
influenced by orography. Rainfall closely follows the terrain, increasing at higher
elevations (Fig. 3.4, Fig. 3.2). This gives justification for using a regional climate
model run at sufficient spatial resolution to capture these features. Both E-OBS and
GPCC show a precipitation maximum to the east of the Black Sea, which extends
to the south-west along the mountain range. This maximum is greater in the GPCC
data than in E-OBS, which may be attributable to snowfall in the mountains. There
is substantially less precipitation in the east of the domain. Rainfall observations in
the south-west of the domain cannot be compared because of a lack of E-OBS data
coverage in this area.
The spatial pattern of WRF precipitation agrees well with observations, with most
rain occurring around the eastern coast of the Black Sea and in the mountains
(Fig. 3.4c). The structure of the precipitation field produced by WRF differs from
the CFSR field (Fig. 3.4d), with the influence of the complex terrain evident in the
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Figure 3.4: Total annual precipitation (mm) in 2009 from gridded observational
datasets a) E-OBS and b) GPCC, and from c) WRF and d) CFSR models. White
areas in a) and b) are regions with no data coverage.
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WRF model, especially in the detail of the pattern around the Greater Caucasus
Mountains (see Fig. 3.2).
The bias in WRF precipitation compared with EOBS and GPCC is shown in Fig. 3.5.
It is clear that WRF has a wet bias, particularly in the mountains, compared with
both datasets. The maximum east of the Black Sea is greater than in both sets of ob-
servations. However, there is also disagreement between the observations (Fig. 3.4a,
b). WRF agrees reasonably well with E-OBS in the area south-east of the Black
Sea, but GPCC suggests less rainfall occurred here. Between the Black and Caspian
Seas, the wet bias is greater relative to E-OBS data than to GPCC. The precip-
itation bias in WRF can largely be attributed to problems in the forcing model,
CFSR, which produced significantly more rainfall in the mountains than WRF, and
an additional band of heavy precipitation south of this (Fig. 3.4d). This is consistent
with Wang et al. [2010], who found a positive precipitation bias in CFSR over this
region for the period from 1979 to 2008.
Figure 3.5: Relative bias (%) between WRF and a) E-OBS and b) GPCC total
annual precipitation. For both maps, WRF was regridded onto the coarser res-
olution grid to permit a direct comparison. White areas represent grids with
missing observational data.
Domain-mean total rainfall for the year was 616mm in E-OBS and 686mm in GPCC.
To enable a more direct comparison, WRF and CFSR model output were regrid-
ded onto the E-OBS and GPCC grids, and grids/time steps with missing data
were excluded from the validation. Given the different geographical coverage of the
observations, this resulted in quite different areas being considered for each valida-
tion. Over the E-OBS area, mean total precipitation in WRF was 903mm (bias
of +46% compared with E-OBS), and 965mm in CFSR (+57% compared with E-
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OBS). For the GPCC area (all land areas), mean total precipitation was 996mm in
WRF (+45% compared with GPCC) and 959mm in CFSR (+40% compared with
GPCC). The GPCC area includes the south-west corner of the domain, where WRF
rains more than the forcing model CFSR.
The seasonal picture is similar (Fig. 3.6). The spatial pattern in WRF follows obser-
vations better than CFSR, but the amount of precipitation is higher in both models.
Spatially, WRF agrees least well with the observations during spring (MAM) and
summer (JJA), when it shows the largest wet bias, reflecting the bias in CFSR
during these months. The strong summer bias suggests that the excess rain pro-
duced by WRF may be partly attributable to the cumulus scheme, as convection is
strongest in summer. WRF domain-averaged precipitation matches very well with
observations in the later months, but overestimates rainfall in the first part of the
year (Fig. 3.7).
Figure 3.6: Seasonal total precipitation (mm) in 2009 from E-OBS (first column),
GPCC (second column), WRF (third column) and CFSR (fourth column) for
DJF (top row), MAM (second row), JJA (third row) and SON (fourth row).
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Figure 3.7: Monthly total precipitation in the model domain from WRF (blue),
CFSR (green) and a) E-OBS (red) or b) GPCC (red). Data points which were
missing from a) the E-OBS dataset and b) GPCC were also excluded from the
model data for each comparison.
Figure 3.8: Quantile-quantile plots for grid daily precipitation (mm) betweenWRF
and E-OBS. A quantile-quantile plot is a scatter plot between the quantiles of
two distributions. For two identical distributions, the points would lie along the
x = y line (shown in red). Daily data from all grids were pooled to calculate the
quantiles of each distribution. Liquid precipitation was used for WRF to enable a
more direct comparison with EOBS rain guage data, but a similar analysis using
total precipitation did not change the results.
Sub-storm data is needed to calculate rainfall erosivity. In the absence of higher
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frequency observations, a validation of daily rainfall in WRF compared with E-OBS
was performed across all grids (Fig. 3.8). The highest quantiles of WRF daily rainfall
lie above the x = y line in the quantile-quantile plot, indicating that WRF produces
too much heavy rain compared with observations (Fig. 3.8a). WRF also produces
too much light rainfall (Fig. 3.8b). There are substantially more rainy days in WRF
than were observed (80% compared with 32%); this can also be seen in Fig. 3.8b,
where E-OBS has more zero rain quantiles than WRF. A quantile-quantile plot
between daily precipitation in WRF and CFSR indicates that these biases can be
attributed to the forcing model (Fig. 3.9).
Figure 3.9: Quantile-quantile plot betweenWRF and CFSR grid daily total precip-
itation quantiles. Daily data from all grids were pooled to calculate the quantiles
of each distribution. Total precipitation was used for WRF for direct comparison
with total precipitation data from CFSR.
Tab. 3.1 gives the average fraction of total rainfall from days with rain below a
range of minimum daily intensity values. The ratio of these fractions gives the bias
in the fraction of total rain from low intensities in WRF compared with E-OBS daily
data. The contribution of days with intensity below 5mmday−1 is too high, while
it is too low for days below 48mmday−1. This implies that the contribution from
days between 5 and 48mmday−1 is too low in WRF. The daily equivalent of the
(R)USLE minimum intensity threshold of 2mmhr−1 is 48mmday−1, but the bias
in the fraction of daily light rainfall cannot be assumed to be representative of the
sub-daily bias. The mean fraction of total grid rainfall from 30-minute rain below
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2mmhr−1 in WRF is 76%, compared with 99% for daily rain below 48mmhr−1.
Daily intensity
threshold
(mmday−1)
WRF E-OBS WRFE-OBS
2 0.16 0.09 1.73
5 0.35 0.31 1.14
10 0.58 0.61 0.96
20 0.83 0.88 0.94
40 0.97 0.99 0.99
48 0.99 0.99 0.99
Table 3.1: Grid-averaged fraction of total rainfall from days with rain below the
given intensity thresholds in WRF and E-OBS, and the relative bias in this
fraction.
3.3.2 The contribution of light rain to erosivity
Contours of QE erosivity, calculated using the RUSLE and USLE energy relations,
are shown in Fig. 3.10; results are similar for the two measures. It is clear that there
is significant spatial heterogeneity. Erosivity closely follows the rainfall pattern
(Fig. 3.4), with higher values east of the Black Sea and lower values south and
further east near the Caspian Sea.
Figure 3.10: Contours of QE erosivity (Jm−1) using a) RUSLE and b) USLE ki-
netic energy parameterisations. Note the log colour scale.
Fig. 3.11 shows contours of the contribution of rain below 2mmhr−1 to RUSLE
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erosivity (FG), RUSLE rainfall kinetic energy (EG), total rainfall (PG) and surface
runoff (QG). It appears that light rain is more important for total erosivity in areas
of high terrain in most of the domain, but correlation coefficients (r) between FG
and terrain height were only 0.07 for both RUSLE and USLE. Correlations between
terrain height and EG, PG and QG were also negligible. This is because of the
low lying area east of the Caspian Sea with low rainfall levels (Fig. 3.4) and a high
fraction of erosivity from light rain (Fig. 3.11a). In the rest of the domain light rain
contributes more to erosivity at height (r=0.27 between FG and height for both
RUSLE and USLE), owing to a higher proportion of surface runoff from light rain
at higher elevations (r=0.19 between QG and height).
Figure 3.11: Contribution of light rain (< 2mmhr−1) to total a) RUSLE erosivity
(FG), b) RUSLE rainfall kinetic energy (EG), c) total rainfall (PG) and d) surface
runoff (QG).
Tab. 3.2 gives the average grid values (average is indicated by "<>") and the first
and third quartiles of the contributions of light rain to erosivity, kinetic energy, total
rainfall and surface runoff. On average in each grid, 76% of rain is below 2mmhr−1,
and delivers 72% and 67% of total rainfall kinetic energy according to the RUSLE
and USLE, respectively. With a minimum energy of 8 Jm−2mm−1, the importance
of light rain is always inflated in the RUSLE (Fig. 1.7). Not all this rain is erosive,
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as surface runoff must also be present to transport detached sediment particles. The
contribution of light rain to surface runoff (45%) is lower than for rainfall amount
or kinetic energy. This leads to a 23% contribution of light rain to both RUSLE and
USLE erosivities, reduced by comparison with the contribution to total rain amount
and kinetic energy, but nonetheless substantial.
Across the domain, 13% of total erosivity (in both RUSLE and USLE) is from light
rainfall (FD), lower than the grid average of 23% (< FG >). This reflects the fact
that most erosivity in the domain occurs in areas where rainfall is heavy. In other
parts of the domain, erosivity is lower and light rain plays a more important role.
The most erosive area is in the centre of the domain in the north (Fig. 3.10) where
rainfall is heavy (Fig. 3.4) and the proportion of erosivity owing to light rain is
low (Fig. 3.11a). The domain wide measure (FD, equation 3.4) is weighted towards
the most erosive areas, but the spatial heterogeneity evident in Fig. 3.11 limits the
usefulness of this measure. In contrast, the grid level measure (FG, equation 3.2)
weights each model grid equally, even though some are considerably more erosive
than others. Employing a minimum erosivity threshold to avoid considering areas
with insignificant erosion caused entirely by light rain permits a useful analysis using
< FG >.
Fraction q1 q3
RUSLE < FG > 0.23 0.10 0.31
< EG > 0.72 0.63 0.81
USLE < FG > 0.23 0.10 0.30
< EG > 0.67 0.57 0.76
< PG > 0.76 0.68 0.84
< QG > 0.45 0.32 0.56
Table 3.2: Average contributions of low intensity rainfall (below 2mmhr−1) to
erosivity, total rain amount, rainfall kinetic energy and surface runoff in each
grid. The first and third quartiles (q1 and q3) are given for the grid values.
< FG >=< RlowR > and < XG >=<
Xlow
X
>, where X is grid total kinetic energy
(E), rainfall amount (P ) or surface runoff (Q) and Xlow is grid total E, P or Q
from rain intensities below 2mmhr−1 (sec. 3.2.2).
The sensitivity of < FG > and FD to the threshold adopted for low intensity rainfall
(2mmhr−1 in the (R)USLE) is explored in Fig. 3.12. This again shows that low
intensity rain contributes more to total erosion in the RUSLE than the USLE, and
that the average contribution of light rain in a model grid is greater than across the
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domain. Including more light rain by lowering the threshold accounts for a greater
fraction of total erosivity. The fraction of domain total erosivity from light rain (FD)
falls below 10% when the light rain threshold is reduced below about 1.8mmhr−1.
For the grid average, the proportion of erosivity excluded by focussing on heavy rain
alone only reduces to 10% with a threshold of about 1.4mmhr−1.
Figure 3.12: Average contribution of low intensity rain to erosivity in a grid,
< FG > (black), and across the domain, FD (red), as a function of the threshold
used to define low intensity rain in the RUSLE (solid lines) and USLE (dotted
lines).
Fig. 3.13 shows contours of the fraction of total grid RUSLE erosivity attributable
to storm days, SG, defined using the 99th percentile of 30-minute rain intensity
(sec. 3.2). A reduction in the contribution of storm days to erosivity in the moun-
tains mirrors the increase in the contribution of low intensity rainfall to erosivity
(Fig. 3.11a). A correlation coefficient of -0.51 was found between SG and terrain
height. Erosion in the mountains is due more to low intensity non-storm precipita-
tion than in low-lying regions.
Fig. 3.14 shows the average fraction of erosivity from storm days, < SG >, as a
function of the percentile of 30-minute rain intensity used to define a storm day.
Very heavy rain days (99th percentile) are responsible for 69% and 70% of total grid
erosivity in the RUSLE and USLE, respectively. This proportion increases as less
intense storm days are included. For weaker storms, e.g. the 95th percentile, only
3% of erosivity is caused by non-storm rain. Percentiles of 30-minute rain intensity
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Figure 3.13: Fraction of total RUSLE erosivity owing to storm days, SG. Storm
days are defined as days where at least one 30-minute period exceeds the 99th
percentile of 30-minute rainfall intensity.
Figure 3.14: Average fractional contribution of heavy rain days to total erosivity
in a grid, < SG >, as a function of the percentile of 30-minute rainfall used to
define a heavy rain day, for RUSLE (solid line) and USLE (dotted line). The
fraction of domain total erosivity attributable to storm days, SD, was similar and
is not shown.
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are given in Tab. 3.3, which also shows the values of < SG > plotted in Fig. 3.14.
The (R)USLE low intensity threshold of 2mmhr−1 lies between the 97th and 99th
percentiles. Non-storm rain therefore contributes between 9 and 30% to erosivity
in the (R)USLE. This is consistent with the finding that 23% of total erosivity in a
grid is from rain below 2mmhr−1.
Percentile Intensity
(mmhr−1)
< SG >
RUSLE
< SG >
USLE
75 0.16 1.00 1.00
80 0.24 1.00 1.00
85 0.37 1.00 1.00
90 0.60 1.00 1.00
95 1.06 0.97 0.97
97 1.42 0.91 0.91
99 2.27 0.69 0.70
Table 3.3: Grid-averaged 30-minute rain intensity percentiles (mmhr−1), and aver-
age contribution of storm days to total grid erosivity in the RUSLE and USLE,
with storms defined as days with at least one 30-minute period greater than the
percentiles listed.
These results will depend upon the proportion of light rain in the local climate,
and may therefore vary between regions. Fig. 3.15 shows the relationship between
RUSLE FG and the proportion of rain below 2mmhr−1 in a grid, PG. An exponential
fit to these data is also shown: FG = a exp(bPG). The coefficients of the fit for both
RUSLE and USLE are given in Tab. 3.4. The average of these coefficients results in
the following fitted equation:
FG = 0.002 exp(6PG) (3.7)
a
×10−3
a-
×10−3
a+
×10−3
b b- b+ R2 RMSE
RUSLE 2.06 1.75 2.37 5.97 5.80 6.14 0.76 0.08
USLE 1.93 1.63 2.23 6.00 5.83 6.18 0.75 0.08
Table 3.4: Coefficients in the fitted equation FG = a exp(bPG), with lower (-) and
upper (+) confidence bounds, for erosivity calculated using RUSLE and USLE
kinetic energies.
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Figure 3.15: Scatter plot and exponential fit between the contribution of light rain
(< 2mmhr−1) to RUSLE erosivity, FG, and the fraction of light rain in a grid, PG.
An exponential fit to the data is also shown (bold red line) with upper and lower
bounds for 95% confidence in the fit. The same plot for USLE FG was similar
and is not shown.
3.4 Discussion
3.4.1 Implications for erosion modelling
The results presented here show that light rain contributes significantly to rainfall
erosivity (23%) in the Caucasus region, according to model results using WRF forced
with CFSR data for 2009. Between 9 and 30% of erosivity may be excluded from
the storm-based erosivity calculations in the (R)USLE model, even when light rain
occurring within storms is accounted for. This finding is consistent withWischmeier
[1959] who found that the USLE accounted for 72-85% of yearly variations in soil
loss in the United States, though this figure includes variability in soil processes
as well as in erosivity. It is also broadly quantitatively consistent with studies that
observed significant erosion during light rain [Kirkbride and Reeves, 1993; Baartman
et al., 2012; Marques et al., 2008].
The implications of this for erosion modelling with the (R)USLE are not obvious.
The soil erodibility term, K (equation 1.26), defined empirically as the ratio of total
soil loss to erosivity over a long term period, implicitly corrects for errors in the
calculation of the erosivity term. Therefore, when used to model long term soil loss,
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the effects of light rain are accounted for by the erodibility factor. However, for
shorter timescales and event erosion modelling this is not the case because of the
high variability in FG. The (R)USLE was not intended for event erosion prediction,
but is nonetheless widely used for this purpose [Kinnell, 2010].
Emphasis is placed on obtaining good fits for energy-intensity parameterisations
at high intensities, as these events are considered most erosive. The RUSLE and
USLE energy-intensity relations are therefore least accurate for low intensity rainfall
(Fig. 1.7). An accurate means of computing rainfall kinetic energy at low intensities
would be required to obtain a clearer indication of the importance of light rain
for erosivity. The method proposed in chapter 4 could be used for this. However,
despite differences between the energies of light rain in the RUSLE and USLE, the
dependence of < FG > on the minimum intensity threshold is very similar, indicating
that this is not likely to change the main findings of this study (Fig. 3.12)
3.4.2 Exponential relationship between FG and PG
An exponential dependence of the contribution of light rain to erosivity on the pro-
portion of light rain was found (equation 3.7, Fig. 3.15). In a heavy rain regime, an
increase in the proportion of light rainfall will have little impact on kinetic energy
and erosivity, which are dominated by the upper end of the rain distribution. In con-
trast, in a regime dominated by light rain (with little total erosion), small increases
in the proportion of light rain have a larger impact on energy and erosivity. This
is exacerbated by the non-linear dependence of kinetic energy on intensity; kinetic
energy is particularly sensitive to light rain (Fig. 1.7).
This relation can be used to correct for a bias in the fraction of light rainfall in the
modelled climate. The problems revealed by the validation in sec. 3.3.1 suggest that
an alternative model setup might give more reliable results. Using an alternative
reanalysis with a lower precipitation bias for the boundary forcings, for example,
or experimenting with different cumulus or microphysics parameterisations in WRF
might produce a more realistic model climate. However, a different model setup
may not offer an improvement. Wang et al. [2010] showed that two other reanalyses
(NCEP/NCAR and NCEP/DOE) had a positive precipitation bias in the Cauca-
sus, while ECMWF ERA-40 produced too little precipitation. For every model
configuration there will be some bias, and equation 3.7 allows this to be corrected
without the need for costly and time consuming additional model simulations. The
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correction can only be approximate, as there is significant scatter around the fitted
relationship (Fig. 3.15). As only daily precipitation observations were available, the
bias in the fraction of light 30-minute precipitation could not be estimated here.
The average value of PG was 76%, but Fig. 3.15 suggests that where at least 70% of
rain is below 2mmhr−1, this will contribute at least 10% to total erosivity.
Equation 3.7 could also be applied to estimate the importance of light rain for
erosivity in other regions with different climates. For event erosion prediction, where
the (R)USLE erodibility factor cannot account for the variability in FG, it could be
used to correct for the error incurred by excluding light rain. No attempt has
been made to account for differences in soil type and slope, which are important
determinants of surface runoff. This may affect the applicability of equation 3.7
to other areas. This equation is only appropiate for local scales, given the spatial
heterogeneity of FG and PG (Fig. 3.11).
3.4.3 Limitations
The RUSLE and USLE guidelines are not clear about how to employ the minimum
threshold of 0.5 inches over 6 hours. In this study, this was downscaled to an
equivalent 30-minute threshold of 1mm (or a rate of 2mmhr−1) to allow an analysis
at sub-storm frequencies. To test whether the main conclusions are affected by
this, data was aggregated into 6 hour periods, and the importance of rainfall below
0.5 inches (12.7mm) was computed. Periods with less than 12.7mm constituted
88% of total rainfall and 57% of total erosivity in both the RUSLE and USLE,
on average in each grid, compared with 76% and 23% using 30-minute data. This
lies within the confidence bounds of the exponential relationship between FG and
PG (Fig. 3.15). At a time resolution of 6 hours, more light rainfall may fall within
storms, as a 6 hour period can consist of both light and heavy 30-minute intervals.
It might therefore be expected that the contribution to erosivity from non-storm
days might be reduced using the aggregated 6 hour data.
These results are based on one year of model data, but a longer simulation period
would give greater statistical confidence in the exponential fit between FG and PG.
WRF precipitation was validated against observations, but erosivity also depends
on surface runoff. This would also need to be validated for a full assessment, but
lack of runoff data at sufficient temporal and spatial resolutions prevented this.
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3.5 Conclusions
The contribution of low intensity rain to rainfall erosivity during 2009 in the Cauca-
sus was investigated using a WRF model simulation at 20 km resolution, with reanal-
ysis boundary conditions from CFSR. Erosivity, defined as the product of rainfall
kinetic energy and surface runoff, was calculated according to the kinetic energy-
intensity relationships used in two widely used soil erosion models, the RUSLE and
the USLE, from 30-minute model precipitation and runoff data.
Rainfall intensities below 2mmhr−1 were found to contribute 23% to total erosivity
on average in a model grid, for both the RUSLE and USLE. Accounting for light
rain that falls within storms, between 9 and 30% of erosivity may be excluded from
the storm-based erosivity calculations in the (R)USLE models. (R)USLE guidelines
should be more specific about the recommended treatment of low intensity rainfall
in the build up and tail end of storms. Excluding light rain does not lead to errors in
(R)USLE predicted soil loss over long periods, but could cause an underestimation
of soil loss from individual events.
An exponential dependence of the contribution of light rain to erosivity on the
proportion of light rain in the local climate was found. This is applicable on local
scales, and may be used to estimate the importance of light rain in other regions
with different rainfall climatologies, or to correct for a bias in the model rainfall
distribution when observations are available to quantify this. It can also serve to
correct for the error incurred by ignoring light rainfall in event erosion prediction.
The importance of light rain for erosion can only truly be answered using observa-
tions. However, these findings are consistent with observations from different re-
gions, which suggest that low intensity rain can cause substantial erosion [Kirkbride
and Reeves, 1993; Baartman et al., 2012; Marques et al., 2008].
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4 Dynamic simulation of rainfall
kinetic energy flux
4.1 Introduction
Rainfall kinetic energy is an important variable for soil erosion prediction and is
commonly used in empirical and physical erosion models. Difficulties in measuring
rainfall kinetic energy, however, have led to the development of equations parame-
terising kinetic energy from intensity in a wide range of locations worldwide, based
upon measurements of raindrop size spectra. This approach has several drawbacks.
First, there is evidence of significant variability in kinetic energy for a given inten-
sity of rain, owing to variations in drop size spectra and/or deviations of raindrops
from terminal velocity [Rosewell, 1986; Kinnell, 1981; Fox , 2004; Parsons and Ga-
dian, 2000; Steiner and Smith, 2000]. Second, since energy-intensity equations are
developed based on data at a given location, their applicability to other regions is
questionable. Third, emphasis is placed on providing a good fit for these param-
eterisations at high rain intensities, as these generally constitute the most erosive
events [Van Dijk et al., 2002]. This can result in quite unrealistic predictions of
energy at low intensities, such as positive values at zero intensity in the RUSLE
[Renard et al., 1997] or negative values at low intensities in the USLE [Wischmeier
and Smith, 1958] (sec. 1.3.2). However, there is evidence to suggest that low inten-
sity rain can in fact contribute significantly to erosion [Kirkbride and Reeves, 1993;
Marques et al., 2008; Baartman et al., 2012] so the use of many energy-intensity
equations may not be appropriate in these situations.
This chapter presents a new approach to soil erosion research, using a cloud resolving
model to dynamically simulate the kinetic energy of rain from basic physics. The
results demonstrate that the model is capable of producing energies within the range
of observations from several studies reported in the literature. These methods may
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easily be applied in a full regional climate model. Aside from avoiding the shortfalls
of assuming a fixed relationship with intensity, using a regional climate model to
simulate rainfall kinetic energy offers the opportunity to perform a range of studies
investigating the role of the climate in erosion and of factors that may influence this.
4.2 Methods
Kinetic energy can be calculated for rainfall given assumptions about the size and
speed of raindrops. The kinetic energy, k, of a falling raindrop with diameter D is
given by
k(D) = 12M(D)V (D)
2 (4.1)
where M(D) is the mass of the raindrop and V (D) is its fall speed. For a raindrop
size distribution, N(D), the total kinetic energy flux (the rate of kinetic energy
transfer from the drops to the ground) is the sum of the flux from all raindrops in
the distribution, given by
e(D) = 12
∞ˆ
0
N(D)M(D)V (D)3dD (4.2)
As described in sec. 1.2, N(D) is commonly approximated by either an exponential
or gamma distribution, both of which may be expressed in the general form given
by equation 2.9. Adopting the common assumption that raindrops are spherical,
their mass follows equation 1.23 with c = piρw/6, where ρw is the density of water
(taken to be 1000 kgm−3). Further assuming that drops fall at their terminal velocity
according to equation 2.14, the solution to equation 4.2 is:
e(D) =
√
ρ0
ρ
ca3NT
2
Γ(µ+ 3b+ 4)
Γ(µ+ 1)
λµ+1
(λ+ 3f)µ+3b+4 (4.3)
NT is the total number concentration of raindrops and
√
ρ0
ρ
= 1 at the surface (see
sec. 1.2 for a description of the terms in this equation).
The four WRF microphysics parameterisation schemes described in sec. 1.2 (Thomp-
son, Morrison, Milbrandt-Yau (MY) and WDM6) all assume a drop size distribution
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of the form given in equation 2.9 but use different values for the shape parameter,
µ, which may be fixed (Morrison and WDM6) or user defined (Thompson and MY).
When µ=0 the DSD follows an exponential form, while µ=1 gives a first order
gamma distribution.
Rainfall kinetic energy flux at the surface was modelled according to equation 4.3
using a simple idealised cloud resolving version of WRF version 3.4. This includes
the complete microphysics parameterisations of the full model but contains no ra-
diation or land surface scheme (no surface heat and moisture fluxes or frictional
effects) and neglects the effects of the Earth’s rotation (no Coriolis force). Simula-
tions of a supercell storm were performed using all four microphysics schemes. For
Thompson and MY, simulations with both exponential and gamma distributions
were performed. The six simulations will be referred to hereafter as Thompson-0,
Thompson-1, MY-0, MY-1 (with µ =0 or 1 as indicated), Morrison (fixed µ=0), and
WDM6 (fixed µ=1).
The idealised supercell storm simulated was the default WRF case study. The
storm was initialised with no topography in a domain of area 84 km x 84 km with a
horizontal resolution of 2 km and 41 vertical levels between the surface and the model
top height at 20 km. Initial soundings for potential temperature and water vapour
mixing ratio were taken from Weisman and Klemp [1982], with the tropopause
positioned at 12 km. Vertical wind profiles from Weisman and Rotunno [2000] were
used, but shear was extended to 7.25 km instead of 6 km, with quarter-circle shear
(in both x- and y-directions) up to 2.25 km, and shear only in the x-direction above
this. The storm was initiated by a potential temperature perturbation of 3K centred
in the middle of the domain at 1.5 km above the surface. The perturbation had a
radius of 10 km in the horizontal and 1.5 km in the vertical direction and tapered to
zero at the storm edge [Morrison and Milbrandt, 2010]. All boundaries were open,
and model variables were extracted every 10 minutes.
The relationship between modelled kinetic energy flux and intensity, i, was approx-
imated by a power law following the same methodology as Steiner and Smith [2000]
(hereinafter SS00):
e = ABiB (4.4)
The coefficients A and B were chosen by iterative variation of B to minimise the
root mean squared error, RMSE, across all m data points, given by SS00:
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RMSE = 100%
√√√√√ 1
m− 2
m∑
j=1

(
ij − (ej/AB)1/B
)
ij
2 (4.5)
B was varied from 0.1 to 2.0, covering the full range of values tested in SS00 and A
was calculated from equation 4.4 according to
Ab =
∑mj=1 e1/Bj∑m
j=1 ij
B (4.6)
4.3 Results and Discussion
4.3.1 Data comparison
Fig. 4.1 shows the modelled kinetic energy flux-rainfall intensity relationship for each
of the six microphysics schemes studied. Data was averaged within 1mmhr−1 in-
tensity bins, and was found to be insensitive to bin size. The model results are
compared with a sample of energy-intensity parameterisations (e(i)) from the liter-
ature (39 kinetic energy-intensity equations from a total of 22 observational studies
chosen by Salles et al. [2002]). The model is capable of simulating rainfall kinetic en-
ergies within the range of observations: modelled kinetic energies for all schemes lie
mainly within the bounds of the literature values for a given intensity. The only ex-
ceptions to this are the Morrison and MY-0 schemes, which produced higher kinetic
energies at low and high intensities, respectively, but which nonetheless performed
well overall. Correlation coefficients between bin-averaged modelled and literature
energy values exceeded 0.97 for all schemes. Within a given scheme (Thompson,
MY), using a gamma distribution (µ=1) instead of an exponential (µ=0) slightly
lowered the kinetic energy flux in agreement with Fox [2004]. This is attributable
to a narrowing of the drop spectra, resulting in fewer large drops.
Parameterising energy from intensity assumes that any variability around this fit is
negligible. However, energy fluxes deduced from disdrometer data by SS00 (Fig. 4.2,
taken from SS00) demonstrate that there is considerable variability in energy for
a given intensity, a claim also supported by other observational studies [Rosewell,
1986; Kinnell, 1981; Van Dijk et al., 2002], theory and literature reviews [Fox , 2004;
Parsons and Gadian, 2000]. Modelled energy fluxes compare favourably with those
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Figure 4.1: Bin-averaged modelled kinetic energy flux for each microphysics
scheme (dots), and mean (solid line), and maximum/ minimum (dashed lines)
kinetic energy values from energy-intensity relations in Salles et al. [2002]. Dark
blue: Thompson-0, light blue: Thompson-1, green: Morrison, black: WDM6, red:
MY-0, and pink: MY-1.
observations (Fig. 4.3), showing a large variance in energy for lighter rainfall which
becomes more constrained at high intensities. Modelled energy fluxes are greater
than observed at low intensities, particularly for the Morrison scheme. At high
intensities, energy flux is greater than the observations in the MY-0 and MY-1
schemes, and less in the Thompson-1 and Thompson-0 schemes. These features
are consistent with Fig. 4.1, where the schemes display similar behaviour relative to
the mean literature energy-intensity curve. An interesting feature is the apparent
bounding of observations between two limits above and below the model data. This
is also present in the observations of SS00 (Fig. 4.2), and the authors suggest these
limits are dependent on drop fall speeds and on upper/lower limits to raindrop size.
Comparing RMSE statistics for the energy-intensity power law fit given by equation
4.4, average model variability is greater than observed by SS00 (mean RMSE of 54%
compared with 36%) but differs among schemes (Tab. 4.1). Morrison, WDM6 and
MY-1 exhibited larger variances, while Thompson-0, Thompson-1, and MY-0 were
closer to the observed value of 36%. This variability stems only from variations in
drop spectra. Assumptions about drop terminal velocity, and any deviations from
this, are additional sources of error which are discussed in further detail below.
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Figure 4.2: Radar observations of rainfall kinetic energy flux (Jm−2hr−1) and rain
intensity (mmhr−1), reproduced from Figure 3 of Steiner and Smith [2000].
Figure 4.3: Outline of SS00 kinetic energy flux observations (red lines, taken from
SS00 Figure 3, reproduced in Fig. 4.2) and modelled kinetic energy flux against
rain intensity (blue dots) for a) Thompson-0, b) Thompson-1, c) Morrison, d)
WDM6, e) MY-0 and f) MY-1 simulations.
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Scheme RMSE (%) A B
Thompson-0 25 21.1 1.0
Thompson-1 27 21.3 1.0
Morrison 83 154.3 0.5
WDM6 62 16.0 1.1
MY-0 50 29.4 1.1
MY-1 74 23.5 1.1
Table 4.1: Fit parameter values A and B, and RMSE (equation 4.5) for the fits
given by equation 4.4 for each microphysics scheme.
4.3.2 Analysis of microphysics schemes
Closer examination reveals differing behaviours among the six microphysics options.
As expected, rain water mass increases with intensity (Fig. 4.4c). However, Fig. 4.4
a) and b) reveal two categories of behaviour: schemes that distribute this rain mass
among roughly the same number of drops of increasing size, or among an increasing
number of raindrops of the same size. As intensity increases in WDM6, MY-0, and
MY-1, raindrops become larger but not more numerous. By contrast, Morrison,
Thompson-0 and Thompson-1 simply produce more raindrops of the same size. At
higher intensities, additional raindrops are formed by melting frozen hydrometeors
and forced breakup of raindrops.
Figure 4.4: Average (a) raindrop size (mean-mass diameter, DM), (b) raindrop
number concentration, NT , and (c) rainwater mass mixing ratio, Q, as a func-
tion of intensity for each model run. Averages were taken across the whole do-
main. Dark blue: Thompson-0, light blue: Thompson-1, green: Morrison, black:
WDM6, red: MY-0, and pink: MY-1.
This contradicts observational evidence that drop size increases with intensity (e.g.,
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Willis [1984]; Abel and Boutle [2012]). In these schemes, an overactive drop breakup
parameterisation limits drop size (G. Thompson 2013, personal communication). In
Thompson (WRF version 3.4), self collection and breakup follows Verlinde and
Cotton [1993] and Seifert and Beheng [2001]:
∣∣∣∣∣∂NT∂t
∣∣∣∣∣
SC
= 4ξrNTQ (4.7)
ξr =
 1 50 < mvdr < 1.8mm2− exp [2300× (mvdr − 1750× 10−6)] mvdr > 1.8mm (4.8)
The rate of change in raindrop number concentration from self collection (
∣∣∣∂NT
∂t
∣∣∣
SC
)
depends on the existing number and mass of raindrops (NT and Q), and on the col-
lection efficiency (ξr), which varies with drop size (median volume diameter, mvdr)
as shown in Fig. 4.5. For drops larger than about 2mm ξr is negative, corresponding
to drop breakup and an increase in number concentration, since
∣∣∣∂NT
∂t
∣∣∣
SC
appears as
a negative term in the raindrop number tendency equation. Drop breakup in the
Thompson scheme has since been relaxed partly as a result of this work, by lowering
the pre-factor in the self collection equation from 4 to 0.5, in order to allow drop
size to increase further with intensity (G. Thompson, 2013).
Figure 4.5: Dependence of raindrop collection efficiency, ξr, on drop median vol-
ume diameter, mvdr, in the Thompson scheme. A negative collection efficiency
causes raindrop breakup and an increase in the number of drops.
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4.3.3 Importance of raindrop velocity
For any variable X, the flux at the surface is equal to the product of X and its rate
of arrival at the surface (the fall speed of raindrops). Rainwater mass flux (surface
precipitation rate) therefore depends linearly on fall speed (equation 2.11). Kinetic
energy, however, itself varies with the square of velocity, so its flux has a cubic
dependence on speed (equation 4.2). Consequently, an accurate representation of
the fall speed of larger drops becomes crucially important when kinetic energy flux
is considered.
Several relations between terminal velocity and drop size, V (D), have been proposed
in the literature (sec. 1.2.4). Those assumed in the microphysics schemes tested here
are compared with observations from Gunn and Kinzer [1949], whose results agree
well with measurements in other studies, in Fig. 4.6. Evidently, some V (D) equations
have emphasized a good fit for smaller drop sizes at the expense of larger drops.
Only the Thompson scheme avoids this problem. In general, V (D) relationships
which include an exponential term (e.g. Atlas et al. [1973]; Uplinger [1981], used in
the Thompson scheme) can account for the saturation of the velocity curve as the
drag increases on larger, more oblate, drops. Power law expressions (e.g. Atlas and
Ulbrich [1977]; Liu and Orville [1969], used in both Morrison and WDM6) have no
upper limit for velocity and result in large overestimations of fall speed for heavier
drops. Atlas et al. [1973] and Van Dijk et al. [2002] made this same observation.
The importance of larger drops is illustrated by the schematic in Fig. 4.7. This shows
the mean drop size distribution at the surface and the resulting mass and kinetic
energy flux distributions with size for the Morrison scheme (results were similar for
all schemes). The peaks of the curves occur at progressively greater sizes: larger
drops contribute disproportionately to the total mass and kinetic energy flux relative
to their size. Raindrops larger than 3mm constitute only 0.4% of the total number of
drops but contribute 32% to the mass and 52% to the kinetic energy flux on average
across all schemes. These numbers include the bias resulting from the use of straight
power law V (D) relations in the MY, Morrison, and WDM6 schemes. Despite this,
large drops still contribute significantly to total mass (27%) and kinetic energy flux
(40%) on average in both the Thompson runs, which use a more appropriate V (D)
fit. It is also worth noting the significance of larger drops for mass flux and therefore
for surface precipitation, suggesting that these drops may be more important for the
development of microphysics schemes than has previously been supposed.
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Figure 4.6: Comparison between terminal velocity expressions, V (D), used in the
Thompson (solid line), MY (dotted line), Morrison and WDM6 (dashed line for
both) schemes, and measurements from Gunn and Kinzer [1949] (circles).
Figure 4.7: Schematic showing mean drop number density, N(D), mass flux,
M(D), and kinetic energy flux, E(D) as functions of drop size for the WDM6
scheme. Averages were taken across the whole domain. The V (D) curves in
Fig. 4.6 diverge from about 3mm, represented by the black vertical line .
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This raises a question regarding the data comparison presented in Fig. 4.1. Calcu-
lations of rainfall kinetic energy are rarely based upon direct, simultaneous obser-
vations of drop size distributions and drop fall velocities. Instead, drop size distri-
butions are measured at the ground, and a fall velocity relationship is assumed in
order to compute the kinetic energy. Drop size distribution measurements taken us-
ing impact disdrometers (e.g. the commonly used Joss-Waldvogel disdrometer [Joss
and Waldvogel, 1967]) also assume that fall speeds follow observations by Gunn and
Kinzer [1949]. Therefore, the ‘observed’ kinetic energy-intensity curves from Salles
et al. [2002] (Fig. 4.1) implicitly include any errors resulting from the V (D) relation
assumed in each case.
To test the effect of this hidden error, the energy-intensity parameterisations taken
from Salles et al. [2002] were classified into two categories according to the V (D)
expression used for the measurements in each case: those with power law forms, and
those without. The results of this are shown in Fig. 4.8. Fall speed assumptions can
only account for part of the difference between parameterisations; differences in drop
size distribution between the various measurement sites and in the methods used to
fit the curve will also play a part. The spread in kinetic energy-intensity curves based
on power law velocity relations is slightly greater than for those which use other
V (D) relations. The most significant difference in the mean parameterisation of
each group is at low rain intensities (less than 3mmhr−1), where those which assume
a power law relation have higher energies for a given intensity. Given that the power
law velocity only deviates significantly from observations for large drops (Fig. 4.6),
and drop size increases with intensity, it is unlikely that the V (D) expressions are
responsible for this deviation. For most intensities, the difference is minimal and
may be neglected.
To test to what extent the fall speed expressions were responsible for differences
in simulated kinetic energy flux between the schemes, V (D) equations used in the
Morrison, WDM6 and MY schemes were implemented into the Thompson scheme
(Fig. 4.9). Results from Thompson-0 using the same fall speed relation as Morri-
son and WDM6 (which use the same V (D) as each other) are closer to, but not
the same as, the original Morrison results. The adapted Thompson-0 scheme pro-
duces energies closer to the original WDM6 simulation at intensities greater than
about 40mmhr−1, and further from the WDM6 results below this (Fig. 4.9a). Using
the MY V (D) equation in the Thompson scheme accounts for a large part of the
difference between Thompson-0 and MY-0 runs below about 10mmhr−1, but not
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Figure 4.8: Rainfall kinetic energy flux-intensity parameterisations from Salles
et al. [2002], divided into two categories: those which assume a power law V (D) ex-
pression (black solid line and grey dashed lines) and those which do not (blue solid
line and light blue dashed lines). In each case the solid line shows the average en-
ergy flux-intensity relationship and the dashed lines give the minimum/maximum
energy flux for a given intensity.
at higher intensities (Fig. 4.9b). Different V (D) assumptions therefore account for
some, but not all, of the differences in kinetic energy flux simulated by the schemes.
4.3.4 Limitations
The conclusion that large drops contribute substantially to kinetic energy flux rests
upon the DSD providing a good fit for larger drop sizes. Exponential DSDs tend to
overestimate the number of small and large raindrops [Willis, 1984; Torres et al.,
1994], and so may artificially inflate the importance of the high end of the spectrum.
However, the model simulations performed here used both gamma and exponential
DSDs, and the evidence that large drops contribute significantly to kinetic energy
and mass flux is robust across all schemes.
The success of this method will depend on the ability of regional climate models
to produce realistic precipitation rates and raindrop size distributions. Differences
between microphysics schemes (e.g. the number of moments, treatment of drop
breakup and ice phase microphysics) may influence these factors. Model deficiencies
and development will therefore have important consequences for rainfall energy flux
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Figure 4.9: Modelled kinetic energy flux-intensity relationships obtained as a re-
sult of the V (D) experiment using the Thompson scheme. a) shows results for
the unaltered Thompson-0 (dark blue), Morrison (red) and WDM6 (dark red)
schemes, and results for Thompson-0 using the Morrison/WDM6 V (D) expres-
sion (light blue). The light blue data points are closer to both the Morrison and
WDM6 data at higher intensities. b) gives results for the unaltered Thompson-0
(dark blue) and MY-0 (green) schemes, and results for Thompson-0 using the MY
V (D) expression (yellow). The yellow data lie between the original Thompson and
MY-0 results.
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simulations. However, this analysis shows that for a given precipitation intensity,
modelled kinetic energy fluxes are within the range of observations.
Some error will also be introduced by the sphericity approximation for raindrops,
which holds less well for large drops as oblateness increases with size. It is assumed
that drops fall at their terminal velocity, but some studies suggest that deviations
from terminal speed may be significant [Van Dijk et al., 2002; Montero-Martinez
et al., 2009]. No attempt has been made to account for raindrop kinetic energy
dissipated through heating on impact with the ground, which is not available for
soil detachment. If the fraction of total kinetic energy lost in this way varies with
raindrop size, this would affect the slope of the ’available’ kinetic energy-intensity
curve. These errors may be partly responsible for the differences found between
the model results and observed data, but as the model data is for an idealised
storm this comparison is already limited and more specific conclusions are difficult.
A full model simulation of a real storm for which kinetic energy flux observations
are available for comparison would be needed in order to reduce the uncertainties
further.
Horizontal wind can cause raindrops to arrive at the surface at an angle, and no
consideration of the effects of this on their kinetic energy flux is attempted here.
The model dynamics implicitly affect the rate at which particles fall by advecting
them in the direction of the wind velocity, but when drops impact the surface they
are still assumed to do so according to their assumed V (D) relation. Pedersen and
Hasholt [1995] showed that the true kinetic energy of raindrops on impact with the
ground is a function of the vertical, w(D), and horizontal, u(D), components of
drop velocity: k(D) = 12M(D) [w(D) + u(D)]
2. They proposed a kinetic energy-
intensity parameterisation which includes the effect of horizontal wind, of the form
α(v) ln(I) + β(v), where α and β are increasing functions of the horizontal wind
speed, v, and showed that this increases the drop energy upon impact. However, the
consequences of this for soil detachment were not straightforward, as they depended
on the ground slope aspect to the wind. EI30 erosivity indices increased using the
new parameterisation, but this did not improve the correlation between erosivity
and soil loss.
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4.4 Conclusions
The work presented in this chapter demonstrates, for the first time, that it is possi-
ble to dynamically simulate the kinetic energy flux of rainfall with a cloud resolving
model, using a range of microphysics options. Results are mainly within the range
of observations reported in the literature. The model broadly captures the observed
variability reported in other studies, which results from variations in drop size distri-
bution for a given intensity. The standard method of parameterising kinetic energy
from intensity ignores this variability. In addition, emphasis has been placed on
obtaining good fits at high intensities for these parameterisations, which can result
in unrealistic results for light rain. This is avoided by the proposed method.
These findings suggest that it is important to use a V (D) relation which fits the
full range of drop sizes well, especially for kinetic energy flux, but also for surface
rainfall. Several commonly used power law relations overestimate larger drop speeds.
Each scheme revealed strengths and weaknesses in different areas. In all simula-
tions, the energy flux-intensity relationship was reasonable, but the Morrison and
MY-0 options produced higher energies at low and high intensities, respectively.
WDM6 and Morrison exhibited too much variability in energy compared with the
observations of SS00. Thompson-0, Thompson-1 and Morrison do not capture the
observed increase in raindrop size for higher intensities, compensating for this with
a rise in drop number concentration. In the Thompson scheme this is because of
an overactive drop breakup parameterisation, which has since been adjusted for the
next WRF release. Only the Thompson scheme uses a velocity-drop size relation
that accounts for the saturation of speed as drop size increases.
The method proposed in this study may easily be extended for use in a full regional
climate model. This could be used to provide high temporal and spatial resolution
data to force erosion models. However, direct observations would be needed for
verification in real data case studies. There is usually little or no microphysics
treatment in cumulus parameterisation schemes, so the kinetic energy flux of rain
from the cumulus scheme cannot be computed. Because of this, convection resolving
scales are required so that all modelled precipitation is produced by the microphysics
scheme. This has recently been achieved in a 10 year simulation [Kendon et al., 2012].
As computing power improves, climate and climate change simulations of rainfall
kinetic energy flux will become possible. This will allow projections of rainfall energy
that may be useful for erosion prediction and management.
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5 The impact of aerosols on rainfall
erosivity
5.1 Introduction
No connection has hitherto been drawn between aerosols and soil erosion. The
purpose of this chapter is to demonstrate the effect of increased aerosol loading on
rainfall erosivity in two idealised case studies. It is generally accepted that storms
are responsible for the dominant share of erosion [Wischmeier and Smith, 1978;
Boardman, 2006]. However, evidence suggests that light rainfall can also cause
substantial erosion over long time scales [Kirkbride and Reeves, 1993; Baartman
et al., 2012; Marques et al., 2008]. Both cases are explored in this study.
Understanding the effects of aerosols on precipitation processes remains challeng-
ing, depending on a complex balance of microphysical and dynamic effects. These
may be simplified by classification into two broad categories which we study here.
Smaller cloud droplets in a polluted atmosphere inhibit the collision and coales-
cence processes that lead to raindrop formation, and may suppress surface rainfall.
In warm rain clouds this outcome usually prevails. Conversely, in a mixed phase
system, these smaller droplets, which are prevented from forming raindrops owing
to their reduced size, survive longer in the cloud, may be lifted to freezing level and
serve to invigorate cold-rain formation processes (‘aerosol invigoration effect’). The
associated latent heat release can invigorate convection, resulting in a delayed en-
hancement of surface rainfall under certain environmental conditions (see sec. 1.2.5
for a more detailed discussion).
The case studies in this chapter were chosen to illustrate the two categories of be-
haviour described above. A two-dimensional moist flow over a bell-shaped hill with
gentle orographic precipitation provides the warm-rain example, where microphysi-
cal effects cause a decrease in precipitation with increasing aerosol concentrations. A
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stationary supercell case study characterises the response of a mixed-phase cloud, in
which the aerosol invigoration effect dominates, resulting in a positive precipitation
sensitivity overall.
5.2 Methods
A cloud resolving version of WRF version 3.1 was used to simulate the two idealised
case studies. This model is similar to that described in chapter 4 except that sub-
grid cloud processes are parameterised using an updated version of the standard
microphysics scheme by Morrison et al. [2009] (Morrison). The scheme has been
adapted to include a prognostic treatment of cloud droplet number concentration
and is described in detail in sec. 2.4.4.
The results presented in chapter 4 suggest that the Thompson scheme would be
preferable because it uses a raindrop terminal velocity relation which agrees best
with observations. Kinetic energy flux simulated in the Thompson scheme also
agrees more closely with the observed range of kinetic energy-intensity parame-
terisations (Fig. 4.1) and the variability is more similar to observations (Fig. 4.3).
However, all the schemes tested in chapter 4 were relatively successful at simulating
rainfall kinetic energy flux. The Morrison scheme was chosen because of its ability
to prognose cloud droplet number concentration. This was considered a major ad-
vantage for an aerosol study. WDM6, which prognoses both CCN and cloud droplet
number concentration, was avoided because it does not account for the inability
of the model to resolve the supersaturation field when nucleating cloud droplets
(sec. 2.4.4). In addition, excessive size sorting is better controlled in Morrison than
in WDM6. Milbrandt-Yau has a switch to activate cloud droplet number predic-
tion, but background CCN number concentration cannot be freely varied as in the
updated Morrison scheme.
The empirical parameters k and c from the assumed power law CCN distribution:
NCCN = csk (equation 1.7) are user defined in this version of the Morrison scheme.
k was fixed at 0.308 while c was varied to change the background aerosol loading
from 300 to 1200 cm−3. These values are consistent with other studies [Khain et al.,
2005; Fan et al., 2012] and with observations [Pruppacher and Klett, 1997].
Erosivity was computed according to the QE index proposed by Kinnell et al. [1994]
(equation 1.28). Surface runoff is a fraction of intensity and to enable a simple
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calculation of erosivity (equation 1.28) in an idealised model with no land surface
scheme we assume that this fraction, k, is constant:
R =
∑
t
etitk(4t)2 (5.1)
In equation 5.1, et is the rainfall kinetic energy flux (Jm−2hr−1) and it is the intensity
(mmhr−1) at time t of rain falling over a period 4t of 10 minutes.
Kinetic energy flux is modelled within the bulk microphysics scheme based on the
method described in chapter 4. Incorporating a consideration of drop size is im-
portant because large raindrops contribute disproportionately to kinetic energy flux
compared with their number (chapter 4), so changes in drop size will affect the
erosivity term.
For comparison, the USLE and RUSLE erosivity terms, RU and RR, are also com-
puted, using the EI30 formulation (equation 1.27), with energy flux calculated using
equation 1.31 and both USLE (equation 1.29) and RUSLE (equation 1.30) kinetic
energy-intensity parameterisations:
RR,U = I30
∑
t
et(4t) (5.2)
5.3 Mixed-phase cloud case study: stationary
supercell storm
Case study setup
The stationary supercell storm was initiated with a temperature perturbation of
3K in the centre of the domain, 1.5 km above the ground. The perturbation had
a 10 km horizontal and 1.5 km vertical radius and approached zero at the domain
boundaries. Soundings from Weisman and Klemp [1982] were used for the initial
profiles of potential temperature and water vapour mixing ratio. Water vapour
was increased by 7% throughout the column from this sounding. The domain was
42 km x 42 km with a horizontal resolution of 1 km and 61 vertical levels between
the ground and model top at 20 km. Total run time was 4 hours with a time step
of 6 s. Background CCN concentrations (c in equation 1.7) were increased from 300
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to 1200 cm−3. All boundaries were open, and model variables were extracted every
10 minutes.
Figure 5.1: Cross section showing cloud water mass mixing ratio (g/kg) after
30 minutes in the base CCN simulation (300 cm−3) for the stationary supercell
case study. Isotherms are shown by the grey contours (◦C).
Results
The temperature perturbation triggered a convective storm, which delivered an av-
erage of 25.7mm rain per rainy grid at a rate of 8.20mmhr−1 for the 300CCNcm−3
scenario. The cloud extended above the freezing level (Fig. 5.1). Total accumulated
rainfall increased between 300 and 700CCNcm−3 (Fig. 5.2). In the following, results
are presented for the CCN range which exhibits an aerosol invigoration effect on sur-
face precipitation; ‘clean’ and ‘polluted’ conditions refer to these lower and upper
limits (300 and 700CCNcm−3, respectively). For this range, total rainfall increased
by 25% on average in each rainy grid, and mean rain intensity over rainy time steps
increased by 23% across the whole domain. The middle of the intensity distribu-
tion increased most, with a slight decrease in the upper quantiles of rain intensity
(Fig. 5.3). A saturation effect above 700CCNcm−3 could be explained by limited
moisture availability, and/or by the dominance of condensation loss processes, such
as increased detrainment of smaller (lighter) cloud ice particles which dries the upper
cloud levels and enhances evaporation and sublimation in more polluted environ-
ments [Rosenfeld and Woodley, 2000]. However, the diagnostics needed to justify
this argument (e.g. latent heating) were not available from the model output.
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Figure 5.2: Relative change in accumulated rainfall with CCN loading for the static
supercell case study.
Figure 5.3: Comparison between quantiles of the rain intensity distributions in
the base and increased aerosol simulations for the supercell case study. Devia-
tions above (below) the black solid line (x = y) represent increases (decreases) in
the quantiles of the intensity distribution in each of the elevated CCN loadings
compared with the clean case.
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Figure 5.4: Time series of mean number concentration (cm−3) of (a) cloud droplets,
(c) raindrops and (e) ice particles (cloud ice + snow + graupel) and of mean mass
(gcm−3) of (b) cloud water, (d) rainwater and (f) ice. Averages were taken across
the whole domain for all time steps. Results are shown for the clean (solid line,
300 CCN cm−3) and polluted (dotted line, 700 CCN cm−3) conditions.
The mean cloud droplet concentration, Nc, ranged from about 200 to 740 cm−3 in
cloudy regions (positive cloud water mixing ratio, Qc) for the 900 cm−3 increase in
CCN concentration. Fig. 5.4 shows the microphysical changes occurring within the
cloud. Nc is substantially higher (+233%) in the polluted scenario, while cloud water
mixing ratio, Qc, increases less (+73%). The number concentration of ice particles
(cloud ice + snow + graupel), Ni, increases by 12%, while ice mass mixing ratio, Qi
increases by 2%. The effect of this invigoration on rain is seen in the second half of
the simulation, with increases in raindrop number concentration and mass mixing
ratio of rain, Nr and Qr, of +12% and +15%, respectively. The onset of surface
precipitation is delayed by 10 minutes and persists for longer in the polluted case,
with higher precipitation rates from about 2 hours into the simulation and a higher
peak precipitation rate (Fig. 5.5). The net result of these changes is a 7% increase
in total water content, consisting of a substantial increase in liquid (+31%) and a
modest rise in ice water content (+2%; Fig. 5.6). Updraft velocity increases by 2%
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(averaged over values of vertical wind speed greater than 2 ms−1), particularly in
the upper cloud levels (Fig. 5.7).
Figure 5.5: a) Domain-mean rain rate (mmhr−1) for rainy time steps only and b)
domain total accumulated rainfall (mm) for the clean (solid line) and polluted
(dotted line) cases.
Figure 5.6: Relative change in mean liquid (LWC), ice (IWC) and total water con-
tent (TWC) with CCN concentration (cm−3) for the supercell case study. Averages
were taken across space and time, over positive values only. For 300CCNcm−3
average LWC was 1.78 gm−3, IWC was 9.44 gm−3 and TWC was 11.2 gm−3.
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Figure 5.7: Vertical cross sections of time-mean updraft velocity (ms−1), taken
through the centre of the domain in the longitudinal direction: a) change in
updraft velocity between clean and polluted simulations, b) updraft speed in the
clean and c) polluted simulations. Updraft velocity is defined by values of vertical
wind speed greater than 2 ms−1, according to Fan et al. [2012].
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Figure 5.8: Modelled kinetic energy flux-intensity relationship for the supercell
case study. Kinetic energy flux, e, was modelled using equation 4.3. Values plot-
ted are mean energy fluxes across the domain for each intensity bin, and are not
sensitive to bin size. The upper/lower range of observed kinetic energy-intensity
relationships reported in the literature are also shown (grey dashed lines, Salles
et al. [2002]).
Rainfall kinetic energy flux, e, modelled within the microphysics scheme according
to equation 4.3, is shown as a function of intensity for the static supercell case in
Fig. 5.8. As for the moving supercell storm in chapter 4, the modelled relationship
is approximately linear and falls mainly within the range of observed relationships
reported in the literature [Salles et al., 2002], except at low rainfall intensities.
Fig. 5.9 presents the relative change in accumulated rainfall (I), kinetic energy (E),
and domain total erosivities R and RR with increased aerosol loading. For 300
to 700CCNcm−3 a clear invigoration signal is seen, and total rainfall and kinetic
energy rise by +25% and +29%, respectively. Domain total erosivity (R) increases
by +36%, greater than the change in either total rainfall or kinetic energy. For
comparison, the domain total RUSLE erosivity (RR) is calculated, and is similarly
amplified relative to the change in total rainfall (+37%). The USLE erosivity (RU)
also shows an amplification (+37%, not shown). For further verification, erosivity
according to the EI30 formulation (equation 5.2) was computed using the energy
flux modelled within the microphysics scheme. This again showed an amplification
beyond the change in total rainfall (+41%). This gives confidence that the signal
is robust across different commonly used measures of erosivity and kinetic energy
calculations.
121
Figure 5.9: Relative change from the base case aerosol loading of domain-mean ac-
cumulated rainfall (I) and modelled kinetic energy (E), and domain total erosivity
(R) and RUSLE erosivity (RR) for the supercell case study. For the base super-
cell simulation (NCCN=300 cm−3), I=25.7mm, E=765 Jm−2, R = 6.35×109 Jm−1
and RR = 3.65 × 1010 Jm−1hr−1. Averages (for I and E) were taken over grids
with positive values only.
Figure 5.10: Ratio of mean raindrop size distribution at the surface for each aerosol
loading to the base CCN level in the stationary supercell case. A value of 100 on
the y-axis means no change from the base CCN simulation. N(D) was calcu-
lated using the mean raindrop number concentration, Nr, and slope parameter,
λr, for each simulation. The clean scenario (300CCNcm−3) had an average of
1537 dropsm−3 distributed with a slope parameter of 2878m−1. Averages were
taken over time and space, for rainy time steps only.
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Raindrops are larger in the polluted scenario; mean drop diameter increases by
27% between 300 and 700CCNcm−3. Fig. 5.10 illustrates the relative change in
DSD for each aerosol loading compared with the base CCN level (300 cm−3). As
aerosol loading increases, there is a disproportionate increase in the number of large
raindrops, resulting in an overall rise in the mean drop size. However, this change
is not monotonic, with a greater rise in the number of large drops for 600CCNcm−3
than for 700CCNcm−3, relative to the base CCN case. In the 500CCNcm−3 case,
there are more raindrops of all sizes, with no disproportionate change in the number
of larger drops. Overall, the DSD widens with increasing intensity, leading to an
increase in average drop size. However, some variability in the DSD for a given
intensity of rain is also expected (see chapter 4).
5.4 Warm cloud case study: orographic precipitation
Case study setup
For the hill case, tropical profiles of potential temperature and water vapour were
used [Anderson et al., 1986] and a constant westerly wind velocity of 10ms−1 was
applied. Simulations using tropical profiles were chosen as these delivered more
rain and higher erosivity values, and therefore provided a more suitable erosion case
study than the mid-latitude alternatives. The two-dimensional hill followed a simple
bell shape, 2 km high with a half width of 30 km. The domain had 201 grids of 2 km
horizontal resolution in the west-east direction, and 41 vertical levels between the
ground and model top at 30 km. A 20 s model time step was used, and the model
was run for 10 hours. x-boundaries were open and y-boundaries were periodic to
force the 2D simulation to be uniform in the y-direction. Model variables were
extracted every 10 minutes. ‘Clean’ and ‘polluted’ conditions in this section refer to
the lowest and highest CCN concentrations for this case study (300 and 1200 cm−3,
respectively).
Results
Moist air, forced to rise over the hill by the constant wind forcing, condensed to form
a cloud (Fig. 5.11). Unlike in the supercell case, the cloud remained below freezing
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level at all times, and delivered an average of 1.2mm rain in each rainy grid at a rate
of 0.18mmhr−1 for the base CCN concentration. Increased CCN loading reduced the
total rainfall, with a 72% average reduction in total rain per rainy grid, and a 70%
reduction in mean rain intensity between the clean and polluted simulations. The
intensity distributions are compared in Fig. 5.12, which indicates a disproportionate
decrease in the most extreme rainfall.
Figure 5.11: Cross section showing cloud water mass mixing ratio (gkg−1) after
10 hours in the base CCN simulation (300 cm−3) for the hill case study. Isotherms
are also shown (grey contours, ◦C).
Background CCN concentrations from 300 to 1200 cm−3 delivered mean cloud droplet
concentrations of approximately 130 to 450 cm−3 in cloudy regions (Qc > 0). Cloud
droplet number and mass respond similarly to increased aerosol loading as in the
supercell case (Fig. 5.13). Cloud droplet concentration, Nc, increases substantially
with aerosol (+257%), while cloud water mass, Qc, also increases but by a lesser
amount (+27%). The number concentration of raindrops, Nr, and the mass of rain,
Qr, decrease by 78% and 81%, respectively.
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Figure 5.12: As for Fig. 5.3, for the hill case study.
Figure 5.13: Time series of mean number concentration (cm−3) of a) cloud droplets
and c) raindrops, and mean mass (gcm−3) of b) cloud and d) rainwater . Results
are shown for the clean (solid line) and polluted (dotted line) conditions. Averages
were taken across the whole domain over all time steps.
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The rainfall kinetic energy flux modelled according to equation 4.3 is shown in
Fig. 5.14, with results for the supercell included for comparison. Results are within
the range of observed kinetic energy-intensity relationships reported in the literature
[Salles et al., 2002]. Kinetic energy flux for a given intensity of rain is higher in the
supercell case. In the hill case, energy flux for a given intensity increases with aerosol
loading. These points are discussed in further detail in the following section.
Fig. 5.15 shows the relative change in accumulated rainfall, kinetic energy and do-
main total erosivity. For an increase of 900CCNcm−3, total precipitation is sup-
pressed by 71% and energy by 80%. Domain total erosivity (R) falls by 90%, while
RUSLE (RR) and USLE (RU , not shown) erosivities decrease by 89% and 93%, re-
spectively. Erosivity calculated using the EI30 formulation (equation 5.2), computed
using the energy flux modelled within the microphysics scheme (equation 4.3), de-
creased by 90%. In both the hill and supercell case studies therefore, the change in
erosivity exceeds the change in total rainfall, using a range of erosivity formulations
and energy calculations.
Figure 5.14: Modelled kinetic energy flux-intensity relationship, for the hill
(squares) and supercell (circles) cases. Values plotted are mean energy fluxes
across the domain for each intensity bin, and are not sensitive to bin size. The
upper/lower range of observed kinetic energy-intensity relationships reported in
the literature are also shown (grey dashed lines, [Salles et al., 2002]).
In contrast to the supercell, average raindrop size decreases in the hill case: mean
drop diameter is reduced by 24%. The overall change in DSD is illustrated by
Fig. 5.16a, which shows the mean DSD relative to the base CCN loading (300 cm−3).
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Figure 5.15: Relative change from the base case aerosol loading of domain-mean
accumulated rainfall (I) and modelled kinetic energy (E), and domain total ero-
sivity (R) and RUSLE erosivity (RR) for the hill case study. For the base hill
simulation (NCCN=300cm−3), I= 1.15 mm, E=2.21 Jm−2, R=8.83 x 104 Jm−1
and RR=2.88 x 106 Jmhr−1. Averages (for I and E) were taken over grids with
positive values only.
There are fewer raindrops of all sizes (downward shift in relative DSD), but a dis-
proportionate decrease in the number of large drops, leading to an overall reduction
in raindrop size. Fig. 5.16b shows the mean DSDs in the 0.2mmhr−1 intensity bin
for each CCN loading relative to the base CCN case, and is representative of other
intensity bins. As CCN increases, rain of a given intensity consists of fewer small
drops and more large drops, shown by a cross-over in the relative size distributions
at about 0.4mm in Fig. 5.16b. Rainfall of a given intensity therefore consists of
larger drops under higher CCN concentrations.
5.5 Discussion
5.5.1 Case studies
In both case studies, the relative increase in the number of cloud droplets exceeds
the increase in cloud water mass, indicating that droplets are smaller under more
polluted conditions (Fig. 5.4, Fig. 5.13). This is expected according to Twomey
[1977] (sec. 1.2.5). In the hill case, this reduces the number of raindrops, Nr
(-78%), and the mass of rain, Qr (-81%), as autoconversion from cloud to rainwater is
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Figure 5.16: Ratio of mean raindrop size distribution at the surface for each aerosol
loading to the base CCN level in the hill case. The size distribution,
N(D) = Nrlre(−lrD) where N(D) is the number of raindrops with diameter D,
Nr is the total number concentration of raindrops and λr is the slope parameter.
For a) N(D) was calculated using mean Nr and λr values. For the base aerosol
loading average Nr was 19300m−3, distributed with a slope parameter of 23.7 ×
103 m−1. For b) Mean Nr and λr values from only the 0.2mmhr−1 intensity bin
were used to calculate N(D). For the base case Nr=40100m−3 and λr=15.5 ×
103 m−1. Other intensity bins were similar (not shown). Averages were taken over
time and space, for rainy time steps only.
inversely related to cloud droplet number concentration in the model, reflecting the
decrease in collision efficiency with cloud droplet size. In contrast, the penetration
of the cloud above the freezing level in the supercell means that these droplets,
which survive longer in the cloud, can freeze if lifted above the freezing level. This
is demonstrated by an increase in mass and number of cloud ice particles in the
supercell with increased aerosol loading (Fig. 5.4). Extra latent heat released by
freezing drives an enhancement of convection in the cloud which strengthens updraft
velocities (Fig. 5.7), leading to a delayed increase in surface rainfall (Fig. 5.5). These
results are broadly in qualitative agreement with those presented by Fan et al.
[2012]. The aerosol invigoration effect is usually associated with greater cloud top
heights, which result from enhanced convection under more polluted conditions. A
temperature inversion at about 12 km above the ground may explain why this is not
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seen in the supercell case.
To estimate the total soil erosion for the base CCN level in each case study, total
erosivity is multiplied by the RUSLE slope factor, S, to account for the increase
in erosion with terrain steepness [Yang et al., 2003; Wischmeier and Smith, 1978;
Renard et al., 1997]:
S = 10.8 sinβ + 0.03 tanβ < 0.09
S = 10.8 sinβ − 0.50 tanβ ≥ 0.09 (5.3)
where β is the slope angle. The soil loss is about 2 tons/acre for the supercell
(8400 tons in total for the domain) and 0.2 tons/acre for the hill case (30 tons in
total), based on Figure 4 from Kinnell et al. [1994] and assuming a runoff coefficient
of 1 (k from equation 5.1). These soil loss estimates are first order approximations,
so the error incurred by this assumption is neglected.
5.5.2 Response of erosivity to aerosols
According to both formulations (equations 5.1 and 5.2), erosivity is proportional
to the product of two positively correlated variables: kinetic energy flux and rain
intensity (Fig. 5.8). The change in erosivity with aerosol concentrations can therefore
mostly be expected to be amplified beyond the change in total rainfall, I = ∑t i(4t).
However, referring to the same definition, erosivity changes are also dominated more
by the upper end of the rainfall intensity/energy distribution than are changes in
total rainfall. The top 10% of rain intensity values constitute 69% of domain total
erosivity in the supercell and 89% in the hill case. As a result, when extreme
rain intensity changes more or less than the average, this will differentially impact
erosivity compared with precipitation, and the amplification may either be enhanced
further or dampened. In extreme cases, changes in erosivity could even oppose
changes in mean rain intensity, when these are decoupled from changes to the upper
end of the precipitation distribution. These results indicate that there is a complex
erosivity response to increasing aerosol that differs from the mean precipitation
signal.
It is also worth noting that the change in the product of the sum does not equate
to change in the sum of the product: ∑t etitk(4t)2 6= ∑t et∑t itk(4t)2. Total
rainfall and energy increased by 25% and 29% in the supercell case. The increase in
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erosivity computed directly from these total changes would be 61%, compared with
36% obtained by summing the product of energy and intensity. For the hill case
the reductions in rainfall and energy were 71% and 81% respectively, giving a 94%
decrease in erosivity computed directly from these total changes, compared with 90%
from the model calculations. This gives further justification for this approach: both
runoff and energy data are needed throughout the rainy period, as the same results
cannot be achieved from accumulated values during a storm. This information is
most easily acquired using a modelling approach.
5.5.3 Raindrop size
Changes in raindrop size can either amplify or mitigate the sensitivity of erosivity
to aerosols. Large raindrops have been shown to contribute disproportionately to
rainfall kinetic energy flux compared with their mass and number (chapter 4), and
therefore constitute a greater fraction of total erosivity than surface precipitation.
Consequently, drop size changes can differentially affect the sensitivities of erosivity
and precipitation to aerosols.
Drop size distribution measurements show that raindrop size is positively correlated
with intensity [Laws and Parsons, 1943] but in the model microphysics scheme
this is only achieved for intensities below about 20mmhr−1 (Fig. 5.17) (refer to
sec. 4.3.2 for an explanation of this). Nonetheless, raindrop size in the supercell
does increase (Fig. 5.10), driven by an increase in the intensity of lighter rainfall, for
which the model is able to simulate this positive correlation. This suggests that the
amplification of erosivity (R) in the supercell case may be underestimated by this
scheme, as the energy-intensity relationship would be steeper with a more realistic
treatment of drop size. This is consistent with a larger increase in RR than R in the
supercell case (Fig. 5.9). In the hill case, rain intensity is always below 20mmhr−1,
so the limitations of drop size simulation in the model microphysics do not apply.
Two key differences between the modelled kinetic energy flux in the supercell and
hill cases are notable (Fig. 5.14). First, supercell raindrops are larger and thus have
higher kinetic energies for similar intensities than in the gentler orographic rain case.
Rain in the supercell case is largely the result of melting graupel, which naturally
produces larger drops than those formed by collision and coalescence processes in the
warm part of the cloud. In addition, stronger updrafts in the supercell also increase
raindrop size. Raindrops fall when their weight overcomes the force of updrafts
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Figure 5.17: Mean-mass raindrop diameter (m) as a function of rainfall intensity
(mmhr−1). Averages were taken over the whole domain and the mean bin values
are insensitive to the size of the intensity bins.
suspending them in the air, and thus grow to a larger size before precipitating when
updrafts are strong. In the Morrison scheme vertical wind speed does not appear
directly in the calculation of drop velocity, but this is indirectly accounted for by
advection (sec. 2.4.4).
Second, in the hill case rainfall kinetic energy flux increases with CCN for a given
intensity of rain, while the kinetic energy-intensity relationship for the supercell is
relatively well constrained and insensitive to aerosol loading (Fig. 5.14). Overall,
drop size decreases with increasing aerosol concentrations in the hill case, leading
to a reduction in mean precipitation intensity (Fig. 5.16a). This corresponds to a
shift along the kinetic energy-intensity curve in Fig. 5.14. Surprisingly, despite this
reduction in rainfall drops are actually larger for a given rain intensity (Fig. 5.16b).
Overall, less rain falls in the polluted scenario, but erosivity for a given intensity
of rain is greater. This is illustrated by an upward shift in the kinetic energy-
intensity curve for the hill case (Fig. 5.14). This mitigates the decrease in erosivity
and the amplification of the erosivity change compared with the change in total
rainfall. The overall outcome is a reduction in total rainfall brought about by smaller
cloud droplets, but a subtle invigoration effect also occurs. Instantaneous saturation
adjustment in the model is independent of particle size, but the diffusional growth
stage of droplets in the polluted cloud is prolonged by the decrease in collision
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efficiency of the smaller droplets, increasing the total mass of condensate (20% rise
in liquid water content) [Khain et al., 2005]. This releases extra latent heat, driving
an intensification of air flow in the cloud. Stronger vertical velocities can support
heavier raindrops, which grow to a larger size for a given intensity.
The supercell case does not exhibit a similar drop size effect for a given intensity,
despite a clear invigoration effect (the kinetic energy-intensity curve in Fig. 5.8 is well
constrained). This can partly be explained by the failure of the model microphysics
scheme to replicate the observed increase in raindrop size with intensity, except
for light rainfall. Updrafts drive moisture convergence at the cloud base, and are
therefore closely related to rain intensity; stronger updrafts force more moisture to
rise through the cloud and cause more rainfall. Therefore, if the size of the modelled
raindrops is constant with intensity above a given threshold, stronger updrafts will
not have the expected drop size effect.
5.6 Conclusions
The response of rainfall erosivity to atmospheric aerosols was modelled in two ide-
alised simulations with a cloud-resolving version of the WRF model. In a mixed-
phase stationary supercell storm, increased aerosol loading enhanced surface rainfall
and erosivity. A warm rain case study with light orographic precipitation demon-
strated the opposite response, with a reduction in both precipitation and erosiv-
ity. Results demonstrate that in both cases the change in erosivity with increasing
aerosol concentrations is in the same direction as, but amplified beyond, the change
in accumulated rainfall.
This amplification stems from the fact that erosivity is proportional to the prod-
uct of two positively correlated variables, rainfall intensity and energy. Because of
this, changes in extreme rainfall intensity dominate the erosivity signal, and where
the behaviour of extreme rainfall differs from the mean, the amplification may be
enhanced further or dampened. The effect of aerosols on raindrop size has a dispro-
portionate impact on erosivity compared with surface precipitation, and can either
enhance or mitigate the overall amplification signal.
The amplification of the change in erosivity compared with total rainfall is consistent
with results from Nearing et al. [2005], who perturbed rainfall data and forced several
erosion models (including the RUSLE and process based models) to estimate the
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impacts on erosion. These authors found that the sensitivity of erosion to increases
in rain intensity and amount while maintaining a constant rainfall duration, and to
increases in rainfall duration and amount at constant intensity, were at least one for
all the erosion models tested. Pruski and Nearing [2002a] found that a 1% increase
in total rainfall, allowing intensity and amount to vary together, could lead to a
1.7% increase in erosion, holding all soil factors constant.
These results suggest that anthropogenic aerosol emissions affect rainfall erosivity
in a manner which is not obvious from the precipitation response. The complexities
of many competing cloud processes can result in different outcomes, and other cases
may involve subtle combinations of the examples discussed here. In particular, the
experiments presented here pertain to this model setup and microphysics scheme.
The cloud and precipitation responses to increasing aerosol concentrations in each
case study may differ among schemes. Indeed, the sign of the precipitation sensitivity
to aerosols using other schemes could even be different for the same case study. The
extent of the amplification will be affected by differences in modelled raindrop sizes
and shifts in the rainfall distribution, but the positive correlation between kinetic
energy flux and intensity suggests that there should still be an amplification of the
erosivity change when compared with the precipitation response.
There are several intriguing implications of these results. It is generally accepted
that heavy rain, which is more likely to be produced by mixed-phase clouds, is
responsible for the dominant share of erosion [Zender , 2005; Boardman, 2006]. The
most erosive clouds may therefore have a positive erosivity sensitivity to aerosols
and the drive for reducing urban aerosol emissions could benefit regional agricultural
productivity. Agricultural practices like biomass burning could have a negative
impact on productivity by increasing erosion. However, the response of mixed-phase
clouds to changing aerosol concentrations can vary in response to environmental
conditions. In particular, low humidity and high wind shear are understood to
discourage the aerosol invigoration effect (sec. 1.2.5), and in these cases reductions
in background aerosol concentrations could result in more erosion. Aerosol induced
circulation changes would also have a major influence on precipitation, but have not
been considered here.
These findings also raise sensitive questions about accountability for the conse-
quences of polluting activities. Cities account for the bulk of aerosols emitted,
which in turn impact rural practices, and agricultural productivity in regions close
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to cities is likely to be differentially affected compared with more remote regions.
Further work might involve an investigation of aerosol-erosion feedbacks; in regions
where precipitation correlates positively with dust loading for example [Zender ,
2005], there is the possibility of a positive dust-aerosol-erosion feedback.
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Summary and conclusions
This thesis has investigated the potential of regional climate models to be used for
soil erosion studies. Current soil erosion models include considerable detail con-
cerning processes occurring within the soil, but employ a simplified treatment of
rainfall. There is therefore potential for a new perspective on erosion prediction and
modelling with an atmospheric science focus. Regional climate models include the
physics of rain formation processes and can be used to simulate rainfall erosivity, an
indicator of the capacity of rain to erode soil.
Rainfall erosivity was modelled using the Weather Research and Forecasting (WRF)
model forced with CFSR reanalysis data for 2009 in the Caucasus region. Low in-
tensity rain below 2mmhr−1 was found to contribute an average of 23% to total
erosivity, questioning the common assumption that only heavy rain can be erosive.
An exponential dependence of the fraction of erosivity from light rain on the pro-
portion of light rain in the local climate was found. Light rainfall occurring between
storms was found to contribute significantly to rainfall erosivity. Between 9 and
30% of erosivity may be excluded from the storm-based calculations in the (Re-
vised) Universal Soil Loss Equation. Excluding light rain does not lead to errors in
predicted soil loss over long periods, but could cause an underestimation of erosion
from individual events.
The kinetic energy flux of rainfall is an important determinant of soil detachment
and erosion, and is currently parameterised from rainfall intensity. Chapter 4 pre-
sented the first dynamic simulation of rainfall kinetic energy flux, using a cloud
resolving version of the WRF model. It was shown that several commonly used mi-
crophysics parameterisation schemes are capable of modelling the energy flux within
the range of observations reported in the literature. This broadly captures the ob-
served variability in kinetic energy flux for a given intensity, where current methods
fail. This method can easily be extended for use in a full regional climate model run
at convection resolving scales. In addition, large raindrops were shown to contribute
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disproportionately to rainfall kinetic energy flux, and also to the surface precipita-
tion rate, compared with their number. This suggests that more emphasis should
be placed on correctly parameterising the fall speeds of larger raindrops, as several
commonly used methods overestimate large drop velocities.
In chapter 5 the effect of atmospheric aerosols on soil erosion was explored for the
first time. A mixed-phase stationary supercell storm exhibited invigoration of ice
processes and an enhancement of precipitation with increased aerosol loading. A
warm orographic raincloud demonstrated a reduction in precipitation. It was found
that in both these cases the change in erosivity was in the same direction as, but
amplified beyond, the change in surface precipitation. Aerosol-induced changes in
raindrop size have a disproportionate impact on erosivity compared with surface
precipitation, and can either enhance or mitigate this amplification.
With a rising world population and the uncertainties of a changing climate, sustain-
able food production is a primary concern. Soil erosion poses a serious threat to
agricultural productivity. The work presented here demonstrates the importance of
atmospheric processes for soil erosion, and argues that a consideration of these ef-
fects is necessary. Coupling an atmospheric model with a more complex land surface
model capable of simulating erosion would be required to realise the full potential
of regional climate models for erosion applications. This would permit an inves-
tigation of atmosphere-erosion feedback processes, which are not accounted for in
current erosion models.
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Appendix
Appendix A: Model setup for chapter 3 simulations
For real data simulations, the WRF Preprocessing System (WPS) was used to gener-
ate model input files from CFSR reanalysis data. A text file, namelist.wps, is needed
to specify the model domain and options for WPS. A second text file, namelist.input,
is used to specify run-time model setup options.
namelist.wps file:
&share
wrf_core = ’ARW’,
max_dom = 1
start_date = ’2009-01-01_01:00:00’
end_date = ’2010-01-01_01:00:00’
interval_seconds = 21600,
io_form_geogrid = 2,
/
&geogrid
parent_id = 1, 1,
parent_grid_ratio = 1, 5,
i_parent_start = 1, 38,
j_parent_start = 1, 46,
e_we = 83, 471,
e_sn = 50, 291,
geog_data_res = ’5m’, ’30s’,
dx = 20000,
dy = 20000,
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map_proj = ’lambert’,
ref_lat = 41.5,
ref_lon = 45,
truelat1 = 41.5,
truelat2 = 41.5,
stand_lon = 45,
geog_data_path = ’./geog/’
/
namelist.input file:
&time_control
run_days = 0,
run_hours = 0,
run_minutes = 0,
run_seconds = 0,
start_year = 2009,
start_month = 01,
start_day = 01,
start_hour = 01,
start_minute = 00,
start_second = 00,
end_year = 2010,
end_month = 01,
end_day = 01,
end_hour = 01,
end_minute = 00,
end_second = 00,
interval_seconds = 21600
input_from_file = .true.,
history_interval = 30,
frames_per_outfile = 336,
restart = .false.,
restart_interval = 10080,
io_form_history = 2,
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io_form_auxinput4 = 2,
auxinput4_inname = wrflowinp_d<domain>
auxinput4_interval = 360,
io_form_auxinput4 = 2,
io_form_restart = 2,
io_form_input = 2,
io_form_boundary = 2,
ignore_iofields_warning = .true.,
debug_level = 0
/
&domains
time_step = 20,
time_step_fract_num = 0,
time_step_fract_den = 1,
max_dom = 1,
e_we = 83,
e_sn = 50,
e_vert = 60,
p_top_requested = 5000,
num_metgrid_levels = 38,
num_metgrid_soil_levels = 4,
dx = 20000,
dy = 20000,
grid_id = 1,
parent_id = 1,
i_parent_start = 1,
j_parent_start = 1,
parent_grid_ratio = 1,
parent_time_step_ratio = 1,
feedback = 0,
smooth_option = 0
/
&physics
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mp_physics = 8,
ra_lw_physics = 1,
ra_sw_physics = 1,
radt = 10,
sf_sfclay_physics = 2,
sf_surface_physics = 2,
bl_pbl_physics = 2,
bldt = 0,
cu_physics = 1,
cudt = 5,
sst_update = 1,
sst_skin = 1,
isﬄx = 1,
ifsnow = 0,
icloud = 1,
surface_input_source = 1,
num_soil_layers = 4,
sf_urban_physics = 0,
maxiens = 1,
maxens = 3,
maxens2 = 3,
maxens3 = 16,
ensdim = 144,
/
&fdda
/
&dynamics
w_damping = 1,
diff_opt = 2,
km_opt = 4,
diff_6th_opt = 2,
diff_6th_factor = 0.12,
base_temp = 290
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damp_opt = 3,
zdamp = 5000.,
dampcoef = 0.2,
khdif = 0,
kvdif = 0,
non_hydrostatic = .true.,
moist_adv_opt = 1,
scalar_adv_opt = 1,
/
&bdy_control
spec_bdy_width = 5,
spec_zone = 1,
relax_zone = 4,
specified = .true.,
nested = .false.,
/
&grib2
/
&namelist_quilt
nio_tasks_per_group = 0,
nio_groups = 1,
/
Appendix B: Model setup for chapter 4 simulations
For idealised simulations the initial conditions are provided by a text file,
input_sounding. In this file the first row gives the surface pressure (hPa), potential
temperature (K) and water vapour mixing ratio (gkg−1). For the remaining rows the
five columns are, from left to right, height (m above sea level), potential temperature
(K), water vapour mixing ratio (gkg−1) and x- and y-components of the wind vector
(ms−1). A namelist.input file is still required to specify run time model setup options.
The default WRF supercell case study (em_quarter_ss) was used for the simula-
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tions presented in chapter 4. In the namelist.input file, mp_physics was changed in
order to implement the different microphysics parameterisation options discussed in
the text: Thompson (8), Milbrandt-Yau (9), Morrison (10), WDM6 (16). Within
the Thompson and Milbrandt-Yau schemes, experiments were performed using both
exponential and gamma raindrop size distributions. For this, the parameters mu_r
(Thompson) and alpha_r (Milbrandt-Yau) were set to 0 for an exponential and 1
for a gamma DSD within the code for each scheme. For the drop velocity experi-
ments discussed in sec. 4.3.3, the parameters av_r, bv_r and fv_r in the Thompson
parameterisation code represent the parameters a, b and f in the V(D) expression
given by equation 2.14. These were changed to the values given by Tab. 2.3 in order
to implement the velocity expressions from Morrison, Milbrandt-Yau and WDM6
within the Thompson scheme.
input_sounding file:
1000 300 14
250 300.45 14 -7.88 -3.58
750 301.25 14 -6.94 -0.89
1250 302.47 13.5 -5.17 1.33
1750 303.93 11.1 -2.76 2.84
2250 305.31 9.06 0.01 3.47
2750 306.81 7.36 2.87 3.49
3250 308.46 5.95 5.73 3.49
3750 310.03 4.78 8.58 3.49
4250 311.74 3.82 11.44 3.49
4750 313.48 3.01 14.3 3.49
5250 315.24 2.36 17.15 3.49
5750 317.18 1.8 20.01 3.49
6250 319.02 1.41 22.87 3.49
6750 320.88 1.07 25.73 3.49
7250 322.8 0.8 27.15 3.49
7750 324.87 0.6 27.15 3.49
8250 326.86 0.43 27.15 3.49
8750 328.89 0.32 27.15 3.49
9250 330.39 0.24 27.15 3.49
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9750 332.8 0.17 27.15 3.49
10250 335.23 0.1 27.15 3.49
10750 337.31 0.08 27.15 3.49
11250 339.55 0.05 27.15 3.49
11750 342.82 0.03 27.15 3.49
12250 349.88 0.04 27.15 3.49
12750 357.34 0.04 27.15 3.49
13250 364.91 0.04 27.15 3.49
13750 373.22 0.04 27.15 3.49
14250 381.67 0.04 27.15 3.49
14750 390.29 0.04 27.15 3.49
15250 398.91 0.04 27.15 3.49
15750 407.53 0.04 27.15 3.49
16250 416.15 0.04 27.15 3.49
16750 424.77 0.04 27.15 3.49
17250 433.39 0.04 27.15 3.49
17750 442.01 0.04 27.15 3.49
18250 450.63 0.04 27.15 3.49
18750 459.25 0.04 27.15 3.49
19250 467.87 0.04 27.15 3.49
19750 476.49 0.04 27.15 3.49
20250 485.11 0.04 27.15 3.49
20750 493.73 0.04 27.15 3.49
21250 502.35 0.04 27.15 3.49
21750 510.97 0.04 27.15 3.49
22250 519.59 0.04 27.15 3.49
22750 528.21 0.04 27.15 3.49
namelist.input file:
&time_control
run_days = 0,
run_hours = 0,
run_minutes = 120,
run_seconds = 0,
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start_year = 0001,
start_month = 01,
start_day = 01,
start_hour = 00,
start_minute = 00,
start_second = 00,
end_year = 0001,
end_month = 01,
end_day = 01,
end_hour = 00,
end_minute = 120,
end_second = 00,
history_interval = 10,
frames_per_outfile = 1000,
restart = .false.,
restart_interval = 120,
io_form_history = 2
io_form_restart = 2
io_form_input = 2
io_form_boundary = 2
debug_level = 0
/
&domains
time_step = 12,
time_step_fract_num = 0,
time_step_fract_den = 1,
max_dom = 1,
s_we = 1,
e_we = 42,
s_sn = 1,
e_sn = 42,
s_vert = 1,
e_vert = 41,
dx = 2000,
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dy = 2000,
ztop = 20000,
grid_id = 1,
parent_id = 0,
i_parent_start = 0,
j_parent_start = 0,
parent_grid_ratio = 1,
parent_time_step_ratio = 1,
feedback = 1,
smooth_option = 0
/
&physics
mp_physics = 8,
ra_lw_physics = 0,
ra_sw_physics = 0,
radt = 30,
sf_sfclay_physics = 0,
sf_surface_physics = 0,
bl_pbl_physics = 0,
bldt = 0,
cu_physics = 0,
cudt = 5,
num_soil_layers = 5,
/
&fdda
/
&dynamics
rk_ord = 3,
diff_opt = 2,
km_opt = 2,
damp_opt = 2,
zdamp = 5000.,
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dampcoef = 0.003,
khdif = 500,
kvdif = 500,
smdiv = 0.1,
emdiv = 0.01,
epssm = 0.1,
time_step_sound = 6,
h_mom_adv_order = 5,
v_mom_adv_order = 3,
h_sca_adv_order = 5,
v_sca_adv_order = 3,
moist_adv_opt = 1,
scalar_adv_opt = 1,
chem_adv_opt = 1,
tke_adv_opt = 1,
non_hydrostatic = .true.,
mix_full_fields = .true.,
/
&bdy_control
periodic_x = .false.,
symmetric_xs = .false.,
symmetric_xe = .false.,
open_xs = .true.,
open_xe = .true.,
periodic_y = .false.,
symmetric_ys = .false.,
symmetric_ye = .false.,
open_ys = .true.,
open_ye = .true.,
nested = .false.,
/
&grib2
/
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&namelist_quilt
nio_tasks_per_group = 0,
nio_groups = 1,
/
Appendix C: Model setup for chapter 5 simulations
Stationary supercell case study
The default WRF supercell case study (em_quarter_ss) was adapted to reduce
the imposed wind speed to zero in the x- and y-directions and to increase the water
vapour mixing ratio by 7% from the default input_sounding file. The following table
gives the values of key parameters set in the Morrison microphysics parameterisation
code for the updated version with prognostic cloud droplet number concentration.
This code was provided by Hugh Morrison. All other parameters were given their
default values.
Parameter Value/range Description
K1 0.308 exponent in CCN distribution (k in equation 1.7)
C1 300 to 1200 Background CCN concentration (c in equation 1.7)
ISUB 1 Use grid scale vertical velocity for droplet activation
input_sounding file:
1000 300 14
250 300.45 14.98 0 0
750 301.25 14.98 0 0
1250 302.47 14.445 0 0
1750 303.93 11.877 0 0
2250 305.31 9.6942 0 0
2750 306.81 7.8752 0 0
3250 308.46 6.3665 0 0
3750 310.03 5.1146 0 0
4250 311.74 4.0874 0 0
4750 313.48 3.2207 0 0
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5250 315.24 2.5252 0 0
5750 317.18 1.926 0 0
6250 319.02 1.5087 0 0
6750 320.88 1.1449 0 0
7250 322.8 0.856 0 0
7750 324.87 0.642 0 0
8250 326.86 0.4601 0 0
8750 328.89 0.3424 0 0
9250 330.39 0.2568 0 0
9750 332.8 0.1819 0 0
10250 335.23 0.107 0 0
10750 337.31 0.0856 0 0
11250 339.55 0.0535 0 0
11750 342.82 0.0321 0 0
12250 349.88 0.0428 0 0
12750 357.34 0.0428 0 0
13250 364.91 0.0428 0 0
13750 373.22 0.0428 0 0
14250 381.67 0.0428 0 0
14750 390.29 0.0428 0 0
15250 398.91 0.0428 0 0
15750 407.53 0.0428 0 0
16250 416.15 0.0428 0 0
16750 424.77 0.0428 0 0
17250 433.39 0.0428 0 0
17750 442.01 0.0428 0 0
18250 450.63 0.0428 0 0
18750 459.25 0.0428 0 0
19250 467.87 0.0428 0 0
19750 476.49 0.0428 0 0
20250 485.11 0.0428 0 0
20750 493.73 0.0428 0 0
21250 502.35 0.0428 0 0
21750 510.97 0.0428 0 0
22250 519.59 0.0428 0 0
148
22750 528.21 0.0428 0 0
namelist.input file:
&time_control
run_days = 0,
run_hours = 0,
run_minutes = 240,
run_seconds = 0,
start_year = 0001,
start_month = 01,
start_day = 01,
start_hour = 00,
start_minute = 00,
start_second = 00,
end_year = 0001,
end_month = 01,
end_day = 01,
end_hour = 00,
end_minute = 120,
end_second = 00,
history_interval = 10,
frames_per_outfile = 1000,
restart = .false.,
restart_interval = 120,
io_form_history = 2
io_form_restart = 2
io_form_input = 2
io_form_boundary = 2
debug_level = 0
/
&domains
time_step = 6,
time_step_fract_num = 0,
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time_step_fract_den = 1,
max_dom = 1,
s_we = 1,
e_we = 42,
s_sn = 1,
e_sn = 42,
s_vert = 1,
e_vert = 61,
dx = 1000,
dy = 1000,
ztop = 20000,
grid_id = 1,
parent_id = 0,
i_parent_start = 0,
j_parent_start = 0,
parent_grid_ratio = 1,
parent_time_step_ratio = 1,
feedback = 1,
smooth_option = 0
/
&physics
mp_physics = 10,
ra_lw_physics = 0,
ra_sw_physics = 0,
radt = 30,
sf_sfclay_physics = 0,
sf_surface_physics = 0,
bl_pbl_physics = 0,
bldt = 0,
cu_physics = 0,
cudt = 5,
isﬄx = 1,
ifsnow = 0,
icloud = 1,
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num_soil_layers = 5,
mp_zero_out = 0,
/
&fdda
/
&dynamics
rk_ord = 3,
diff_opt = 2,
km_opt = 2,
damp_opt = 2,
zdamp = 5000.,
dampcoef = 0.003,
khdif = 500,
kvdif = 500,
smdiv = 0.1,
emdiv = 0.01,
epssm = 0.1,
time_step_sound = 6,
h_mom_adv_order = 5,
v_mom_adv_order = 3,
h_sca_adv_order = 5,
v_sca_adv_order = 3,
moist_adv_opt = 1,
scalar_adv_opt = 1,
chem_adv_opt = 1,
tke_adv_opt = 1,
non_hydrostatic = .true.,
mix_full_fields = .true.,
/
&bdy_control
periodic_x = .false
symmetric_xs = .false
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symmetric_xe = .false
open_xs = .true.
open_xe = .true.
periodic_y = .false
symmetric_ys = .false
symmetric_ye = .false
open_ys = .true.
open_ye = .true.
nested = .false
/
&grib2
/
&namelist_quilt
nio_tasks_per_group = 0,
nio_groups = 1,
/
Hill case study
The default WRF case study for flow over an orographic hill (em_hill2d_x) was
adapted for a moist tropical environment using the input_sounding file given below.
The dimensions of the hill were set in the case initialisation file (module_initialize_hill2d_x.F):
hill height was 2km (hm=2000) and half width was 30km (xa=30). The microphysics
setup was the same as for the stationary supercell case.
input_sounding file:
1013 299.7 16.11
0 299.7 16.11 10 0
50 299.89 15.91 10 0
100 300.07 15.71 10 0
150 300.26 15.51 10 0
200 300.44 15.31 10 0
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250 300.63 15.11 10 0
300 300.81 14.91 10 0
350 301 14.71 10 0
400 301.18 14.51 10 0
450 301.37 14.31 10 0
500 301.56 14.11 10 0
550 301.74 13.91 10 0
600 301.93 13.71 10 0
650 302.11 13.51 10 0
700 302.3 13.31 10 0
750 302.48 13.11 10 0
800 302.67 12.91 10 0
850 302.85 12.71 10 0
900 303.04 12.51 10 0
950 303.22 12.31 10 0
1000 303.41 12.11 10 0
1050 303.6 11.98 10 0
1100 303.79 11.85 10 0
1150 303.98 11.72 10 0
1200 304.17 11.59 10 0
1250 304.36 11.47 10 0
1300 304.55 11.34 10 0
1350 304.75 11.21 10 0
1400 304.94 11.08 10 0
1450 305.13 10.95 10 0
1500 305.32 10.82 10 0
1550 305.51 10.69 10 0
1600 305.7 10.56 10 0
1650 305.89 10.43 10 0
1700 306.08 10.3 10 0
1750 306.27 10.18 10 0
1800 306.46 10.05 10 0
1850 306.65 9.92 10 0
1900 306.84 9.79 10 0
1950 307.04 9.66 10 0
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2000 307.23 9.53 10 0
2050 307.53 9.32 10 0
2100 307.84 9.11 10 0
2150 308.15 8.9 10 0
2200 308.46 8.69 10 0
2250 308.77 8.48 10 0
2300 309.08 8.27 10 0
2350 309.38 8.07 10 0
2400 309.69 7.86 10 0
2450 310 7.65 10 0
2500 310.31 7.44 10 0
2550 310.62 7.23 10 0
2600 310.93 7.02 10 0
2650 311.23 6.81 10 0
2700 311.54 6.6 10 0
2750 311.85 6.39 10 0
2800 312.16 6.18 10 0
2850 312.47 5.97 10 0
2900 312.78 5.76 10 0
2950 313.08 5.55 10 0
3000 313.39 5.34 10 0
3050 313.56 5.21 10 0
3100 313.74 5.09 10 0
3150 313.91 4.96 10 0
3200 314.08 4.83 10 0
3250 314.25 4.7 10 0
3300 314.42 4.57 10 0
3350 314.6 4.44 10 0
3400 314.77 4.31 10 0
3450 314.94 4.18 10 0
3500 315.11 4.05 10 0
3550 315.28 3.92 10 0
3600 315.45 3.79 10 0
3650 315.63 3.66 10 0
3700 315.8 3.53 10 0
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3750 315.97 3.41 10 0
3800 316.14 3.28 10 0
3850 316.31 3.15 10 0
3900 316.48 3.02 10 0
3950 316.66 2.89 10 0
4000 316.83 2.76 10 0
4050 317 2.73 10 0
4100 317.18 2.69 10 0
4150 317.36 2.66 10 0
4200 317.53 2.62 10 0
4250 317.71 2.59 10 0
4300 317.88 2.56 10 0
4350 318.06 2.52 10 0
4400 318.23 2.49 10 0
4450 318.41 2.45 10 0
4500 318.59 2.42 10 0
4550 318.76 2.39 10 0
4600 318.94 2.35 10 0
4650 319.11 2.32 10 0
4700 319.29 2.28 10 0
4750 319.47 2.25 10 0
4800 319.64 2.22 10 0
4850 319.82 2.18 10 0
4900 319.99 2.15 10 0
4950 320.17 2.11 10 0
5000 320.34 2.08 10 0
5050 320.53 2.04 10 0
5100 320.71 2 10 0
5150 320.89 1.96 10 0
5200 321.08 1.92 10 0
5250 321.26 1.89 10 0
5300 321.44 1.85 10 0
5350 321.63 1.81 10 0
5400 321.81 1.77 10 0
5450 321.99 1.73 10 0
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5500 322.18 1.69 10 0
5550 322.36 1.65 10 0
5600 322.54 1.61 10 0
5650 322.73 1.58 10 0
5700 322.91 1.54 10 0
5750 323.09 1.5 10 0
5800 323.28 1.46 10 0
5850 323.46 1.42 10 0
5900 323.64 1.38 10 0
5950 323.83 1.34 10 0
6000 324.01 1.31 10 0
6050 324.2 1.28 10 0
6100 324.39 1.25 10 0
6150 324.59 1.23 10 0
6200 324.78 1.2 10 0
6250 324.97 1.18 10 0
6300 325.16 1.15 10 0
6350 325.36 1.13 10 0
6400 325.55 1.1 10 0
6450 325.74 1.08 10 0
6500 325.93 1.05 10 0
6550 326.13 1.03 10 0
6600 326.32 1 10 0
6650 326.51 0.98 10 0
6700 326.7 0.95 10 0
6750 326.89 0.93 10 0
6800 327.09 0.9 10 0
6850 327.28 0.88 10 0
6900 327.47 0.85 10 0
6950 327.66 0.83 10 0
7000 327.86 0.8 10 0
7050 328.05 0.78 10 0
7100 328.24 0.77 10 0
7150 328.44 0.75 10 0
7200 328.63 0.74 10 0
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7250 328.82 0.72 10 0
7300 329.02 0.7 10 0
7350 329.21 0.69 10 0
7400 329.4 0.67 10 0
7450 329.6 0.65 10 0
7500 329.79 0.64 10 0
7550 329.98 0.62 10 0
7600 330.18 0.61 10 0
7650 330.37 0.59 10 0
7700 330.57 0.57 10 0
7750 330.76 0.56 10 0
7800 330.95 0.54 10 0
7850 331.15 0.52 10 0
7900 331.34 0.51 10 0
7950 331.53 0.49 10 0
8000 331.73 0.47 10 0
8050 331.94 0.46 10 0
8100 332.14 0.45 10 0
8150 332.35 0.44 10 0
8200 332.56 0.43 10 0
8250 332.77 0.42 10 0
8300 332.98 0.41 10 0
8350 333.19 0.4 10 0
8400 333.4 0.39 10 0
8450 333.61 0.38 10 0
8500 333.82 0.36 10 0
8550 334.03 0.35 10 0
8600 334.24 0.34 10 0
8650 334.45 0.33 10 0
8700 334.66 0.32 10 0
8750 334.86 0.31 10 0
8800 335.07 0.3 10 0
8850 335.28 0.29 10 0
8900 335.49 0.28 10 0
8950 335.7 0.27 10 0
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9000 335.91 0.25 10 0
9050 336.12 0.25 10 0
9100 336.34 0.24 10 0
9150 336.55 0.23 10 0
9200 336.76 0.23 10 0
9250 336.97 0.22 10 0
9300 337.18 0.21 10 0
9350 337.4 0.21 10 0
9400 337.61 0.2 10 0
9450 337.82 0.19 10 0
9500 338.03 0.19 10 0
9550 338.24 0.18 10 0
9600 338.46 0.17 10 0
9650 338.67 0.17 10 0
9700 338.88 0.16 10 0
9750 339.09 0.15 10 0
9800 339.31 0.15 10 0
9850 339.52 0.14 10 0
9900 339.73 0.13 10 0
9950 339.94 0.13 10 0
10000 340.15 0.12 10 0
10050 340.36 0.12 10 0
10100 340.58 0.11 10 0
10150 340.79 0.11 10 0
10200 341 0.1 10 0
10250 341.21 0.1 10 0
10300 341.42 0.1 10 0
10350 341.63 0.09 10 0
10400 341.84 0.09 10 0
10450 342.05 0.09 10 0
10500 342.27 0.08 10 0
10550 342.48 0.08 10 0
10600 342.69 0.07 10 0
10650 342.9 0.07 10 0
10700 343.11 0.07 10 0
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10750 343.32 0.06 10 0
10800 343.53 0.06 10 0
10850 343.74 0.06 10 0
10900 343.95 0.05 10 0
10950 344.17 0.05 10 0
11000 344.38 0.05 10 0
11050 344.61 0.04 10 0
11100 344.85 0.04 10 0
11150 345.09 0.04 10 0
11200 345.32 0.04 10 0
11250 345.56 0.04 10 0
11300 345.8 0.04 10 0
11350 346.03 0.04 10 0
11400 346.27 0.03 10 0
11450 346.51 0.03 10 0
11500 346.75 0.03 10 0
11550 346.98 0.03 10 0
11600 347.22 0.03 10 0
11650 347.46 0.03 10 0
11700 347.69 0.03 10 0
11750 347.93 0.02 10 0
11800 348.17 0.02 10 0
11850 348.4 0.02 10 0
11900 348.64 0.02 10 0
11950 348.88 0.02 10 0
12000 349.11 0.02 10 0
12050 349.38 0.02 10 0
12100 349.64 0.02 10 0
12150 349.9 0.02 10 0
12200 350.17 0.02 10 0
12250 350.43 0.02 10 0
12300 350.69 0.01 10 0
12350 350.96 0.01 10 0
12400 351.22 0.01 10 0
12450 351.48 0.01 10 0
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12500 351.75 0.01 10 0
12550 352.01 0.01 10 0
12600 352.27 0.01 10 0
12650 352.54 0.01 10 0
12700 352.8 0.01 10 0
12750 353.06 0.01 10 0
12800 353.33 0.01 10 0
12850 353.59 0.01 10 0
12900 353.85 0.01 10 0
12950 354.12 0.01 10 0
13000 354.38 0.01 10 0
13050 354.61 0.01 10 0
13100 354.83 0.01 10 0
13150 355.06 0.01 10 0
13200 355.29 0.01 10 0
13250 355.51 0.01 10 0
13300 355.74 0.01 10 0
13350 355.96 0.01 10 0
13400 356.19 0.01 10 0
13450 356.42 0.01 10 0
13500 356.64 0.01 10 0
13550 356.87 0 10 0
13600 357.09 0 10 0
13650 357.32 0 10 0
13700 357.55 0 10 0
13750 357.77 0 10 0
13800 358 0 10 0
13850 358.23 0 10 0
13900 358.45 0 10 0
13950 358.68 0 10 0
14000 358.9 0 10 0
14050 359.19 0 10 0
14100 359.48 0 10 0
14150 359.76 0 10 0
14200 360.05 0 10 0
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14250 360.34 0 10 0
14300 360.62 0 10 0
14350 360.91 0 10 0
14400 361.2 0 10 0
14450 361.48 0 10 0
14500 361.77 0 10 0
14550 362.06 0 10 0
14600 362.34 0 10 0
14650 362.63 0 10 0
14700 362.92 0 10 0
14750 363.2 0 10 0
14800 363.49 0 10 0
14850 363.78 0 10 0
14900 364.06 0 10 0
14950 364.35 0 10 0
15000 364.63 0 10 0
15050 364.93 0 10 0
15100 365.23 0 10 0
15150 365.52 0 10 0
15200 365.82 0 10 0
15250 366.11 0 10 0
15300 366.41 0 10 0
15350 366.7 0 10 0
15400 367 0 10 0
15450 367.29 0 10 0
15500 367.59 0 10 0
15550 367.88 0 10 0
15600 368.18 0 10 0
15650 368.47 0 10 0
15700 368.77 0 10 0
15750 369.06 0 10 0
15800 369.36 0 10 0
15850 369.65 0 10 0
15900 369.95 0 10 0
15950 370.24 0 10 0
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16000 370.54 0 10 0
16050 371.24 0 10 0
16100 371.94 0 10 0
16150 372.64 0 10 0
16200 373.35 0 10 0
16250 374.05 0 10 0
16300 374.75 0 10 0
16350 375.45 0 10 0
16400 376.15 0 10 0
16450 376.85 0 10 0
16500 377.56 0 10 0
16550 378.26 0 10 0
16600 378.96 0 10 0
16650 379.66 0 10 0
16700 380.36 0 10 0
16750 381.07 0 10 0
16800 381.77 0 10 0
16850 382.47 0 10 0
16900 383.17 0 10 0
16950 383.87 0 10 0
17000 384.57 0 10 0
17050 385.96 0 10 0
17100 387.34 0 10 0
17150 388.72 0 10 0
17200 390.11 0 10 0
17250 391.49 0 10 0
17300 392.87 0 10 0
17350 394.25 0 10 0
17400 395.64 0 10 0
17450 397.02 0 10 0
17500 398.4 0 10 0
17550 399.79 0 10 0
17600 401.17 0 10 0
17650 402.55 0 10 0
17700 403.93 0 10 0
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17750 405.32 0 10 0
17800 406.7 0 10 0
17850 408.08 0 10 0
17900 409.46 0 10 0
17950 410.85 0 10 0
18000 412.23 0 10 0
18050 413.68 0 10 0
18100 415.12 0 10 0
18150 416.57 0 10 0
18200 418.02 0 10 0
18250 419.47 0 10 0
18300 420.91 0 10 0
18350 422.36 0 10 0
18400 423.81 0 10 0
18450 425.25 0 10 0
18500 426.7 0 10 0
18550 428.15 0 10 0
18600 429.59 0 10 0
18650 431.04 0 10 0
18700 432.49 0 10 0
18750 433.94 0 10 0
18800 435.38 0 10 0
18850 436.83 0 10 0
18900 438.28 0 10 0
18950 439.72 0 10 0
19000 441.17 0 10 0
19050 442.69 0 10 0
19100 444.21 0 10 0
19150 445.72 0 10 0
19200 447.24 0 10 0
19250 448.76 0 10 0
19300 450.28 0 10 0
19350 451.79 0 10 0
19400 453.31 0 10 0
19450 454.83 0 10 0
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19500 456.35 0 10 0
19550 457.86 0 10 0
19600 459.38 0 10 0
19650 460.9 0 10 0
19700 462.42 0 10 0
19750 463.93 0 10 0
19800 465.45 0 10 0
19850 466.97 0 10 0
19900 468.49 0 10 0
19950 470 0 10 0
20000 471.52 0 10 0
namelist.input file:
&time_control
run_days = 0,
run_hours = 10,
run_minutes = 0,
run_seconds = 0,
start_year = 0001,
start_month = 01,
start_day = 01,
start_hour = 00,
start_minute = 00,
start_second = 00,
end_year = 0001,
end_month = 01,
end_day = 01,
end_hour = 10,
end_minute = 00,
end_second = 00,
history_interval = 10,
frames_per_outfile = 1000,
restart = .false.,
restart_interval = 1200,
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io_form_history = 2
io_form_restart = 2
io_form_input = 2
io_form_boundary = 2
debug_level = 0
/
&domains
time_step = 20,
time_step_fract_num = 0,
time_step_fract_den = 1,
max_dom = 1,
s_we = 1,
e_we = 202,
s_sn = 1,
e_sn = 3,
s_vert = 1,
e_vert = 41,
dx = 2000,
dy = 2000,
ztop = 30000.,
/
&physics
mp_physics = 10,
ra_lw_physics = 0,
ra_sw_physics = 0,
radt = 0,
sf_sfclay_physics = 0,
sf_surface_physics = 0,
bl_pbl_physics = 0,
bldt = 0,
cu_physics = 0,
cudt = 0,
num_soil_layers = 5,
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/&fdda
/
&dynamics
rk_ord = 3,
diff_opt = 2,
km_opt = 1,
damp_opt = 3,
zdamp = 20000.,
dampcoef = .1,
khdif = 00,
kvdif = 0,
smdiv = 0.1,
emdiv = 0.01,
epssm = 0.1,
time_step_sound = 6,
h_mom_adv_order = 5,
v_mom_adv_order = 3,
h_sca_adv_order = 5,
v_sca_adv_order = 3,
non_hydrostatic = .true.,
/
&bdy_control
periodic_x = .false.,
symmetric_xs = .false.,
symmetric_xe = .false.,
open_xs = .true.,
open_xe = .true.,
periodic_y = .true.,
symmetric_ys = .false.,
symmetric_ye = .false.,
open_ys = .false.,
166
open_ye = .false.,
/
&grib2
/
&namelist_quilt
nio_tasks_per_group = 0,
nio_groups = 1,
/
167
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CN Condensation nuclei
DSD Raindrop size distribution
EI30 Erosivity defined according to equation 1.27
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GDP Gross domestic product
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