We derive necessary and sufficient conditions under which a set of variables is informationally sufficient, i.e. contains enough information to estimate the structural shocks with a VAR model. Based on such conditions, we provide a procedure to test for informational sufficiency.
Introduction
Since Sims (1980)'s seminal paper, Structural Vector Autoregression (SVAR) models have become extremely popular for structural and policy analysis. The idea behind these models is that structural economic shocks can be found as linear combinations of the residuals of the linear projection of a vector of variables onto their past values, i.e. are innovations with respect to the econometrician's information set. Therefore, an obvious requirement for the analysis to be meaningful is that the variables used in the VAR convey all of the relevant information. Such informational sufficiency is implicitly assumed in any VAR application.
But is this assumption always sensible? Unfortunately the answer is no. The basic problem is that, while agents typically have access to rich information, VAR techniques allow to handle a limited number of variables. If the econometrician's information set does not span that of the agents the structural shocks are non-fundamental and cannot be obtained from a VAR (Hansen and Sargent, 1991 , Lippi and Reichlin, 1993 , 1994 Gambetti, 2010) .
At now there is no generally accepted and systematic way to verify whether a specific VAR suffers from this informational problem. In this paper we provide a testing procedure which is relatively easy to implement and valid under fairly general conditions. Moreover, we also we propose a strategy to amend the VAR when informational sufficiency is rejected.
Our main theoretical result is a necessary and sufficient condition for informational sufficiency, which is derived under the assumption that the economy admits a state space representation. Such condition is that there are no state variables that Granger cause the variables included in the VAR. The intuition is that the state variables convey all of the relevant information; therefore, if they do not help to predict a vector, such vector must contain the same information.
Based on this result, we suggest the following procedure. First, estimate the space spanned by the state variables of the economy by using the principal components of a large dataset, containing all available macroeconomic information. Second, test whether the estimated principal components Granger cause the variables included in the VAR. The variables are informationally sufficient if and only if the null hypothesis of no Granger causality is not rejected.
If a set of variables is not sufficient, we propose to estimate either a factor model, or a Factor Augmented VAR model (FAVAR), where the original set of variables is enlarged with the principal components above. Our test can be applied recursively to the FAVAR in order to determine how many factors to retain. The number of factors is the minimum number such that the extended vector is informationally sufficient. To our knowledge, this is the first method suitable for FAVAR models.
As an additional result, we show that, even if the VAR is not informational sufficient to recover all of the structural shocks, still a single shock of interest can be correctly identified and estimated. In order for this to be the case, a necessary condition is that the shock must be orthogonal to the past of the state variables. This result can be used to test for structuralness of a shock as follows. First, identify and estimate the shock. Then test for orthogonality between this shock and the lags of the principal components. If the null of orthogonality is rejected, then the shock obtained from the VAR cannot be structural.
As an application we study technology shocks in the US. We test whether a smallscale VAR model, such as those typically used to study the effects of technology shocks, is informationally sufficient. Specifically, we use a VAR with total factor productivity, the unemployment rate and per-capita hours worked. We find that these three variables are Granger caused by the first two principal components of a large dataset of US macrcoeconomic variables. Therefore we add such principal components to the VAR and show that the remaining principal components do not Granger cause the factor augmented VAR, meaning that the information conveyed in the FAVAR is sufficient. Finally, we identify the technology shock as the only one driving total factor productivity in the long run, in both the original and the augmented VAR. Differences in the results in the two models are dramatic. While in the original VAR technology shocks increase hours and reduce unemployment, in the augmented VAR results are reversed: hours reduce and unemployment increases. Consistently with the test outcome, adding further factors does not change results any more. In the augmented model, investment and GDP react very sluggishly to the shock, prices fall and the real wage increases. Overall the result are hard to reconcile with the view that technology shocks are an important source of business cycle fluctuations.
The remainder of the paper is organized as follows. Section 2 presents theoretical results, as well as our proposed testing procedures. Section 3 discusses the application. Section 4 concludes. Appendix A reports the proofs. Appendix B reports information about the data used in the empirical application.
Theory

The macroeconomy
Let us start from the following MA representation of the macroeconomy. Assumption 1 (MA representation). The n-dimensional vector x t of stationary macroeconomic time series satisfies
where u t is a q-dimensional, orthonormal white noise vector of structural macroeconomic shocks and F (L) is an n × q matrix of impulse response functions, i.e. squaresummable linear filters in the non-negative powers of the lag operator L, such that rank (F (z)) = q for some complex number z.
Representation (1) can be thought of as the representation of a macroeconomic equilibrium. Consider for instance the state-space representation studied in FernandezVillaverde et al. (2007), i.e.
where s t is an r-dimensional vector of stationary "state" variables, q ≤ r ≤ n, A, B, C and D are conformable matrices of parameters, B has a left inverse B −1 such that B −1 B = I q . Pre-multiplying (2) by B −1 we get u t = B −1 (I − AL)s t . Substituting this into (3) and rearranging gives
Stationarity of s t ensures invertibility of (2), so that s t = (I − AL) −1 Bu t . Combining this with (4) we get the MA representation
which is a special case of (1). The assumption on the rank of F (L) ensures that the representation is not redundant in the sense that there are no representations with a smaller number of shocks.
Sufficient information
Let us now define the information sets of the econometrician and the VAR, and the concept of sufficient information.
To begin, we assume that the SVAR econometrician observes x t , possibly with error. Allowing for a measurement error (which can be zero), besides being an interesting generalization per se, will enable us to establish a link between the VAR model and the factor model introduced below, and extend our results to FAVAR models. Precisely: Assumption 2. (Econometrician's information set) The econometrician information set X * t is given by the closed linear space spanned by present and past values of the variables in x * t (in symbols X * t = span(x * 1t , . . . , x * nt )), where
ξ t being a (possibly zero) vector of measurement errors, orthogonal to u jt−k , j = 1, . . . , q, any k, and ξ t−k , k > 0.
In practice the number of observable variables n is very large, so that the econometrician needs to reduce it in order to estimate a VAR. The VAR information set is then spanned by an s-dimensional sub-vector of x * t , or more, generally, an s-dimensional linear combination of x * t , say z * t = W x * t (with s not necessarily equal to q). Considering also linear combinations will enable us to apply our results to the principal components of the variables and therefore to the FAVAR model.
Assumption 3 (VAR information set). The information set of the VAR is
Now, consider the theoretical projection equation of z * t on its past history, i.e.
The SVAR methodology consists in (a) estimating a VAR to get t ; (b) attempting to get the structural shocks as linear combinations of the estimated entries of t . Hence a key property of z * t and the related information set is that the entries of t span the structural shocks, i.e. the information in the history of z * t is sufficient to estimate the shocks. We call such property "sufficient information".
Definition 1 (Sufficient information).
We say that z * t and the related information set Z * t contain "sufficient information" if and only if there exist a matrix M such that
It is important to stress that sufficiency, defined in this way, is related only to the variables in z * t and has nothing to do with the choice of a proper identification scheme. The correct identification of M is a further problem, which in general does make sense only if sufficiency holds true.
The relation with fundamentalness
Informational sufficiency is closely related to "fundamentalness". In this section we clarify the relation between the two concepts. 1 From (6) and the definition of z * t we get
Definition 2 (Fundamentalness). We say that u t is fundamental for w t = Hx t , and the MA representation w t = HF (L)u t is fundamental, if and only if
The following proposition formally establishes the relation between fundamentalnes and sufficiency. Proposition 1. The information in z * t is sufficient if and only if there is a matrix R such that (a)z t = Rz * t = Rz t and (b) u t is fundamental forz t .
For the proof see Appendix A. Proposition 1 says that, for z * t being sufficient, there must be a linear transformation of z * t which is free of measurement errors and have a fundamental representation in the structural shocks. Therefore, informational sufficiency is almost equivalent to fundamentalness plus absence of errors. If errors are small, informational sufficiency and fundamentalness essentially coincide; if, on the contrary, a VAR includes variables with large errors, information may be insufficient even if fundamentalness of z t is met.
To conclude this subsection, let us observe that, in the particular case of F (L) being a matrix of rational functions, fundamentalness of u t for w t , along with fundamentalness of the associated MA representation w t = HF (L)u t is equivalent to the following condition (see e.g. Rozanov, 1967, Ch. 2).
Condition R. The rank of HF (z) is q for all z such that |z| < 1.
Considering equation (5) 
Testable implications
Here we derive testable implications of sufficient information. A first relevant result is the following. However, Proposition 2 has an important limitation in that, being only a necessary condition, it can be used to reject sufficiency but not to validate it. Clearly, testing all of the variables in x * t would be close to a validation, but unfortunately this is not feasible, since in practice x * t is of high dimension. On the one hand, we cannot use all of the variables simultaneously; on the other hand, testing each one of them separately would yield, with very high probability, to reject sufficiency even if z * t is informationally sufficient, owing to Type I error.
We can provide a sufficient condition by assuming the state space representation above, i.e. by replacing Assumption 1 with the more restrictive Assumption 1 :
The vector x t of macroeconomic time series satisfies equations (2) 
and (3).
It is easily seen from equations (6) and (4) that x * t follows the static factor model
where
In addition to the above assumption, to derive the main result of the paper we need a condition ensuring that the dynamic rank of z * t is no less than q and that z * t is predictable to some extent. Precisely,
The following proposition establishes a necessary and sufficient condition for informational sufficiency.
number of factors (the entries of g t ). Such factors are unobservable, but, under suitable assumptions, can be consistently estimated by the principal componentsĝ t , as both the number of variables and the number of time observations go to infinity (Stock and Watson, 2002b; Forni et al. 2009 ).
The testing procedure
Proposition 3 provides the theoretical basis for the following testing procedure.
1. Take a large data set x * t , capturing all of the relevant macroeconomic information.
2. Set a maximum number of factors P and compute the first P principal components of x * t .
3. Perform Granger causation tests to see whether the first h principal components, h = 1, . . . , P , Granger cause z * t . If the null of no Granger causality is never rejected, z * t is informationally sufficient. Otherwise, sufficiency is rejected.
If informational sufficiency is rejected, we cannot use the VAR to identify all of the structural shocks. However, partial identification could still provide correct results, as shown in the following subsection.
Structuralness of a single shock
Even if informational sufficiency is rejected, z * t could be sufficient to get a single shock of interest, say u 1t , or a subset of shocks u 1t , . . . , u jt , j < q. This is important in that for many applications the econometrician is interested in identifying just a single shock.
To see this, consider the following example
In this case z * t is not sufficient for u t by Proposition 1. In fact, since the determinant of the MA filter has a zero in zero, the MA representation is non-fundamental by Condition R. Indeed, it is easily seen that u 2t cannot be recovered from the present and the past of z * t . Nevertheless, z * t is sufficient for u 1t , since z * 1t + z * 2t = 2u 1t . By Assumption 1 the structural shocks are unpredictable, i.e. u jt , j = 1, . . . , q is orthogonal to x * t−k , k > 0, and the lagged factors f t−k , k > 0. Therefore, after having identified the shock of interest, we can verify whether it can be a structural shock by testing for orthogonality with respect to the past of the principal components. If orthogonality is rejected the shock cannot be a structural shock. 3 Let us stress however that orthogonality is only a necessary condition for structuralness. Hence even if it is not rejected, it is safer to change the information set as suggested below.
Amending the VAR information set
What should the econometrician do if sufficient information is rejected? Assumption 1 guarantees that g t = Kf t is informationally sufficient. Hence a possible solution is to estimate a VAR with the principal componentsĝ t and use it to estimate the whole factor model (9) Alternatively, we can extend the vector of variables appearing in the original VAR (or some of them) by adding principal components and estimate a FAVAR model. To this end, a crucial problem is to establish the number of factors to include.
Since by Assumption 3 also linear combinations of the x * 's can be included in the vector z * t , our testing procedure can be applied to the FAVAR model to see whether it is informationally sufficient or not. Moreover, it can be used to determine the number of factors. The idea is to add the principal components one at a time in decreasing order, apply recursively the Granger causation test and stop when informational sufficiency is no longer rejected. Precisely, we propose the following procedure.
1. Take w h t = (z * tĝ 1t · · ·ĝ ht ) and test for sufficiency of w h t as explained above, for h = 1, . . . , P . Note that existing information criteria, like Bai and Ng (2002) or Onatski (2010), being designed for pure unobservable factor models, are ill-suited for the FAVAR framework. In particular, the number of principal components needed in a FAVAR model may be smaller than the number of principal components needed in a factor model, since valuable information is already provided by the variables in z * t . To our knowledge, this is the first method specifically designed for FAVAR models.
The approach also allows the econometrician to consistently estimate the impulse response functions of all the x's. In fact, the x's are linear combinations of the factors (see equation (9)) and therefore, if w p t is informationally sufficient, are also linear combinations of the entries of w p t , say x t = Qw p t . Hence the responses of x t can be estimated asQB(L) where the entries ofQ are the coefficients of the OLS projection of x * t on w p t and the entries ofB(L) are the estimated impulse response functions of the enlarged VAR. In addition, a key implication is that the shocks of interest can be identified by imposing restrictions on variables which are not included in the VAR. This is very useful since restrictions on the principal components would be rather difficult to interpret. ) derive a necessary and sufficient condition for fundamentalness; our condition is different in that it can be tested without resorting to any particular economic model. Forni and Reichlin (1996) and Giannone and Reichlin (2006) derive a necessary condition essentially equivalent to Proposition 2 above; Giannone and Reichlin (2006) propose a Granger causality test based on it. The problem of this test is that, being based on a necessary condition, it is not conclusive if the null is not rejected. Moreover, its general applicability is limited by the fact that there is no indication about which variables to use. The crucial novelty with respect to the above work is then the sufficiency result in Proposition 3 and the related identification of a set of regressors for the Granger causality test. Forni et al. (2009) propose an informal way to check for fundamentalness by looking at the roots of the determinant of the matrix of impulse-response functions obtained by estimating a factor model. The shortcoming of this method is that it checks for sufficiency of the common components of the variables, rather than the variables themselves; hence results are reliable only if the idiosyncratic component is small.
Relations with the literature
Finally, our contribution with respect to the FAVAR literature is twofold. On the one hand, we explicitly show a results which was so far only conjectured in literature, namely that the FAVAR model may solve the non-fundamentalness problem. On the other hand, we provide a procedure to check whether a given FAVAR is informationally sufficient and determine the number of factors. Most of the existing evidence about the effects of technology shocks is obtained using small-scale VAR models. In many cases only two or three variables are used. Here, as an application of our testing procedure, we investigate whether a small scale model conveys enough information to identify the shocks, in particular the technology shock.
We consider the vector z * t including the growth rate of total factor productivity (T F P t ), the unemployment rate (u t ) and the logs of per capita hours worked (h t ). The space spanned by the state variables of the economy is estimated by using the principal components of a large dataset of US macroeconomic variables. 4 
Testing for informational sufficiency
We apply our testing procedure to this VAR. We use the Gelper and Croux (2007) multivariate extension of the out-of-sample Granger causality test proposed by Harvey et al.(1998) . Table 1 shows the results. The first column of panel A shows the p-value of the test of the null hypothesis that the first principal component does not Granger cause z * t . The hypothesis is strongly rejected suggesting that the three variables do not contain sufficient information to correctly recovering the structural shocks. The second column of A shows the p-values of the test of the null hypothesis that the VAR augmented by the first principal component, i.e. w 1 t = (z tĝ 1t ) , is not Granger caused by the remaining principal components from the second to the j-th, j = 2, . . . , P . For instance the third element of the column, i.e. 0.405, is the p-value obtained by testing that (ĝ 2tĝ3t ) does not Granger cause w 1 t . We reject that the principal components from the second up to the eleventh do not Granger cause w 1 t at the 5% level, suggesting that not even w 1 t is informationally sufficient. However we can not reject that w 2 t is informationally sufficient since it is never Granger caused by the remaining principal components. Augmenting z * t with the first two principal components is sufficient to obtain the structural shocks, including the technology shock.
Testing for structuralness of the technology shock
As observed in subsection 2.6, even if the VAR is not informationally sufficient, still it could be possible to identify the technology shock. To check whether this is the case, we identify the technology shock, following Beaudry and Portier (2006) , as the only one affecting total factor productivity in the long run. Then we test whether the shock is orthogonal to the past of the estimated principal components. Precisely, we run a regression of the estimated shock on the lagged principal components and perform an F-test of the null hypothesis that the coefficients are jointly zero. The first column of B in Table 1 displays the p-value of the test when only the first principal component is included as a regressor. The hypothesis is strongly rejected suggesting that the shock obtained from the original VAR is not structural.
Then we implement the same identification in the VARs for w 1 t and w 2 t and run the same orthogonality test. The second column reports the p-values for w 1 t . The null that the second principal component does not predict the shock is rejected at the 10% but not the 5% level. The hypothesis that the shock is orthogonal to the principal components from the second up to the eighth is strongly rejected. Finally, orthogonality is never rejected for the w 2 t specification, consistently with the results of panel A.
Information and impulse response functions
Next we study the consequences of insufficient information in terms of impulse response functions. In particular, we investigate to what extent the effects of technology shocks change by augmenting the original VAR with the principal components. According to the results of the test, impulse response functions are expected to change when adding the first two principal components, but should remain essentially unchanged when adding further components. Figure 1 shows the impulse response functions. The left column plots the impulse response functions for the three varables, total factor productivity, unemployment and per capita hours, for all the sixteen specifications z * t , w 1 t , . . . , w 15 t . The solid line with dots represents the impulse response functions estimated with z * t . The line with crosses represents the impulse response functions estimated with w 2 t . The remaining lines are the estimated responses of the other models. The effects are expressed in percentage terms. The right column displays for the three variables the impact effect (dots), the effect at 1 year (crosses), 2 years (circles) and in the long run (diamonds). The horizontal axis displays the number of principal components included in the VAR.
The VAR without principal components predicts that the technology shock increases per-capita hours worked and reduces unemployment. Such results are in line with the theoretical predictions of standard RBC models and the empirical findings of Christiano, Eichenbaum and Vigfusson (2003) and Beaudry and Portier (2006) . Total factor productivity reacts positively on impact and stays roughly constant afterward, with no delay in the diffusion process.
The picture changes dramatically when adding the principal components. The effects on both unemployment and hours change sign. Now, unemployment increases and hours reduce so that technology becomes contractionary. Moreover, the impact effect of productivity reduces substantially while the long run effect is roughly unchanged so that the diffusion process is substantially slower in line with the S-shape view and the recent news shocks literature (Beaudry and Portier, 2006 , and Schmitt-Grohe and Uribe, 2008).
Notice that, consistently with the results of the test, models including more than two principal components, all deliver the same impulse response functions. This can also be seen from the right panels of Figure 1 . Impulse response functions change radically by adding the first principal component, and to a lesser extent by adding the second one, but are roughly constant from that point onward. Figure 2 plots the impulse response functions of some variables of interest for the specification w 2 t . The solid line represents the point estimate while the dotted lines are the 68% confidence bands. Investment and GDP do not react significantly on impact and start to increase significantly only after a few quarters, reaching their maximal level after about two years. The shape of the response of consumption is similar to that of investment and GDP (although the impact effect is slightly negative). The GDP deflator reduces immediately while real wages immediately increase.
Overall the picture that emerges is hard to reconcile with the view that technology shocks are an important source of business cycle fluctuations.
Conclusions
This paper derives necessary and sufficient conditions under which a set of variables is informationally sufficient, i.e. contains enough information to estimate the structural shocks with a VAR model. Based on such conditions, a procedure to test for informational sufficiency is proposed. Moreover, a test is provided to verify whether a single shock obtained with partial identification is a structural shock. Finally, the paper shows how to amend the model if informational sufficiency is rejected. The idea is to estimate a FAVAR, where the number of factors is determined by applying recursively the sufficient information test.
Our testing procedures are applied to a three-variable VAR including TFP, unemployment and per-capita hours worked. It is found that the VAR is not informationally sufficient, and the technology shock, identified as the only one affecting TFP in the long run, is not a structural shock. When amending the model by adding missing information, informational sufficiency and structuralness cannot be rejected. Results in terms of impulse response functions change dramatically: the reaction of both unemployment and hours worked changes sign, so that a positive shock becomes contractionary, and the response of TFP becomes S-shaped, in accordance with the recent "news" shock literature.
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Appendix B: Data
Transformations: 1=levels, 2= first differences of the original series, 4 = logs of the original series, 5= first differences of the logs of the original series . 
