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RESUMO
A estimac¸a˜o de estado e´ uma ferramenta fundamental na operac¸a˜o de sistemas de ener-
gia ele´trica. Contudo, para que ela seja fact´ıvel, e para que seus resultados possam ser
aplicados de forma plena, e´ imprescind´ıvel que o sistema de medic¸a˜o possibilite: observa-
bilidade; confiabilidade; capacidade de processamento de erros grosseiros; e precisa˜o nas
estimativas. Nesta tese essas caracter´ısticas sa˜o estudadas atrave´s de ana´lises qualitati-
vas e quantitativas. De maneira geral, os problemas qualitativos podem ser dividos em:
ana´lise de observabilidade; e identificac¸a˜o de medidas e conjuntos cr´ıticos. Esses to´picos
teˆm sido amplamente discutidos na literatura. No entanto, baseando-se no estado da arte
na˜o e´ poss´ıvel estabelecer uma relac¸a˜o direta entre os me´todos existentes para soluc¸a˜o
desses problemas. Ademais, em geral esses me´todos lidam com os problemas qualita-
tivos de maneira na˜o unificada. Nesse sentido, com base nos subespac¸os fundamentais
da matriz Jacobiana, esta tese propo˜e um referencial teo´rico unificado para a ana´lise de
problemas qualitativos. Esse referencial permite uma descric¸a˜o unificada e concisa dos
principais me´todos nume´ricos dispon´ıveis na literatura. Tambe´m e´ poss´ıvel estabelecer
me´todos alternativos para a ana´lise de problemas qualitativos. Outro resultado impor-
tante e´ que esse referencial teo´rico permite uma ana´lise cuidadosa dos impactos causados
pelos casos patolo´gicos na ana´lise de observabilidade. As metodologias sa˜o apresenta-
das de forma dida´tica com sistemas exemplo de pequeno porte. Ainda no aˆmbito dos
problemas qualitativos, esta tese tambe´m propo˜e um mecanismo para ana´lise de observa-
bilidade fundamentado na formulac¸a˜o regularizada do estimador de estado. Para permitir
a aplicac¸a˜o desse mecanismo, propo˜e-se uma versa˜o linearizada com restric¸o˜es de igual-
dade desse estimador. Um resultado importante da abordagem e´ a contribuic¸a˜o para
unificar as subfunc¸o˜es de estimac¸a˜o estado em torno do conceito de regularizac¸a˜o. Testes
com os sistemas IEEE 14-barras e IEEE 300-barras mostram que a metodologia e´ efi-
ciente e, portanto, compat´ıvel com aplicac¸o˜es pra´ticas. A quantificac¸a˜o da precisa˜o das
estimativas das varia´veis de estado e´ muito importante, pois ale´m de permitir realizar o
diagno´stico de um sistema de medic¸a˜o existente, ela tambe´m pode ser usada para guiar a
alocac¸a˜o de reforc¸os no mesmo. Assim, com base na decomposic¸a˜o em valores singulares
e na ana´lise de componentes principais, esta tese apresenta desenvolvimentos preliminares
de indicadores nume´ricos para quantificar a observabilidade atrave´s da precisa˜o das esti-
mativas que podem ser obtidas para as varia´veis de estado. Adicionalmente, propo˜e-se o
uso desses indicadores em conjunto com algoritmos cla´ssicos de alocac¸a˜o o´tima de medi-
das. Apesar dos desenvolvimentos apresentados serem preliminares, testes com o sistema
IEEE 14-barras apresentam resultados promissores.
Palavras-chave: Energia Ele´trica - Medic¸a˜o, Observabilidade, Sistemas de energia ele´trica
- Estimac¸a˜o de estado.
ABSTRACT
The state estimation is of fundamental importance to the power system operation. Ne-
vertheless, to ensure its feasibility and full application, the measurement system must
ensure: observability; reliability; bad data processing ability; and accuracy. In this thesis
these aspects are studied by qualitative and quantitative analyses. In general, the quali-
tative problems can be separated in: observability analysis; and identification of critical
measurements and sets. These topics have been highly addressed in the literature. No-
netheless, based on the state of the art knowledge one cannot directly relate the existing
methods to solve these problems. Additionally, generally these methods deal with quali-
tative problems in a nonunified way. In this sense, based on the fundamental subspaces
of the Jacobian matrix, this thesis proposes a theoretical framework for the analysis of
qualitative problems. This framework enables a concise and unified categorization of the
numerical methods available in the literature. It is thereby possible to conceive alternative
methods for solving these qualitative problems in a unified way. Another important result
is that this theoretical framework enables a careful treatment of the impacts caused by
the so-called pathological cases on the observability analysis. The proposed approaches
are didactically presented with small test systems. Still within the scope of qualitative
problems, this thesis also proposes a method for observability analysis based on the regu-
larized state estimator. Thus, it is proposed an equality constrained version of this state
estimator. An important result is the contribution to unify the state estimation sub-
functions around the regularization concept. Tests with IEEE 14-bus and IEEE 300-bus
systems show that the methodology is efficient and therefore compatible with practical
applications. Quantifying the accuracy of the estimates is essential, since it enables the
diagnosis of an existing measurement system as well as its reinforcement. Thus, based on
the singular value decomposition and principal component analysis, this thesis presents
preliminar developments of numerical indexes for quantifying the observability by the ac-
curacy of the estimates that can be obtained for the state variables. Additionally, these
indexes are used together with classical algorithms for optimal measurement placement.
Despite the preliminary developments, tests with IEEE 14-bus system show promising
results.
Keywords: Electrical energy - Measurement, Observability, Electrical energy systems -
State estimation.
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Cap´ıtulo 1
Introduc¸a˜o
Durante a operac¸a˜o de um sistema de energia ele´trica busca-se manter o aten-
dimento cont´ınuo a`s cargas sem que haja violac¸o˜es em suas restric¸o˜es operativas, mesmo
apo´s a ocorreˆncia de um conjunto predefinido de contingeˆncias. Esse estado de operac¸a˜o
e´ denominado normal seguro. Na˜o obstante, manter o sistema sempre operando em tal
estado pode ser economicamente, ou mesmo tecnicamente, invia´vel. Nesse sentido, e´ im-
portante a criac¸a˜o dos chamados n´ıveis de seguranc¸a da rede [1]. Isto e´, quanto maior
a seguranc¸a de um sistema, maior a confiabilidade no atendimento a`s cargas e, conse-
quentemente, maiores os seus custos de operac¸a˜o, manutenc¸a˜o e expansa˜o. Portanto,
para que se possa realizar a operac¸a˜o em tempo real da rede, e o pro´prio planejamento da
operac¸a˜o futura, e´ fundamental a monitorac¸a˜o constante e adequada do sistema de energia
ele´trica. O estimador de estado e´ ferramenta fundamental dentro desse contexto. Dado
um conjunto de medic¸o˜es tomadas na rede ele´trica, o estimador de estado deve filtrar os
ru´ıdos inerentes ao processo de medic¸a˜o e fornecer o estado mais prova´vel de operac¸a˜o
da rede, o qual pode ser definido como o conjunto mı´nimo de varia´veis necessa´rias para
caracterizar a sua situac¸a˜o f´ısica em um determinado instante de tempo. A partir do
estado estimado cria-se uma representac¸a˜o matema´tica, quase estaciona´ria, das condic¸o˜es
correntes de operac¸a˜o [2]. Esse modelo e´ utilizado na realizac¸a˜o de tarefas on-line, como a
monitorac¸a˜o e a ana´lise esta´tica de seguranc¸a, e em tarefas off-line, como o planejamento
da operac¸a˜o [2, 3]. O modelo da rede e´ recriado periodicamente sempre que um conjunto
de novas medic¸o˜es/informac¸o˜es coletadas estejam dispon´ıveis no centro de controle. Por-
tanto, essa ferramenta fornece informac¸o˜es necessa´rias para a execuc¸a˜o, de forma precisa e
eficiente, das func¸o˜es de ana´lise e controle de rede. O conceito de estimac¸a˜o de estado em
sistemas de energia ele´trica e´ relativamente antigo e foi introduzido por F. D. Schweppe,
J. Wildes e D. Rom [4–6]. A Figura 1.1 ilustra uma configurac¸a˜o convencional de um
estimador de estado em um centro de controle. Note que essa ferramenta e´ composta por
uma se´rie de subfunc¸o˜es, as quais podem ser resumidas da seguinte forma:
• Configurador: Agrupa as informac¸o˜es do status de disjuntores e seccionadoras de
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Figura 1.1: Func¸o˜es de um centro de controle. Adaptado de [7].
modo a formar o grafo da rede ele´trica, no qual sa˜o alocados os eventuais medidores
dispon´ıveis. Na abordagem tradicional, cria-se um modelo barra/ramo da rede;
• Analisador de observabilidade: Determina se e´ poss´ıvel estimar o estado para toda a
rede a partir do conjunto de medidas dispon´ıveis. Do contra´rio, identifica as barras
que formam as ilhas observa´veis. Entenda-se por ilhas observa´veis aquelas onde
e´ poss´ıvel estimar unicamente as grandezas ele´tricas associadas ao seu ponto de
operac¸a˜o. Esta subfunc¸a˜o tambe´m pode realizar a restaurac¸a˜o da observabilidade
da rede como um todo atrave´s da alocac¸a˜o de pseudomedidas;
• Estimador de estado: Baseado nas medidas e informac¸o˜es dispon´ıveis, estima, se-
gundo algum crite´rio estat´ıstico, o estado mais prova´vel de operac¸a˜o do sistema.
Estimado o estado, e´ poss´ıvel estimar todas as demais grandezas associadas ao
ponto de operac¸a˜o da rede;
• Processador de erros grosseiros: Caso exista redundaˆncia suficiente nas medidas,
possibilita a detecc¸a˜o da presenc¸a de erros grosseiros nas mesmas, identifica e os
elimina do conjunto de medidas, melhorando a confiabilidade do estado estimado.
A princ´ıpio, pode-se pensar que as subfunc¸o˜es ba´sicas da estimac¸a˜o de estado
sa˜o independentes. Entretanto, como ilustra a Figura 1.1, apo´s o processamento das
informac¸o˜es pelo sistema SCADA (Supervisory Control and Data Acquisition), o resultado
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final e´ obtido atrave´s da execuc¸a˜o sequencial das subfunc¸o˜es da estimac¸a˜o de estado.
Portanto, o sucesso do processo depende de qua˜o bem foram executadas essas subfunc¸o˜es.
Quando a estimac¸a˜o de estado e´ fact´ıvel, diz-se que a rede e´ observa´vel. A
observabilidade esta´ relacionada com a quantidade, o tipo e a localizac¸a˜o das medidas
dispon´ıveis. Caso um sistema seja classificado como na˜o observa´vel, e´ poss´ıvel restaurar
a observabilidade atrave´s da alocac¸a˜o de um conjunto adequado de pseudomedidas, ou
enta˜o e´ poss´ıvel estimar o estado de cada ilha observa´vel independentemente. Os proble-
mas associados a` ana´lise de observabilidade teˆm sido amplamente tratados na literatura.
Basicamente, os me´todos para realizar a ana´lise de observabilidade podem ser classifica-
dos em topolo´gicos [8–12], nume´ricos [13–32], h´ıbridos [33–40] ou baseados em caminhos
de fatorac¸a˜o [40–42]. A identificac¸a˜o de medidas cr´ıticas e conjuntos cr´ıticos tambe´m e´
um problema muito importante para a estimac¸a˜o de estado [43–45], uma vez que erros
grosseiros na˜o podem ser detectados e nem identificados em medidas cr´ıticas e conjuntos
cr´ıticos, respectivamente. Esses conjuntos podem ser identificados atrave´s de me´todos
baseados em teoria de grafos [10], na soluc¸a˜o do estimador [43], na correlac¸a˜o estat´ıstica
entre os res´ıduos de estimac¸a˜o [46], na ana´lise das dependeˆncias lineares entre as equac¸o˜es
das medidas [44, 47] ou por me´todos h´ıbridos [45]. Tanto a ana´lise de observabilidade
quanto a identificac¸a˜o de medidas cr´ıticas e conjuntos cr´ıticos so´ fornecem resultados
qualitativos. Isto e´, dadas a topologia da rede e a configurac¸a˜o de medic¸a˜o, o sistema e´
observa´vel ou na˜o, e medidas sa˜o cr´ıticas ou redundantes.
Desde a introduc¸a˜o do conceito de estimac¸a˜o de estado em sistemas de ener-
gia ele´trica, inu´meros me´todos para resolver os problemas qualitativos supracitados teˆm
sido propostos na literatura. Historicamente, formulac¸o˜es alternativas do problema de
estimac¸a˜o de estado, bem como novas te´cnicas de soluc¸a˜o dessas formulac¸o˜es, teˆm sido
propostas, principalmente, devido: a` elevada dimensa˜o desses sistemas; a`s limitac¸o˜es com-
putacionais de cada e´poca; a` necessidade de execuc¸a˜o de tarefas em tempo real e, mais
recentemente, a` adoc¸a˜o de novas tecnologias, como as Phasor Measurement Units (PMU).
Nesse contexto, sempre que novas formulac¸o˜es sa˜o propostas para o problema de estimac¸a˜o
de estado, e´ deseja´vel que novos me´todos baseados nos conceitos dessas formulac¸o˜es, e
nas facilidades e te´cnicas computacionais mais atuais, sejam propostos para resolver os
problemas qualitativos. Adicionalmente, um revisa˜o de literatura minuciosa indica que a
maioria dos me´todos nume´ricos para resolver os problemas qualitativos sa˜o intimamente
ligados, muito embora na˜o seja poss´ıvel estabelecer essas relac¸o˜es diretamente com base
no estado da arte. Assim, as duas primeiras contribuic¸o˜es desta tese sa˜o:
• i - A proposic¸a˜o de um referencial teo´rico unificado para a ana´lise de problemas
qualitativos: Uma das principais contribuic¸o˜es dessa abordagem e´ que ela permite
uma descric¸a˜o unificada e concisa dos principais me´todos nume´ricos para ana´lise
de problemas qualitativos dispon´ıveis na literatura. Com esse referencial tambe´m
e´ poss´ıvel estabelecer me´todos alternativos para soluc¸a˜o desses problemas. Ale´m
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disso, essa abordagem permite uma ana´lise mais cuidadosa dos impactos causados
pelos casos patolo´gicos nos algoritmos de identificac¸a˜o de ilhas observa´veis;
• ii - A proposic¸a˜o de um mecanismo ine´dito para a ana´lise de observabilidade: Foi
desenvolvido um me´todo completo de ana´lise e restaurac¸a˜o de observabilidade base-
ado na formulac¸a˜o do estimador de estado linear regularizado. Neste estimador sa˜o
introduzidas informac¸o˜es a priori sobre o estado de modo a garantir a unicidade de
soluc¸a˜o do estimador para os casos na˜o observa´veis. Para factibilizar a aplicac¸a˜o da
metodologia, foi proposta uma versa˜o com restric¸o˜es de igualdade desse estimador.
Um resultado importante da abordagem proposta e´ a contribuic¸a˜o para unificar as
subfunc¸o˜es da estimac¸a˜o de estado em torno do conceito de regularizac¸a˜o.
A precisa˜o das estimativas das varia´veis de estado e´ um aspecto muito impor-
tante para tornar a aplicac¸a˜o do modelo obtido pelo estimador de estado fact´ıvel. Em
princ´ıpio, essa precisa˜o poderia ser quantificada atrave´s de indicadores nume´ricos de ob-
servabilidade. Em a´reas como tracking e filtering em sistemas dinaˆmicos, esse tema e´
explorado de maneira ampla [48]. Na a´rea de estimac¸a˜o de estado de sistemas de energia
ele´trica, em [49, 50] a observabilidade e´ quantificada atrave´s de me´todos probabil´ısticos
que determinam os riscos de um sistema se tornar na˜o observa´vel. Atrave´s da decom-
posic¸a˜o espectral, em [51] e´ proposto um me´todo para identificar as barras do sistema onde
seria mais prop´ıcio instalar medidores para reforc¸ar a observabilidade. Nesse contexto,
esta tese tambe´m traz as seguintes contribuic¸o˜es:
• iii - Proposic¸a˜o de indicadores nume´ricos para avaliac¸a˜o e quantificac¸a˜o de obser-
vabilidade: Foram realizados desenvolvimentos preliminares com base nas te´cnicas
PCA (Principal Component Analysis) e SVD (Singular Value Decomposition). A
partir dos resultados obtidos, verifica-se que com essas te´cnicas e´ poss´ıvel realizar
um diagno´stico de um sistema de medic¸a˜o existente. Outro resultado importante
e´ que a SVD permite tratar tanto os aspectos quantitativos quanto qualitativos da
observabilidade;
• iv - Proposic¸a˜o de metodologia para alocac¸a˜o de reforc¸os em planos de medic¸a˜o:
Ao se combinar os resultados obtidos nos itens i e iii com as te´cnicas cla´ssicas de
alocac¸a˜o de medidas, apresenta-se desenvolvimentos preliminares de uma poss´ıvel
metodologia para determinar quais seriam as melhores barras para alocar medidores.
Essa metodologia visa manter os indicadores nume´ricos de observabilidade dentro
de n´ıveis adequados, evitar medidas e conjuntos cr´ıticos e minimizar o investimento
na instalac¸a˜o de novos equipamentos de medic¸a˜o.
Esta tese esta´ organizada da seguinte maneira: no Cap´ıtulo 2 e´ feita uma
breve revisa˜o dos aspectos alge´bricos, nume´ricos e estat´ısticos do me´todo dos mı´nimos
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quadrados. Tambe´m sa˜o apresentados os conceitos ba´sicos das subfunc¸o˜es da estimac¸a˜o
de estado em sistemas de energia ele´trica. Por fim, apresenta-se uma discussa˜o sobre as
simplificac¸o˜es no modelo de medic¸a˜o necessa´rias para a ana´lise de problemas qualitativos.
No Cap´ıtulo 3 sa˜o apresentados os desenvolvimentos da abordagem unificada citada no
item i. O item ii, por sua vez, e´ apresentado detalhadamente no Cap´ıtulo 4. No Cap´ıtulo 5
sa˜o apresentados os desenvolvimentos e resultados preliminares obtidos na segunda parte
desta tese e referentes aos itens iii e iv. O Cap´ıtulo 6 apresenta as concluso˜es gerais
desta tese e perspectivas de trabalhos futuros. Para manter a fluidez da leitura, alguns
desenvolvimentos matema´ticos foram alocados no Apeˆndice A. Por fim, no Apeˆndice B e´
poss´ıvel encontrar uma lista com os artigos resultantes desta pesquisa.
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Cap´ıtulo 2
Aspectos da Estimac¸a˜o de Estado
por Mı´nimos Quadrados Ponderados
2.1 Introduc¸a˜o
Um problema bastante comum em engenharia consiste em ajustar os paraˆmetros
de um modelo matema´tico a um conjunto de observac¸o˜es realizadas em um sistema.
Devido a`s impreciso˜es dos equipamentos de medic¸a˜o, essas observac¸o˜es possuem ru´ıdos
intr´ınsecos. Dessa forma, espera-se que quanto mais observac¸o˜es estiverem dispon´ıveis,
melhor sera´ a qualidade do modelo ajustado. Dentre os me´todos de estimac¸a˜o de paraˆmetros,
um dos mais utilizados e´ o me´todo dos mı´nimos quadrados ponderados. No entanto,
durante o seu desenvolvimento e´ essencial que algumas caracter´ısticas estat´ısticas das
varia´veis observadas, isto e´, esperanc¸a matema´tica, covariaˆncia e distribuic¸a˜o de probabi-
lidade, possuam comportamentos bastante espec´ıficos. Nesse sentido, neste cap´ıtulo sera´
feita uma breve revisa˜o dos aspectos alge´bricos e estat´ısticos desse me´todo de estimac¸a˜o.
Ale´m dessa importante introduc¸a˜o ao me´todo dos mı´nimos quadrados ponderados, neste
cap´ıtulo sa˜o obtidos os modelos de medic¸a˜o mais aceitos no tratamento dos problemas
qualitativos e quantitativos em sistemas de energia ele´trica. Portanto, busca-se introduzir
os conceitos ba´sicos da estimac¸a˜o de estado de modo a contextualizar os problemas que
sera˜o tratados nos cap´ıtulos subsequentes.
2.2 Mı´nimos Quadrados Na˜o Lineares
Considere que a partir de um experimento obteve-se o seguinte modelo de
medic¸a˜o:
z = zreal + e (2.1)
onde z ∈ Rm e´ o vetor das m observac¸o˜es realizadas, e ∈ Rm e´ o vetor dos ru´ıdos das
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medic¸o˜es e zreal ∈ Rm e´ o vetor dos valores verdadeiros das grandezas observadas. O
modelo de estimac¸a˜o comumente utilizado considera que os ru´ıdos de medic¸a˜o possuem
distribuic¸a˜o de probabilidade normal com me´dia nula, ou seja, E[z] = zreal. Ale´m disso,
em geral considera-se que os dados observados sa˜o estatisticamente independentes, isto e´,
a sua matriz de covariaˆncia, E[(z − E[z])(z − E[z])T ] = Rz, e´ diagonal. A variaˆncia da
i-e´sima medida e´ denotada por σ2i , como descreve a equac¸a˜o (2.2).
Rz = diag(
[
σ21 σ
2
2 · · · σ2m
]T
) (2.2)
Nesta sec¸a˜o sa˜o tratados os problemas em que os paraˆmetros a serem estimados
se relacionam de maneira na˜o linear com os dados observados. Dado um vetor de m
observac¸o˜es, z, e o vetor de n paraˆmetros a serem estimados, x, considere o seguinte
sistema de equac¸o˜es na˜o lineares:
h(x) = z (2.3)
onde h : Rn → Rm e´ um vetor de func¸o˜es na˜o lineares que relacionam os paraˆmetros
aos dados observados, os quais conteˆm ru´ıdos Gaussianos conforme o modelo de medic¸a˜o
definido em (2.1). Dada a entrada x, um problema direto consiste em obter, ou predizer,
a sa´ıda z. Por essa raza˜o h e´ normalmente chamado de operador direto. Note que o
problema direto possui apenas uma soluc¸a˜o. Um problema inverso, por sua vez, consiste
em obter os paraˆmetros x a partir de um conjunto de observac¸o˜es z [52, 53]. A Figura
2.1 ilustra um problema direto de predic¸a˜o e um problema inverso de estimac¸a˜o.
X Z
Problema Direto
Problema Inverso
Leis
F´ısicas
Figura 2.1: Esquema de predic¸a˜o e estimac¸a˜o.
Durante a soluc¸a˜o de problemas inversos algumas questo˜es essenciais devem
ser levadas em conta:
1. Existeˆncia: Pode na˜o haver um conjunto de paraˆmetros x que satifaz o modelo (2.3).
A inexisteˆncia de soluc¸a˜o pode estar associada a erros na modelagem matema´tica,
h, ou nas observac¸o˜es z;
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2. Unicidade: Caso exista uma soluc¸a˜o exata para o problema ela pode na˜o ser u´nica.
De fato, podem existir muitas ou infinitas soluc¸o˜es. O problema da unicidade esta´
relacionado com a existeˆncia do operador inverso, ou seja, h−1;
3. Estabilidade. O processo de coˆmputo da soluc¸a˜o de um problema inverso pode ser
insta´vel, no sentido de que pequenas alterac¸o˜es nas observac¸o˜es z podem produzir
grandes alterac¸o˜es nos paraˆmetros estimados x.
Esses treˆs aspectos sa˜o fundamentais para a compreensa˜o das dificuldades as-
sociadas a` resoluc¸a˜o de problemas inversos. Diz-se que um problema e´ bem posto quando
ele atende a todas as condic¸o˜es acima, do contra´rio o problema e´ classificado como mal
posto. Um problema inverso na˜o linear, naturalmente, pode apresentar mu´ltiplas soluc¸o˜es.
Portanto, diz-se que um problema inverso na˜o linear e´ mal posto, principalmente, quando
ele viola as condic¸o˜es 1 e 3 [54].
Em geral, no problema de estimac¸a˜o espera-se que m ≥ n. Adicionalmente,
como as observac¸o˜es normalmente conteˆm ru´ıdos, o sistema na˜o linear sobredeterminado
(2.3) na˜o admite soluc¸a˜o. Dessa forma, o me´todo dos mı´nimos quadrados ponderados
pode ser visto como uma forma de regularizar o problema. Dado que na˜o existe soluc¸a˜o,
esse me´todo busca por um vetor de paraˆmetros xˆ que minimiza o quadrado da norma
Euclidiana ponderada dos res´ıduos de estimac¸a˜o rˆ = z − h(xˆ), isto e´:
min
x
J(x) = [z − h(x)]TR−1z [z − h(x)] (2.4)
Apesar da definic¸a˜o determin´ıstica dada acima, o me´todo prove´m do crite´rio de estimac¸a˜o
de ma´xima verossimilhanc¸a. Nas refereˆncias [52, 55] e´ poss´ıvel encontrar um amplo desen-
volvimento das caracter´ısticas estat´ısticas do me´todo dos mı´nimos quadrados ponderados.
A func¸a˜o objetivo J(x) frequentemente e´ chamada de ı´ndice de performance
ou simplesmente ı´ndice J(x). Para solucionar o problema (2.4) pode-se utilizar qualquer
me´todo de otimizac¸a˜o irrestrita. Essa classe de problemas consiste em encontrar o mı´nimo,
ou o ma´ximo, de uma func¸a˜o escalar de va´rias varia´veis em todo o espac¸o onde sa˜o
definidas essas varia´veis sem a presenc¸a de qualquer restric¸a˜o. Quando na˜o existe uma
soluc¸a˜o anal´ıtica para o problema acima utiliza-se algum algoritmo de otimizac¸a˜o. Esses
algoritmos sa˜o inicializados com uma aproximac¸a˜o da soluc¸a˜o, xˆk, e enta˜o uma nova
soluc¸a˜o e´ calculada atrave´s da seguinte regra: xˆk+1 = xˆk+∆xˆk. Geralmente os problemas
de mı´nimos quadrados na˜o lineares sa˜o resolvidos pelo me´todo de Gauss-Newton. Esse
me´todo obte´m o vetor de correc¸o˜es ∆xˆk solucionando-se o seguinte sistema de equac¸o˜es
lineares:
H(xˆk)TR−1z H(xˆ
k)∆xˆk =H(xˆk)TR−1z [z − h(xˆk)] (2.5)
Onde H(xˆk) = ∂h
∂x
e´ a matriz Jacobiana do vetor h(·), calculada no ponto xk. O termo
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H(xˆk)TR−1z H(xˆ
k) e´ conhecido como matriz ganho G(xˆk). Apesar da matriz R−1z ter
um cara´ter estat´ıstico intr´ınseco, frequentemente ela e´ tratada apenas como uma matriz
de ponderac¸a˜o W = R−1z . Ou seja, quanto menor a variaˆncia de uma medida, maior o
seu peso e, portanto, maior sua influeˆncia nos resultados da estimac¸a˜o. O sistema (2.5)
recebe o nome de equac¸o˜es normais. Isso porque, segundo definic¸o˜es do Apeˆndice A.1,
o vetor dos res´ıduos ponderados, R
− 1
2
z [z − h(xˆk)], e´ ortogonal, ou normal, ao espac¸o
coluna da matriz Jacobiana ponderada, R
− 1
2
z H(xˆk). Esse fato pode ser interpretado
geometricamente atrave´s da Figura 2.2. Nesta figura o vetor ponderado das medidas,
R
− 1
2
z z, e´ projetado ortogonalmente sobre o espac¸o coluna da matriz Jacobiana ponderada,
resultando em uma estimativa ponderada das medidas, R
− 1
2
z h(·). Note que esta e´ uma
representac¸a˜o bidimensional simplificada, ja´ que o espac¸o coluna de R
− 1
2
z H(xˆk) e´ m-
dimensional.
R
− 1
2
z h(·)
R
− 1
2
z z
R
− 1
2
z [z − h(·)]
R[R−
1
2
z H(·)]
Figura 2.2: Interpretac¸a˜o geome´trica da soluc¸a˜o de mı´nimos quadrados.
A soluc¸a˜o de (2.5) sera´ u´nica somente se a matriz R
− 1
2
z H(·) possuir posto
completo de colunas [56]. No caso da estimac¸a˜o de estado em sistemas de energia ele´trica,
essa condic¸a˜o esta´ intimamente ligada a` observabilidade da rede. Esse assunto, no entanto,
sera´ discutido de forma mais ampla durante o desenvolvimento deste trabalho. Por fim,
o sistema de equac¸o˜es (2.5) e´ resolvido iterativamente ate´ que a convergeˆncia e/ou algum
crite´rio de parada seja alcanc¸ado. Em princ´ıpio, a convergeˆncia e´ alcanc¸ada quando
‖H(xˆk)TR−1z [z − h(xˆk)]‖ ≈ 0, ja´ que este vetor corresponde ao grandiente da func¸a˜o
objetivo J(x). Em [55] discute-se crite´rios de parada e convergeˆncia de maneira mais
detalhada.
2.3 Aspectos Estat´ısticos Ba´sicos
Com o enfoque necessa´rio para o desenvolvimento deste trabalho, a seguir
apresenta-se alguns aspectos estat´ısticos ba´sicos do estimador de mı´nimos quadrados na˜o
linear. Sera´ utilizada a abordagem convencional, a qual lanc¸a ma˜o da linearizac¸a˜o do ope-
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rador h. Ale´m disso, essa abordagem assume que os ru´ıdos de medic¸a˜o sa˜o suficientemente
pequenos para que a aproximac¸a˜o E[xˆ] ≈ xreal seja plaus´ıvel. Portanto, ressalta-se que
sera˜o apresentados aproximac¸o˜es dos resultados exatos. Um desenvolvimento matema´tico
mais adequado das caracter´ısticas estat´ısticas do estimador de mı´nimos quadrados na˜o
linear pode ser encontrado em [57].
2.3.1 Matrizes de covariaˆncia dos vetores estimados
As matrizes de covariaˆncia dos paraˆmetros estimados e dos res´ıduos de es-
timac¸a˜o podem ser aproximadas por:
E[(xˆ− E[xˆ])(xˆ− E[xˆ])T ] = Rxˆ ≈ [H(xˆ)TR−1z H(xˆ)]−1 (2.6)
E[(rˆ − E[rˆ])(rˆ − E[rˆ])T ] = Rrˆ ≈ Rz −H(xˆ)[H(xˆ)TR−1z H(xˆ)]−1H(xˆ)T (2.7)
2.3.2 Erro me´dio quadra´tico
O erro me´dio quadra´tico de uma estimativa xˆ, com relac¸a˜o ao conjunto de
paraˆmetros reais, xreal, e´ definido como:
EMQ(xˆ) = tr(Rxˆ) + ‖E[xˆ]− xreal‖2 (2.8)
onde o termo E[xˆ] − xreal e´ chamado de v´ıcio, ou vie´s, do estimador. O vie´s de um
estimador da´ uma ideia da sua precisa˜o [58]. Quando ele e´ nulo, diz-se que o estimador
e´ na˜o viesado. Particularmente, no caso linear e´ poss´ıvel mostrar que o estimador de
mı´nimos quadrados e´ na˜o viesado.
2.3.3 Distribuic¸o˜es de probabilidade
Tendo em vista que foi considerado que o vetor de ru´ıdos em (2.1) e´ composto
por varia´veis aleato´rias independentes com distribuic¸a˜o normal de probabilidade, e´ espe-
rado que o vetor dos paraˆmetros estimados e dos res´ıduos de estimac¸a˜o tambe´m sigam
essa distribuic¸a˜o de probabilidade, isto e´:
pX(xˆ) =
1√
(2π)n|Rxˆ|
exp
[
−1
2
(xˆ− E[xˆ])TR−1xˆ (xˆ− E[xˆ])
]
(2.9)
pR(rˆ) =
1√
(2π)m|Rrˆ|
exp
[
−1
2
(rˆ − E[rˆ])TR−1rˆ (rˆ − E[rˆ])
]
(2.10)
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Os valores esperados podem ser aproximados como segue: E[xˆ] ≈ xreal e E[rˆ] ≈ 0.
2.4 O Estimador de Estado Convencional
O estado de um sistema pode ser definido como o conjunto mı´nimo de varia´veis
necessa´rias para caracterizar a sua situac¸a˜o f´ısica em um determinado instante de tempo.
Em sistemas de energia ele´trica, o estado e´ tipicamente formado pelos mo´dulos e aˆngulos
dos fasores de tensa˜o em todas as barras do sistema, isto e´:
x = [θ2 θ3 · · · θN V1 V2 V3 · · · VN ]T
onde θi e Vi representam o aˆngulo de fase e a magnitude da tensa˜o da i-e´sima barra,
respectivamente. Devido a`s leis que regem o comportamento dos circuitos ele´tricos, e´
necessa´rio especificar o valor de uma varia´vel de aˆngulo para que ela se torne a refereˆncia
angular. Logo, o nu´mero de varia´veis de estado sera´ igual a 2N−1, onde N e´ o nu´mero de
barras do sistema. Quando ha´ medidas fasoriais sincronizadas de tensa˜o na˜o e´ necessa´rio
incluir a refereˆncia angular para tornar o processo de ca´lculo fact´ıvel [59]. Note que outros
conjuntos de varia´veis, tais como as partes reais e imagina´rias dos fasores de tensa˜o ou as
correntes complexas nos ramos da rede tambe´m poderiam ser adotadas como varia´veis de
estado [60].
Para determinar os valores das varia´veis de estado em um determinado ins-
tante de tempo, os estimadores utilizam um conjunto redundante de medidas. Assim, os
eventuais ru´ıdos presentes nestas podem ser filtrados, e o estado mais prova´vel do sistema
pode ser estimado segundo algum crite´rio estat´ıstico estabelecido. Na estimac¸a˜o de estado
convencional, admite-se que a topologia e os paraˆmetros da rede sa˜o conhecidos. Nesse
contexto, como os sistemas de energia ele´trica, geralmente, possuem uma dinaˆmica lenta,
considera-se que para uma janela de tempo suficientemente pequena o sistema opera em
regime estaciona´rio e, portanto, medidas coletadas dentro dessa janela podem ser usadas
para estimar o estado da rede. Esse procedimento e´ chamado de estimac¸a˜o esta´tica de es-
tado. A modelagem esta´tica e´ justifica´vel porque o estimador de estado e´ uma ferramenta
de suporte a` monitorac¸a˜o e operac¸a˜o centralizada. Isto e´, uma medida operativa, que
depende de ac¸a˜o humana, se encontra numa janela de tempo em que deve-se considerar
o sistema operando estaticamente. Qualquer ac¸a˜o para mitigar fenoˆmenos de dinaˆmica
ra´pida, ou mesmo transito´rios, deve ser tomada por sistemas automa´ticos de controle e
protec¸a˜o. Atualmente existe a tendeˆncia da instalac¸a˜o de equipamentos para medic¸a˜o
sincronizada de fasores de corrente ele´trica e tensa˜o. Ale´m destas serem mais precisas
que as medic¸o˜es convencionais de poteˆncia e magnitude de tensa˜o, elas tambe´m teˆm a
vantagem de serem sincronizadas, garantindo que a estimac¸a˜o e´ realizada com medidas
tomadas no mesmo instante de tempo.
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Como ja´ citado, a maioria dos estimadores de estado implementados nos cen-
tros de controle baseiam-se no me´todo dos mı´nimos quadrados ponderados. Dessa forma,
faz-se necessa´rio resolver as equac¸o˜es normais (2.5). Em geral, esse procedimento e´ re-
alizado atrave´s da fatorac¸a˜o da matriz ganho G. Tendo em vista que a matriz ganho e´
sime´trica e positiva definida, a fatorac¸a˜o de Cholesky pode ser utilizada [56] em adic¸a˜o
com algum me´todo de ordenac¸a˜o e armazenamento esparso, tornando o processo compu-
tacionalmente eficiente. No entanto, conforme discutido em [61, 62], em alguns casos o
uso da matriz ganho pode levar a` problemas nume´ricos devido ao mal condicionamento
dessa matriz. Para contornar tal problema, foram desenvolvidos me´todos de soluc¸a˜o
numericamente robustos. Por exemplo, aqueles baseados em transformac¸o˜es ortogonais
[62–64].
2.4.1 Observabilidade de sistemas de energia ele´trica
A soluc¸a˜o de mı´nimos quadrados do estimador de estado e´ obtida iterativa-
mente atrave´s de (2.5). Para que a soluc¸a˜o desta equac¸a˜o seja u´nica a cada iterac¸a˜o, e´
preciso que a matriz Jacobiana H(xˆk) possua posto completo, isto e´, posto[H(xˆk)] = n.
A viabilidade de se realizar a estimac¸a˜o do estado de um sistema de energia ele´trica de-
pende da quantidade, do tipo e da localizac¸a˜o das medidas dispon´ıveis. Caso elas sejam
suficientes para tornar a estimac¸a˜o do estado de todo o sistema poss´ıvel, o sistema e´
dito observa´vel [13]. Quando o modelo barra/ramo e´ adotado para a rede, as seguintes
definic¸o˜es sa˜o aplica´veis [2]:
• Uma ilha f´ısica e´ uma parte conexa da rede onde os ramos representam linhas de
transmissa˜o, transformadores e capacitores se´rie, e as barras representam os no´s;
• Uma ilha observa´vel e´ uma ilha f´ısica onde os fluxos em todos os ramos podem ser
estimados unicamente a partir das medidas dispon´ıveis, independentemente do valor
adotado para a refereˆncia angular.
X
Y
Z
Figura 2.3: Ilhas observa´veis conectadas por ramos na˜o observa´veis.
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O sistema da Figura 2.3 ilustra uma ilha f´ısica contendo treˆs ilhas observa´veis:
X, Y e Z. A func¸a˜o de ana´lise de observabilidade deve ter a capacidade de verificar se
a rede e´ observa´vel e, caso na˜o seja, as ilhas observa´veis devem ser identificadas. Ale´m
disso, e´ deseja´vel que seja poss´ıvel restaurar a observabilidade atrave´s da alocac¸a˜o de
pseudomedidas, as quais podem ser obtidas, por exemplo, atrave´s do histo´rico de operac¸a˜o
da rede. Portanto, ela e´ uma func¸a˜o que deve ser executada em tempo real antes da func¸a˜o
de estimac¸a˜o de estado, conforme ilustra a Figura 1.1. Ressalta-se que a func¸a˜o de ana´lise
de observabilidade tambe´m e´ utilizada nas etapas de planejamento e projeto de sistemas
de medic¸a˜o [3]. Note que as ilhas observa´veis do sistema ilustrado na Figura 2.3 sa˜o
interligadas por ramos na˜o observa´veis. Neste caso, a observabilidade da rede poderia ser
restaurada atrave´s da aloc¸a˜o de pseudomedidas nas porc¸o˜es na˜o observa´veis da rede e/ou
nas barras de fronteira das ilhas observa´veis, como ilustra a Figura 2.4.
X
Y
Z
Figura 2.4: Alocac¸a˜o de pseudomedidas para restaurac¸a˜o de observabilidade.
Os me´todos para realizar a ana´lise de observabilidade podem ser classificados
em topolo´gicos [8–12], nume´ricos [13–32], h´ıbridos [33–40] ou baseados em caminhos de fa-
torac¸a˜o [40–42]. Me´todos topolo´gicos buscam por a´rvores geradoras atrave´s da associac¸a˜o
de medidas a ramos e, portanto, apresentam complexidade combinato´ria. Os me´todos
nume´ricos utilizam te´cnicas de fatorac¸a˜o e ca´lculos em ponto flutuante para avaliar as
matrizes ganho ou Jacobiana, extraindo informac¸o˜es relevantes sobre a observabilidade
do sistema. Logo, sa˜o mais simples de implementar, muito embora estejam sujeitos a erros
de arredondamento e coincideˆncias nume´ricas. Me´todos h´ıbridos, em geral, sa˜o propostos
para aproveitar os aspectos mais interessantes de ambas as abordagens.
Quando a matriz Jacobiana, calculada a partir do perfil plano de tenso˜es1,
possui posto completo, diz-se que a rede e´ algebricamente observa´vel. Por outro lado,
uma rede so´ e´ classificada como numericamente observa´vel se for poss´ıvel obter o estado
da rede atrave´s da soluc¸a˜o iterativa de (2.5). Ja´ a observabilidade topolo´gica e´ alcanc¸ada
se for poss´ıvel estabelecer uma a´rvore geradora para o grafo da rede ele´trica atrave´s da
11 p.u. para as magnitudes das tenso˜es e 0 rad para os aˆngulos de fase das tenso˜es.
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associac¸a˜o das medidas aos seus ramos. Cumpre ressaltar que a observabilidade topolo´gica
na˜o garante a observabilidade nume´rica [65].
2.4.2 Processamento de erros grosseiros
As medidas realizadas no sistema ele´trico e disponibilizadas no centro de con-
trole naturalmente conteˆm ru´ıdos e podem conter erros, os quais esta˜o associados a`s
impreciso˜es dos equipamentos de medic¸a˜o, transformadores para instrumentos, converso-
res A/D, conexa˜o de cabos, sensores e infraestrutura de comunicac¸a˜o entre as unidades
terminais remotas (RTU - Remote Terminal Unit) e o centro de controle [66]. Caso
exista um n´ıvel de redundaˆncia adequado, o estimador de estado tem a capacidade de
filtrar esses ru´ıdos, e a eficieˆncia dessa filtragem depende do crite´rio estat´ıstico utilizado
no processo de estimac¸a˜o. Eventualmente, algumas medidas podem estar contaminadas
por erros relativamente grandes. Quando isso ocorre, diz-se que essas medidas conteˆm
erros grosseiros. Este tipo de erro pode surgir, por exemplo, devido a falhas nos medido-
res, medidores descalibrados, saturac¸a˜o dos transformadores para instrumentos ou mesmo
durante a transmissa˜o dos dados. Aquelas medidas que possuem erros com magnitudes
maiores que 20σ podem ser identificadas em um fase de pre´-filtragem, atrave´s de testes de
consisteˆncia, antes da estimac¸a˜o propriamente dita [3, 67]. Todavia, esse procedimento
de pre´-filtragem na˜o consegue detectar e identificar todos os erros grosseiros presentes
no conjunto de medic¸a˜o. Por esse motivo a ana´lise de erros grosseiros e´ requerida. No
caso da estimac¸a˜o esta´tica de estado, conforme Figura 1.1, a ana´lise de erros grosseiros e´
realizada apo´s o processo de estimac¸a˜o.
Ale´m das caracter´ısticas estat´ısticas e dos valores observados das medidas dis-
pon´ıveis nos sistemas de energia ele´trica, o grau de redundaˆncia do conjunto de medic¸o˜es
influencia no processo de estimac¸a˜o de estado e no processamento de erros grosseiros. Nor-
malmente as medidas classificam-se da seguinte maneira quanto ao grau de redundaˆncia:
• Medida cr´ıtica: Medida que ao ser removida do sistema de medic¸a˜o reduz o posto
da matriz Jacobiana em uma unidade;
• Medida redundante: Medida que na˜o e´ cr´ıtica;
• Conjunto cr´ıtico: Formado por um conjunto de medidas redundantes. Se uma dessas
medidas e´ eliminada do conjunto as outras tornam-se cr´ıticas.
A detecc¸a˜o consiste em determinar se ha´ ou na˜o medidas contendo erros gros-
seiros, enquanto que a identificac¸a˜o busca encontrar as medidas corrompidas. Os processos
de detecc¸a˜o e identificac¸a˜o de erros grosseiros dependem da configurac¸a˜o do sistema de
medic¸a˜o, dos valores medidos e de suas propriedades estat´ısticas. Um erro grosseiro na˜o
pode ser detectado se a medida corrompida for cr´ıtica. Se a medida corrompida pertence
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a um conjunto cr´ıtico, enta˜o o erro podera´ ser detectado, no entanto a medida corrom-
pida na˜o podera´ ser identificada [3]. Logo, o sucesso do processamento de erros grosseiros
depende do grau de redundaˆncia do conjunto de medic¸o˜es.
Teste do ma´ximo res´ıduo normalizado
Um me´todo que possui bastante sucesso para detecc¸a˜o e identificac¸a˜o e´ o teste
do ma´ximo res´ıduo normalizado. O res´ıduo normalizado da i-e´sima medida e´ definido
segundo a equac¸a˜o abaixo:
rˆNi =
rˆi√
Rrˆi,i
(2.11)
onde Rrˆi,i e´ o i-e´simo elemento da diagonal da matriz de covariaˆncia dos res´ıduos de
estimac¸a˜o (2.7). E´ poss´ıvel mostrar que, se os erros de medic¸a˜o tiverem distribuic¸a˜o
normal com me´dia nula, enta˜o rˆNi ∼ N(0,1). Em [67] mostra-se que, dado um conjunto de
medidas onde somente uma delas possui erro grosseiro, enta˜o o maior res´ıduo normalizado
estara´ associado a` medida corrompida. Logo, considere que rˆNi corresponde ao ma´ximo
res´ıduo normalizado. Considere tambe´m um teste de hipo´teses onde H0 : E[rˆ
N
i ] = 0 e´ a
hipo´tese nula e H1 : E[rˆ
N
i ] 6= 0 a hipo´tese alternativa. Os resultados do teste podem ser
definidos como:
• se |rˆNi | > C, enta˜o rejeite a hipo´tese H0;
• se |rˆNi | ≤ C, enta˜o aceite a hipo´tese H0.
A constante C, para um determinado n´ıvel de significaˆncia α, pode ser obtida a partir de:∫ C
−C
fN(rˆ
N
i )drˆ
N
i = 1− α
onde fN representa a func¸a˜o densidade de probalidade normal padronizada. Note que
P (−C > rˆNi > C) = α. Para α = 0,01, C = 2,57 e para α = 0,0027, C = 3. Considerando
que H0 representa a hipo´tese de a medida i na˜o conter erro grosseiro, pode-se concluir
que:
• se |rˆNi | > C, enta˜o a medida i conte´m erro grosseiro;
• se |rˆNi | ≤ C, enta˜o a medida i na˜o conte´m erro grosseiro.
Do exposto acima, o me´todo consiste em calcular os res´ıduos normalizados
para todas as medidas e, enta˜o, encontrar a medida que possui o maior res´ıduo norma-
lizado. Caso |rˆNi | > C, admite-se que a medida possui erro grosseiro. Como os res´ıduos
normalizados possuem distribuic¸a˜o normal padra˜o, adotando por exemplo C = 3, signi-
fica que existe 99,7 % de probabilidade de que |rˆN | ≤ 3. Apo´s o processo de detecc¸a˜o
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e identificac¸a˜o a medida i e´ descartada, ou corrigida [67], e o estado e´ reestimado. Esse
procedimento e´ repetido ate´ que na˜o seja detectado nenhum erro grosseiro no conjunto
de medidas.
2.5 Aproximac¸o˜es no Modelo para a Ana´lise de Pro-
blemas Qualitativos
Em geral, um sistema de medic¸a˜o e´ composto por medidas convencionais de
magnitudes de tensa˜o, fluxos de poteˆncias e injec¸o˜es de poteˆncias. Os fluxos de poteˆncia
ativa e reativa em uma linha de transmissa˜o, com barras terminais k e m, podem ser
modelados como [2]:
Pk,m = V
2
k gkm − VkVmgkmcos(θk − θm)− VkVmbkmsen(θk − θm)
Qk,m = −V 2k (bkm + bshkm) + VkVmbkmcos(θk − θm)− VkVmgkmsen(θk − θm)
Onde gkm, bkm e b
sh
km sa˜o a condutaˆncia se´rie, a susceptaˆncia se´rie e a susceptaˆncia shunt
do modelo π da linha, respectivamente. Em linhas de transmissa˜o verifica-se um desaco-
plamento entre o fluxo ativo e as magnitudes das tenso˜es terminais, e entre o fluxo reativo
e a abertura angular da linha. Essas caracter´ısticas podem ser verificadas atrave´s de duas
simplificac¸o˜es: (i) As tenso˜es terminais encontram-se em torno de 1 p.u. e a abertura
angular e´ suficientemente pequena para se considerar que sen(θk − θm) ≈ θk − θm. (ii)
A resisteˆncia se´rie, rkm, e´ muito menor que a reataˆncia se´rie, xkm, do modelo π da linha.
Logo, as equac¸o˜es dos fluxos podem ser aproximadas por:
Pk,m ≈ x−1km(θk − θm)
Qk,m ≈ −bshkm
Essas equac¸o˜es representam um desacoplamento entre os dois subsistemas linearizados
P − θ e Q− V . Ale´m do desacoplamento entre os dois subsistemas linearizados, sabendo
que as medidas de poteˆncia sa˜o realizadas aos pares (para cada medida de poteˆncia ativa
ha´ uma medida correspondente de poteˆncia reativa) e que para obter medic¸o˜es de poteˆncia
e´ necessa´rio medir tenso˜es, a literatura recomenda que para a ana´lise dos problemas
qualitativos e´ suficiente utilizar o modelo linearizado P −θ [3, 13, 14]. Em u´ltima ana´lise,
a utilizac¸a˜o do modelo linearizado simplifica os problemas e torna as suas resoluc¸o˜es
computacionalmente eficientes. Somente as medidas linearizadas de poteˆncia ativa sa˜o
consideradas nesse modelo. Ale´m disso, somente os aˆngulos das tenso˜es sa˜o consideradas
como varia´veis de estado. Logo, um fluxo de poteˆncia ativo linearizado em um ramo
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que conecta as barras k e m e´ escrito como Pk,m = x
−1
km(θk − θm). Uma injec¸a˜o de
poteˆncia numa barra k e´ modelada como Pk =
∑
m∈Ω Pk,m, onde Ω e´ o conjunto de barras
na primeira vizinhanc¸a da barra k. Conforme [36, 37, 68, 69], ainda e´ poss´ıvel utilizar o
modelo linearizado para a ana´lise de problemas qualitativos se medidas de PMUs estiverem
dispon´ıveis. Por exemplo, a parte real do fasor de corrente atrave´s de um ramo que conecta
as barras k e m pode ser aproximada por ℜ(~Ik,m) ≈ x−1km(θk − θm). Consequentemente,
fasores de corrente e fluxos de poteˆncia podem ser tratadas indistintamente na ana´lise
de problemas qualitativos. Esse conceito se estende a`s injec¸o˜es. Note que a modelagem
de medidas de aˆngulo de tensa˜o e´ trivial. Em sistemas de subtransmissa˜o e distribuic¸a˜o
existe uma presenc¸a bastante significativa de medidas de magnitude de corrente. Nestes
casos na˜o e´ poss´ıvel realizar o desacoplamento entre as varia´veis de aˆngulo e magnitude
de tensa˜o. Ale´m disso, tendo em vista que este tipo de medida na˜o garante a unicidade da
observabilidade dos ramos, elas na˜o podem ser utilizadas no modelo linearizado. Assim,
faz-se necessa´ria uma ana´lise mais cuidadosa do problema nestes casos [70]. Portanto,
em face das simplificac¸o˜es adotadas e para efeito de ana´lise de problemas qualitativos, o
sistema na˜o linear de equac¸o˜es (2.3) pode ser substitu´ıdo pelo seguinte sistema linear:
Hθ = z (2.12)
A matriz H da equac¸a˜o acima, que e´ constante e na˜o depende do ponto de
operac¸a˜o x, na˜o deve ser confundida com a matriz Jacobiana do modelo na˜o linear. Note
que z conte´m apenas medidas de fluxos e injec¸o˜es de poteˆncia ativa, parte real de fa-
sores de fluxos e injec¸o˜es de corrente, e aˆngulos de tensa˜o. Uma simplificac¸a˜o adicional
nesse modelo e´ considerar que todos os ramos da rede possuem reataˆncias unita´rias. Em
princ´ıpio, esta simplificac¸a˜o na˜o altera os resultados das ana´lises de problemas qualitati-
vos. Cumpre ressaltar que todas essas simplificac¸o˜es sa˜o amplamente aceitas na literatura
e, portanto, sera˜o consideradas va´lidas nos desenvolvimentos deste trabalho.
Por fim, para que a ana´lise de observabilidade linearizada seja va´lida, e´ ne-
cessa´rio que cada ilha observa´vel contenha pelo menos uma medida de magnitude de
tensa˜o. Tipicamente, esta condic¸a˜o e´ facilmente atendida, ja´ que para prover medic¸o˜es
de poteˆncia, medidores precisam medir tenso˜es.
2.6 Concluso˜es
Os estimadores de estado para sistemas de energia ele´trica, em sua maioria,
utilizam o me´todo dos mı´nimos quadrados ponderados. Assim, neste cap´ıtulo fora apre-
sentada uma revisa˜o desse me´todo. Uma recapitulac¸a˜o dos conceitos ba´sicos da estimac¸a˜o
de estado convencional e suas relac¸o˜es com os problemas qualitativos tambe´m foi discu-
tida neste cap´ıtulo. Por fim, fez-se uma discussa˜o sobre as simplificac¸o˜es que levam ao
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modelo mais aceito para a ana´lise de problemas qualitativos. Este cap´ıtulo serve de base
para os desenvolvimentos subsequentes.
36
Cap´ıtulo 3
Ana´lise Unificada de Problemas
Qualitativos
3.1 Introduc¸a˜o
A soluc¸a˜o dos problemas qualitativos de ana´lise de observabilidade e identi-
ficac¸a˜o de medidas e conjuntos cr´ıticos e´ um to´pico bastante explorado na literatura. No
entanto, uma revisa˜o aprofundada da literatura mostra que na˜o e´ simples estabelecer uma
relac¸a˜o clara entre os diversos me´todos existentes. Entende-se que isso se deve ao fato de
as publicac¸o˜es darem foco nos aspectos de implementac¸a˜o, de modo que os fundamentos
das metodologias acabam sendo, na maioria dos casos, negligenciados. Adicionalmente,
em geral os me´todos existentes lidam com os problemas qualitativos de maneira separada.
Nesse sentido, este cap´ıtulo tem os seguintes objetivos:
• Dadas as bases para os subespac¸os fundamentais da matriz Jacobiana, propor
me´todos alternativos para solucionar todos os problemas qualitativos (verificac¸a˜o
de observabilidade; identificac¸a˜o de ilhas observa´veis; alocac¸a˜o de medidas para
restaurac¸a˜o de observabilidade; e identificac¸a˜o de medidas e conjuntos cr´ıticos) de
maneira unificada;
• Propor me´todos de soluc¸a˜o que sa˜o independentes das decomposic¸o˜es matriciais
necessa´rias para obter as bases dos subespac¸os fundamentais;
• Propor um referencial teo´rico unificado para formalizar a soluc¸a˜o dos problemas
qualitativos e, portanto, agregar conhecimento ao assunto. Essa abordagem teo´rica,
juntamente com uma revisa˜o de literatura, permite uma categorizac¸a˜o dos me´todos
nume´ricos existentes. Com isso e´ poss´ıvel mostrar que a maioria desses me´todos
esta˜o intimamente relacionados.
Outro to´pico frequentemente negligenciado e´ o tratamento dos casos patolo´gicos.
Esses casos fazem com que qualquer algoritmo nume´rico para identifcac¸a˜o de ilhas ob-
serva´veis seja iterativo [14, 20, 27]. Com base no mesmo referencial teo´rico, mostra-se que
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na maioria dos casos essas iterac¸o˜es adicionais podem ser evitadas. Assim, este cap´ıtulo
tambe´m propo˜e um ı´ndice que permite identificar os casos propensos a serem patolo´gicos,
de tal forma que nos casos remanescentes as iterac¸o˜es sa˜o dispensa´veis. Essa aborda-
gem pode ser aplicada em conjunto com qualquer me´todo nume´rico direto de ana´lise de
observabilidade.
3.2 Conceitos Ba´sicos de A´lgebra Linear
Esta sec¸a˜o apresenta alguns conceitos fundamentais de a´lgebra linear. Dada
uma matriz de coeficientes H ∈ Rm×n, os principais objetivos sa˜o: (a) decompor H
em seus subespac¸os fundamentais e (b) descrever H como uma transformac¸a˜o linear T :
R
n → Rm.
3.2.1 Subespac¸os do Rn
Um subespac¸o W do Rn e´ um subconjunto do Rn que satisfaz: (i) se {x,y} ∈
W , enta˜o (x+ y) ∈ W e (ii) se x ∈ W , enta˜o sx ∈ W , ∀s ∈ R.
Um conjunto de vetores {v1,v2, . . . ,vk} pertencentes aW o geram se qualquer
vetor x ∈ W possa ser escrito como uma combinac¸a˜o linear dos mesmos. Ale´m disso,
se eles sa˜o Linearmente Independentes (LI), enta˜o eles formam uma base para W . Isto
ocorre quando a equac¸a˜o t1v1 + t2v2 + · · · + tkvk = 0 so´ admite a soluc¸a˜o trivial, i.e.,
t = 0. Neste caso a dimensa˜o de W e´ k.
3.2.2 Os subespac¸os fundamentais
Os quatro subespac¸os fundamentais sa˜o definidos da seguinte maneira:
• Espac¸o coluna de H :
R(H) := {zR ∈ Rm | zR =Hθ, θ ∈ Rn}
• Espac¸o linha de H :
R(HT ) := {θR ∈ Rn | θR = zH , z ∈ Rm}
• Espac¸o nulo de H :
N (H) := {θN ∈ Rn | HθN = 0}
• Espac¸o nulo a` esquerda de H :
N (HT ) := {zN ∈ Rm | zNH = 0}
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Tendo em vista as definic¸o˜es acima, se uma matriz for quadrada e sime´trica
algumas propriedades interessantes se aplicam. Nesse sentido, a Figura 3.1 ilustra a
equivaleˆncia entre os subespac¸os fundamentais das matrizes Jacobiana H , ganho G =
HTH e de Gram A =HHT .
Decomposição
Numérica
R(H) ≡ R(A)
R(HT ) ≡ R(G)
N (H) ≡ N (G)
N (HT ) ≡ N (A)
H ,G,A
Figura 3.1: Decomposic¸a˜o em subespac¸os fundamentais e equivaleˆncias.
De uma maneira geral, todas as abordagens nume´ricas para realizar a ana´lise
de problemas qualitativos sa˜o dependentes da decomposic¸a˜o ilustrada pela caixa preta na
Figura 3.1. Muito embora na˜o seja o foco deste trabalho, no Apeˆndice A.3 apresenta-
se uma abordagem para obter bases para os quatro subespac¸os fundamentais de uma
matriz. De fato, existem me´todos estabelecidos na literatura especializada para realizar
essa tarefa. Cabe ressaltar que, em princ´ıpio, os desenvolvimentos que sera˜o realizados
neste cap´ıtulo independem do interior da caixa preta, i.e., independem do me´todo utilizado
para realizar a decomposic¸a˜o em subespac¸os fundamentais.
3.2.3 Dimensa˜o e ortogonalidade
Do teorema fundamental da a´lgebra linear [71], teˆm-se as seguintes proprieda-
des:
• Dimensa˜o:
posto(H) = dim[R(H)] = p ≤ min(m,n)
posto(HT ) = dim[R(HT )] = p ≤ min(m,n)
nulidade(H) = dim[N (H)] = n− p
nulidade(HT ) = dim[N (HT )] = m− p
• Ortogonalidade:
R(H) ⊥ N (HT ) → R(H) +N (HT ) = Rm
R(HT ) ⊥ N (H) → R(HT ) +N (H) = Rn
A dimensa˜o de R(H), ou o nu´mero de colunas LI de H , e´ dado por posto(H). O
nu´mero de colunas LI de uma matriz de coeficientes e´ igual ao seu nu´mero de linhas LI.
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As func¸o˜es nulidade(H) e nulidade(HT ) retornam o nu´mero remanescente de colunas
e linhas, respectivamente. A propriedade da ortogonalidade diz que Rn(Rm) pode ser
decomposto em dois subespac¸os ortogonais, i.e., os espac¸os linha (coluna) e nulo (nulo
a` esquerda). Portanto, qualquer vetor θ ∈ Rn (z ∈ Rm) pode ser decomposto em dois
vetores ortogonais, tal que θ = θR+θN (z = zR+zN), onde θR (zR) e θN (zN) pertencem
aos espac¸os linha e nulo de H (HT ), respectivamente. Na Figura 3.2 esta˜o ilustradas as
relac¸o˜es de ortogonalidade entre os subespac¸os fundamentais, e como um vetor pode ser
decomposto em duas componentes ortogonais. O espac¸o Rn corresponde a` regia˜o mais a`
esquerda desta figura bidimensional. Os espac¸os linha e nulo esta˜o representados por dois
retaˆngulos rotacionados de 90◦ e com escalas que correspondem a`s suas dimenso˜es. Note
que esta e´ uma representac¸a˜o simplificada de um espac¸o n-dimensional. Lo´gica similar se
aplica ao Rm na regia˜o mais a` direita da figura.
p
p
n− p m− p
R(H)
R(HT )
N (H) N (HT )
R
n
R
m
HθR = z
Hθ = z
HθN = 0
θR
θ = θR + θN
θN
z
Figura 3.2: Subespac¸os fundamentais e a ac¸a˜o da matriz H. Adaptado de [71].
3.2.4 Transformac¸o˜es lineares
Uma transformac¸a˜o T : Rn → Rm e´ linear se: (i) {x,y} ∈ Rn, enta˜o T (x+y) =
T (x) + T (y) e (ii) x ∈ Rn, enta˜o T (sx) = sT (x), ∀s ∈ R. Nesse caso Rn e´ o domı´nio e
R
m e´ o contradomı´nimo da transformac¸a˜o T .
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Suponha que T (θ) = Hθ. Aplicando a tranformac¸a˜o linear T , a matriz H
leva o vetor θ de Rn para Rm. O vetor z =Hθ e´ chamado de imagem de θ devido a` T .
Assim, o conjunto de todas as imagens poss´ıveis de θ e´ conhecido como conjunto imagem
de T . O produto matricial Hθ pode ser escrito como uma combinac¸a˜o linear das colunas
deH , i.e.,Hθ =H.,1θ1+H.,2θ2+ · · ·+H.,nθn. Portanto, o conjunto imagem de T e´ igual
ao espac¸o coluna de H . De modo similar, o conjunto de vetores θ, tal que T (θ) = 0, e´
chamado de nu´cleo de T e compo˜em o espac¸o nulo de H . Atrave´s da transposic¸a˜o de H
pode-se definir uma nova transformac¸a˜o e relacionar os seus conjuntos imagem e nu´cleo
aos espac¸os linha e nulo a` esquerda de H , respectivamente. Na Figura 3.2 mostra-se
como a transformac¸a˜o T = H leva os vetores θ do Rn para o seu espac¸o coluna. Note
que qualquer vetor do Rn e´ levado somente para R(H). Tambe´m e´ poss´ıvel notar o efeito
nulo dessa transformac¸a˜o sobre os vetores pertencentes a N (H).
3.2.5 Operac¸o˜es elementares
Na ana´lise matricial as operac¸o˜es elementares desempenham um papel funda-
mental. Basicamente, essas operac¸o˜es consistem na combinac¸a˜o linear entre vetores linha,
ou coluna, de uma matriz. Por exemplo, uma linha de uma matriz pode ser substitu´ıda
pela soma dela com outra linha, e ambas multiplicadas por um determinado fator. Outra
possibilidade e´ a permutac¸a˜o entre linhas, ou reordenac¸a˜o das mesmas. E´ atrave´s dessas
operac¸o˜es que sa˜o obtidas as formas escalonadas de uma matriz. Esse tipo de estrate´gia
tambe´m e´ utilizada na eliminac¸a˜o Gaussiana, que e´ um algoritmo para resoluc¸a˜o de siste-
mas de equac¸o˜es lineares. Um aspecto muito importante sobre as operac¸o˜es elementares e´
que elas na˜o alteram o subespac¸o definido pelo conjunto de vetores em que sa˜o aplicadas
[71]. Isso pode ser verificado atrave´s da pro´pria definic¸a˜o de subespac¸o.
3.3 Verificac¸a˜o de Observabilidade e Identificac¸a˜o de
Ilhas Observa´veis
Dado um conjunto de medidas, a topologia da rede e uma refereˆncia angular,
um sistema de energia ele´trica e´ dito observa´vel se o seu estado pode ser unicamente
estimado. Esta condic¸a˜o e´ satisfeita somente se posto(H) = n. Assim, a observabilidade
de um sistema pode ser diretamente verificada atrave´s do posto de H .
Se um sistema de energia ele´trica na˜o e´ completamente observa´vel, pode-se
identificar as suas ilhas observa´veis. Uma ilha observa´vel e´ uma parte da rede composta
por barras, e ramos conectando essas barras, cujo estado pode ser estimado unicamente
atrave´s do processamento das medidas dispon´ıveis no interior da ilha. Suponha que a
matriz H pode ser particionada como em (3.1), tal que cada submatriz Hi ∈ Rmi×ni
represente a i-e´sima ilha observa´vel. Logo, posto(Hi) = pi = ni − 1 , i = 1,2, . . . ,k. Note
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que, se ao menos uma linha de Hi representar uma medida de aˆngulo de tensa˜o, enta˜o
uma refereˆncia angular esta´ estabelecida e, portanto, posto(Hi) = pi = ni.
H =

H1 0 · · · 0 0
0 H2 · · · 0 0
...
...
. . .
...
...
0 0 · · · Hk 0
HIR

(3.1)
As medidas representadas por HIR sa˜o conhecidas como injec¸o˜es irrelevantes.
Essa nomenclatura adve´m do fato de que elas na˜o podem ser usadas para estimar o
estado de uma ilha e nem para expandi-la. Ramos no interior de uma ilha sa˜o chamados
de observa´veis, enquanto que os demais sa˜o na˜o observa´veis. As injec¸o˜es irrelevantes
tambe´m podem ser classificadas como aquelas medidas realizadas em barras adjacentes a
ramos na˜o observa´veis. Portanto, para identificar as ilhas observa´veis de uma rede, se faz
necessa´rio identificar todos os ramos observa´veis e na˜o observa´veis.
Considere que qualquer estado θ para o qual Hθ = 0 e Lθ 6= 0 e´ chamado de
estado na˜o observa´vel, onde L e´ a matriz de incideˆncia ramo-barra1 [13]. Para um estado
na˜o observa´vel θ, se Lj,.θ 6= 0, enta˜o o ramo j e´ classificado como na˜o observa´vel, onde
Lj,.θ e´ o fluxo calculado para esse ramo. Doravante aqueles ramos que apresentam fluxo
na˜o nulo para pelo menos um estado na˜o observa´vel sera˜o classificados como ramos na˜o
observa´veis identifica´veis. Note que um fluxo nulo em um ramo j, calculado a partir de
um estado na˜o observa´vel espec´ıfico, na˜o implica na observabilidade do ramo, uma vez que
o fluxo neste ramo pode ser na˜o nulo para outro estado na˜o observa´vel. Portanto, para
encontrar todos os ramos na˜o observa´veis identifica´veis, deve-se encontrar um θ ∈ N (H)
que produz o ma´ximo nu´mero de fluxos na˜o nulos na rede.
Seja N uma matriz cujas colunas formam uma base para N (H). Qualquer
estado na˜o observa´vel pode ser escrito como uma combinac¸a˜o linear das colunas de N ,
i.e., θ =Nα. Assim, os fluxos nos ramos podem ser computados a partir de LNα. Seja
o ramo j com barras terminais k e m. O fluxo correspondente e´ [Nk,.−Nm,.]α. Se [Nk,.−
Nm,.] = 0, enta˜o esse fluxo e´ nulo independentemente de α. Isso significa que o nu´mero
mı´nimo de fluxos nulos e´ igual ao nu´mero de linhas nulas de LN . Portanto, se uma
base para o espac¸o nulo de H estiver dispon´ıvel, os ramos na˜o observa´veis identifica´veis
podem ser diretamente identificados atrave´s das linhas na˜o nulas de LN .
1Supondo um ramo j com barras terminais k e m, e sentido de k para m, os elementos da matriz de
incideˆncia ramo-barra sa˜o definidos como: Lj,k = 1 e Lj,m = −1.
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3.3.1 Casos especiais
Embora as definic¸o˜es anteriores estejam todas corretas, existem casos onde al-
guns ramos na˜o observa´veis apresentam fluxos nulos para todos os estados na˜o observa´veis
poss´ıveis, i.e., eles sa˜o na˜o identifica´veis. Esses casos patolo´gicos esta˜o associados com a
presenc¸a de injec¸o˜es irrelevantes e ocorrem devido a` simetrias na topologia da rede e no
conjunto de medidas, junto com o uso de reataˆncias unita´rias [14, 20, 27]. Uma estrate´gia
consolidada para resolver esses problemas e´ baseada em dois passos: (a) Dado o con-
junto de medidas, realize a identificac¸a˜o de ilhas observa´veis, e encontre todos os ramos
na˜o observa´veis identifica´veis e injec¸o˜es irrelevantes; (b) Remova estas injec¸o˜es e realize
novamente a identificac¸a˜o de ilhas observa´veis. Note que, quando se esta´ utilizando um
me´todo direto de identificac¸a˜o (vide sec¸a˜o seguinte), em princ´ıpio a execuc¸a˜o do passo (b)
e´ dispensa´vel nos casos na˜o patolo´gicos. No entanto, uma vez que na˜o e´ poss´ıvel saber a
priori se um caso e´ patolo´gico ou na˜o, essa estrate´gia precisa ser aplicada para todos os
casos que apresentam injec¸o˜es irrelevantes. Neste contexto, a seguir propo˜e-se um ı´ndice
que busca indicar o ma´ximo nu´mero poss´ıvel de casos onde seria desnecessa´ria a execuc¸a˜o
do passo (b).
A partir de (3.1) pode-se mostrar que posto(H) = p ≤ ∑ki=1 posto(Hi) +
posto(HIR). O sinal da desigualdade se deve a dois aspectos: (i) As linhas da matriz
HIR relacionam varia´veis de estado de ilhas distintas. Ou seja, e´ imposs´ıvel arranjar a
matriz H numa forma bloco diagonal contemplando as injec¸o˜es irrelevantes, como e´ feito
com as demais submatrizes Hi; (ii) E´ poss´ıvel que alguma injec¸a˜o irrelevante na˜o seja
LI das demais medidas e injec¸o˜es irrelevantes. Considere agora que as ilhas observa´veis
podem ser dividas em treˆs grupos e, assim, as seguintes relac¸o˜es sa˜o va´lidas:
1. Ilhas observa´veis contendo somente medidas convencionais2:
posto(Hi) = ni − 1;
2. Ilhas observa´veis contendo pelo menos uma medida de aˆngulo de tensa˜o:
posto(Hi) = ni;
3. Barras isoladas com medida de aˆngulo de tensa˜o:
posto(Hi) = 1.
Assim, ao contabilizar as contribuic¸o˜es de cada um dos grupos acima no posto da matriz
Jacobiana, temos que
∑k
i=1 posto(Hi) = nOB − nOI + nOIθ + nIBθ , onde nOB, nOI , nOIθ e
nIBθ sa˜o os nu´meros de barras observa´veis, ilhas observa´veis, ilhas observa´veis contendo
medidas de aˆngulo de tensa˜o e barras isoladas contendo medida de aˆngulo de tensa˜o,
respectivamente. Tendo em vista que injec¸o˜es irrelevantes relacionam varia´veis de estado
de ilhas distintas, enta˜o posto(HIR) = nIR. Onde nIR e´ o nu´mero de barras contendo
2Medidas convencionais de fluxos e injec¸o˜es de poteˆncia ativa.
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injec¸o˜es irrelevantes. Portanto, o posto da matriz Jacobiana pode ser estimado a partir
dos resultados do passo (a) da seguinte forma:
pˆ = nOB − nOI + nOIθ + nIBθ + nIR (3.2)
Sabe-se que em um caso patolo´gico o nu´mero de barras observa´veis sempre
e´ superestimado. Isto porque nesses casos, apo´s a execuc¸a˜o do passo (a), sempre sera´
identificado um nu´mero maior de ramos observa´veis que a quantidade real. Assim, a
seguinte desigualdade e´ verdadeira para tais casos:
posto(H) < pˆ (3.3)
Portanto, a partir da primeira iterac¸a˜o de identificac¸a˜o de ilhas, o ı´ndice pˆ e a
desigualdade (3.3) podem ser utilizados para decidir se uma segunda iterac¸a˜o e´ necessa´ria
ou na˜o. Isto e´, se posto(H) = pˆ, enta˜o o caso e´ definitivamente na˜o patolo´gico e uma
segunda iterac¸a˜o na˜o e´ requerida. Note que o posto da matriz Jacobiana e´ obtido direta-
mente se uma base para qualquer um de seus subespac¸os estiver dispon´ıvel. Muito embora
raros, e´ importante ressaltar que alguns casos que atendem (3.3) na˜o sa˜o patolo´gicos. Na
Sec¸a˜o 3.6.3 apresenta-se uma discussa˜o sobre este to´pico.
3.3.2 Comenta´rios
Mostrou-se nesta sec¸a˜o que uma base para N (H) pode ser utilizada direta-
mente na identificac¸a˜o de ilhas observa´veis. Todavia, o me´todo h´ıbrido proposto em [33]
ja´ fazia o uso de uma base para o espac¸o nulo de uma matriz Jacobiana de ordem reduzida.
Tendo em vista a restric¸a˜oHθ = 0, qualquer me´todo que usa estados na˜o observa´veis es-
sencialmente calcula soluc¸o˜es no espac¸o nulo da matriz Jacobiana. Nesse sentido, pode-se
dividir os principais me´todos nume´ricos para identificac¸a˜o de ilhas observa´veis em duas
categorias. Na primeira, a ana´lise e´ baseada em estados na˜o observa´veis, i.e., estados
pertencentes a N (H) [13–18]. Ja´ na segunda categoria o processo e´ realizado atrave´s
da avaliac¸a˜o direta de uma matriz que gera N (H) [19–23]. Os me´todos desta categoria
tambe´m sa˜o classificados como diretos [19]. De fato, os me´todos da primeira categoria ite-
rativamente exploram as direc¸o˜es de N (H), enquanto que todo o espac¸o nulo e´ explorado
de uma vez so´ pelos me´todos da segunda categoria.
Em relac¸a˜o a` segunda categoria, em [22] propo˜e-se uma te´cnica robusta para
computar uma base para o espac¸o nulo da matriz Jacobiana. O me´todo proposto em [19]
e´ baseado em uma matriz de teste, cujas colunas formam uma base para o espac¸o nulo da
matriz ganho G = HTH . Em [20] tambe´m e´ utilizada uma base para o espac¸o nulo da
matriz Jacobiana. De fato, estes me´todos sa˜o equivalentes, ja´ que N (HTH) = N (H). A
abordagem da primeira categoria, proposta em [13, 14], necessita soluc¸o˜es sequenciais do
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sistema Gθ = 0 para identificar as ilhas observa´veis. Na˜o obstante, na˜o existe garantia
que apo´s a primeira iterac¸a˜o o estado na˜o observa´vel obtido maximiza o nu´mero de fluxos
na˜o nulos, conforme necessa´rio. Para lidar com essa desvantagem, o me´todo precisa
realizar a remoc¸a˜o iterativa das injec¸o˜es irrelevantes.
Um sistema de energia ele´trica e´ observa´vel somente se H possui posto com-
pleto. Me´todos da primeira categoria obteˆm p atrave´s do nu´mero de pivoˆs na˜o nulos
na matriz fatorada (H , G ou A). Na segunda categoria p e´ calculado pelo nu´mero de
colunas de N , i.e., p = n − nulidade(H). Segundo a revisa˜o de literatura realizada, a
primeira vez que foi explicitamente sugerido que N (H) poderia ser utilizado para realizar
a verificac¸a˜o da observabilidade foi em [24]. Note, no entanto, que de acordo com a Sec¸a˜o
3.2.3 este valor pode ser diretamente obtido se uma base para qualquer um dos subespac¸os
fundamentais de H estiver dispon´ıvel.
3.4 Alocac¸a˜o de Medidas para Restaurac¸a˜o de Ob-
servabilidade
A observabilidade de um sistema de energia ele´trica pode ser restaurada atrave´s
da alocac¸a˜o de pseudomedidas. Com o objetivo de evitar a contaminac¸a˜o do estado por
erros em pseudomedidas de baixa qualidade, o procedimento padra˜o e´ alocar somente
pseudomedidas cr´ıticas [14]. A remoc¸a˜o de uma medida/pseudomedida cr´ıtica de H re-
duz o seu posto em uma unidade. Com excec¸a˜o das injec¸o˜es irrelevantes que teˆm esta
caracter´ıstica, as demais medidas/pseudomedidas cr´ıticas sa˜o aquelas que, quando re-
movidas do sistema de medic¸a˜o, reduzem as a´reas observa´veis. Duas abordagens para
restaurac¸a˜o de observabilidade, baseadas nos subespac¸os fundamentais de H , sa˜o apre-
sentadas na sequeˆncia. Uma vez que essas abordagens sa˜o baseadas nos mesmos princ´ıpios
de a´lgebra linear, elas sa˜o equivalentes e similares ao me´todos dispon´ıveis na literatura.
3.4.1 Abordagem 1
Se um sistema e´ observa´vel e existe pelo menos uma medida de aˆngulo de
tensa˜o dispon´ıvel, enta˜o posto(H) = n3. Sabe-se que as linhas de H geram o seu espac¸o
linha, cuja dimensa˜o e´ igual a posto(H). Nesse sentido, a premissa da restaurac¸a˜o de
observabilidade e´ alocar um conjunto mı´nimo de pseudomedidas, de modo a expandir a
dimensa˜o do espac¸o linha ate´ o seu ma´ximo valor, i.e., n. Logo, se posto(H) = p, faz-se
necessa´rio alocar n− p pseudomedidas cr´ıticas.
Suponha que HTc = [h
T
1h
T
2 · · ·hTmc ] e´ a matriz Jacobiana das pseudomedidas
candidatas para restaurar a observabilidade, e seja R uma matriz cujas linhas geram
3Para os casos onde na˜o existem medidas de aˆngulo de tensa˜o os desenvolvimentos continuam va´lidos.
No entanto, e´ preciso considerar que posto(H) = n− 1.
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R(HT ). A ideia aqui e´ escolher uma candidata por vez e testar se ela expande o espac¸o
linha de H . Tendo em vista que operac¸o˜es elementares com as linhas de uma matriz
preservam o seu espac¸o linha [71], a matriz RTi = [R
T hTi ] pode ser triangularizada para
realizar essa verificac¸a˜o. Assim, se a linha de triang(Ri) relativa a hi e´ na˜o nula, enta˜o a
i-e´sima pseudomedida pode ser alocada para aumentar a observabilidade do sistema. Note
que, apo´s a i-e´sima alocac¸a˜o a matriz Ri e´ atualizada por R
T
i+1 = [triang(Ri)
T hTi+1]. Se
n− p linhas na˜o nulas forem computadas, enta˜o as medidas alocadas sa˜o suficientes para
restaurar a observabilidade.
3.4.2 Abordagem 2
De acordo com a a´lgebra linear, a soma direta dos espac¸os nulo e linha de H
geram Rn: R(HT )+N (H) = Rn. Portanto, um conjunto de n−p vetores LI pertencentes
a N (H) e´ suficiente para completar o posto de H (ou “restaurar” a observabilidade).
Todavia, estamos interessados em vetores com significado f´ısico, ou seja, vetores que
representam medidas/pseudomedidas. Seja N uma matriz cujas colunas formam uma
base para N (H), NNT uma matriz que mapeia as pseudomedidas hi de Rn para N (H)
e hˆi = hiNN
T as imagens de hi devido a` transformac¸a˜oNN
T . Assim, e´ preciso procurar
por n− p vetores hˆi i = 1, 2, . . . , mc LI. Se hˆi e´ nulo significa que hi pertence ao espac¸o
linha deH , ja´ que R(HT ) ⊥ N (H). Desse modo, seja Ĥc =HcNNT uma matriz cujas
linhas sa˜o as imagens das pseudomedidas no espac¸o nulo de H . Operac¸o˜es elementares
podem ser utilizadas para triangularizar Ĥc e, portanto, para encontrar suas linhas LI.
Por fim, se o nu´mero de linhas LI de Ĥc e´ igual a n− p, as pseudomedidas associadas sa˜o
suficientes para restaurar a observabilidade da rede.
h1
h2
hˆ2
N (H)
R(HT )
R
n
Figura 3.3: Projec¸o˜es das medidas candidatas nos subespac¸os de H.
Na Figura 3.3 esta˜o ilustrados os espac¸os nulo e linha de H , bem como duas
pseudomedidas candidatas. A pseudomedida h1 na˜o e´ LI do conjunto de medidas dis-
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pon´ıveis, ja´ que pertence ao espac¸o linha da matriz Jacobiana. Logo, a sua projec¸a˜o em
N (H) e´ nula. Por outro lado, h2 esta´ em uma direc¸a˜o qualquer do Rn. Note que a
sua projec¸a˜o no espac¸o nulo de H e´ na˜o nula. Portanto, esta pseudomedida poderia ser
utilizada para incrementar o posto da matriz Jacobiana durante o processo de restaurac¸a˜o
de observabilidade.
3.4.3 Comenta´rios
A premissa para a restaurac¸a˜o da observabilidade e´ alocar pseudomedidas ate´
que a dimensa˜o do espac¸o linha de H atinja seu ma´ximo. Alternativamente, pode-se
alocar pseudomedidas e olhar para o espac¸o coluna de H [31], ja´ que dim[R(H)] =
dim[R(HT )]. Basicamente, isso e´ feito em [27] atrave´s da matriz de Gram A = HHT .
Note que R(HHT ) = R(H). Em [27], o espac¸o coluna de A e´ expandido atrave´s da
inserc¸a˜o de uma pseudomedida por vez e da verificac¸a˜o da sua independeˆncia linear das
demais medidas/pseudomedidas. Pode-se mostrar que as matrizes Ĥc = HcNN
T e
B = HcN possuem as mesmas linhas LI. Note que Ĥc ∈ Rmc×n e B ∈ Rmc×n−p. De
fato, o uso da matriz B na alocac¸a˜o de medidas para restaurac¸a˜o de observabilidade como
um me´todo direto foi proposto em [28].
Durante a restaurac¸a˜o de observabilidade todas as medidas dispon´ıveis devem
ser levadas em conta, inclusive as injec¸o˜es irrelevantes eventualmente descartadas durante
a identificac¸a˜o de ilhas. Cumpre destacar, no entanto, que se o objetivo final e´ restaurar a
observabilidade, enta˜o a identificac¸a˜o de ilhas na˜o e´ mandato´ria. Na pra´tica, isso aumenta
a eficieˆncia do algoritmo de ana´lise de observabilidade. Ale´m disso, a ordenac¸a˜o das
pseudomedidas pode ser definida por algum crite´rio externo, por exemplo as suas preciso˜es.
3.5 Identificac¸a˜o de Medidas e Conjuntos Cr´ıticos
Seja HT = [hT1h
T
2 · · ·hTm] a matriz Jacobiana das medidas dispon´ıveis no sis-
tema de medic¸a˜o. Em princ´ıpio, e´ poss´ıvel encontrar relac¸o˜es de dependeˆncia linear entre
essas medidas da sequinte forma:
z1h1 + z2h2 + · · ·+ zmhm = 0 (3.4)
Considerando que zi 6= 0, a i−e´sima medida pode ser escrita como hi = − 1zi
∑m
j=1j 6=i zjhj.
Uma vez que zH = 0, enta˜o z ∈ N (HT ), onde zT = [z1z2 · · · zm]T . Isso sugere que o
espac¸o nulo a` esquerda deH fornece todas as informac¸o˜es sobre as relac¸o˜es de dependeˆncia
linear entre as medidas.
Sabe-se que uma medida cr´ıtica e´ na˜o redundante, i.e., ela na˜o pode ser escrita
como uma combinac¸a˜o linear das demais medidas [47]. Portanto, a partir de (3.4) e´
poss´ıvel afirmar que a i-e´sima medida sera´ cr´ıtica se e somente se zi for zero para todo z
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que satisfaz zH = 0. Seja M uma matriz cujas linhas formam uma base para o espac¸o
nulo a` esquerda deH , e suponha que z = γM . Se a i-e´sima coluna deM for nula, enta˜o
zi sera´ nulo independentemente de γ. Assim, as colunas nulas deM indicam as medidas
cr´ıticas.
Um conjunto cr´ıtico e´ um grupo de medidas, tal que a remoc¸a˜o de qualquer
uma delas faz com que as demais se tornem cr´ıticas. Logo, para identificar um conjunto
cr´ıtico pode-se remover uma medida redundante do conjunto de medidas e procurar por
aquelas que tenham tornado-se cr´ıticas. Suponha que estamos interessados em descobrir
se a j-e´sima medida pertence a algum conjunto cr´ıtico. Para tanto, faz-se necessa´rio
removeˆ-la do conjunto de medidas. Atrave´s da execuc¸a˜o de operac¸o˜es elementares com
as linhas de M , tal que M̂ = EM , ela pode ser reescrita como (3.5), onde a j-e´sima
coluna conte´m somente um elemento na˜o nulo. As linhas de M̂ ainda formam uma base
para N (HT ), ja´ que seus coeficientes satisfazem (3.4). Objetivando simular a remoc¸a˜o
de hj do conjunto de medidas, a i-e´sima linha e a j-e´sima coluna de M̂ precisam ser
deletadas. As linhas da nova matriz M̂ , apo´s essas remoc¸o˜es, formam uma base para
o espac¸o nulo a` esquerda da matriz Jacobiana sem hj. As novas colunas nulas de M̂
indicam as novas medidas cr´ıticas. Portanto, a medida removida, juntamente com as
novas medidas cr´ıticas, formam um conjunto cr´ıtico.
M̂ =
j

⊗ · · · ⊗ 0 ⊗ · · · ⊗
...
. . .
...
...
...
. . .
...
⊗ · · · ⊗ a ⊗ · · · ⊗ i
...
. . .
...
...
...
. . .
...
⊗ · · · ⊗ 0 ⊗ · · · ⊗
(3.5)
Note que o elemento M̂i,j = a e´ um valor na˜o nulo arbitra´rio. A escolha
pela i-e´sima linha tambe´m e´ arbitra´ria. Quando uma medida redundante e´ removida do
conjunto de medidas, o posto deH permanece o mesmo, ja´ que essa medida na˜o e´ LI das
demais. Por outro lado, o nu´mero de medidas e´ reduzido de uma unidade e, portanto,
dim[N (HT )] = m− 1− p. Isto justifica a validade da remoc¸a˜o da i-e´sima linha de M̂ .
3.5.1 Interpretac¸a˜o estat´ıstica/geome´trica
Conforme discutido na Sec¸a˜o 2.2 e ilustrado na Figura 2.2, o vetor de res´ıduos
de estimac¸a˜o e´ ortogonal ao espac¸o coluna da matriz Jacobiana. Sabe-se que o espac¸o
nulo a` esquerda tambe´m e´ ortogonal a esse subespac¸o. Assim, pode-se concluir que o vetor
de res´ıduos e´ a projec¸a˜o ortogonal do vetor de medidas sobre o espac¸o nulo a` esquerda
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dessa matriz. Considerando o modelo linearizado com as suas devidas simplificac¸o˜es,
matematicamente tem-se que:
r = [I −H(HTH)−1HT ]z (3.6)
Perceba que I − H(HTH)−1HT e´ uma matriz que projeta ortogonalmente z sobre
N (HT ) (Vide Apeˆndice A.1). De acordo (2.7) e´ poss´ıvel concluir que I−H(HTH)−1HT
tambe´m corresponde a` matriz de covariaˆncia de r. Seja H = UΣV T a decomposic¸a˜o
em valores singulares da matriz Jacobiana (Vide Apeˆndice A.2). Verifica-se, portanto, a
seguinte equivaleˆncia: I−H(HTH)−1HT = U0UT0 , onde U0 e´ uma matriz cujas colunas
formam uma base ortonormal para N (HT ).
Medidas cr´ıticas
A presenc¸a de erro grosseiro em um medida cr´ıtica na˜o pode ser detectada, ja´
que o seu res´ıduo de estimac¸a˜o sempre sera´ nulo, independentemente do valor realizado
para a medida. Suponha que uma realizac¸a˜o possa ser escrita como z = z1z1 + z2z2 +
· · ·+ zmzm, onde zTi = [0 · · · 1︸︷︷︸
i
· · · 0]T . Para que a i-e´sima medida seja cr´ıtica, e´ preciso
que o vetor unita´rio zi seja ortogonal a N (HT ). Isso garante que a projec¸a˜o ortogonal
dessa medida em N (HT ) sera´ sempre nula. De fato, como a i-e´sima coluna deM e´ nula,
enta˜o N (HT ) na˜o possui nenhuma componente na direc¸a˜o do vetor unita´rio zi.
z1
z2
z3
N (HT )
Figura 3.4: Interpretac¸a˜o geome´trica de uma medida cr´ıtica.
Na Figura 3.4 ilustra-se uma regia˜o do Rm definida por treˆs medidas. As
medidas z2 e z3 sa˜o redundantes e esta˜o definidas no plano que forma o espac¸o nulo a`
esquerda. Por outro lado, pode-se verificar que a medida z1 e´ cr´ıtica, uma vez que o vetor
unita´rio z1 e´ ortogonal a esse subespac¸o. Note que a projec¸a˜o dessa medida sobre N (HT )
sempre sera´ nula.
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Uma medida cr´ıtica possui res´ıduo nulo, pois na˜o existe redundaˆncia na in-
formac¸a˜o que ela carrega. Estatisticamente, a variaˆncia desse res´ıduo deve ser nula. Isto
e´, o valor estimado sempre sera´ igual ao medido. A variaˆncia do i-e´simo res´ıduo e´ dada
por U0i,.U
T
0i,.
. Se a medida correspondente for cr´ıtica, enta˜o U0i,.U
T
0i,.
= 0. Com efeito, se
considerarmos queM = UT0 , a condic¸a˜o que garante a criticidade da medida e´ U0i,. = 0.
Conjuntos cr´ıticos
Um erro grosseiro em uma medida pertencente a um conjunto cr´ıtico na˜o
pode ser identificado pois os res´ıduos normalizados deste conjunto sempre sa˜o iguais em
magnitude. Isso se deve ao fato de os res´ıduos de estimac¸a˜o de medidas pertencentes ao
mesmo conjunto cr´ıtico possuirem coeficientes de correlac¸a˜o unita´rios. Suponha que as
i-e´sima e j-e´sima medidas pertencem ao mesmo conjunto cr´ıtico, logo:
U0i,.U
T
0j,.
‖U0i,.‖‖U0j,.‖
= 1 (3.7)
Note que a correlac¸a˜o unita´ria so´ ocorre quando os vetores U0i,. e U0j,. forem
colineares. A partir das discusso˜es anteriores, conclui-se que duas medidas pertencem ao
mesmo conjunto cr´ıtico se as respectivas colunas de M forem Linearmente Dependentes
(LD). Isso e´ diretamente verificado se considerarmos M = UT0 .
O vetor de res´ıduos de estimac¸a˜o pode ser escrito como: r = r1+r2+ · · ·+rm,
onde ri e´ a projec¸a˜o ortogonal da i-e´sima medida sobre N (HT ). Se as i-e´sima e j-e´sima
medidas pertencem ao mesmo conjunto cr´ıtico, enta˜o ri e rj devem ser colineares. A
Figura 3.5 ilustra essas caracter´ısticas do ponto de vista geome´trico. Neste caso, as
medidas z1 e z2 pertencem ao mesmo conjunto cr´ıtico. Perceba que as projec¸o˜es dessas
medidas sobre N (HT ) sempre estara˜o ao longo da linha l. Isso garante que os vetores ri
e rj sera˜o LD.
l
z1
z2
N (HT )
Figura 3.5: Interpretac¸a˜o geome´trica de um conjunto cr´
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3.5.2 Comenta´rios
Nesta sec¸a˜o mostrou-se que, atrave´s de operac¸o˜es elementares sobre o espac¸o
nulo a` esquerda da matriz Jacobiana, e´ poss´ıvel classificar as medidas de acordo com o
seu grau de redundaˆncia. Nesse sentido, a literatura frequentemente separa as medidas
em dois grupos: Z1 contendo as medidas ba´sicas e Z2 as redundantes. Aquelas per-
tencentes a Z1 sa˜o ditas ba´sicas porque minimamente geram o espac¸o linha de H , i.e.,
formam uma base. Logo, o nu´mero de medidas ba´sicas e´ igual a posto(H) = p. O termo
redundante surge do fato de que elas podem ser escritas como combinac¸o˜es lineares das
medidas ba´sicas, i.e., Z2 = SZ1, onde S e´ a matriz de sensibilidade [22, 47]. Pode-se
definir diferentes grupos de medidas ba´sicas e redundantes em um mesmo conjunto de
medidas, o que pode levar a diferentes matrizes de sensibilidade. Note, no entanto, que as
medidas cr´ıticas sempre pertencem a Z1. E´ fa´cil notar que uma base para N (HT ) pode
ser diretamente escrita como [−S I](m−p)×(m), onde I e´ uma matriz identidade cujas
dimenso˜es sa˜o iguais ao comprimento de Z2. Em [44] apresenta-se um me´todo para com-
putar a matriz S a partir da matriz de Gram A =HHT e, enta˜o, para gerar um tableau
a partir das linhas da matriz [−S I](m−p)×(m). Tendo em vista que N (A) = N (HT ),
essas linhas tambe´m formam uma base para N (HT ). Logo, o me´todo proposto em [44]
e´, de alguma forma, similar ao proposto nesta sec¸a˜o.
3.6 Exemplos Dida´ticos
Verificação de 
observabilidade
Identificação de 
ilhas observáveis
Restauração de 
observabilidade
Identificação de
medidas e conjuntos
críticos
R(H)
R(HT )
N (H)
N (HT )
Figura 3.6: Visa˜o geral esquema´tica da abordagem proposta.
Em princ´ıpio, dada a premissa de simplificac¸a˜o do modelo de medic¸a˜o discu-
tida na Sec¸a˜o 2.5, as metodologias discutidas neste cap´ıtulo se aplicam a qualquer sistema
ele´trico, independentemente de suas dimenso˜es. E´ sabido que, ao se realizar aplicac¸o˜es
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em redes de grande porte, os aspectos nume´ricos dos algoritmos, bem como questo˜es de
esparsidade, devem ser levados em conta. Na˜o obstante, como este cap´ıtulo tem um vie´s
teo´rico, na sequeˆncia sa˜o apresentados apenas alguns exemplos dida´ticos que visam eluci-
dar e explorar o uso do referencial teo´rico proposto na ana´lise qualitativa. Comparac¸o˜es
com os principais me´todos existentes sa˜o apresentadas. A Figura 3.6 mostra quais su-
bespac¸os podem ser utilizados para resolver cada problema e sumariza as discusso˜es deste
cap´ıtulo. Muito embora seja computacionalmente melhor seguir o fluxo de soluc¸a˜o indi-
cado na figura, ressalta-se que os problemas qualitativos podem ser resolvidos de maneira
independente se as bases requeridas estiverem dispon´ıveis. Note que os espac¸os nulos sa˜o
suficientes para resolver todos os problemas. Note tambe´m que a ana´lise de observabili-
dade esta´ relacionada com os problemas no interior da regia˜o tracejada.
3.6.1 Exemplo 1
Um exemplo dida´tico e´ apresentado na sequeˆncia. A topologia da rede e o
conjunto de medic¸a˜o esta˜o ilustrados na Figura 3.7. Por uma questa˜o de simplificac¸a˜o,
considerou-se as reataˆncias dos ramos como unita´rias.
Medida de fluxo
Medida de injeção
( )   Número do ramo
(1) (2)
(3)(8)(6)
(5) (4)
1 2 3
456
Ramo observável
Ramo não observável
(7)
Medida de ângulo
Figura 3.7: Sistema A de seis barras com conjunto de medic¸a˜o.
Tendo em vista o modelo de medic¸a˜o linearizado, este caso e´ representado por
m = 7 medidas e n = 6 varia´veis de estado, logo H ∈ R7×6 pode ser escrita como:
H =
θ1 θ2 θ3 θ4 θ5 θ6

θ1 1 0 0 0 0 0
P1,2 1 −1 0 0 0 0
P1,6 1 0 0 0 0 −1
P2,5 0 1 0 0 −1 0
P1 2 −1 0 0 0 −1
P4 0 0 −1 2 −1 0
P6 −1 −1 0 0 −1 3
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Verificac¸a˜o de observabilidade
Para se realizar a verificac¸a˜o de observabilidade e´ preciso computar o posto
de H . Esse valor pode ser obtido a partir da dimensa˜o de N (H), ja´ que posto(H) =
n − nulidade(H). Assim, faz-se necessa´rio calcular uma base para o espac¸o nulo dessa
matriz. Utilizando a abordagem descrita no Apeˆndice A.3, a seguinte base para N (H)
foi obtida:
NT =
θ1 θ2 θ3 θ4 θ5 θ6[ ]
0 0 2 1 0 0
E´ interessante verificar que HN = 2H.,3 +H.,4 = 0. A matriz N possui
somente uma coluna, logo nulidade(H) = 1 e posto(H) = n − nulidade(H) = 5. Por-
tanto, uma vez que so´ existe uma medida de aˆngulo de tensa˜o e posto(H) = 5 < n,
conclui-se que o sistema na˜o e´ observa´vel. O espac¸o nulo foi usado aqui por uma questa˜o
de convenieˆncia, ja´ que o mesmo sera´ utilizado na sequeˆncia para identificar as ilhas
observa´veis. Alternativamente, a observabilidade poderia ser verificada atrave´s de uma
base para N (HT ). Na sequeˆncia sera´ mostrado que nulidade(HT ) = 2 e posto(HT ) =
m− nulidade(HT ) = 7− 2 = 5, o que tambe´m classifica o sistema como na˜o observa´vel.
Identificac¸a˜o de ilhas observa´veis
Os fluxos nos ramos podem ser calculados atrave´s de LN . As linhas de LN
que possuem ao menos um elemento na˜o nulo representam os ramos na˜o observa´veis
identifica´veis. Neste exemplo a matriz LN e´ definida como:
(LN )T =
f1 f2 f3 f4 f5 f6 f7 f8[ ]
0 −2 1 1 0 0 0 0
Assim, a partir das linhas na˜o nulas de LN conclui-se que os ramos {2,3,4} na˜o
sa˜o observa´veis. Adicionalmente, uma vez que a injec¸a˜o na barra 4 e´ adjacente aos ramos
3 e 4, ela e´ classificada como irrelevante. A partir desses resultados e´ poss´ıvel identificar
quatro barras observa´veis, uma ilha observa´vel, uma ilha observa´vel com medida de aˆngulo
de tensa˜o e uma injec¸a˜o irrelevante, logo: nOB = 4, nOI = 1, nOIθ = 1, nIBθ = 0 e
nIR = 1. Portanto, de acordo com (3.2) o posto de H pode ser estimado como pˆ =
4 − 1 + 1 + 0 + 1 = 5. Como posto(H) = pˆ, este caso e´ definitivamente na˜o patolo´gico
e uma segunda iterac¸a˜o, apo´s a remoc¸a˜o de P4, na˜o se faz necessa´ria. Assim, o ı´ndice
proposto para estimar o posto da matriz Jacobiana indicou este caso corretamente como
na˜o patolo´gico e, mesmo na presenc¸a de uma injec¸a˜o irrelevante, uma segunda iterac¸a˜o
de ana´lise de observabilidade na˜o foi necessa´ria.
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Alocac¸a˜o de medidas para restaurac¸a˜o de observabilidade
Em princ´ıpio, medidas de diferentes tipos podem ser usadas como candidatas
para restaurar a observabilidade de um sistema. No entanto, e´ pra´tica comum utilizar
somente pseudomedidas de injec¸a˜o para esse propo´sito [13]. Ale´m disso, para reduzir a
lista de candidatas, somente injec¸o˜es em barras adjacentes a ramos na˜o observa´veis sa˜o
consideradas. Isto porque pseudomedidas no interior de ilha observa´veis na˜o sa˜o capazes
de expandi-las. Assim, as injec¸o˜es nas barras 2, 3 e 5 sa˜o as candidatas para este exemplo.
Adicionalmente, para fins de ilustrac¸a˜o, considere tambe´m uma injec¸a˜o na barra 6 como
candidata. Neste caso, a matriz Hc e´:
Hc =
θ1 θ2 θ3 θ4 θ5 θ6

P2 −1 4 −1 0 −1 −1
P3 0 −1 2 −1 0 0
P5 0 −1 0 −1 3 −1
P6 −1 −1 0 0 −1 3
Para aplicar a Abordagem 1 e´ preciso um conjunto de vetores que geram
R(HT ). Por exemplo, esse subespac¸o pode ser gerado pelas linhas da pro´pria matriz H ,
logo R = H . Suponha agora que P2 e´ a pseudomedida com a maior precisa˜o, portanto
ela deve ser a primeira a ser avaliada. A matriz triang(R1), obtida apo´s a inclusa˜o de P2,
e´:
triang(R1) =
θ1 θ2 θ3 θ4 θ5 θ6

θ1 1 0 0 0 0 0
P1,2 0 1 0 0 0 0
P4 0 0 1 −2 1 0
P2 0 0 0 1 0 1/2
P6 0 0 0 0 1 −3
P1,6 0 0 0 0 0 1
P1 0 0 0 0 0 0
P2,5 0 0 0 0 0 0
A matriz acima foi obtida atrave´s de operac¸o˜es elementares sobreRT1 = [R
T HTc1,. ]. Como
a linha associada a` P2 e´ na˜o nula, ela e´ LI das demais medidas em R
T e, portanto, P2
pode ser utilizada para restaurar a observabilidade do sistema. Ademais, somente P2
e´ suficiente, ja´ que n − p = 1. Conforme discutido na Sec¸a˜o 3.4.1, ao inve´s de utilizar
R =H , qualquer matriz cujas linhas formam uma base paraR(HT ) poderia ser utilizada
na alocac¸a˜o.
Para aplicar a Abordagem 2 as projec¸o˜es das pseudomedidas candidatas, no
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espac¸o nulo da matriz Jacobiana, sa˜o representadas pelas linhas de Ĥc =HcNN
T como
segue:
Ĥc =
θ1 θ2 θ5 θ6 θ3 θ4

P2 0 0 0 0 −4 −2
P3 0 0 0 0 6 3
P5 0 0 0 0 −2 −1
P6 0 0 0 0 0 0
Note que a u´ltima linha de Ĥc e´ nula. Portanto, a imagem de P6 sobre N (H) e´
nula, e P6 pertence aR(HT ). Isto e´, P6 e´ redundante ao conjunto de medidas dispon´ıveis e
na˜o pode ser utilizada para restaurar a observabilidade. A fim de identificar um conjunto
mı´nimo de pseudomedidas capaz de restaurar a observabilidade, deve-se encontrar um
conjunto de linhas LI de Ĥc. Apo´s a aplicac¸a˜o de operac¸o˜es elementares em Ĥc, obteve-
se a seguinte matriz:
triang(Ĥc) =
θ1 θ2 θ5 θ6 θ3 θ4

P2 0 0 0 0 −4 −2
P3 0 0 0 0 0 0
P5 0 0 0 0 0 0
P6 0 0 0 0 0 0
Como a linha correspondente a` P2 e´ a u´nica na˜o nula, essa medida e´ suficiente para
restaurar a observabilidade. Vale ressaltar que, para ambas as abordagens, os resultados
dependem da ordenac¸a˜o das linhas de Hc.
Identificac¸a˜o de medidas e conjunto cr´ıticos
As pseudomedidas alocadas durante o processo de restaurac¸a˜o de observabili-
dade sa˜o cr´ıticas por definic¸a˜o. Logo, somente as medidas dispon´ıveis precisam ser clas-
sificadas. Considere a seguinte base para o espac¸o nulo a` esquerda de H (vide Apeˆndice
A.3):
M =
θ1 P1,2 P1,6 P2,5 P1 P6 P4[ ]
0 −1 −1 0 1 0 0
0 −2 3 −1 0 1 0
E´ interessante verificar queMH = 0. ComoM tem duas linhas, nulidade(HT ) =
2 e posto(HT ) = m− nullity(HT ) = 7− 2 = 5. As colunas deM relativas a θ1 e P4 sa˜o
nulas, logo essas medidas sa˜o classificadas como cr´ıticas. Para classificar P2,5 e´ preciso
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removeˆ-la do conjunto de medidas. Como M ja´ esta´ na forma (3.5), so´ e´ preciso descar-
tar a segunda linha de M e a coluna relativa a P2,5. Apo´s a remoc¸a˜o de P2,5 a medida
P6 tornou-se cr´ıtica. Assim, as medidas P2,5 e P6 formam um conjunto cr´ıtico. Perceba
que M.,4 = −M.,6, i.e., essas colunas sa˜o LD. Aplicando o mesmo procedimento para
classificar P1 nenhuma medida cr´ıtica e´ formada e, portanto, ela na˜o pertence a nenhum
conjunto cr´ıtico. A fim de classificar P1,2, M foi transformada na seguinte matriz:
M̂ =
θ1 P1,2 P1,6 P2,5 P1 P6 P4[ ]
0 −1 −1 0 1 0 0
0 0 5 −1 −2 1 0
Note que M̂ foi obtida atrave´s operac¸o˜es elementares em M . Apo´s remover
P1,2 nenhuma medida cr´ıtica adicional foi formada. Dessa forma, P1,2 na˜o pertence a
nenhum conjunto cr´ıtico. Esses resultados implicam que P1,6 tambe´m na˜o pertence a
nenhum conjunto cr´ıtico.
3.6.2 Exemplo 2
Neste exemplo o caso patolo´gico ilustrado na Figura 3.8 e´ analisado. Neste caso
tambe´m sera˜o consideradas reataˆncias unita´rias. As matrizes N e LN correspondentes
sa˜o apresentadas na sequeˆncia.
Medida de fluxo
Medida de injeção
( )   Número do ramo
Ramo observável
Ramo não observável
(1) (2)
(3)(7)(6)
(5) (4)
1 2 3
456
Figura 3.8: Sistema B de seis barras com conjunto de medic¸a˜o - Caso patolo´gico.
NT =
θ1 θ2 θ3 θ4 θ5 θ6[ ]
0 1 2 2 1 0
1 0 −1 −1 0 1
(LN )T =
f1 f2 f3 f4 f5 f6 f7[ ]−1 −1 0 1 1 0 0
1 1 0 −1 −1 0 0
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Tendo em vista que N possui duas colunas, nulidade(H) = 2, posto(H) =
n − nulidade(H) = 4 e, portanto, este sistema na˜o e´ observa´vel. As linhas na˜o nulas
de LN indicam os ramos na˜o observa´veis identifica´veis {1,2,4,5}. Por conseguinte, as
injec¸o˜es nas barras 2 e 5 sa˜o classificadas como irrelevantes. Repare que apo´s a primeira
iterac¸a˜o de identificac¸a˜o os ramos {3, 6, 7} sa˜o indicados como observa´veis. Assim, o
sistema possui treˆs ilhas observa´veis, seis barras observa´veis e duas injec¸o˜es irrelevantes.
O posto estimado para H e´ pˆ = 6− 3+0+0+2 = 5. Como posto(H) = 4 < pˆ, este caso
pode ser patolo´gico e uma segunda iterac¸a˜o, apo´s a remoc¸a˜o das injec¸o˜es irrelevantes, e´
necessa´ria. Apo´s descartar as injec¸o˜es 2 e 5 uma nova base para N (H) e a matriz LN
foram recalculadas como segue:
(LN )T =
f1 f2 f3 f4 f5 f6 f7

−1 1 0 0 0 0 1
0 −1 0 1 0 0 0
0 0 0 −1 1 0 −1
1 0 0 0 −1 0 0
Como a linha relativa a f7 e´ na˜o nula, o ramo 7 e´ identificado agora como
na˜o observa´vel, fato que caracteriza o caso em ana´lise como patolo´gico. Os demais ramos
manteram a classificac¸a˜o da primeira iterac¸a˜o. De fato, em acordo com a Figura 3.8,
somente apo´s a segunda iterac¸a˜o tem-se a classificac¸a˜o correta de todos os ramos.
3.6.3 Exemplo 3
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( )   Número do ramo
Ramo observável
Ramo não observável
Figura 3.9: Sistema de 14 barras do IEEE com conjunto de medic¸a˜o - Caso 1.
Considere o sistema IEEE 14-barras e o conjunto de medic¸a˜o ilustrados na
Figura 3.9. Neste exemplo tambe´m sera´ considerado o uso de reataˆncias unita´rias para
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os ramos. O espac¸o nulo da matriz Jacobiana foi computado, e enta˜o obteve-se a matriz
LN apresentada na sequeˆncia.
LN =


f1 1 0 −1
f2 1 1 −2
f3 0 0 0
f4 0 0 0
f5 0 1 −1
f6 0 0 0
f7 0 1 −1
f8 0 −1 1
f9 0 0 0
f10 0 0 0
f11 0 0 0
f12 0 −2 2
f13 0 −1 1
f14 0 −2 2
f15 0 1 −1
f16 0 1 −1
f17 0 0 0
f18 0 0 0
f19 0 1 −1
f20 0 0 0
Os ramos {1,2,5,7,8,12,13,14,15,16,19} sa˜o indicados como na˜o observa´veis pe-
las linhas na˜o nulas desta matriz. A partir desse resultado e´ poss´ıvel concluir que as
injec¸o˜es nas barras {4,7,9,13} sa˜o irrelevantes. Adicionalmente, identifica-se duas ilhas
observa´veis, sendo a primeira composta pelas barras {2,3,4,9,13,14} e a segunda pelas
barras {5,6,10,11}. De fato, esses resultados esta˜o condizentes com a Figura 3.9. Neste
exemplo sabemos a priori o resultado correto do processo de identificac¸a˜o de ilhas ob-
serva´veis, logo pode-se concluir que o me´todo obteve a resposta correta. Na˜o obstante,
perceba que na pra´tica ter´ıamos que aplicar a metodologia proposta na Sec¸a˜o 3.3.1. Para
tanto, e´ preciso estimar o posto deH . Sabe-se que o sistema possui dez barras observa´veis,
duas ilhas observa´veis e quatro injec¸o˜es irrelevantes, logo: nOB = 10, nOI = 2, nOIθ = 0,
nIBθ = 0 e nIR = 4. De acordo com (3.2), temos que pˆ = 12. No entanto, verifica-se que
posto(H) = 11. Desse modo, a metodologia indica que as injec¸o˜es irrelevantes devem ser
removidas para que seja executada uma segunda iterac¸a˜o de identificac¸a˜o. Note que essa
iterac¸a˜o e´ desnecessa´ria, ja´ que os resultados obtidos na primeira iterac¸a˜o esta˜o corretos.
Este exemplo ilustra que nem todo caso indicado pelo teste (3.3) e´ patolo´gico.
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Neste caso espec´ıfico, apesar de P9 ser LI das demais injec¸o˜es irrelevantes,
ela pertence ao subespac¸o definido pelas 12 medidas restantes. Isto e´, a medida P9 na˜o
explora uma direc¸a˜o adicional no R14 e, portanto, a dimensa˜o desse subespac¸o acaba se
igualando ao posto de H . Na matriz H rearranjada apresentada na sequeˆncia e´ poss´ıvel
verificar essa caracter´ıstica.
H =
θ2 θ3 θ4 θ9 θ13 θ14 θ5 θ6 θ10 θ11 θ7 θ8 θ12 θ1

P3,2 −1 1 0 0 0 0 0 0 0 0 0 0 0 0
P4,2 −1 0 1 0 0 0 0 0 0 0 0 0 0 0
P9,4 0 0 −1 1 0 0 0 0 0 0 0 0 0 0
P14,9 0 0 0 −1 0 1 0 0 0 0 0 0 0 0
P14,13 0 0 0 0 −1 1 0 0 0 0 0 0 0 0
P14 0 0 0 −1 −1 2 0 0 0 0 0 0 0 0
P5,6 0 0 0 0 0 0 1 −1 0 0 0 0 0 0
P11,6 0 0 0 0 0 0 0 −1 0 1 0 0 0 0
P11,10 0 0 0 0 0 0 0 0 −1 1 0 0 0 0
P4 −1 −1 5 −1 0 0 −1 0 0 0 −1 0 0 0
P7 0 0 −1 −1 0 0 0 0 0 0 3 −1 0 0
P13 0 0 0 0 3 −1 0 −1 0 0 0 0 −1 0
P9 0 0 −1 4 0 −1 0 0 −1 0 −1 0 0 0
Cumpre destacar que esses casos tem probabilidade de ocorreˆncia muito baixa.
Por exemplo, foram gerados 1000 conjuntos de medic¸a˜o na˜o observa´veis aleato´rios para
a rede da Figura 3.9. Destes, 10 foram sinalizados no teste, sendo que apenas 2 deles
foram confirmados como na˜o patolo´gicos apo´s a execuc¸a˜o da segunda iterac¸a˜o. Perceba
que em 99 % dos casos o ı´ndice proposto evitou a execuc¸a˜o de uma iterac¸a˜o adicional.
Note tambe´m que, conforme ca´lculo abaixo, em 99,8 % dos casos em que, teoricamente,
a segunda iterac¸a˜o e´ desnecessa´ria o teste teve sucesso.
no de casos− no de casos sinalizados
no de casos− no de casos patolo´gicos =
1000− 10
1000− 8 = 99,8 %
3.6.4 Comparac¸o˜es e discusso˜es finais
A Tabela 3.1 apresenta os problemas abordados por cada refereˆncia revisada.
Somente a metodologia da refereˆncia [42] e´ capaz de lidar com todos os problemas qua-
litativos sob estudo nesta tese. Por outro lado, neste cap´ıtulo propo˜e-se um referencial
teo´rico unificado para o tratamento desse problemas, o que pode facilitar a compreensa˜o
e ate´ a implementac¸a˜o dos me´todos de soluc¸a˜o. De fato, os me´todos propostos utilizam
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somente operac¸o˜es elementares sobre linhas e/ou colunas.
Tabela 3.1: Aplicabilidade dos trabalhos revisados.
Problemas qualitativos Refereˆncias
Verificac¸a˜o de observabilidade [8, 13–27, 31, 33–36, 40–42, 69, 72, 73]
Identificac¸a˜o de ilhas observa´veis [8, 13–23, 26, 27, 33–36, 40–42, 72, 73]
Restaurac¸a˜o de observabilidade [13–23, 27, 28, 31, 33–36, 40–42, 69, 72, 73]
Identificac¸a˜o de medidas cr´ıticas [22, 23, 31, 42, 44–47, 69, 73]
Identificac¸a˜o de conjuntos cr´ıticos [31, 42–46, 69]
A abordagem proposta independe das decomposic¸o˜es nume´ricas necessa´rias
para obter as bases dos subespac¸os fundamentais e, portanto, pode ser facilmente aplicada
em diferentes contextos. Nesse sentido, a Tabela 3.2 lista poss´ıveis melhorias que podem
ser incorporadas aos trabalhos revisados.
Tabela 3.2: Poss´ıveis extenso˜es dos trabalhos revisados.
Problemas qualitativos Refereˆncias
Sinalizac¸a˜o de casos patolo´gicos [19–24, 28, 31, 69]
Identificac¸a˜o de ilhas observa´veis [24, 31, 69]
Restaurac¸a˜o de observabilidade [24]
Identificac¸a˜o de medidas cr´ıticas [20]
Identificac¸a˜o de conjuntos cr´ıticos [20, 22, 23, 47]
Assim, as refereˆncias [19–23, 28] podem ser estendidas para detectar casos
propensos a serem patolo´gicos porque os me´todos sa˜o diretos e uma base para N (H),
ou N (G), ja´ esta´ dispon´ıvel. Pelo mesmo motivo, o me´todo proposto em [24] pode ser
adaptado para resolver todos os problemas da ana´lise de observabilidade. As refereˆncias
[22, 23, 47] podem ser estendidas para identificar conjuntos cr´ıticos, pois a matriz de
sensibilidade S e´ computada nos me´todos propostos. De fato, uma base para o espac¸o
nulo a` esquerda pode ser escrita como M = [−S I]. Em [31, 69] o espac¸o N (HT ) e´
explorado atrave´s da seguinte matriz:
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H∆ =
[
I 0
R 0
]
Pode-se mostrar4 que S = R. A matrizH∆ e´ obtida atrave´s de operac¸o˜es ele-
mentares sobre as colunas de H , i.e., H∆ =HC
−1. Conforme apresentado no Apeˆndice
A.3, quando se obte´m o espac¸o nulo atrave´s de operac¸o˜es elementares sobre linhas, o
espac¸o nulo a` esquerda e´ obtido como um subproduto. Caso a eliminac¸a˜o seja feita por
colunas, ocorre o inverso. Assim, as n− p u´ltimas colunas de C−1 formam uma base para
N (H). Portanto, com um pequeno esforc¸o computacional adicional, os me´todos pro-
postos em [31, 69] podem ser estendidos para identificar ilhas observa´veis. Algo ana´logo
ocorre em [20], pore´m neste caso tem-se dispon´ıvel uma base para N (H) e sugere-se a
obtenc¸a˜o de N (HT ) como subproduto. Em geral, utilizando-se o referencial teo´rico pro-
posto neste cap´ıtulo, e´ poss´ıvel estender todos os me´todos nume´ricos que sa˜o baseados na
matriz Jacobiana [20, 22, 23, 31, 69] para resolver todos os problemas qualitativos.
3.7 Concluso˜es
Atrave´s do uso de conceitos ba´sicos da a´lgebra linear, neste cap´ıtulo apresentou-
se uma explicac¸a˜o teo´rica concisa sobre como resolver os problemas qualitativos de ma-
neira unificada, o que contribui para a melhor compreensa˜o do problema. Essa abordagem
se baseia nos quatro subespac¸os fundamentais da matriz Jacobiana. Uma vez dispon´ıveis
bases para tais subespac¸os, apresentou-se e discutiu-se me´todos alternativos, bem como
os passos requeridos para resolver os problemas de: verificac¸a˜o de observabilidade; iden-
tificac¸a˜o de ilhas observa´veis; alocac¸a˜o de medidas para restaurac¸a˜o de observabilidade; e
identificac¸a˜o de medidas e conjuntos cr´ıticos. Atrave´s de uma ana´lise cr´ıtica mostrou-se
que os principais me´todos nume´ricos para resoluc¸a˜o de problemas qualitativos sa˜o, de al-
guma forma, equivalentes. Ale´m disso, mostrou-se que a partir desse referencial teo´rico e´
poss´ıvel propor melhorias nos diversos me´todos existentes. Exemplos dida´ticos foram uti-
lizados para mostrar como as abordagens propostas funcionam. Por fim, o ı´ndice proposto
para identificar os casos propensos a serem patolo´gicos se mostrou uma maneira eficiente
para evitar iterac¸o˜es desnecessa´rias no algoritmo de identificac¸a˜o de ilhas observa´veis.
4Na˜o confundir com a matriz que gera o espac¸o linha da matriz Jacobiana.
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Cap´ıtulo 4
Ana´lise de Observabilidade e o
Estimador de Estado Regularizado
4.1 Introduc¸a˜o
A obtenc¸a˜o da soluc¸a˜o de mı´nimos quadrados atrave´s das equac¸o˜es normais
(2.5) e´ um me´todo comumente usado para estimar o estado de um sistema de energia
ele´trica. Na˜o obstante, na literatura existem formulac¸o˜es numericamente mais robustas
para tanto, por exemplo: Os me´todos ortogonais; as equac¸o˜es normais com restric¸o˜es de
igualdade e os tableaus esparsos e de Hachtel. Com o objetivo de unificar as subfunc¸o˜es
da estimac¸a˜o de estado e, portanto, simplificar a sua implementac¸a˜o, bem como tornar
a ferramenta mais eficiente, as abordagens cla´ssicas para ana´lise de observabilidade pro-
postas em [13, 14, 19] foram estendidas para essas formulac¸o˜es numericamente robustas
de estimac¸a˜o de estado, como pode ser verificado em [15–18, 21].
De forma similar, neste cap´ıtulo apresenta-se o desenvolvimento de um me´todo
original para ana´lise de observabilidade baseado no estimador de estado regularizado pro-
posto em [74]. Como sera´ discutido, para superar algumas dificuldades de ordem nume´rica
e de robustez metodolo´gica, fez-se necessa´rio desenvolver uma versa˜o do estimador regu-
larizado com restric¸o˜es de igualdade. O me´todo proposto para identificac¸a˜o de ilhas
observa´veis pode ser classificado como direto. O mecanismo de restaurac¸a˜o de observa-
bilidade usa as propriedades da matriz de Gram das medidas, que surge como parte do
modelo proposto. Essa matriz foi utilizada na ana´lise de observabilidade pela primeira
vez em [27]. De modo geral, o me´todo proposto e´ computacionalmente eficiente e a sua
implementac¸a˜o e´ simples, ja´ que se vale dos resultados da fatorac¸a˜o LU obtida durante o
processo de identificac¸a˜o de ilhas observa´veis.
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4.2 Estimador de Estado Linear Regularizado
4.2.1 Formulac¸a˜o matema´tica
Conforme discutido na Sec¸a˜o 2.5, o modelo linearizado abaixo pode ser utili-
zado para fins de ana´lise de observabilidade:
z =Hθ + ez (4.1)
Onde θ ∈ Rn e´ o vetor dos aˆngulos das tenso˜es nodais, z ∈ Rm e´ um vetor contendo
as medidas de fluxos de poteˆncia linearizados, de injec¸o˜es de poteˆncia linearizadas e de
aˆngulos de tensa˜o, ez ∈ Rm e´ o vetor dos ru´ıdos de medic¸a˜o e H ∈ Rm×n e´ matriz
Jacobiana que relaciona as medidas a`s varia´veis de estado. De acordo com modelo (4.1),
se uma rede e´ na˜o observa´vel a matriz Jacobiana tem deficieˆncia de posto, i.e., posto(H) =
p < n − 1, e o estimador de mı´nimos quadrados possui infinitas soluc¸o˜es. Neste caso, o
problema e´ dito mal-posto [52]. Na˜o obstante, a singularidade desse problema mal-posto
pode ser superada atrave´s da introduc¸a˜o de um conjunto de pseudomedidas de aˆngulo
de tensa˜o no conjunto de medidas original. Essas pseudomedidas de aˆngulo podem ser
representadas como:
x = Iθ + ex (4.2)
onde I ∈ Rn×n e´ uma matriz identidade, x ∈ Rn e´ o vetor de pseudomedidas de aˆngulo1
e ex ∈ Rn o vetor de ru´ıdos. Assumindo que x e z sa˜o estatisticamente independentes, e
aplicando o seguinte estimador de mı´nimos quadrados ponderados:
min
θ
1
2
(x− Iθ)TS(x− Iθ) + 1
2
(z −Hθ)TW (z −Hθ) (4.3)
a estimativa θˆ pode ser obtida a partir de:
(HTWH + S)θˆ =HTWz + Sx (4.4)
ondeHTWH+S e´ a matriz ganho regularizada, e ambasW e S sa˜o matrizes diagonais
de ponderac¸a˜o. Os elementos diagonais destas matrizes sa˜o definidos como: Wi,i = 1/σ
2 e
Si,i = 1/σ
2
p, onde σ
2 e σ2p sa˜o as variaˆncias das medidas e pseudomedidas, respectivamente.
Portanto, uma vez que HTWH + S tem posto completo por definic¸a˜o, (4.4) sempre
apresentara´ soluc¸a˜o u´nica. A este procedimento daz-se o nome de regularizac¸a˜o.
1Na˜o confundir com o vetor das varia´veis de estado do modelo na˜o linear.
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4.2.2 Premissas ba´sicas para identificac¸a˜o de ilhas observa´veis
Considere um vetor de aˆngulos de tensa˜o θ tal que Hθ = 0. Se um fluxo
calculado a partir de θ e´ na˜o nulo, enta˜o o ramo associado e´ dito na˜o observa´vel [13, 14].
Dado um conjunto de medidas, a soluc¸a˜o θˆ de (4.4) depende dos valores nume´ricos das
medidas, pseudomedidas e dos fatores de ponderac¸a˜o. De fato, atrave´s da atribuic¸a˜o
adequada de valores para z, x, W e S e´ poss´ıvel estimar um estado θˆ tal que Hθˆ ≈
0. Em princ´ıpio, pode-se utilizar a estimativa θˆ para identificar as ilhas observa´veis.
Desse modo, as medidas dispon´ıveis, z, precisam ser tornadas nulas, enquanto que as
pseudomedidas de aˆngulo, x, precisam ser ajustadas adequadamente para valores na˜o
nulos. Ale´m disso, e´ preciso especificar matrizes de ponderac¸a˜o tais que Wi,i >> Si,i.
Por questa˜o de simplificac¸a˜o, sera´ considerado queWi,i = 1/Si,i = 1/σ
2 →∞. A inclusa˜o
do vetor x em (4.4) torna a soluc¸a˜o θˆ u´nica e tem como objetivo produzir o maior nu´mero
poss´ıvel de fluxos diferentes de zero. Portanto, em um caso de sucesso espera-se que o
fluxo linearizado em um ramo observa´vel tenda a zero. Por outro lado, esse fluxo deve
tender para um valor na˜o nulo em ramos na˜o observa´veis. No Apeˆndice A.4 e´ apresentada
uma formalizac¸a˜o matema´tica desse comportamento.
4.2.3 Algoritmo primal
Baseando-se nas ideias apresentadas acima, pode-se propor um algoritmo para
identificar as ilhas observa´veis a partir dos fluxos de poteˆncia linearizados calculados. Para
tanto, um limiar nume´rico de classificac¸a˜o ǫ deve ser utilizado. Sem perda de generali-
dade, os fluxos de poteˆncia podem ser calculados considerando-se linhas com reataˆncias
unita´rias.
1. Defina Si,i = σ
2 e Wi,i = 1/σ
2 ∀i, z = 0 e x 6= 0;
2. Resolva (4.4) para θˆT = [θˆ1 · · · θˆk · · · θˆm · · · θˆn];
3. Seja o ramo j com barras terminais k e m. Compute o fluxo Pk,m = θˆk − θˆm. Se
|Pk,m| < ǫ, enta˜o o j-e´simo ramo e´ observa´vel. Caso contra´rio, ele na˜o e´ observa´vel.
Repita esse processo para todos os ramos;
4. Forme ilhas observa´veis atrave´s da conexa˜o dos ramos observa´veis.
4.2.4 Limitac¸o˜es do algoritmo primal
A despeito dos conceitos elementares apresentados nas sec¸o˜es anteriores, o al-
goritmo primal apresentara´ resultado adequado somente se os valores das pseudomedidas,
do limiar e das ponderac¸o˜es forem especificados adequadamente. No entanto, essa na˜o
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Figura 4.1: Sistema C de seis barras com conjunto de medic¸a˜o.
e´ uma tarefa simples, ja´ que essas varia´veis na˜o sa˜o independentes. O exemplo a seguir
ilustra esse desafio.
Considere o sistema de 6 barras, juntamente com a configurac¸a˜o de medic¸a˜o,
ilustrado na Figura 4.1. Suponha que Wi,i = 10
a e Si,i = 10
−a, onde a e´ um paraˆmetro
de ponderac¸a˜o a ser ajustado. Similarmente a` [13, 14], neste exemplo as pseudomedidas
de aˆngulo foram especificadas como xT = [1 2 · · · n]. Dado o sistema e o conjunto de
medic¸a˜o, enquanto o paraˆmetro a foi variado, o menor limiar admiss´ıvel foi obtido. Os
resultados esta˜o resumidos na Figura 4.2.
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Figura 4.2: Ajustando o limiar do algoritmo primal.
A a´rea cinza da Figura 4.2 indica as condic¸o˜es para as quais o algoritmo
primal funciona adequadamente. Pode-se observar que quanto maior o paraˆmetro de
ponderac¸a˜o maior e´ a faixa de valores para especificar o limiar ǫ. Isto favorece a aplicac¸a˜o
do algoritmo. Na˜o obstante, o paraˆmetro a e´ limitado pelo condicionamento nume´rico da
matriz ganho regularizada. Isto e´, quanto maior o valor de a pior e´ o condicionamento
dessa matriz. Esse limite diminui quando o nu´mero de medidas ou o tamanho do sistema
aumenta. Portanto, e´ dif´ıcil especificar a, ǫ e x de modo a evitar problemas nume´ricos e
garantir o funcionamento adequado do algoritmo para todas as configurac¸o˜es de medic¸a˜o
poss´ıveis. Isto e´ ainda mais evidente para sistemas de grande porte. No Apeˆndice A.4
apresenta-se um desenvolvimento teo´rico para a obtenc¸a˜o do limiar ǫ dados a e x. Pode-
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se verificar que a obtenc¸a˜o desse limiar teo´rico e´ praticamente invia´vel devido a sua
complexidade. Assim, com o objetivo de reduzir os problemas nume´ricos, simplificar a
especificac¸a˜o dos paraˆmetros e, portanto, aumentar a robustez do algoritmo primal, nas
sec¸o˜es seguintes sa˜o propostos um estimador regularizado com restric¸o˜es de igualdade e
um me´todo adequado para definir x. Nesta abordagem as ponderac¸o˜es das medidas e
pseudomedidas sa˜o eliminadas. Portanto, o condicionamento das matrizes envolvidas e´
melhorado, o que tambe´m aumenta a faixa de valores para especificar o limiar ǫ.
4.3 Estimador de Estado Linear Regularizado com
Restric¸o˜es de Igualdade
Com o objetivo de superar as limitac¸o˜es do modelo regularizado (4.4) quando
aplicado a` ana´lise de observabilidade, nesta sec¸a˜o propo˜e-se o estimador de estado linear
regularizado com restric¸o˜es de igualdade, cuja soluc¸a˜o minimiza o seguinte problema de
otimizac¸a˜o:
min
θ
1
2
(x− Iθ)TS(x− Iθ) (4.5)
s.a Hθ − z = 0
Para resolver (4.5) pode-se utilizar o me´todo dos multiplicadores de Lagrange.
Assim, (4.5) deve ser substitu´ıdo por um problema irrestrito com func¸a˜o objetivo definida
por:
min
θ,λ
L(θ,λ) = 1
2
(x− Iθ)TS(x− Iθ) + λT (Hθ − z) (4.6)
onde λ e´ o vetor dos multiplicadores de Lagrange. A soluc¸a˜o de (4.6) e´ obtida atrave´s da
aplicac¸a˜o das condic¸o˜es de otimalidade de primeira ordem. Portanto, essa soluc¸a˜o pode
ser computada a partir de: [
S HT
H 0
][
θ
λ
]
=
[
Sx
z
]
(4.7)
O problema (4.5) apresenta soluc¸a˜o exata somente se a restric¸a˜o Hθ = z for
estritamente satisfeita. Note que, se as medidas z conteˆm ru´ıdos, enta˜o a restric¸a˜o na˜o
e´ satisfeita. Na˜o obstante, na ana´lise de observabilidade as medidas sa˜o consideradas
nulas e, portanto, na˜o ha´ ru´ıdos nas medic¸o˜es [13]. Assim, nesse contexto, sempre existira´
soluc¸a˜o para (4.5). Cumpre ressaltar que o modelo com restric¸o˜es de igualdade somente
esta´ sendo proposto para fins de ana´lise de observabilidade.
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4.3.1 Equivaleˆncia entre os estimadores com e sem restric¸o˜es
O problema (4.5) foi solucionado utilizando o me´todo dos multiplicadores de
Lagrange. Alternativamente, se adotarmos func¸o˜es de penalidade, (4.5) pode ser subs-
titu´ıdo pelo seguinte problema irrestrito [75]:
min
θ
1
2
(x− Iθ)TS(x− Iθ) + (1/σ2)Ψ(θ) (4.8)
Na regia˜o via´vel de (4.5), X , Hθ − z = 0 e´ satisfeita. Assim, a func¸a˜o
de penalidade Ψ(θ) deve satisfazer: (i) Ψ(θ) = 0 ∀θ ∈ X e (ii) Ψ(θ) ≥ 0 ∀θ ∈ Rn.
Adicionalmente, a soluc¸a˜o de (4.8) converge para a soluc¸a˜o de (4.5) quando 1/σ2 → +∞
[75]. Logo, definindo Ψ(θ) = 1
2
(z−Hθ)T (z−Hθ) eW = 1/σ2I, o problema (4.8) pode
ser reescrito como:
min
θ
1
2
(x− Iθ)TS(x− Iθ) + 1
2
(z −Hθ)TW (z −Hθ) (4.9)
Portanto, como (4.3) e (4.9) sa˜o iguais, ambos os estimadores regularizados
com e sem restric¸o˜es levam ao mesmo resultado se σ2 → 0. Note que esta e´ uma premissa
discutida na Sec¸a˜o 4.2.2.
4.3.2 Eliminando os fatores de ponderac¸a˜o
O problema (4.5) consiste em minimizar a func¸a˜o f(θ) = 1
2
(x−Iθ)TS(x−Iθ)
na regia˜o via´vel X . Assim, para uma soluc¸a˜o o´tima θˆ, f(θˆ) ≤ f(θ) ∀θ ∈ X . Suponha
agora um problema de otimizac¸a˜o com regia˜o via´vel X e func¸a˜o objetivo g(θ) = cf(θ),
onde c e´ uma constante. Se θˆ minimiza f(θ), enta˜o esta soluc¸a˜o tambe´m minimiza g(θ),
ja´ que:
g(θˆ) ≤ g(θ)→ cf(θˆ) ≤ cf(θ)→ f(θˆ) ≤ f(θ) ∀θ ∈ X
Uma vez que S = (σ2)I, a soluc¸a˜o o´tima de (4.5) independe dos fatores de
ponderac¸a˜o das pseudomedidas. Portanto, (4.7) pode ser reescrita como:[
I HT
H 0
][
θ
λ
]
=
[
x
z
]
(4.10)
Note que esse sistema e´ melhor condicionado do ponto de vista nume´rico e, portanto, e´
mais apropriado para obter as soluc¸o˜es requeridas para a ana´lise de observabilidade.
4.3.3 Obtendo uma soluc¸a˜o
A matriz de coeficientes do sistema (4.10) e´ indefinida. Assim, para preservar
sua esparsidade e simetria, e´ preciso lanc¸ar ma˜o de estrate´gias especiais de pivoteamento
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durante a fatorac¸a˜o desse tipo de matriz [76]. Por outro lado, operac¸o˜es elementares sobre
linhas de uma matriz na˜o alteram o conjunto soluc¸a˜o de um sistema linear de equac¸o˜es
[71]. Logo, (4.10) pode ser reescrita como:[
I HT
0 −HHT
][
θ
λ
]
=
[
x
z −Hx
]
(4.11)
Uma soluc¸a˜o para o par (λ,θ) existe se e somente se (z−Hx) ∈ R(−HHT ).
Uma vez que R(HHT ) = R(H), a soluc¸a˜o existe se e somente se z ∈ R(H). Este e´
um resultado o´bvio, tendo em vista a restric¸a˜o Hθ = z. Como sera´ discutido adiante,
estamos interessados na situac¸a˜o onde z = 0. Portanto, nesse caso sempre existira´ uma
soluc¸a˜o para (4.10). No entanto, essa soluc¸a˜o sera´ u´nica somente se a matriz de Gram
A =HHT possuir posto completo, i.e., se suas linhas forem LI. Note que esse e´ um caso
espec´ıfico, ja´ que em geral o sistemaHθ = z e´ sobredeterminado e, portanto, pode haver
redundaˆncia entre medidas [27, 30, 44, 77]. Na˜o obstante, soluc¸o˜es particulares podem
ser obtidas como segue. Aplicando a fatorac¸a˜o LU ao sistema (4.10) ele pode ser reescrito
como: [
I 0
H L0
][
I HT
0 U0
][
θ
λ
]
=
[
x
z
]
(4.12)
onde L0U0 = −HHT . Como consequeˆncia das propriedades da matriz de Gram, se um
pivoˆ nulo for obtido em U0
2, enta˜o a medida correspondente e´ redundante e os elementos
a` direita e abaixo do pivoˆ sa˜o todos nulos (vide Apeˆndice A.5). Logo, os pivoˆs nulos
podem ser saltados durante a eliminac¸a˜o Gaussiana. Para viabilizar o coˆmputo da soluc¸a˜o
durante a retrosubstituic¸a˜o, esses pivoˆs devem ser substitu´ıdos por valores na˜o nulos, por
exemplo, o valor unita´rio. Ale´m disso, os valores para os multiplicadores associados podem
ser arbitrados, por exemplo, λ = 0. Alternativamente, como as medidas associadas a esses
pivoˆs sa˜o redundantes e, portanto, na˜o interferem na ana´lise de observabilidade, as linhas
e colunas deU0 e L0, bem como as linhas deH podem ser descartadas. Este procedimento
supera a singularidade de U0, aumenta a esparsidade dos fatores triangulares L0 e U0,
e reduz os erros de arredondamento durante a soluc¸a˜o de (4.12). Tendo em vista que a
matriz de Gram e´ positiva semidefinida, sua simetria e´ preservada durante a fatorac¸a˜o LU,
mesmo se estrate´gias de pivoteamento forem utilizadas. Assim, na˜o e´ preciso armazenar
ambos os fatores triangulares, ja´ que L0 = U
T
0 diag(U0)
−1.
2Na˜o confundir com a submatriz dos vetores singulares. Veja a definic¸a˜o da SVD no Apeˆndice A.2.
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4.4 Me´todo para Ana´lise de Observabilidade
De acordo com [13], uma rede e´ dita observa´vel se ∀θ |Hθ = 0 todos os fluxos
linearizados sa˜o nulos, i.e., Pk,m = 0. Qualquer estado θ |Hθ = 0 e Pk,m 6= 0 e´ chamado
de na˜o observa´vel, e o ramo j, cujas barras terminais sa˜o k e´ m, e´ classificado como na˜o
observa´vel. Portanto, conforme discutido na Sec¸a˜o 3.3, para a correta identificac¸a˜o das
ilhas observa´veis e´ preciso obter um nu´mero finito de estados na˜o observa´veis que produz
o ma´ximo nu´mero de fluxos na˜o nulos. Com o objetivo de obter um estado na˜o observa´vel
a partir de (4.12), deve-se fazer z = 0 e especificar um vetor adequado de pseudomedidas
x.
4.4.1 Especificando as pseudomedidas de aˆngulo x
O vetor de pseudomedidas x deve ser especificado de forma a produzir o maior
nu´mero poss´ıvel de fluxos na˜o nulos na rede. O fluxo Pk,m e´ na˜o nulo se e somente se
θk 6= θm. Como a ideia e´ maximizar o nu´mero de fluxos na˜o nulos, e´ intuitivo definir x
de modo que xk 6= xm. Adicionalmente, como na˜o e´ poss´ıvel conhecer a priori um x que
seja capaz de tal maximizac¸a˜o, para tornar a metodologia robusta, sugere-se a verificac¸a˜o
da observabilidade ramo a ramo. Logo, propo˜e-se o seguinte vetor de pseudomedidas:
xTj = [0 · · · k · · · − m · · · 0], onde k e m sa˜o as barras terminais do ramo j. Note que
somente os k-e´simo e m-e´simo elementos de xj sa˜o diferentes de zero.
Dado um vetor xj conforme definido acima, pode-se obter a soluc¸a˜o θj, com-
putar Pk,m e verificar se este fluxo e´ nulo ou na˜o, i.e., se o ramo j e´ observa´vel ou na˜o.
A ideia inicial e´ repetir esse procedimento para todos os ramos. Note que, do ponto de
vista computacional, esse na˜o e´ um grande requerimento, ja´ que os fatores triangulares em
(4.12) sa˜o computados somente uma vez. Ademais, as matrizes e vetores envolvidos sa˜o al-
tamente esparsos. A partir da definic¸a˜o de observabilidade pode-se concluir que um ramo
observa´vel apresenta fluxo nulo para todo estado na˜o observa´vel. Consequentemente, um
fluxo na˜o nulo, computado a partir de qualquer estado na˜o observa´vel, e´ suficiente para
classificar o ramo correspondente como na˜o observa´vel. Portanto, as soluc¸o˜es associadas
a ramos na˜o observa´veis, que eventualmente tenham sido identificados a partir de um θj
qualquer, na˜o precisam ser avaliadas.
4.4.2 Algoritmo para identificac¸a˜o de ilhas observa´veis
Considere os conjuntos de ramos A, B e C. Inicialmente, A = ∅, B = ∅ e C
conte´m todos os ramos. Um algoritmo para identificac¸a˜o de ilhas observa´veis e´ proposto
abaixo:
1. Mova de C para A todos os ramos com medidas de fluxo, os quais sa˜o observa´veis;
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2. Compute os fatores L0U0 = −HHT . Se n − 1 pivoˆs na˜o nulos foram obtidos em
U0, enta˜o pare, pois o sistema e´ observa´vel. Do contra´rio, va´ para o pro´ximo passo;
3. Escolha um ramo j de C e defina xTj = [0 · · · k · · · −m · · · 0];
4. Calcule θj a partir de (4.12) e, enta˜o, calcule os fluxos para todos os ramos em C;
5. Se |Pk,m| ≤ ǫ, mova o ramo j de C para A. Caso contra´rio, mova o ramo j de C
para B;
6. Mova de C para B os ramos cujos fluxos absolutos sa˜o maiores que ǫ;
7. Enquanto C na˜o for vazio volte para o passo 3;
8. O conjunto A conte´m todos os ramos observa´veis e B os na˜o observa´veis.
Tendo em vista que os ramos contendo medidas de fluxo sa˜o observa´veis, o
passo 1 do algoritmo evita ca´lculos desnecessa´rios. Ja´ a condic¸a˜o de parada do passo 2 e´
uma consequeˆncia das propriedades da matriz de Gram3. Devido aos ca´lculos em precisa˜o
finita, os fluxos nos ramos observa´veis sera˜o numericamente pequenos ao inve´s do zero
absoluto. Portanto, o limiar ǫ e´ necessa´rio para classificar os ramos observa´veis, i.e.,
aqueles que idealmente deveriam apresentar fluxo nulo. Note que esse limiar e´ diferente
daquele discutido na Sec¸a˜o 4.2.4. Ressalta-se que limiares dessa natureza precisam ser
definidos para qualquer algoritmo nume´rico de ana´lise de observabilidade. Como sera´
apresentado, na abordagem proposta existe uma ampla faixa de valores para especificar
esse paraˆmetro, na˜o sendo, portanto, um problema para a metodologia proposta.
4.4.3 Algoritmo para restaurac¸a˜o de observabilidade
Uma vez que as ilhas observa´veis tenham sido identificadas, pode-se estimar o
estado de cada ilha separadamente, ou pode-se alocar um conjunto de pseudomedidas que
faz o sistema observa´vel como um todo. Nos casos onde pseudomedidas de boa precisa˜o
podem ser estimadas, como em sistemas modernos com medic¸a˜o inteligente [78], uma
abordagem bastante simples e´ alocar pseudomedidas de injec¸a˜o em todas as barras ad-
jacentes a ramos na˜o observa´veis. Nesses casos, se as injec¸o˜es alocadas sa˜o redundantes,
os estados estimados para as ilhas observa´veis na˜o sera˜o significativamente deteriorados,
ja´ que essas pseudomedidas teˆm boa precisa˜o. Por outro lado, se estiverem dispon´ıveis
somente pseudomedidas de baixa precisa˜o, com o objetivo de preservar as estimativas nas
ilhas observa´veis, e´ aconselha´vel alocar somente pseudomedidas de injec¸a˜o na˜o redundan-
tes [14, 28, 77].
3Se ao menos uma medida de aˆngulo de tensa˜o estiver dispon´ıvel, enta˜o o nu´mero de pivoˆs na˜o nulos
em uma rede observa´vel sera´ igual a n.
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Uma abordagem simples para alocar um conjunto mı´nimo de pseudomedidas
para restaurar a observabilidade foi proposta em [27]. Essa abordagem sera´ adaptada neste
cap´ıtulo, ja´ que ela permite o uso do fator triangular U0, obtido durante a identificac¸a˜o
de ilhas observa´veis, tornando a restaurac¸a˜o da observabilidade computacionalmente efi-
ciente. A observabilidade sera´ restaurada atrave´s da alocac¸a˜o de n−1−p pseudomedidas
de injec¸a˜o na˜o redundantes, onde p e´ o nu´mero de pivoˆs na˜o nulos4 em U0. Adicional-
mente, somente pseudomedidas de injec¸a˜o nas barras adjacentes a ramos na˜o observa´veis
sera˜o consideradas como candidatas.
A ideia e´ incluir uma pseudomedida candidata por vez e verificar se ela e´ na˜o
redundante, ou LI, das demais medidas e pseudomedidas previamente alocadas. Assu-
mindo uma nova pseudomedida candidata h, a matriz Jacobiana expandida e´ definida
comoHTn = [H
ThT ]. Assim, conforme Apeˆndice A.5.2, o fator triangular da nova matriz
de Gram −HnHTn e´:
Un0 =
[
U0 −diag(U0)c
0 d
]
(4.13)
onde c = U−T0 Hh
T e d = −cTdiag(U0)c−hhT . Note que o vetor c pode ser obtido por
substituic¸a˜o direta no sistema UT0 c =Hh
T . Dessa forma, propo˜e-se o seguinte algoritmo
para restaurac¸a˜o da observabilidade:
1. Tome as matrizes H e U0 obtidas no algoritmo proposto na Sec¸a˜o 4.4.2;
2. Tome uma pseudomedida candidata h e compute o pivoˆ d;
3. Se d = 0, descarte h e volte para o passo 2;
4. Compute o novo fator Un0 conforme (4.13), e fac¸a H =Hn e U0 = Un0 ;
5. Se n−1−p pivoˆs diferentes de zero foram computados, enta˜o pare. Caso contra´rio,
volte para o passo 2.
Note que as pseudomedidas que minimamente restauram a observabilidade do
sistema sa˜o aquelas associadas aos pivoˆs na˜o nulos.
4.4.4 Exemplo
Para ilustrar de maneira dida´tica a aplicac¸a˜o da abordagem proposta, consi-
dere o sistema da Figura 4.1. Os fatores triangulares L0 e U0 de (4.12) esta˜o apresentados
na sequeˆncia:
4Os postos das matrizes Jacobiana e de Gram sa˜o numericamente iguais a p.
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

P1,2 1 0 0 0
P2,1 −1 1 0 0
P1,3 1/2 0 1 0
P4 1/2 0 −1/3 1


−2 2 −1 −1
0 0 0 0
0 0 −3/2 1/2
0 0 0 −34/3
Note que existe um pivoˆ nulo em U0 relacionado a` medida P2,1. De fato, P2,1
e´ redundante a` P1,2. Os novos fatores triangulares da matriz −HHT , sem P2,1, podem
ser obtidos diretamente atrave´s da eliminac¸a˜o das linhas e colunas de L0 e U0 relativas
ao pivoˆ nulo. Assim, pode-se verificar que L0 = U
T
0 diag(U0)
−1.
Tendo em vista que foram obtidos p = 3 < n − 1 = 5 pivoˆs na˜o nulos em
U0, conclui-se que o sistema na˜o e´ observa´vel. De acordo com algoritmo proposto para
identificac¸a˜o de ilhas observa´veis, os ramos 1 e 2 podem ser classificados a priori como
observa´veis, ja´ que os seus fluxos sa˜o medidos e, portanto, A = {1, 2} e C = {3, 4, 5, 6}.
Suponha que queiramos verificar a observabilidade do ramo 3. Neste caso, xT3 = [0 2 −
3 0 0 0]. O estado estimado e os fluxos correspondentes esta˜o dispostos na Tabela 4.1.
Tabela 4.1: Estado estimado e fluxos - Sistema C de seis barras.
Barra (k) 1 2 3 4 5 6
θk -0,323 -0,323 -0,323 -0,088 0,029 0,029
Ramo (k,m) 1,2 1,3 2,3 2,4 4,5 4,6
Pk,m 0,000 0,000 0,000 -0,235 -0,117 -0,117
Tendo em vista que o fluxo no ramo 3 e´ nulo, o mesmo pode ser classificado
como observa´vel. Adicionalmente, os fluxos na˜o nulos nos ramos 4, 5 e 6 indicam que esses
ramos sa˜o na˜o observa´veis. Logo, A = {1,2,3}, B = {4,5,6} e, portanto, todos os ramos
foram corretamente identificados com somente um estado na˜o observa´vel. Caso a observa-
bilidade dos ramos 4, 5 ou 6 fosse avaliada antes do ramo 3, enta˜o um estado na˜o observa´vel
adicional seria necessa´rio para identificar corretamente as ilhas observa´veis. Note que o
resultado da identificac¸a˜o e´ correto mesmo na presenc¸a da injec¸a˜o irrelevante medida na
barra 4. Conforme discutido nas Sec¸o˜es 3.3.1 e 3.3.2, em geral os me´todos nume´ricos que
dependem do coˆmputo de estados na˜o observa´veis precisam remover as injec¸o˜es irrelevan-
tes iterativamente para garantir a correta identificac¸a˜o das ilhas observa´veis. A partir
dos resultados obtidos e´ poss´ıvel identificar treˆs barras observa´veis, uma ilha observa´vel e
uma injec¸a˜o irrelevante, logo: nOB = 3, nOI = 1, nOIθ = 0, nIBθ = 0 e nIR = 1. Portanto,
de acordo com (3.2) o posto deH pode ser estimado como pˆ = 3−1+0+0+1 = 3. Como
posto(H) = pˆ, comprova-se que este caso na˜o e´ patolo´gico e que uma segunda iterac¸a˜o,
apo´s a remoc¸a˜o de P4, na˜o se faz necessa´ria.
Uma vez que existem p = 3 pivoˆs na˜o nulos emU0, sera´ necessa´rio alocar n−1−
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p = 2 pseudomedidas de injec¸a˜o para restaurar a observabilidade do sistema. As injec¸o˜es
candidatas sa˜o aquelas adjacentes aos ramos na˜o observa´veis, i.e., as pseudomedidas nas
barras 2, 5 e 6. Ja´ existe uma injec¸a˜o na barra 4 e, portanto, esta barra na˜o sera´ uma
candidata para alocac¸a˜o de injec¸a˜o. Apo´s a inclusa˜o de todas as pseudomedidas e a
refatorac¸a˜o, o fator triangular da nova matriz de Gram e´:

P1,2 −2 2 −1 −1 4 0 0
P2,1 0 0 0 0 0 0 0
P1,3 0 0 −3/2 1/2 −2 0 0
P4 0 0 0 −34/3 10/3 4 4
P2 0 0 0 0 −6/17 3/17 3/17
P5 0 0 0 0 0 −1/2 1/2
P6 0 0 0 0 0 0 0
Pode-se observar que existem p = n− 1 = 5 pivoˆs na˜o nulos em U0. Portanto,
se todas as injec¸o˜es candidatas fossem inclu´ıdas, enta˜o o sistema se tornaria observa´vel.
Todavia, somente P2 e P5 sa˜o suficientes para minimamente restaurar a observabilidade
do sistema, ja´ que os dois pivoˆs na˜o nulos adicionais da matriz acima esta˜o associados a`
essas medidas.
Casos especiais
Na Sec¸a˜o 3.3.1 discutiu-se os impactos dos casos patolo´gicos no processo de
identificac¸a˜o de ilhas observa´veis. Para ilustrar como o algoritmo proposto neste cap´ıtulo
se comporta diante desses casos, considere o sistema da Figura 3.8. Os fluxos absolutos,
considerando reataˆncias unita´rias, e computados a partir das soluc¸o˜es θj obtidas para
todos os ramos sem medic¸a˜o de fluxo, esta˜o dispostos na Tabela 4.2.
Tabela 4.2: Fluxos absolutos no sistema B de seis barras - Caso Patolo´gico.
|Pk,m| θ1 θ2 θ4 θ5 θ7
|P1,2| 0,250 0,750 1,000 1,500 0,000
|P2,3| 0,250 0,750 1,000 1,500 0,000
|P3,4| 0,000 0,000 0,000 0,000 0,000
|P4,5| 0,250 0,750 1,000 1,500 0,000
|P5,6| 0,250 0,750 1,000 1,500 0,000
|P6,1| 0,000 0,000 0,000 0,000 0,000
|P2,5| 0,000 0,000 0,000 0,000 0,000∗
∗ O ramo 2-5 e´ incorretamente indicado como observa´vel.
Aplicando o algoritmo proposto, seja qual for a sequeˆncia de ramos avaliados,
a soluc¸a˜o e´: A = {3,6,7} e B = {1,2,4,5}. Portanto, o ramo 7 e´ incorretamente classifi-
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cado como observa´vel. Similarmente a`s abordagens nume´ricas dispon´ıveis na literatura,
o me´todo proposto na˜o e´ capaz de identificar as ilhas observa´veis de um caso patolo´gico
com somente uma execuc¸a˜o do algoritmo. Uma soluc¸a˜o robusta e´ excluir as injec¸o˜es irre-
levantes e executar o algoritmo de identificac¸a˜o novamente. Como na˜o e´ poss´ıvel saber a
priori se um caso e´ patolo´gico ou na˜o, essa abordagem deveria ser aplicada para todos os
casos com injec¸o˜es irrelevantes. Entretanto, nesses casos e´ poss´ıvel utilizar a metodologia
proposta na Sec¸a˜o 3.3.1, uma vez que a mesma buscar evitar a iterac¸a˜o adicional para os
casos na˜o patolo´gicos. Por fim, note que para realizar esta verificac¸a˜o e´ preciso dispor do
posto da matriz Jacobiana, o qual e´ numericamente igual ao nu´mero de pivoˆs na˜o nulos
em U0. Vide Sec¸a˜o 3.6.2 para maiores discusso˜es.
4.4.5 Comenta´rios
Na Sec¸a˜o 3.3.2 os principais me´todos nume´ricos para identificac¸a˜o de ilhas ob-
serva´veis foram divididos em duas categorias: Na primeira, a ana´lise e´ baseada em estados
na˜o observa´veis. Ja´ na segunda categoria o processo e´ realizado atrave´s da avaliac¸a˜o di-
reta de uma matriz que gera N (H). O me´todo proposto neste cap´ıtulo se enquadra na
primeira categoria. De fato, a soluc¸a˜o de (4.5), para z = 0, e´ a projec¸a˜o ortogonal de x
em N (H), i.e., θj = [I −HT (HHT )−1H ]xj.
A metodologia proposta em [14] visa obter estados na˜o observa´veis do sistema
Gθ = 0, sendo necessa´ria, portanto, a fatorac¸a˜o da matriz ganho. Os fluxos nos ramos
sa˜o computados a partir de θ, e enta˜o eles sa˜o classificados como candidatos a serem
oberva´veis ou na˜o observa´veis. A fim de confirmar se um ramo e´ observa´vel ou na˜o, as
injec¸o˜es irrelevantes precisam ser identificadas e descartadas, o que requer a refatorac¸a˜o
da matriz G. Esse procedimento deve ser repetido ate´ que todas as injec¸o˜es irrelevantes
tenham sido removidas. Diferentemente de [14], neste cap´ıtulo os fatores triangulares da
matriz de Gram, com excec¸a˜o dos casos patolo´gicos, sa˜o computados uma u´nica vez. Isso
porque a maneira de especificar xj e a ideia de verificar a observabilidade ramo a ramo
garante que o conjunto de estados na˜o observa´veis {θj} gera N (H). Ou seja, o conjunto
{θj} permite a classificac¸a˜o de todos os ramos na˜o observa´veis identifica´veis. Portanto, as
matrizes de coeficientes, a forma de especificar as pseudomedidas de aˆngulo, a formulac¸a˜o
matema´tica dos estimadores e, consequentemente, os estados na˜o observa´veis obtidos
neste cap´ıtulo e em [14] sa˜o diferentes. Note, no entanto, que ambas as abordagens teˆm
a mesma fundamentac¸a˜o te´orica, conforme ampla discussa˜o no Cap´ıtulo 3.
4.5 Testes e Resultados
Nesta sec¸a˜o sa˜o apresentados os resultados de testes realizados com as redes
IEEE 14-barras e IEEE 300-barras. Inicialmente, baseando-se na rede IEEE 14-barras, as
Ana´lise de Observabilidade e o Estimador de Estado Regularizado 74
principais caracter´ısticas do me´todo proposto sa˜o exploradas. Posteriormente, a esparsi-
dade das matrizes envolvidas e o impacto dos ca´lculos em precisa˜o finita sa˜o avaliados a
partir da rede IEEE 300-barras. Para ambos os sistemas sa˜o apresentadas comparac¸o˜es
com o me´todo cla´ssico proposto em [14]. Em geral, pode-se concluir que a abordagem pro-
posta neste cap´ıtulo e´ robusta, ja´ que a mesma permite a identificac¸a˜o de ilhas observa´veis
para qualquer sistema. Ale´m disso, com excec¸a˜o dos casos patolo´gicos, ela e´ na˜o iterativa
e as ilhas observa´veis podem ser identificadas com somente uma fatorac¸a˜o matricial. Sera´
mostrado tambe´m que este me´todo tambe´m e´ robusto do ponto de vista nume´rico, ja´ que
os ca´lculos em precisa˜o finita na˜o afetam os resultados. Por fim, por questa˜o de simpli-
ficac¸a˜o, os resultados apresentados foram obtidos considerando-se reataˆncias unita´rias.
4.5.1 Sistema IEEE 14-barras
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13 14
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8
7
4
3
(1)
(2)
(5)
(7)
(4) (6)
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Figura 4.3: Sistema de 14 barras do IEEE com conjunto de medic¸a˜o - Caso 2.
Considere o sistema IEEE 14-barras com o conjunto de medic¸a˜o apresentado na
Figura 4.3. O conjunto de medidas e´ composto por cinco fluxos de poteˆncia e sete injec¸o˜es
de poteˆncia. Dez pivoˆs na˜o nulos foram encontrados em U0, enta˜o p = 10 < n − 1 = 13
e, portanto, o sistema e´ na˜o observa´vel. Dois pivoˆs nulos, associados a`s medidas P8 e
P8,7, foram encontrados em U0. De fato, estas medidas sa˜o redundantes a` P7,8. Para
identificar as ilhas observa´veis, deve-se deletar as linhas e colunas dos fatores triangulares
correspondentes aos pivoˆs nulos. A partir da configurac¸a˜o de medic¸a˜o declara-se os ramos
no conjunto A = {10,12,14,16} como observa´veis, ja´ que eles conteˆm medidas de fluxo de
poteˆncia. Para verificar a observabilidade do ramo 1-2, e´ preciso definir o vetor xT1 = [1 −
2 0 · · · 0] e obter o estado na˜o observa´vel correspondente. A partir dos fluxos computados
usando θ1, conclui-se que os ramos no conjunto B = {1,2,3,4,5,6,7,8,9,15,17,18,20} sa˜o na˜o
observa´veis, ja´ que eles apresentam fluxos na˜o nulos. O conjunto A, que conte´m os ramos
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observa´veis, continua inalterado. Os ramos 11, 13 e 19 ainda na˜o foram classificados. A
partir dos estados na˜o observa´veis θ11, θ13 e θ19 conclui-se que estes ramos sa˜o observa´veis
e, portanto, A = {10,11,12,13,14,16,19} e B = {1,2,3,4,5,6,7,8,9,15,17,18,20}. Note que
os estados na˜o observa´veis θ1, θ11, θ13 e θ19 foram necessa´rios para identificar as ilhas
observa´veis, mesmo na presenc¸a das injec¸o˜es irrelevantes nas barras 3, 5, 9 e 14. Como
este caso possui 9 barras observa´veis, 3 ilhas observa´veis e 4 injec¸o˜es irrelevantes temos
que pˆ = p = 10. Ou seja, confirma-se que uma iterac¸a˜o adicional na˜o e´ necessa´ria.
Por questa˜o de comparac¸a˜o, suponha a aplicac¸a˜o do algoritmo proposto em
[14]. Apo´s a primeira iterac¸a˜o, os ramos candidatos a serem observa´veis sa˜o: Ac =
{3,4,6,10,11,12,13,14,15,16,19}. Logo, as injec¸o˜es nas barras 5, 9 e 14 sa˜o classificadas
como irrelevantes e uma nova iterac¸a˜o e´ requerida. Visando executar a segunda iterac¸a˜o,
as injec¸o˜es irrelevantes precisam ser descartadas e a matriz ganho refatorada. Ao final da
segunda iterac¸a˜o os ramos candidatos a serem observa´veis sa˜o: Ac = {10,11,12,13,14,16,19}.
Neste ponto, a injec¸a˜o irrelevante na barra 3 e´ identificada. Portanto, faz-se necessa´ria
a execuc¸a˜o da terceira iterac¸a˜o, o que exige mais uma refatorac¸a˜o da matriz ganho.
Apo´s esta iterac¸a˜o nenhuma injec¸a˜o irrelevante e´ encontrada, e os ramos no conjunto
Ac = {10,11,12,13,14,16,19} sa˜o confirmados como observa´veis, assim como as ilhas ob-
serva´veis sa˜o corretamente identificadas. Ressalta-se que a matriz ganho foi fatorada
uma vez e refatorada duas vezes, enquanto que no me´todo proposto a matriz de Gram foi
fatorada uma u´nica vez.
A partir dos resultados de identificac¸a˜o de ilhas, pode-se definir a lista de
pseudomedidas candidatas para restaurar a observabilidade. Essa lista e´ composta pelas
injec¸o˜es de poteˆncia adjacentes a ramos na˜o observa´veis, i.e., as injec¸o˜es nas barras 1,
2, 4, 7, 10, 11 e 13. Para econtrar um conjunto mı´nimo de pseudomedidas, aplica-se o
algoritmo proposto na Sec¸a˜o 4.4.3. Os pivoˆs de U0 associados a`s pseudomedidas esta˜o
apresentados abaixo:
P1 P2 P4 P7 P10 P11 P13[ ]−4097
993
−5089
764
−686
601
0 0 0 0
As pseudomedidas de injec¸a˜o nas barras 1, 2 e 4, relativas aos pivoˆs na˜o nulos,
devem ser selecionadas para minimamente restaurar a observabilidade. Como esperado,
somente n−1−p = 3 pseudomedidas sa˜o suficientes para fazer o sistema observa´vel como
um todo.
4.5.2 Sistema IEEE 300-barras
Devido aos ca´lculos em precisa˜o finita da aritme´tica de ponto flutuante, os erros
de arredondamento e truncamento fazem com que os fluxos nos ramos observa´veis sejam
numericamente bastante pequenos ao inve´s de nulos. Portanto, o algoritmo proposto
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precisa de um limiar nume´rico para classificar os ramos observa´veis e na˜o observa´veis.
Visando avaliar a influeˆncia dos ca´lculos em precisa˜o finita na abordagem prosposta, 100
conjuntos de medic¸a˜o aleato´rios foram gerados para o sistema IEEE 300-barras. Para
todos os conjuntos, o fluxo no ramo j foi calculado considerando somente θj. A Figura
4.4 mostra o mı´nimo fluxo absoluto na˜o observa´vel e o ma´ximo fluxo absoluto observa´vel
para cada um dos conjuntos de medic¸a˜o aleatoriamente gerados. Como esperado, os
valores absolutos dos fluxos nos ramos observa´veis sa˜o numericamente bastante pequenos,
enquanto que os fluxos nos ramos na˜o observa´veis sa˜o muito maiores. Ale´m disso, a regia˜o
entre as linhas tracejadas mostra que existe uma ampla faixa onde e´ poss´ıvel especificar
o limiar de classificac¸a˜o ǫ.
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Figura 4.4: Fluxos absolutos no sistema de 300 barras do IEEE.
Outro aspecto fundamental dos me´todos nume´ricos para ana´lise de observa-
bilidade e´ a esparsidade das matrizes de coeficientes envolvidas. Em geral, a fatorac¸a˜o
dessas matrizes e´ a parte que demanda o maior esforc¸o computacional nesses me´todos.
Portanto, quanto maior for o grau de esparsidade menor sera´ o esforc¸o computacional
requerido pela ana´lise de observabilidade.
Tabela 4.3: Configurac¸a˜o de medic¸a˜o para os treˆs conjuntos teste.
Caso A B C
no de fluxos 0 295 109
no de injec¸o˜es 180 0 146
no de injec¸o˜es irrelevantes 143 0 57
A Tabela 4.3 apresenta as caracter´ısticas principais de treˆs conjuntos de medic¸a˜o.
Estes conjuntos foram usados para avaliar o esforc¸o computacional associado a`s fatorac¸o˜es
da matriz de Gram A = −HHT , que e´ usada na abordagem proposta, e da matriz ganho
G = HTH , que e´ usada no me´todo cla´ssico proposto em [14]. O esquema de ordenac¸a˜o
Ana´lise de Observabilidade e o Estimador de Estado Regularizado 77
Tinney II foi utilizado na obtenc¸a˜o dos fatores triangulares dessas matrizes [79]. Os
resultados da avaliac¸a˜o de esparsidade esta˜o resumidos nas Tabelas 4.4 e 4.5.
Tabela 4.4: Suma´rio dos resultados com o sistema IEEE 300-barras - Me´todo proposto.
Caso Zer(A) fill-ins Tnz(A) Tnz(U0) Esparsidade(A) Esparsidade(U0)
A 728 220 688 908 97,88 % 97,20 %
B 681 164 857 976 99,02 % 98,92 %
C 975 289 986 1230 98,48 % 98,11 %
Zer - Nu´mero de elementos zerados.
Tnz - Nu´mero total de elementos armazenados.
Tabela 4.5: Suma´rio dos resultados com o sistema IEEE 300-barras - Me´todo [14].
Execuc¸a˜o considerando todas as medidas dispon´ıveis
Caso Zer(G) fill-ins Tnz(G) Tnz(UG) Esparsidade(G) Esparsidade(UG)
A 640 53 1282 940 98,58 % 98,96 %
B 406 143 563 706 99,37 % 99,22 %
C 1286 652 1046 1586 98,84 % 98,24 %
Execuc¸a˜o apo´s a remoc¸a˜o das injec¸o˜es irrelevantes
A 38 234 104 338 99,88 % 99,62 %
B − − − − − −
C 474 214 580 774 99,36 % 99,14 %
Zer - Nu´mero de elementos zerados.
Tnz - Nu´mero total de elementos armazenados.
Tendo em vista que A e G sa˜o sime´tricas e seus fatores triangulares podem ser
escritos como L = UTdiag(U )−1, Tnz mostra o nu´mero total de elementos que realmente
precisam ser armazenados. Adicionalmente, Zer representa o nu´mero de elementos zerados
durante a eliminac¸a˜o Gaussiana, e fill-ins mostra o nu´mero de elementos que deixaram
de ser nulos durante este processo. O grau de esparsidade e´ definido como a relac¸a˜o entre
o nu´mero de elementos nulos e o nu´mero total de elementos de uma matriz. De acordo
com as Tabelas 4.4 e 4.5, essas varia´veis sa˜o da mesma ordem de grandeza para ambos os
me´todos. Note tambe´m que o me´todo proposto em [14] requer a refatorac¸a˜o de G apo´s a
identificac¸a˜o e o descarte das injec¸o˜es irrelevantes, enquanto que a abordagem proposta
neste cap´ıtulo necessita somente uma fatorac¸a˜o da matriz de Gram. Portanto, e´ esperado
que o esforc¸o computacional do me´todo proposto sera´, no ma´ximo, similar ao do me´todo
proposto em [14]. Na˜o obstante, ambas A e G, bem como seus fatores triangulares,
sa˜o altamente esparsos. Consequentemente, o tempo requerido para a fatorac¸a˜o dessas
matrizes pode ser considerado como pouco significativo quando comparado com o tempo
das demais subfunc¸o˜es da estimac¸a˜o de estado. Em u´ltima ana´lise, isso significa que a
abordagem proposta e´ compat´ıvel com aplicac¸o˜es reais em sistema de energia ele´trica.
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4.6 Concluso˜es
Este cap´ıtulo apresentou um me´todo nume´rico original para ana´lise de observa-
bilidade em sistemas de energia ele´trica. Visando superar problemas nume´ricos na ana´lise
de observabilidade, foi proposta uma versa˜o com restric¸o˜es de igualdade do estimador
de estado linear regularizado. Essa versa˜o e´ independente dos fatores de ponderac¸a˜o ne-
cessa´rios para regularizar o estimador e, por conseguinte, e´ numericamente mais robusta.
Ale´m disso, a formulac¸a˜o final proposta e´ func¸a˜o da matriz de Gram, cujas propriedades
permitem resolver o problema de uma maneira eficiente. Um resultado importante da
abordagem proposta e´ a contribuic¸a˜o para unificar as subfunc¸o˜es da estimac¸a˜o de estado
em torno do conceito de regularizac¸a˜o. Usando os estados na˜o observa´veis, os fluxos em
ramos observa´veis sa˜o idealmente nulos, enquanto que nos na˜o observa´veis eles sa˜o dife-
rentes de zero. Obter os estados na˜o observa´veis na˜o e´ uma tarefa computacionalmente
pesada, uma vez que algoritmos consolidados de fatorac¸a˜o triangular, pivoteamento e
armazenamento esparso podem ser aplicados de maneira eficiente. Adicionalmente, so-
mente uma fatorac¸a˜o triangular precisa ser aplicada na maioria dos casos, os quais sa˜o
na˜o patolo´gicos. Por fim, o algoritmo para restaurac¸a˜o de observabilidade se vale do fator
triangular obtido durante a identificac¸a˜o de ilhas observa´veis, fazendo o processo eficiente
como um todo.
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Cap´ıtulo 5
Ideias para Ana´lise Quantitativa de
Observabilidade
5.1 Introduc¸a˜o
Na ana´lise de observabilidade convencional, abordada nos cap´ıtulos anteriores,
so´ sa˜o tratados aspectos qualitativos. Portanto, na˜o e´ poss´ıvel quantificar a observabili-
dade das varia´veis de estado, classificando-as de acordo com algum grau de observabilidade
[48]. Informac¸o˜es dessa natureza poderiam ser importantes para fundamentar a tomada de
ac¸o˜es de controle por parte do operador do sistema. Ale´m disso, conforme os sistemas de
energia se expandem e novas tecnologias de medic¸a˜o va˜o se estabelecendo, a quantificac¸a˜o
da observabilidade das varia´veis de estado seria importante como me´trica para guiar a
atualizac¸a˜o de sistemas de medic¸a˜o existentes de acordo com as necessidades espec´ıficas
das diferentes func¸o˜es existentes nos centros de controle. Conforme [80], as ana´lises es-
pectral e de valores singulares podem ser bastante u´teis para sistemas de energia ele´trica.
Nesse sentido, este cap´ıtulo explora as potenciais aplicac¸o˜es da Decomposic¸a˜o em Valores
Singulares (SVD - Singular Value Decomposition) na avaliac¸a˜o e no reforc¸o de sistemas
de medic¸a˜o no contexto da estimac¸a˜o de estado. Mostra-se que as ideias cla´ssicas para
alocac¸a˜o de medidas podem ser aplicadas utilizando-se as propriedades da SVD. Ale´m
disso, este cap´ıtulo tambe´m propo˜e o uso da Ana´lise de Componentes Principais (PCA -
Principal Component Analysis) para diagnosticar sistemas de medic¸a˜o existentes e, por-
tanto, para prover um conjunto inicial de medidas candidatas para reforc¸ar o sistema de
medic¸a˜o. Utilizando a PCA, propo˜e-se uma me´trica para quantificar a observabilidade ou
a precisa˜o das estimativas que podem ser obtidas para as varia´veis de estado. Mostra-se
tambe´m que medidas cr´ıticas e conjuntos cr´ıticos podem ser identificados a partir dos
resultados da SVD. Por fim, ressalta-se que este cap´ıtulo visa apresentar ideias prelimina-
res sobre como utilizar a SVD/PCA na quantificac¸a˜o de observabilidade, e tambe´m sobre
como utilizar os resultados da SVD na ana´lise dos problemas qualitativos. Portanto, as
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metodologias e resultados apresentados na˜o sa˜o definitivos e carecem de desenvolvimentos
e ana´lises adicionais. Cumpre ressaltar que, diferentemente de [49, 50] que quantificam,
probabilisticamente, os riscos de um sistema se tornar na˜o observa´vel, neste cap´ıtulo a
quantificac¸a˜o esta´ associada a` precisa˜o das estimativas das varia´veis de estado.
5.2 Propriedades U´teis da Decomposic¸a˜o SVD
O vetor dos erros de estimac¸a˜o, ex = xˆ − xreal, do estimador de mı´nimos
quadrados (2.5) pode ser aproximado atrave´s da seguinte equac¸a˜o:
ex ≈ [HTR−1z H ]−1HTR−1z e (5.1)
Onde e e´ o vetor dos ru´ıdos das medic¸o˜es (2.1). Com o objetivo de generalizar a notac¸a˜o
para os casos na˜o linear e linearizado, neste cap´ıtulo sera´ considerado que H = H(xˆk).
Seja a matriz Jacobiana ponderada, Hw = R
− 1
2
z H ∈ Rm×n, e a sua decomposic¸a˜o SVD,
conforme Apeˆndice A.2, Hw = UΣV
T .
5.2.1 Aplicac¸o˜es em problemas qualitativos
Um sistema e´ observa´vel se posto(Hw) = n
1. Portanto, dada a decomposic¸a˜o
SVD deHw, a observabilidade de um sistema pode ser confirmada se o nu´mero de valores
singulares na˜o nulos2 e´ igual ao posto ma´ximo da matriz Jacobiana ponderada. Os ramos
observa´veis podem ser identificados atrave´s das linhas nulas de LV0, ja´ que as colunas de
V0 geram o espac¸o nulo de Hw. Maiores discusso˜es podem ser encontradas na Sec¸a˜o 3.3.
Do ponto de vista estat´ıstico, conforme discutido na Sec¸a˜o 3.5, o res´ıduo de
estimac¸a˜o de uma medida cr´ıtica tem variaˆncia nula. Ale´m disso, os res´ıduos de medidas
pertencentes a um conjunto cr´ıtico possuem coeficientes de correlac¸a˜o unita´rios. Portanto,
em princ´ıpio, essas medidas poderiam ser identificadas atrave´s da ana´lise da matriz de
covariaˆncia dos res´ıduos de estimac¸a˜o (2.7). Pode-se mostrar que Rrˆ = R
1
2
zU0U
T
0 R
1
2
z .
Assim, se a i-e´sima medida e´ cr´ıtica, enta˜o:
‖U0i,.‖2 = 0 (5.2)
Adicionalmente, as medidas i e j pertencem ao mesmo conjunto cr´ıtico se:
U0i,.U
T
0j,.
‖U0i,.‖‖U0j,.‖
= 1 (5.3)
1Caso na˜o existam medidas de aˆngulos de tensa˜o, um sistema e´ observa´vel se posto(Hw) = n− 1.
2Devido a erros de arredondamento, os u´ltimos n − p valores singulares sa˜o muito pequenos e na˜o
exatamente nulos. Onde p equivale ao posto de Hw.
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Onde U0 corresponde a`s m− p u´ltimas colunas da matriz U . Ressalta-se que, quando se
esta´ utilizando o modelo na˜o linear (2.5), as condic¸o˜es (5.2) e (5.3) na˜o sera˜o estritamente
atentidas devido a dois aspectos: (i) Aproximac¸o˜es na matriz de covariaˆncia Rrˆ e (ii)
Erros de arredondamento. Portanto, e´ importante definir limiares nume´ricos ao se utilizar
as equac¸o˜es acima na classificac¸a˜o de medidas. Uma discussa˜o acerca desses problemas e´
apresentada na Sec¸a˜o 5.4.3.
5.2.2 Aplicac¸o˜es em problemas quantitativos
Uma avaliac¸a˜o global da precisa˜o do estado estimado pode ser obtida atrave´s do
Erro Me´dio Quadra´tico (EMQ) de ex. Conforme (2.8), EMQ(ex) = E[e
T
xex] = tr(Rxˆ).
Quanto menor o EMQ, maior sera´ a precisa˜o global do estado estimado. Nesse sentido,
um limitante superior para o EMQ pode ser utilizado como um crite´rio de avaliac¸a˜o do
conjunto de medic¸a˜o. No planejamento, por exemplo, uma configurac¸a˜o de medica˜o so´ e´
considerada fact´ıvel se EMQ(ex) ≤ δ. Atrave´s do uso das propriedades da SVD pode-se
mostrar que Rxˆ = V (Σ
TΣ)−1V T . Logo, o EMQ pode ser computado como segue:
EMQ(ex) = tr[V (Σ
TΣ)−1V T ] =
p∑
i=1
s−2i (5.4)
O vetor ex pode ser escrito como:
ex = V a = a1V.,1 + a2V.,2 + · · ·+ anV.,n (5.5)
onde a = (ΣTΣ)−1ΣTUTR
− 1
2
z e. Pode-se verificar que E[a] = 0 e E[aaT ] = (ΣTΣ)−1.
Isto e´, o vetor a possui distribuic¸a˜o de probabilidade Gaussiana com me´dia nula e ma-
triz de covariaˆncia igual a (ΣTΣ)−1. Note que os elementos de a sa˜o estatisticamente
independentes, ja´ que (ΣTΣ)−1 e´ diagonal.
Uma vez que os valores singulares sa˜o organizados de maneira decrescente,
pode-se afirmar que o elemento an possui a maior variaˆncia, enquanto que a1 possui a
menor variaˆncia. Portanto, se tivermos ν realizac¸o˜es de ex, e´ intuitivo que, na me´dia,
esses vetores estara˜o mais alinhados com V.,n e menos com V.,1. Essa caracter´ıstica sera´
discutida de maneira mais ampla na sec¸a˜o seguinte.
5.3 Ana´lise de Componentes Principais
A ana´lise de componentes principais, PCA, e´ uma te´cnica bastante utilizada
na ana´lise multivariada de dados [81]. Dado um conjunto correlacionado de varia´veis
aleato´rias, essa te´cnica determina direc¸o˜es ao longo das quais as varia´veis aleato´rias teˆm
maior probabilidade de estarem distribu´ıdas. Dessa forma, a PCA permite reduzir a di-
mensionalidade do problema de muitas para poucas varia´veis. Na sequeˆncia sera´ apresen-
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tada uma revisa˜o dos principais conceitos dessa te´cnica, focando nas poss´ıveis aplicac¸o˜es
no problema da ana´lise quantitativa de observabilidade. Como sera´ mostrado, a PCA
utiliza os resultados da SVD.
5.3.1 Revisa˜o geral
Seja V (ΣTΣ)−1V T a decomposic¸a˜o espectral, ou SVD, de Rxˆ e yi = q
T
i ex
uma combinac¸a˜o linear do vetor dos erros de estimac¸a˜o. Suponha que estamos interessados
em encontrar um vetor qi, tal que a varia´vel yi carrege a maior quantidade de informac¸a˜o
estat´ıstica poss´ıvel de ex. Assim, precisamos maximizar var[yi] = q
T
i Rxˆqi. Tendo em
vista que a variaˆncia de yi e´ uma func¸a˜o coerciva, e´ preciso impor uma restric¸a˜o para a
norma de qi, por exemplo, ‖qi‖2 = 1. Portanto, temos o seguinte problema de otimizac¸a˜o:
max
qi
var[yi] = q
T
i Rxˆqi (5.6)
s.a qTi qi = 1
Considere a func¸a˜o Lagrangeana L(qi,λi) = qTi Rxˆqi+λi(1−qTi qi). Aplicando
as condic¸o˜es de otimalidade de primeira ordem ao problema irrestrito de maximar L(qi,λi),
temos que a soluc¸a˜o de (5.6) corresponde a` soluc¸a˜o do seguinte sistema de equac¸o˜es:
Rxˆqi = λiqi (5.7)
qTi qi = 1
Note que (5.7) corresponde ao problema de autovalores e autovetores. Isto e´,
λi e´ o autovalor de Rxˆ correspondente ao autovetor qi. Para maximizar var[yi] e´ preciso
encontrar o autovetor associado ao maior autovalor de Rxˆ. Logo, conclui-se que o vetor
singular qi = V.,p+1−i e´ a soluc¸a˜o de (5.6), e var[yi] = V
T
.,p+1−iRxˆV.,p+1−i = s
−2
p+1−i. Isso
porque os valores singulares de Σ sa˜o organizados em ordem decrescente. A varia´vel yi
e´ chamada de i-e´sima componente princial (PC - Principal Component). Ressalta-se que
e´ poss´ıvel computar no ma´ximo p componentes principais. Adicionalmente, as PCs sa˜o
definidas para serem estatisticamente independentes, i.e., Cov[yi,yj ] = 0 ∀i 6= j. Isso e´
alcanc¸ado impondo que qi ⊥ qj . De fato, essa e´ uma caracter´ıstica dos vetores singulares.
Seja y = V Tex, enta˜o E[y] = 0 e E[yy
T ] = (ΣTΣ)−1. Diferentemente de ex, verifica-se
novamente que as PCs sa˜o estatisticamentes independentes, ja´ que (ΣTΣ)−1 e´ diagonal.
Perceba que a transformac¸a˜o linear V T permite sair de um sistema totalmente acoplado,
do ponto de vista estat´ıstico, para outro sistema desacoplado. No contexto da PCA, os
elementos dos vetores singulares V.,i frequentemente sa˜o chamados de carregamentos ou
loadings.
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5.3.2 Reduc¸a˜o de dimensionalidade
Um aspecto importante da PCA e´ que ela permite uma reduc¸a˜o de dimensi-
onalidade. Conforme a magnitude dos valores singulares aumenta, a variaˆncia das PCs
diminui. Logo, a ideia e´ reter somente as k primeiras componentes principais, as quais
teˆm as maiores variaˆncias. Conforme [81], existem muitas te´cnicas ad hoc para definir
o nu´mero de componentes principais que devem ser retidas para a ana´lise. Particular-
mente, um me´todo bastante intuitivo se baseia na variaˆncia acumulada das PCs. Isto
e´, se a quantidade de variabilidade nas PCs retidas e´ maior ou igual a um dado limiar,
enta˜o elas sintetizam de modo satisfato´rio a variaˆncia das varia´veis originais. Uma versa˜o
normalizada desse teste e´ a seguinte:∑k
i=1 s
−2
p+1−i∑p
i=1 s
−2
p+1−i
≥ ζ (5.8)
onde k e´ o menor nu´mero inteiro que satisfaz (5.8) e ζ e´ um paraˆmetro a ser ajustado,
geralmente definido no intervalo 0,7 ≤ ζ ≤ 0,9. Portanto, se queremos reter no mı´nimo
90 % da variabilidade de ex, enta˜o devemos definir ζ = 0,9. Note que, quando da
especificac¸a˜o de ζ, deve haver um compromisso entre o nu´mero de PCs que sera˜o retidas
e a representatividade das mesmas.
Exemplo
Considere o sistema de 3 barras ilustrado na Figura 5.1. Por questa˜o de sim-
plicidade, neste exemplo sera´ considerado o modelo linearizado discutido na Sec¸a˜o 2.5. A
varia´vel θ1 sera´ utilizada como refereˆncia angular. Os valores reais das grandezas medidas
sa˜o: P1,2 = 1,3 p.u., P1,3 = 2,7 p.u. e P3 = −2,8 p.u.. As variaˆncias dos erros de medic¸a˜o
sa˜o: σ2P1,2 = 0,001, σ
2
P1,3
= 0,001 e σ2P3 = 0,002.
1 2
3
Medida de fluxo
Medida de injeção
x1,2 = 0,02 p.u.
x1,3 = 0,01 p.u.
x2,3 = 0,01 p.u.
Figura 5.1: Sistema de treˆs barras com conjunto de medic¸a˜o.
Foram realizadas 1000 simulac¸o˜es de Monte Carlo gerando-se ru´ıdos Gaussia-
nos nas medidas. Em cada simulac¸a˜o o estado estimado e o erro de estimac¸a˜o eθ = θˆ−θreal
foram computados. Os erros de estimac¸a˜o esta˜o representados pelos c´ırculos azuis na Fi-
gura 5.2. A partir da distribuic¸a˜o espacial dos erros de estimac¸a˜o, fica evidente que, na
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me´dia, a varia´vel θ2 esta´ sujeita a erros maiores que a varia´vel θ3. Desse modo, e´ poss´ıvel
dizer que θ2 e´ “menos” observa´vel que θ3.
*1.5 *1 *0.5 0 0.5 1 1.5
x 10
+3
*1
*0.5
0
0.5
1
x 10
+
3
Erros
E,-o ./02
E,-o ./-2
993
eθ2
e θ
3
Figura 5.2: Erros de estimac¸a˜o, eixos principais e regia˜o de confianc¸a - Sistema de treˆs barras.
Alternativamente, esses aspectos poderiam ser verificados atrave´s da PCA.
Seja a matriz de covariaˆncia dos erros de estimac¸a˜o Rθˆ = [H
TR−1z H ]
−1:
Rθˆ =
θ2
θ3
[
24 8
8 6
]
× 10−8
e a sua decomposic¸a˜o espectral V (ΣTΣ)−1V T :
[
−0,3554 −0,9347
0,9347 −0,3554
][
2,96× 10−8 0
0 27,04× 10−8
][
−0,3554 0,9347
−0,9347 −0,3554
]
Se utiliza´ssemos o crite´rio (5.8), com ζ = 0,9, somente a primeira PC pre-
cisaria ser retida, uma vez que
s−2
2
s−2
2
+s−2
1
= 0,9013. Em particular, nesta ana´lise na˜o
estamos interessados no valor de y1, mas sim em como as varia´veis de estado contri-
buem para sua formac¸a˜o. Para tanto, precisamos analisar o vetor de carregamentos
V T.,2 = [−0,9347 − 0,3554]. Novamente, fica evidente que a varia´vel θ2 contribui muito
mais que θ3 na formac¸a˜o de y1. Logo, a maior parte da variabilidade de y1 se deve a` θ2.
Assim, θ2 e´ “menos” observa´vel que θ3. Na Figura 5.2, em vermelho, esta˜o representados
os eixos das componentes principais. O eixo em linha cheia esta´ na direc¸a˜o do vetor V.,2
e o eixo em linha tracejada esta´ na direc¸a˜o de V.,1. Note que esses eixos sa˜o ortogonais.
Ale´m disso, note que os erros de estimac¸a˜o, eθ, esta˜o mais distribu´ıdos na direc¸a˜o V.,2 do
que na direc¸a˜o V.,1. Ressalta-se que a probabilidade dos erros de estimac¸a˜o se encontrarem
no interior da elipse 3 e´ de 99 %.
3A elipse corresponde a uma curva de n´ıvel da func¸a˜o densidade de probabilidade pΘ(eθ) (2.9). Isto
e´, a forma quadra´tica eT
θ
R−1
θˆ
eθ = ∆ descreve um elipsoide centrado na origem, cujos semi-eixos teˆm
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5.3.3 Me´trica para precisa˜o relativa das estimativas
Na sec¸a˜o anterior mostrou-se, atrave´s de exemplo, que os erros de estimac¸a˜o
tendem a se alinhar com os eixos das primeiras componentes principais, isto e´, aquelas
associadas aos maiores autovalores da matriz de covariaˆncia dos erros de estimac¸a˜o. Desse
modo, atrave´s da ana´lise dos vetores singulares da matriz de covariaˆncia, mostrou-se que
e´ poss´ıvel classificar as barras quanto ao seu grau de observabilidade [48]. Essa ana´lise e´
direta quando se rete´m somente a primeira componente principal, pois basta ranquear os
elementos do vetor V.,p. No entanto, a ana´lise e´ mais complexa quando se considera mais
de uma componente principal.
Seja K = [V.,pV.,p−1 · · ·V.,p+1−k] uma matriz cujas colunas sa˜o os vetores de
carregamento das k primeiras componentes principais retidas. As colunas dessa matriz
geram um subespac¸o que mais se aproximara´ da distribuic¸a˜o espacial dos erros de es-
timac¸a˜o. Assim, poderia se pensar em ranquear as varia´veis de estado atrave´s da seguinte
regra: A varia´vel cujo eixo cartesiano esta´ mais pro´ximo deR(K) e´ a “menos” observa´vel.
Por outro lado, a varia´vel “mais” observa´vel seria aquela cujo eixo cartesiano esta´ mais
distante desse subespac¸o. Nesse caso, a me´trica associada a uma dada varia´vel de estado
seria a norma Euclidiana da projec¸a˜o ortogonal do eixo cartesiano sobre R(K). Note
que, se o eixo de uma determinada varia´vel pertencer a R(K), enta˜o essa me´trica seria
unita´ria. Logo, se esses casos acontecerem com mais de uma varia´vel, na˜o ter´ıamos como
diferencia´-las. Ademais, diferentes direc¸o˜es de R(K) possuem diferentes distribuic¸o˜es de
erros. Isto e´, a dispersa˜o dos erros sera´ maior na direc¸a˜o V.,p do que na direc¸a˜o V.,p+1−k.
O qua˜o maior sera´ a dispersa˜o dependera´ das magnitudes de sp e sp+1−k.
Logo, na tentativa de evitar esses casos especiais de igualdade de me´trica e
levar em conta as direc¸o˜es de maior variabilidade em R(K), propo˜e-se a seguinte me´trica
normalizada:
l =
1
max(
∑k
i=1 s
−2
p+1−iV.,p+1−i)
k∑
i=1
s−2p+1−iV.,p+1−i (5.9)
Onde o somato´rio corresponde a` soma ponderada das projec¸o˜es dos eixos cartesianos
nas colunas de K. As ponderac¸o˜es servem para dar maior peso a`s direc¸o˜es de maior
variabilidade. A normalizac¸a˜o e´ feita apenas para limitar os valores de l ao intervalo [0,1].
Perceba que (5.9) e´ uma me´trica para avaliar de maneira relativa a precisa˜o das varia´veis
de estado. Isto e´, a varia´vel cuja me´trica e´ unita´ria tem a pior precisa˜o com relac¸a˜o a`s
demais. Por fim, diferentemente do EMQ, que fornece uma medida global da precisa˜o das
comprimentos iguais a
√
∆/s−2i . Logo, para um dado n´ıvel de significaˆncia α, a regia˜o de confianc¸a e´
definida pela probabilidade P (eT
θ
R−1
θˆ
eθ ≤ ∆) = 1 − α. Note que eTθR−1θˆ eθ segue uma distribuic¸a˜o de
probabilidade χ2 com p graus de liberdade. Neste exemplo, considerou-se α = 0,01 e, portanto, temos
que: ∆ = 9,2103,
√
∆/s−2
2
= 1,5782× 10−3 e
√
∆/s−2
1
= 0,5220× 10−3.
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estimativas, a me´trica (5.9) da´ uma ideia da precisa˜o individual das varia´veis de estado.
Exemplo
Considere o sistema IEEE 14-barras ilustrado na Figura 5.3, mas com a confi-
gurac¸a˜o de medic¸a˜o apresentada na Tabela 5.1. Esta configurac¸a˜o de medic¸a˜o na˜o possui
nenhuma medida cr´ıtica. Neste exemplo tambe´m foi considerado o modelo linearizado
discutido na Sec¸a˜o 2.5. Os resultados apresentados a seguir consideram os valores reais
das reataˆncias das linhas e transformadores.
Tabela 5.1: Configurac¸a˜o de medic¸a˜o para o sistema de 14 barras do IEEE - Caso 3.
Tipo de Medida Local (no ramo & no barra) Variaˆncia
Fluxo de poteˆncia ativa
1, 2, 6, 8, 9, 10, 11, 12, 1/9× 10−2
14, 15, 16, -1, -3, -15
Injec¸a˜o de poteˆncia ativa 2, 4, 6, 8, 9, 12, 13 1/8× 10−2
Tabela 5.2: Carregamentos das componentes principais da matriz R
θˆ
e me´trica (5.9).
PC 1 2 3 4
Carregamentos l
θ1 - - - - -
θ2 -0,0179 -0,0062 -0,0284 -0,0217 0,0300
θ3 -0,0301 0,0258 -0,0619 -0,0227 0,0603
θ4 -0,0788 -0,0075 -0,1151 -0,0667 0,1184
θ5 -0,0576 -0,0821 -0,0814 -0,1110 0,1250
θ6 -0,2401 -0,3640 -0,0443 -0,0987 0,4276
θ7 -0,2392 0,1977 -0,3592 -0,0007 0,4282
θ8 -0,2481 0,2149 -0,4160 -0,0016 0,4603
θ9 -0,2748 0,2105 -0,2815 0,0149 0,4505
θ10 -0,2476 0,2155 -0,4119 0,0034 0,4591
θ11 -0,2399 -0,5684 -0,1524 0,7371 0,5924
θ12 -0,2818 -0,4037 -0,0162 -0,5433 0,5105
θ13 -0,3286 -0,2854 0,0742 -0,3218 0,5046
θ14 -0,6566 0,3414 0,6274 0,1737 1,0000
% da variabilidade total 52,20 23,45 13,71 3,46 -
Na Tabela 5.2 esta˜o dispostos os carregamentos relativos a`s quatro primeiras
componentes principais de Rθˆ = V (Σ
TΣ)−1V T . Tambe´m sa˜o apresentados os valores
percentuais da variabilidade que cada PC consegue sintetizar. Esses valores sa˜o iguais
a (s−2p+1−i/
∑p
i=1 s
−2
p+1−i) × 100 %, onde s−2p+1−i e´ a variaˆncia da i-e´sima PC. Nesta ana´lise
quatro componentes foram retidas, pois utilizamos ζ = 0,9. Note que, caso tive´ssemos
feito ζ = 0,5, somente a primeira componente teria sido retida.
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Analisando os carregamentos da primeira PC, pode-se verificar que todos pos-
suem o mesmo sinal. Isso significa que todas as varia´veis de estado contribuem no mesmo
“sentido” para a variabilidade total dos erros de estimac¸a˜o. Nota-se que a varia´vel 14
tem a maior influeˆncia nesses erros. Ja´ a segunda PC possui dois grupos de varia´veis de
estado com sinais distintos. Isso diz que se essas varia´veis possuirem valores pro´ximos
elas iram contribuir pouco para formar a segunda PC. Note que as varia´veis 11 e 12 teˆm
as maiores influeˆncias nesta componente. Conforme o nu´mero de PCs aumenta a inter-
pretac¸a˜o dos vetores singulares fica mais complexa. Nesses casos, e´ interessante aplicar a
me´trica (5.9) para aferir a precisa˜o relativa das varia´veis de estado. Atrave´s desses valores
pode-se verificar que existem treˆs n´ıveis de observabilidade: O primeiro grupo, formado
pelas varia´veis {2,3,4,5}, e´ o das varia´veis sujeitas aos menores erros. Tem-se tambe´m
um grupo intermedia´rio formado pelas varia´veis {6,7,8,9,10,11,12,13}. Por fim, verifica-se
que a varia´vel 14 esta´ sujeita aos maiores erros. Logo, pode-se dizer que ela tem o pior
n´ıvel de observabilidade dentre todas as varia´veis de estado.
5.4 Aplicac¸o˜es da SVD/PCA na Avaliac¸a˜o e no Re-
forc¸o de Sistemas de Medic¸a˜o
Nesta sec¸a˜o sa˜o exploradas aplicac¸o˜es potenciais da SVD e da PCA na ava-
liac¸a˜o e no reforc¸o de sistemas de medic¸a˜o. Ressalta-se que o objetivo na˜o e´ propor novos
algoritmos de alocac¸a˜o de medidas, mas sim mostrar como seria poss´ıvel aproveitar as
potencialidades dessas ferramentas matema´ticas nesse processo.
5.4.1 O problema da alocac¸a˜o o´tima de medidas
min
M⊂Mc
f(M) (5.10)
s.a (a) : posto(Hw) = n
(b) : Rrˆi,i > 0, ∀i
(c) : Rrˆi,j/
√
Rrˆi,iRrˆj,j < 1, ∀i 6= j
(d) : tr(Rxˆ) ≤ δ
Um conjunto o´timo de medidas, M∗, representa um investimento mı´nimo tal
que os seguintes requisitos sa˜o atendidos [82, 83]: (a) Observabilidade; (b) Confiabilidade;
(c) Capacidade de processamento de erros grosseiros e (d) Precisa˜o das estimativas. Ma-
tematicamente, M∗ pode ser obtido, por exemplo, atrave´s da soluc¸a˜o de (5.10). Onde
f(M) e´ uma func¸a˜o de custo eMc e´ o conjunto de todas as medidas candidatas fact´ıveis.
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Uma discussa˜o sobre as restric¸o˜es (a), (b), (c) & (d) pode ser encontrada na Sec¸a˜o 5.2.
As equac¸o˜es (5.10) descrevem um problema de otimizac¸a˜o combinatorial, cuja soluc¸a˜o
e´ complexa. Nesse sentido, um algoritmo para encontrar soluc¸o˜es sub-o´timas para esse
problema e´ apresentado na sec¸a˜o seguinte.
5.4.2 Algoritmo ba´sico para reforc¸ar sistemas de medic¸a˜o
Existem muitas abordagem para lidar com o problema (5.10). Dentre elas, os
algoritmos de adic¸a˜o/remoc¸a˜o sa˜o simples de implementar, capazes de encontrar soluc¸o˜es
sub-o´timas e, portanto, bastante interessantes [82–84]. Basicamente, nesses me´todos as
medidas candidatas sa˜o adicionadas/removidas da configurac¸a˜o de medic¸a˜o ate´ que to-
das as restric¸o˜es de (5.10) sejam satisfeitas. Ale´m disso, as medidas a serem adiciona-
das/removidas sa˜o escolhidas com base em um custo marginal MC = ∆J/∆f relativo a`
adic¸a˜o/remoc¸a˜o. Por exemplo, em um algoritmo de eliminac¸a˜o, a medida (ou conjunto
de medidas) com o maior custo marginal sempre e´ mantida na configurac¸a˜o de medic¸a˜o.
O ı´ndice J precisa indicar o impacto das medidas candidatas na precisa˜o das estimativas.
Um indicador dessa natureza e´ o erro me´dio quadra´tico (5.4). Outro aspecto importante
nesses algoritmos e´ a definic¸a˜o do conjunto inicial de medidas candidatasMc. Conforme
discutido na Sec¸a˜o 5.3.3, a me´trica (5.9) pode ser usada para esse fim. Isto e´, medidas re-
lacionando varia´veis com as maiores entradas em l devem ser as candidatas para reforc¸ar
uma dada configurac¸a˜o de medic¸a˜o. Por fim, uma versa˜o de um algoritmo de eliminac¸a˜o
e´ apresentada na sequeˆncia:
1. Seja Hw a matriz Jacobiana ponderada das medidas originais. Realize a PCA na
matriz Rxˆ correspondente e, enta˜o, defina Mc utilizando (5.9);
2. Seja Mi = {M1,M2, . . . ,Mt} ⊂ Mc o conjunto de medidas alocado na i-e´sima
iterac¸a˜o eH iw a Jacobiana ponderada das medidas correntes (originais + alocadas).
Calcule J(H iw) e f(Mi). Use (5.2) e (5.3) para identificar Cmeas e Csets. Se
EMQi < δ, continue. Do contra´rio, pare, ja´ que M∗ =Mi−1;
3. Para j = 1, 2, . . . , t, remova provisoriamente um Mj por vez. Para cada remoc¸a˜o,
atualize H iw, J(H
i
w), f(Mi), Cmeas e Csets;
4. Remova permanentemente o conjuntoMj que tem o menor custo marginal absoluto
MC ij, e cuja remoc¸a˜o na˜o: (i) aumenta o nu´mero de Cmeas e/ou Csets e (ii) torna
o sistema na˜o observa´vel. Atualize Mi, fac¸a i = i+ 1 e volte para o passo (2).
Onde Cmeas faz refereˆncia a`s medidas cr´ıticas e Csets aos conjuntos cr´ıticos.
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5.4.3 Testes e resultados preliminares
Nesta sec¸a˜o sa˜o apresentados resultados de testes preliminares com o sistema
IEEE 14-barras. O sistema, juntamente com sua configurac¸a˜o de medic¸a˜o original, esta˜o
ilustrados na Figura 5.3. Neste exemplo considerou-se que as medidas de poteˆncia sempre
sa˜o realizadas aos pares (ativa & reativa). Nesta ana´lise considerou-se o modelo na˜o
linear (2.5), onde as varia´veis de estado sa˜o os mo´dulos e aˆngulos dos fasores de tensa˜o
das barras do sistema. A condic¸a˜o operativa utilizada na ana´lise pode ser encontrada em
[85].
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Figura 5.3: Sistema de 14 barras do IEEE com conjunto de medic¸a˜o - Caso 4.
Avaliac¸a˜o do sistema de medic¸a˜o
O sistema de medic¸a˜o ilustrado na Figura 5.3 e´ composto de 49 medidas.
Foi considerado um desvio padra˜o de 0,02 p.u. para todas essas medidas, logo Wi,i =
2500 ∀i = 1, . . . ,49. O sistema tem 14 barras e, portanto, o nu´mero de varia´veis de estado
e´ 28. O espectro dos valores singulares de Hw tem 27 entradas na˜o nulas variando de
s1 = 2409,3 ate´ s27 = 44,1. Esse sistema de medic¸a˜o na˜o possui nenhuma medida de
aˆngulo de tensa˜o, implicando que o posto deHw sera´ no ma´ximo igual a 27. Uma vez que
esse e´ o nu´mero de valores singulares diferentes de zero, pode-se concluir que o sistema e´
observa´vel. De acordo com (5.4), esses valores singulares foram usados para computar o
EMQ, que e´ mostrado na linha A da Tabela 5.3. A Figura 5.4 apresenta o quadrado da
norma Euclidiana das linhas de U0. Conforme discussa˜o da Sec¸a˜o 5.2.1, idealmente esses
valores deveriam ser nulos para as medidas cr´ıticas. Todavia, pode-se verificar na Figura
5.4 que isso na˜o ocorre quando se esta´ usando o modelo na˜o linear (2.5). Existem duas
razo˜es principais para tanto: (i) A matriz Rrˆ na˜o pode ser computada de maneira exata
devido a`s na˜o linearidades de h(·); e (ii) A SVD esta´ sujeita a erros de arredondamento.
O mesmo problema ocorre com a identificac¸a˜o de conjuntos cr´ıticos, nos quais idealmente
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as medidas possuem coeficientes de correlac¸a˜o unita´rios. Nesse sentido, ‖U0i,.‖2 pode ser
visto como um ı´ndice de detectabilidade de erro [86]. Isto e´, quanto menor esse ı´ndice,
mais dif´ıcil e´ a detecc¸a˜o de um erro grosseiro na medida correspondente. Portanto, nesta
sec¸a˜o foi considerado o valor 0,01 como um limitante superior para identificar medidas
cr´ıticas. Esse limitante esta´ ilustrado pela linha cont´ınua na Figura 5.4. Os conjuntos
cr´ıticos foram identificados aos pares considerando um limitante inferior de 0,98 em (5.3).
Os resultados do procedimento de identificac¸a˜o de medidas cr´ıticas e conjuntos cr´ıticos
tambe´m esta˜o sumarizados na Tabela 5.3 atrave´s da linha A.
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Figura 5.4: I´ndice de detectabilidade de erro das medidas originais A.
Para aplicar a PCA, faz-se necessa´rio definir o nu´mero de PCs que sera˜o re-
tidas. Utilizando (5.8) e definindo ζ = 0,9, pode-se concluir que k = 6. Esse teste esta´
representado pela curva da Figura 5.5, a qual representa o valor normalizado da variaˆncia
acumulada das PCs. As barras verticais representam as variaˆncias normalizadas de cada
PC, i.e., var[yi] = s
−2
p+1−i/
∑27
i=1 s
−2
p+1−i. Note que poucas PCs sa˜o suficientes para sinteti-
zar quase que a totatildade da variabilidade das varia´veis de estado.
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Figura 5.5: Scree plot - Configurac¸a˜o de medic¸a˜o original A.
Conforme proposto na Sec¸a˜o 5.3.3, e´ poss´ıvel utilizar os elementos dos vetores
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singulares para ter uma ideia de quais varia´veis de estado esta˜o sujeitas aos maiores
erros de estimac¸a˜o. Tendo em vista que as varia´veis deste caso podem ser separadas em
magnitudes e aˆngulos de tensa˜o, a me´trica (5.9) deve ser adaptada para ambos os tipos.
Isso foi feito atrave´s da decomposic¸a˜o dos vetores singulares como: vT = [vTθ v
T
V ]. A
partir dos resultados apresentados na Figura 5.6, pode-se verificar que, em geral, os erros
de estimac¸a˜o esta˜o distribu´ıdos uniformemente nas magnitudes de tensa˜o. Na˜o obstante,
existem dois grupos que esta˜o mais sujeitos a erros: {3, 4, 5, 6, 7, 8, 9} e {12, 13}. Por
outro lado, as barras {1, 5} teˆm as maiores me´tricas de aˆngulo de tensa˜o. Portanto, se o
objetivo e´ reforc¸ar a configurac¸a˜o de medic¸a˜o, enta˜o essas barras devem receber atenc¸a˜o
especial.
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Figura 5.6: Me´trica (5.9) - Configurac¸a˜o de medic¸a˜o original A.
Alocac¸a˜o de reforc¸os no sistema de medic¸a˜o
Suponha que estamos interessados em reforc¸ar a configurac¸a˜o de medic¸a˜o pre-
viamente avaliada atrave´s da alocac¸a˜o de PMUs. Veja [87] para uma visa˜o geral dos
me´todos para alocac¸a˜o desse tipo de medida. Neste exemplo foi assumido que uma PMU
alocada em uma determinada barra tem canais suficientes para medir o fasor de tensa˜o
da barra, bem como os fasores de corrente em todos os ramos adjacentes. Tambe´m foi
considerado que cada PMU tem custo igual a um mais a valeˆncia da barra (nu´mero de
ramos adjacentes). Os desvios padra˜o das medidas de aˆngulo e magnitude sa˜o iguais a
0,0017 rad e 0,002 p.u., respectivamente [88]. Por fim, foi considerado o modelo proposto
em [88] para incluir as medidas de PMU no estimador de estado. Basicamente, nesse mo-
delo escreve-se as partes real e imagina´ria de uma medida fasorial de corrente em func¸a˜o
dos aˆngulos e magnitudes das tenso˜es das barras.
De acordo com os resultados da PCA, as barras candidatas para alocac¸a˜o
de PMUs sa˜o: {1, 3, 4, 5, 6, 7, 8, 9, 12, 13}. Assim, o conjunto das medidas candidatas e´
definido como Mc = {M1, . . . ,M13}, onde Mi denota todas as medidas tomadas pela
i-e´sima PMU. A linha B da Tabela 5.3 representa a situac¸a˜o contendo todas as medidas
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originais do SCADA e as candidatas das PMUs. Apo´s a aplicac¸a˜o do algoritmo 5.4.2, foi
conclu´ıdo que PMUs devem ser alocadas nas barras {3, 5, 6, 7, 8, 9}. A linha C na Tabela
5.3 representa a situac¸a˜o contendo todas as medidas originais do SCADA e as medidas
das PMUs alocadas. Conforme esperado, houve uma reduc¸a˜o na func¸a˜o objetivo f do
caso B para o caso C. Por outro lado, o EMQ aumentou, ja´ que algumas PMUs foram
descartadas durante o processo de otimizac¸a˜o. Note tambe´m que nenhuma medida cr´ıtica
e nenhum conjunto cr´ıtico adicional foi criado. Apenas para ilustrar o comportamento do
algoritmo de otimizac¸a˜o utilizado, a linha D da Tabela 5.3 representa uma configurac¸a˜o de
medic¸a˜o com PMUs alocadas somente nas barras {4, 6}. Neste caso, o nu´mero de medidas
cr´ıticas e conjuntos cr´ıticos na˜o foi definido como uma restric¸a˜o durante o processo de
otimizac¸a˜o. Adicionalmente, foi imposto um limitante superior de δ = 10−5 para o EMQ.
Apesar da reduc¸a˜o na func¸a˜o objetivo, novas medidas cr´ıticas e novos conjuntos cr´ıticos
foram criados.
Tabela 5.3: Caracter´ısticas qualitativas e quantitativas das configurac¸o˜es de medic¸a˜o.
Configurac¸a˜o Cmeas Csets EMQ f
A
P1, P2, P3, P8, {P9, P4,9, P4,7} 8,6997 -
Q1, Q2, Q3 {P6, P5,6}
{Q8, V8}
B - {ℜ(~I7,8), ℜ(~I8,7)} 0,1071 40
C - {ℜ(~I7,8), ℜ(~I8,7)} 0,1814 24
D
P8, {Q8, V8} 0,8279 11
ℜ(~I4,5), ℑ(~I4,5), {Q1, Q2}
ℑ(~I4,7), ℑ(~I4,3)
∗Os valores da coluna EMQ devem ser multiplicados por 10−4.
Tabela 5.4: Custos marginais - processo de otimizac¸a˜o.
#PMU MC1j MC
2
j MC
3
j MC
4
j MC
5
j
1 0,0310 X X X X
3 - - - - -
4 0,0352 0,0467 0,0649 X X
5 0,0364 - - - -
6 0,1596 0,1825 0,2230 0,3054 -
7 - - - - -
8 - - - - -
9 0,0835 0,0988 0,1235 - -
12 0,0331 0,0434 X X X
13 0,0401 0,0516 0,0770 0,1249 X
∗Os custos marginais devem ser multiplicados por 10−6.
O processo de otimizac¸a˜o esta´ sumarizado na Tabela 5.4. Em cada iterac¸a˜o,
a PMU descartada e´ aquela com o menor custo marginal. As PMUs para as quais os
custos marginais na˜o esta˜o apresentados sa˜o aquelas cuja remoc¸a˜o cria medidas cr´ıticas
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e/ou conjuntos cr´ıticos. Conforme o nu´mero de PMUs removidas aumenta, os custos
marginais tambe´m aumentam. Isto e´, quanto menor o nu´mero de medidas dispon´ıveis,
maior e´ o impacto da remoc¸a˜o de uma medida no EMQ.
Por fim, com o objetivo de avaliar a configurac¸a˜o de medic¸a˜o reforc¸ada e
tambe´m a efica´cia do algoritmo, foi realizada a PCA com o caso C. As me´tricas (5.9) para
os aˆngulos e magnitudes de tensa˜o esta˜o apresentadas na Figura 5.7. Diferentemente
da configurac¸a˜o de medic¸a˜o original, pode-se concluir que os erros de estimac¸a˜o estara˜o
distribu´ıdos uniformemente em todas as varia´veis, indicando que na˜o existem a´reas su-
jeitas a` varia´veis de estado com baixa precisa˜o. Ale´m disso, com excec¸a˜o do conjunto
cr´ıtico {ℜ(~I7,8), ℜ(~I8,7)}, a configurac¸a˜o de medic¸a˜o reforc¸ada atende todas as restric¸o˜es
do problema (5.10).
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Figura 5.7: Me´trica (5.9) - Configurac¸a˜o de medic¸a˜o reforc¸ada C.
5.5 Concluso˜es
Neste cap´ıtulo foi tratado o problema da quantificac¸a˜o de observabilidade em
sistemas de energia ele´trica. O objetivo do cap´ıtulo foi apresentar e explorar ideias preli-
minares sobre como a SVD pode ser utilizada nesse contexto. Mostrou-se que essa decom-
posic¸a˜o tem muitas propriedades interessantes que podem ser utilizadas na quantificac¸a˜o
da precisa˜o das estimativas do estado, assim como na ana´lise de problemas qualitativos.
Adicionalmente, foi proposto o uso da PCA para realizar um diagno´stico dos sistemas
de medic¸a˜o existentes e, portanto, para definir um conjunto adequado de medidas para
reforc¸a´-los. Um resultado importante e´ que a SVD pode ser utilizada para lidar com a
maioria dos subproblemas (qualitativos e quantitativos) da alocac¸a˜o o´tima de medidas de
maneira unificada. De fato, ao aplicar a SVD a` matriz Jacobiana ponderada, foram obti-
das bases para os quatro subespac¸os fundamentais necessa´rios para a ana´lise qualitativa,
ale´m de ter sido poss´ıvel realizar a PCA no espac¸o das varia´veis de estado. Um exem-
plo com o sistema IEEE 14-barras foi utilizado para mostrar a efica´cia das abordagens
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propostas e as aplicac¸o˜es potenciais da SVD. Na˜o obstante, alguns aspectos precisam ser
melhor estudados para consolidar essas metologias, destacando-se: (i) Segundo o crite´rio
(5.8), faz-se necessa´rio definir qual e´ o paraˆmetro ζ mais adequado para o problema; (ii)
E´ preciso definir intervalos nume´ricos para a me´trica l (5.9) de modo que seja poss´ıvel
estabelecer n´ıveis de precisa˜o para as estimativas; e (iii) Tendo em vista que a matriz
de covariaˆncia Rxˆ depende do estado estimado xˆ, seria importante avaliar se diferentes
pontos de operac¸a˜o, e/ou erros grosseiros nas medidas, levariam a` concluso˜es discrepantes.
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Cap´ıtulo 6
Concluso˜es e Perspectivas
6.1 Concluso˜es Gerais
Os estimadores de estado para sistemas de energia ele´trica, em sua maioria,
utilizam o me´todo dos mı´nimos quadrados ponderados. Para que a estimac¸a˜o de estado
seja fact´ıvel, e para que seus resultados possam ser aplicados de forma plena, e´ funda-
mental que o sistema de medic¸a˜o possibilite: observabilidade; confiabilidade; capacidade
de processamento de erros grosseiros; e precisa˜o nas estimativas. Em geral, essas carac-
ter´ısticas podem ser verificadas por ana´lises qualitativas e quantitativas.
A ana´lise qualitativa lida com os problemas de: verificac¸a˜o de observabilidade;
identificac¸a˜o de ilhas observa´veis; alocac¸a˜o de medidas para restaurac¸a˜o de observabili-
dade; e identificac¸a˜o de medidas e conjuntos cr´ıticos. Atrave´s de uma revisa˜o de literatura,
foi poss´ıvel verificar que a ana´lise de problemas qualitativos e´ um to´pico amplamente dis-
cutido. Entende-se, no entanto, que ainda existem lacunas a serem completadas. Nesse
sentido, com os desenvolvimentos realizados no Cap´ıtulo 3 foi poss´ıvel:
• Propor me´todos alternativos para solucionar os problemas qualitativos de maneira
unificada;
• Propor me´todos de soluc¸a˜o que sa˜o independentes das decomposic¸o˜es matriciais
necessa´rias para obter as bases dos subespac¸os fundamentais;
• Propor um referencial teo´rico unificado para formalizar a soluc¸a˜o dos problemas qua-
litativos. Essa abordagem teo´rica permite uma categorizac¸a˜o dos me´todos nume´ricos
existentes, mostrando que eles esta˜o intimamente relacionados;
• Propor um ı´ndice que permite identificar os casos propensos a serem patolo´gicos, de
forma a evitar iterac¸o˜es desnecessa´rias durante a identificac¸a˜o de ilhas observa´veis.
A regularizac¸a˜o e´ um artif´ıcio matema´tico para tratar problemas mal pos-
tos. No estimador de estado regularizado um conjunto de informac¸o˜es a priori acerca das
varia´veis de estado e´ introduzido no conjunto de medidas durante o processo de estimac¸a˜o.
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No Cap´ıtulo 4 foi proposto um me´todo nume´rico original para ana´lise de observabilidade
com base na formulac¸a˜o regularizada do estimador. Para tanto, foi necessa´rio o desen-
volvimento de uma versa˜o com restric¸o˜es de igualdade do mesmo. Ale´m dessa versa˜o ser
numericamente mais robusta que a versa˜o sem restric¸o˜es, ela tabe´m e´ func¸a˜o da matriz
de Gram, cujas propriedades permitem resolver o problema de uma maneira eficiente. O
me´todo utiliza uma sequeˆncia de estados estimados para computar fluxos na rede e, enta˜o,
identificar os ramos observa´veis e na˜o observa´veis. Na˜o obstante, em geral e´ preciso reali-
zar somente uma fatorac¸a˜o triangular da matriz de Gram nesse processo. Ja´ o algoritmo
de restaurac¸a˜o de observabilidade se vale do fator triangular obtido durante a identificac¸a˜o
de ilhas observa´veis, fazendo com que o processo seja eficiente como um todo. Os testes
realizados apontam que a metodologia proposta e´ compat´ıvel com aplicac¸o˜es pra´ticas.
Cumpre destacar que, similarmente ao que fora feito em outras abordagens dispon´ıveis na
literatura, os desenvolvimentos apresentados no Cap´ıtulo 4 contribuem para a unificac¸a˜o
das subfunc¸o˜es da estimac¸a˜o de estado em torno do conceito de regularizac¸a˜o.
Por fim, no Cap´ıtulo 5 foram realizados desenvolvimentos iniciais com foco
na quantificac¸a˜o de observabilidade. O aspecto quantitativo considerado foi a precisa˜o
das estimativas das varia´veis de estado. Concluiu-se que a SVD tem propriedades bas-
tante interessantes para serem utilizadas nesse contexto. De fato, dada a SVD da matriz
Jacobiana ponderada, e´ poss´ıvel computar o EMQ do estimador, o qual e´ uma medida
da precisa˜o global das estimativas. Outro resultado importante e´ que essa decomposic¸a˜o
fornece um ı´ndice de detectabilidade de erros grosseiros em medidas. Mostrou-se que com
os resultados da SVD tambe´m e´ poss´ıvel solucionar os problemas qualitativos. Adicio-
nalmente, tambe´m foi proposto o uso da PCA para realizar um diagno´stico dos sistemas
de medic¸a˜o existentes e, portanto, para definir um conjunto adequado de medidas para
reforc¸a´-los. Concluiu-se tambe´m que o conjunto inicial de medidas utilizado por algo-
ritmos cla´ssicos de alocac¸a˜o o´tima de medidas pode ser obtido atrave´s de uma me´trica
que quantifica a precisa˜o relativa das varia´veis de estado. Testes realizados com essas
metodologias apresentaram resultados promissores.
6.2 Perspectivas de Trabalhos Futuros
Sobre a ana´lise de problemas qualitativos
As partes real e imagina´ria do fasor de corrente atrave´s de um ramo j, com
barras terminais k e m, podem ser escritas como:
ℜ(~Ik,m) = [gkmcos(θk)− (bshkm − bkm)sen(θk)]Vk − [gkmcos(θm) + bkmsen(θm)]Vm
ℑ(~Ik,m) = [gkmsen(θk) + (bshkm − bkm)cos(θk)]Vk − [gkmsen(θm)− bkmcos(θm)]Vm
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Utilizando as mesmas premissas da Sec¸a˜o 2.5, essas equac¸o˜es podem ser apro-
ximadas por:
ℜ(~Ik,m) ≈ −bshkmθk + x−1km(θk − θm)
ℑ(~Ik,m) ≈ bshkm
Note que, diferentemente do que a literatura recomenda, a parte real do fasor de corrente
na˜o pode ser aproximada apenas por ℜ(~Ik,m) ≈ x−1km(θk − θm). Em u´ltima ana´lise, o
termo adicional −bshkmθk acaba alterando o espac¸o nulo da matriz Jacobiana e, portanto,
os resultados da ana´lise de observabilidade.
O res´ıduo de estimac¸a˜o de uma medida cr´ıtica tem variaˆncia nula (5.2). Ja´
os res´ıduos de medidas pertencentes a um conjunto cr´ıtico possuem coeficientes de cor-
relac¸a˜o unita´rios (5.3). Nessas equac¸o˜es, U0 e´ subproduto da SVD da matriz Jacobiana
ponderada Hw, e suas colunas formam uma base para N (HTw ). Note que, de acordo com
o me´todo da Sec¸a˜o 3.5, a matriz U0 pode ser usada para identificar medidas e conjuntos
cr´ıticos. Normalmente as ponderac¸o˜es das medidas na˜o sa˜o levadas em conta na ana´lise de
problemas qualitativos. Na˜o obstante, pode-se mostrar que N (HTw ) 6= N (HT ). Perceba
que a matriz de covariaˆncia dos res´ıduos de estimac¸a˜o, Rrˆ (2.7), e a matriz U0 dependem
diretamente das ponderac¸o˜es das medidas.
Conforme discutido na Sec¸a˜o 2.5, por questa˜o de convenieˆncia, a ana´lise dos
problemas qualitativos e´ realizada em ummodelo linearizado simplicado. Assim, durante o
processo de estimac¸a˜o de estado, esses resultados sa˜o estendidos para o modelo na˜o linear.
Em geral, essa simplificac¸a˜o tem funcionado adequadamente para sistemas compostos por
medidas convencionais do SCADA. Nesse caso e´ fundamental que as medidas de poteˆncia
sejam realizadas aos pares (ativa & reativa). No entanto, no caso das medidas fasoriais de
PMUs, entende-se que um trabalho futuro interessante seria testar as seguintes hipo´teses:
(i) A aproximac¸a˜o ℜ(~Ik,m) ≈ x−1km(θk − θm) na˜o representa adequadamente esse tipo de
medida no modelo linearizado; (ii) Tendo em vista que as medidas de PMUs possuem
ponderac¸o˜es muito maiores que as medidas convencionais do SCADA, o resultado da
classificac¸a˜o de medidas a partir de N (HTw ) e´ diferente daquele obtido a partir de N (HT ).
Note que, ambas as hipo´teses devem ser validadas no modelo na˜o linear.
Sobre a ana´lise de problemas quantitativos
O Cap´ıtulo 5 apresentou desenvolvimentos e resultados iniciais de metodolo-
gias para quantificac¸a˜o de observabilidade, e para avaliac¸a˜o e alocac¸a˜o de reforc¸os em
sistemas de medic¸a˜o. Portanto, esses desenvolvimentos devem ser aprimorados em tra-
balhos futuros. Na sequeˆncia discute-se alguns pontos espec´ıficos que merecem atenc¸a˜o
especial.
O nu´mero de componentes principais retidas na PCA influencia diretamente
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nas ana´lises. Conforme discutido na Sec¸a˜o 5.3, uma das vantagens dessa te´cnica e´ reduzir
a dimensionalidade do problema. Logo, na˜o se deve atribuir um valor muito grande para
ζ em (5.8). No entanto, se atribuirmos um valor muito pequeno para esse paraˆmetro,
podemos estar desprezando uma quantidade significativa de variabilidade das varia´veis
originais. Note que, quando da especificac¸a˜o de ζ, deve haver um compromisso entre o
nu´mero de PCs retidas e a representatividade das mesmas. Em geral, as te´cnicas para
definir o nu´mero de PCs sa˜o ad hoc. Assim, sugere-se que seja estudado mais a fundo
qual seria a faixa mais adequada para o paraˆmetro ζ no contexto da estimac¸a˜o de estado
em sistemas de energia ele´trica.
A me´trica (5.9) fornece apenas uma ideia da precisa˜o relativa das varia´veis de
estado. Logo, parece relevante definir faixas de valores para essa me´trica de modo que
seja poss´ıvel estabelecer n´ıveis de precisa˜o absolutos para essas varia´veis. Talvez uma
alternativa para esse problema seja atrave´s da ana´lise do elipsoide ilustrado na Figura
5.2. Isto e´, para um dado n´ıvel de significaˆncia α, pode-se determinar limitantes superior
e inferior para os erros de estimac¸a˜o e, portanto, classificar as varia´veis quanto ao seu
n´ıvel de precisa˜o.
A matriz de covariaˆncia do estado estimado, Rxˆ, na˜o pode ser computada
de maneira exata devido a`s na˜o linearidades do modelo (2.3). Ademais, essa matriz e´
avaliada no ponto xˆ, o qual varia conforme as condic¸o˜es de operac¸a˜o do sistema e, por si
so´, e´ uma varia´vel aleato´ria. De fato, a expressa˜o (2.6) e´ apenas uma aproximac¸a˜o de Rxˆ.
Portanto, entende-se que e´ preciso avaliar o quanto essa aproximac¸a˜o afeta os resultados
das metodologias propostas no Cap´ıtulo 5.
Por fim, no Cap´ıtulo 5 foi proposto o uso da PCA no espac¸o das varia´veis de
estado. Note que as mesmas ana´lises poderiam ser realizadas no espac¸o dos res´ıduos de
estimac¸a˜o ou das medidas, por exemplo. Dessa forma, entende-se que seria interessante
investigar como a PCA poderia ser utilizada na depurac¸a˜o de erros grosseiros.
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Desenvolvimentos Adicionais
A.1 Projec¸o˜es Ortogonais
Sejam dois vetores (z,y) ∈ Rm. Suponha que estamos interessados em projetar
ortogonalmente z sobre y. A Figura A.1 ilustra a interpretac¸a˜o geome´trica dessa projec¸a˜o.
Matematicamente, a projec¸a˜o zˆ pode ser escrita como:
zˆ =
yTz
yTy
y (A.1)
A projec¸a˜o zˆ pode ser interpretada da seguinte maneira: zˆ e´ um vetor na
direc¸a˜o de y, tal que o vetor de res´ıduos r = z − zˆ tem a menor norma Euclidiana
poss´ıvel. Esse conceito de projec¸a˜o pode ser estendido para subespac¸os de dimenso˜es
gene´ricas1. Suponha que queremos projetar ortogonalmente z sobre o subespac¸o gerado
pelas colunas de uma matriz H ∈ Rm×n. Nesse caso, a projec¸a˜o zˆ e´ dada por:
zˆ =H [HTH ]−1HTz (A.2)
Por fim, caso quise´ssemos projetar z no complemento ortogonal do espac¸o
coluna de H , bastaria utilizar a matriz de aniquilac¸a˜o I −H [HTH ]−1HT .
zˆ
z
r
y
Figura A.1: Interpretac¸a˜o geome´trica da projec¸a˜o ortogonal de z sobre y.
1Note que y define um subespac¸o de dimensa˜o unita´ria.
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A.2 Decomposic¸a˜o em Valores Singulares
A decomposic¸a˜o em valores singular (SVD - Singular Value Decomposition)
e´ um grande resultado da a´lgebra linear e possui muitas propriedades interessantes, as
quais podem ser u´teis tanto para desenvolvimentos teo´ricos quanto em aplicac¸o˜es pra´ticas.
Uma revisa˜o teo´rica e nume´rica mais detalhada dessa decomposic¸a˜o pode ser encontrada
em [52, 89]. Seja a matriz H , com posto(H) = p. Na SVD essa matriz e´ decomposta em
treˆs fatores:
H = UΣV T (A.3)
onde U = [u1 · · ·um] ∈ Rm×m e V = [v1 · · ·vn] ∈ Rn×n sa˜o matrizes ortonormais, i.e.,
UTU = Im e V
TV = In, e Σ ∈ Rm×n diagonal com os valores singulares:
s1 ≥ s2 ≥ · · · ≥ sp > 0 = sp+1 = · · · = sn (A.4)
Expandindo a SVD de H :
H = [Up U0]
[
Σp 0
0 0
]
[Vp V0]
T (A.5)
onde:
• Up → As colunas formam uma base ortonormal para R(H);
• U0 → As colunas formam uma base ortonormal para N (HT );
• Vp → As colunas formam uma base ortonormal para R(HT );
• V0 → As colunas formam uma base ortonormal para N (H).
Note que o nu´mero de valores singulares na˜o nulos indica o posto da matrizH
e, portanto, as dimenso˜es dos quatro subespac¸os fundamentais2. Ale´m disso, os fatores
U e V fornecem uma completa descric¸a˜o desses subespac¸os. Esses resultados evidenciam
a potencialidade dessa decomposic¸a˜o. Outro importante resultado e´ a matriz inversa
generalizada de Moore-Penrose H† = VpΣ
−1
p U
T
p , tambe´m chamada de pseudoinversa
[52]. Essa pseudoinversa permite, por exemplo, a obtenc¸a˜o de uma soluc¸a˜o particular (de
mı´nima norma) para um sistema linear de equac¸o˜es com infinitas soluc¸o˜es.
2Na realidade, devido a erros de arredondamento, os u´ltimos n − p valores singulares sa˜o muito
pequenos e na˜o exatamente nulos.
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A.3 Obtendo Bases para os Quatro Subespac¸os Fun-
damentais
Conforme discutido no Cap´ıtulo 3, a soluc¸a˜o dos problemas qualitativos de-
manda a determinac¸a˜o de bases para os subespac¸os fundamentais de H . Uma base para
um subespac¸o de dimensa˜o k e´ um conjunto de k vetores LI e pertencentes a esse su-
bespac¸o. Seja a matriz H = PrHPc, onde Pr e Pc sa˜o matrizes de permutac¸a˜o de
linhas e colunas, respectivamente. Assim, H pode ser decomposta em H = LU , onde
L ∈ Rm×m e´ uma matriz triangular inferior na˜o singular3 e U ∈ Rm×n e´ uma matriz
triangular superior. Para encontrar uma base para N (H) devemos solucionar Hθ = 0.
Portanto, supondo que posto(H) = p < min(m,n) e aplicando eliminac¸a˜o Gaussiana
sobre as linhas com pivoteamento completo, o sistema de equac¸o˜es Hθ = 0 pode ser
transformado em Uθ = 0 como segue:[
U1 U2
0 0
][
θb
θf
]
=
[
0
0
]
(A.6)
onde U1 ∈ Rp×p e´ uma matriz triangular superior na˜o singular e U2 ∈ Rp×n−p. As p
primeiras colunas de HPc formam uma base para R(H). Similarmente, as p primeiras
linhas de PrH formam uma base para R(HT ). Ale´m disso, as p primeiras linhas de
U formam uma base para R[(HPc)T ]. As varia´veis ba´sicas θb podem ser escritas em
func¸a˜o das varia´veis livres θf do seguinte modo: θb = −U−11 U2θf . Nesse sentido, pode-se
atribuir valores arbitra´rios para θf , da´ı o termo “livres”. Logo, o vetor θ que satisfaz
Hθ = 0 e´ θT = θTf [−UT2 U−T1 I]. Portanto, uma base para N (H) e´ gerada pelas colunas
de N .
N = Pc
[
−U−11 U2
I
]
(A.7)
Note que a matriz identidade I garante que N ∈ Rn×n−p tenha posto completo. Para
manter a ordenac¸a˜o original das varia´veis, as linhas de N foram permutadas de acordo
com as permutac¸o˜es de colunas em H . Uma vez que U1 e´ triangular superior, a matriz
−U−11 U2 pode ser computada diretamente por retrosubstituic¸a˜o. Adicionalmente, esse
processo de ca´lculo pode ser otimizado atrave´s da utilizac¸a˜o de algoritmos de ordenac¸a˜o
e armazenamento esparso. Por fim, se o objetivo e´ obter soluc¸o˜es mais robustas do ponto
de vista nume´rico, desenvolvimento similar pode ser realizado atrave´s da decomposic¸a˜o
ortogonal QR.
O espac¸o nulo a` esquerda de H poderia ser obtido atrave´s da transposic¸a˜o de
H e da aplicac¸a˜o do me´todo descrito acima. Todavia, durante a obtenc¸a˜o do fator U ,
3Na˜o confundir com a matriz de incideˆncia ramo-barra.
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o espac¸o nulo a` esquerda e´ obtido como um subproduto: A matriz H e´ transformada
em U atrave´s de uma transformac¸a˜o adequada TL, i.e., TLHPc = U . Esta matriz de
transformac¸a˜o pode ser vista como uma sequeˆncia de operac¸o˜es elementares, ou seja,
TL = T
q
LP
q
r (T
q−1
L P
q−1
r (· · ·T 2LP 2r (T 1LP 1r ))). Como pode ser visto em (A.6), o resultado
da multiplicac¸a˜o das u´ltimas m − p linhas de TL pela matriz H e´ um conjunto m − p
linhas nulas. Portanto, as u´ltimas m − p linhas de TL, doravante denotadas pela matriz
M ∈ Rm−p×m, formam uma base para N (HT ). Note que TL = L−1Pr, muito embora
seja mais interessante obter TL atrave´s do armazenamento das operac¸o˜es elementares do
que obter a inversa de L. Note tambe´m que, se tive´ssemos realizado eliminac¸a˜o Gaussiana
sobre as colunas, ter´ıamos obtido primeiramente uma base para N (HT ) e depois, como
subproduto, uma base para N (H).
A.3.1 Exemplo
Suponha que estamos interessados em obter bases para os subespac¸os funda-
mentais de:
H =
θ1 θ2 θ3 θ4 θ5 θ6

z1 1 0 0 0 0 0
z2 1 −1 0 0 0 0
z3 1 0 0 0 0 −1
z4 0 1 0 0 −1 0
z5 2 −1 0 0 0 −1
z6 0 0 −1 2 −1 0
z7 −1 −1 0 0 −1 3
Atrave´s da execuc¸a˜o de operac¸o˜es elementares, a matrizH foi triangularizada
como em (A.6) para obter U . Com o objetivo de factibilizar a obtenc¸a˜o dessa forma
triangular, as linhas e colunas de H foram reordenadas. Essa reordenac¸a˜o tambe´m foi
realizada visando reduzir o nu´mero de fill-ins durante o processo de fatorac¸a˜o.
U =
θ3 θ5 θ2 θ6 θ1 θ4

z6 −1 −1 0 0 0 2
z4 0 −1 1 0 0 0
z2 0 0 −1 0 1 0
z3 0 0 0 −1 1 0
z1 0 0 0 0 1 0
z5 0 0 0 0 0 0
z7 0 0 0 0 0 0
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Tendo em vista que apo´s a fatorac¸a˜o foram obtidas duas linhas nulas, e que
o nu´mero total de linhas e´ 7, conclui-se que posto(H) = p = 5. De fato, U1 ∈ R5×5 e
U2 ∈ R5×1. O conjunto de vetores coluna {H.,3 H.,5 H.,2 H.,6 H.,1} forma uma base para
R(H). Ja´ o espac¸o linha de H pode ser minimamente gerado pelo conjunto de vetores
linha {H6,. H4,. H2,. H3,. H1,.}. Perceba que esses vetores correspondem aos ı´ndices
das colunas e linhas da matriz triangularizada, ja´ consideradas as permutac¸o˜es. Como
p = 5, era esperado que em ambos os casos as bases seriam geradas por um conjunto de 5
vetores LI. Para obter uma base para o espac¸o nulo deH , primeiramente faz-se necessa´rio
encontrar −U−11 U2. Como U2 e´ um vetor, enta˜o −U−11 U2 corresponde a soluc¸a˜o de um
sistema de equac¸o˜es do tipo Ax = b. Neste caso, pode-se verificar que a soluc¸a˜o e´
xT = [−2 0 0 0 0]T . Assim, de acordo com (A.7), uma base para N (H) e´ definida como:
NT =
θ1 θ2 θ3 θ4 θ5 θ6[ ]
0 0 2 1 0 0
Note que as linhas de N foram arranjadas de acordo com a ordenac¸a˜o original das
varia´veis. Note tambe´m que dim[N (H)] = n − p = 1. A matriz U foi obtida atrave´s
de uma sequeˆncia de operac¸o˜es elementares, as quais podem ser representadas por uma
matriz de transformac¸a˜o tal que TLHPc = U , onde TL e´:
TL =
z1 z2 z3 z4 z5 z6 z7

0 0 0 0 0 1 0
0 0 0 1 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
1 0 0 0 0 0 0
0 −1 −1 0 1 0 0
0 −2 3 −1 0 0 1
Ao se multiplicar as duas u´ltimas linhas de TL por H obteˆm-se duas linhas nulas. Logo,
essas linhas pertencem ao espac¸o nulo a` esquerda de H . Como p = 5, dim[N (H)] =
n− p = 2. Portanto, uma base para N (HT ) pode ser definida como:
M =
z1 z2 z3 z4 z5 z6 z7[ ]
0 −1 −1 0 1 0 0
0 −2 3 −1 0 0 1
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A.4 Algoritmo Primal e Dificuldades na Identificac¸a˜o
de Ilhas Observa´veis
A seguir iremos utilizar a decomposic¸a˜o SVD para explorar o comportamento
nume´rico do estimador regularizado linearizado (4.4). Sejam as matrizes W = cIm e
S = (1/c)In, com c > 0, e G = H
TH . Definindo z = 0 e aplicando a decomposic¸a˜o
SVD em G, (4.4) pode ser reescrita como:
V [cΣ+ (1/c)In]V
Tθ = (1/c)V V Tx (A.8)
Assim, a soluc¸a˜o do estimador pode ser obtida atrave´s de:
θˆ = V ΛV Tx (A.9)
onde
Λi,i =
1
c2si + 1
(A.10)
A.4.1 Comportamento nume´rico da soluc¸a˜o
Tomando o limite quando c→ +∞, os elementos de Λ para i ≤ p sa˜o:
lim
c→+∞
Λi,i = lim
c→+∞
1
c2si + 1
= 0 (A.11)
e para i > p:
lim
c→+∞
Λi,i = lim
c→+∞
1
c2si + 1
= lim
c→+∞
1 = 1 (A.12)
Note que, si = 0 ∀i > p. Logo, quando c→ +∞ a soluc¸a˜o do estimador pode
ser escrita como:
θˆ = V0V
T
0 x (A.13)
onde V0 e´ uma matriz cujas colunas formam uma base ortonormal para o espac¸o nulo de
G. Portanto, θˆ e´ uma projec¸a˜o ortogonal de x sobre N (G). Isso pode ser diretamente
verificado, ja´ que θˆ = V0[V
T
0 V0]
−1V T0 x e [V
T
0 V0] = In−p. Em u´ltima ana´lise, esse
resultado diz que Gθˆ = 0 (ou Hθˆ = 0), ou seja, o estado estimado respeita a restric¸a˜o
z = 0. De fato, esse parece ser um resultado intuitivo, uma vez que c→ +∞ representa
uma elevada ponderac¸a˜o para as medidas. Suponha agora que c → 0. No limite, todos
elementos de Λ tendem para:
lim
c→0
Λi,i = lim
c→0
1
c2si + 1
= 1 (A.14)
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Neste caso a soluc¸a˜o do estimador e´ dada por:
θˆ = V V Tx = x (A.15)
A.4.2 Comportamento nume´rico dos fluxos
O vetor dos fluxos nos ramos e´ igual a Lθˆ, onde L e´ a matriz incideˆncia ramo-
barra. Para o caso onde c → 0, o fluxo no ramo j, com barras terminais k e m, e´ igual
a Lj,.θˆ = xk − xm. Ou seja, o fluxo so´ sera´ na˜o nulo quando xk 6= xm. Por outro lado,
quando c → +∞, os fluxos sa˜o dados por LV0V T0 x. De acordo com as definic¸o˜es de
observabilidade discutidas na Sec¸a˜o 3.3, pode-se dizer que neste caso os fluxos nos ramos
observa´veis sera˜o todos nulos, uma vez que as respectivas linhas de LV0 sera˜o nulas. Ja´
os fluxos nos ramos na˜o observa´veis dependem do vetor x. Note, no entanto, que o fluxo
no ramo j tende a ser na˜o nulo se xk 6= xm.
A.4.3 Limiar teo´rico de classificac¸a˜o
Na sec¸a˜o anterior mostrou-se que o fluxo em um ramo observa´vel tende a zero
quando c → +∞. Ale´m disso, dependendo de x, os fluxos nos ramos na˜o observa´veis
tendem para valores na˜o nulos. O fluxo em um ramo qualquer pode ser escrito como:
Pk,m = θˆk − θˆm =
n∑
j=1
[(Vk,. − Vm,.)ΛV Tj,. ]xj (A.16)
Aplicando a desigualdade triangular, temos que:
|Pk,m| ≤
n∑
j=1
∣∣(Vk,. − Vm,.)ΛV Tj,. ∣∣ |xj| (A.17)
Considere agora a aplicac¸a˜o da desigualdade de Cauchy-Schwarz ao termo∣∣(Vk,. − Vm,.)ΛV Tj,. ∣∣ do somato´rio.
∣∣(Vk,. − Vm,.)ΛV Tj,. ∣∣ ≤ ||(Vk,. − Vm,.)Λ|| ||Vj,.|| (A.18)
Expandindo o termo ||(Vk,. − Vm,.)Λ||, temos que:
||(Vk,. − Vm,.)Λ|| =
√
Λ21,1(Vk,1 − Vm,1)2 + · · ·+Λ2n,n(Vk,n − Vm,n)2 (A.19)
Suponha um ramo observa´vel. Sabe-se que, para i > p, Vk,i − Vm,i = 0.
Ademais, tendo em vista que ∀i Λi+1,i+1 > Λi,i, conclui-se que:
||(Vk,. − Vm,.)Λ|| ≤ Λp,p||Vk,. − Vm,.|| (A.20)
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Os vetores Vi,. sa˜o ortogonais entre si e possuem norma unita´ria. Logo,
||Vj,.|| = 1 e Λp,p||Vk,. − Vm,.|| = Λp,p
√
2. Assim:
∣∣(Vk,. − Vm,.)ΛV Tj,. ∣∣ ≤ Λp,p√2 (A.21)
Substituindo (A.10) e (A.21) em (A.17):
|Pk,m| ≤
√
2
c2sp + 1
n∑
j=1
|xj| = ǫ (A.22)
Portanto, (A.22) estabelece um limiar nume´rico de classificac¸a˜o. Isto e´, todo
ramo observa´vel possui fluxo menor ou igual ao limiar ǫ estabelecido. Note que, eventu-
almente, fluxos em ramos na˜o observa´veis tambe´m podem ser menores que ǫ.
A.4.4 Comenta´rios
A partir dos desenvolvimentos realizados, poderia se pensar em um algoritmo
simples para realizar a identificac¸a˜o de ilhas observa´veis. Esse algoritmo teria o seguinte
padra˜o: Escolha a ponderac¸a˜o c e o vetor de pseudomedidas x. Resolva o estimador (4.4)
considerando z = 0. A partir do estado estimado θˆ calcule os fluxos nos ramos. Aqueles
que atendem a desigualdade (A.22) sa˜o classificados como observa´veis. No entanto, para
garantir que os demais ramos sa˜o de fato na˜o observa´veis, e´ preciso especificar os valores
de c e x de tal modo que a seguinte desigualdade seja satisfeita:
max{P obskm} < min{P nobskm } (A.23)
Na pra´tica, um algoritmo dessa natureza so´ tem desempenho adequado quando
c e´ suficientemente grande4. Logo, as restric¸o˜es ficam somente sobre o vetor x. Conforme
discutido anteriormente, os elementos desse vetor poderiam ser especificados de tal modo
que xk 6= xm. Assim, a correta identificac¸a˜o das ilhas seria garantida atrave´s da remoc¸a˜o
iterativa das medidas de injec¸a˜o irrelevantes. Outro desafio dessa abordagem e´ a deter-
minac¸a˜o do limiar ǫ. De acordo com (A.22) verifica-se que o valor teo´rico para esse limiar
nume´rico depende explicitamente do menor valor singular na˜o nulo da matriz G. Obter
sp atrave´s da decomposic¸a˜o SVD e´ um contrassenso, ja´ que de posse dos resultados dessa
decomposic¸a˜o as ilhas observa´veis poderiam ser obtidas diretamente. Existem diversos
me´todos para estimar limitantes inferiores e superiores para o espectro de valores singu-
lares de uma matriz, veja [90–92]. Na˜o obstante, no caso da matriz G, que e´ positiva
semidefinida, a obtenc¸a˜o desses limitantes e´ ainda mais complexa. Uma sa´ıda seria ex-
plorar o teorema do c´ırculo de Gershgorin. Ainda assim, se o limitante superior para sp
4Nota-se que existe um limitante superior para essa ponderac¸a˜o, o qual visa evitar problemas de
condicionamento nume´rico na matriz ganho regularizada.
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for sobre-estimado a desigualdade (A.22) deixa de ser va´lida. Portanto, frente a comple-
xidade de obter-se o limiar te´orico ǫ, recomenda-se uma abordagem emp´ırica para a sua
determinac¸a˜o. Isto e´, a princ´ıpio, atrave´s de simulac¸o˜es com diversas redes e configurac¸o˜es
de medic¸a˜o, e´ poss´ıvel definir faixas de valores para os quais o limiar tem capacidade de
classificac¸a˜o aceita´vel.
A.5 Matriz de Gram
A.5.1 Fatorac¸a˜o
Suponha que a matriz Jacobiana foi particionada como HT = [HT1 h
T
2H
T
3 ].
Logo, a matriz de Gram A =HHT pode ser definida como:
A =
 H1H
T
1 H1h
T
2 H1H
T
3
h2H
T
1 h2h
T
2 h2H
T
3
H3H
T
1 H3h
T
2 H3H
T
3
 (A.24)
Para zerar os dois u´ltimos blocos do primeiro bloco de colunas dessa matriz, a
mesma deve ser transformada em:
A˜ =

H1H
T
1 H1h
T
2 H1H
T
3
0 d qT
0 q
. . .
 (A.25)
onde d = h2[H
T
1 (H1H
T
1 )
−1H1h
T
2 − hT2 ] e q = H3HT1 (H1HT1 )−1H1hT2 −H3hT2 5. Su-
ponha que d = h2t
T = 0. O vetor t nunca sera´ ortogonal a h2, ja´ que ele e´ uma com-
binac¸a˜o linear de h2. Desse modo, esse pivoˆ somente sera´ nulo quando t = 0. Portanto,
HT1 (H1H
T
1 )
−1H1h
T
2 = h
T
2 e q = H3h
T
2 −H3hT2 = 0. Assim, provamos que sempre que
um pivoˆ nulo for computado durante a eliminac¸a˜o Gaussiana, enta˜o os elementos a` direita
e abaixo deste pivoˆ sera˜o todos nulos. De fato, essa e´ uma propriedade que se aplica a qual-
quer matriz sime´trica e positiva semidefinida. Uma vez queHT1 (H1H
T
1 )
−1H1 projeta h
T
2
ortogonalmente sobre o espac¸o linha deH1, enta˜o h
T
2 pertence a R(HT1 ). Isto e´, hT2 pode
ser escrita como uma combinac¸a˜o linear das linhas de H1. Conclui-se, portanto, que essa
medida e´ redundante as demais. Dado que z = 0, durante a eliminac¸a˜o Gaussiana o d-
e´simo elemento do vetor independente de (4.11) se torna bd = h2H
T
1 (H1H
T
1 )
−1H1x−h2x.
Transpondo ambos os lados temos que bd = x
THT1 (H1H
T
1 )
−1H1h
T
2 − xThT2 . Tendo em
vista que hT2 ∈ R(HT1 ), bd = 0.
Por fim, os resultados obtidos acima permitem simplificar o processo de soluc¸a˜o
de (4.12), ja que: (i) Se um pivoˆ nulo for encontrado durante a fatorac¸a˜o, na˜o e´ preciso
5Na˜o confundir o vetor q com o autovetor da Sec¸a˜o 5.3.
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utilizar estrate´gias de pivoteamento; (ii) Pode-se definir valores arbitra´rios para os mul-
tiplicadores de Lagrange relativos aos pivoˆs nulos, por exemplo, λd = 0.
A.5.2 Refatorac¸a˜o
Suponha que a matriz Jacobiana foi expandida como HTn = [H
ThT ]. Para
triangularizar −HnHTn e´ preciso encontrar a matriz X que satisfaz a seguinte equac¸a˜o:
[
L−10 0
X 1
][
−HHT −HhT
−hHT −hhT
]
=
[
−L−10 HHT −L−10 HhT
0 −XHhT − hhT
]
(A.26)
Por inspec¸a˜o verifica-se que X = −hHT (HHT )−1. Logo, o pivoˆ pode ser escrito
como d = hHT (HHT )−1HhT − hhT . Considerando que L0U0 = −HHT e L0 =
UT0 diag(U0)
−1, temos que d = −cTdiag(U0)c − hhT , onde c = U−T0 HhT . Note que o
vetor c pode ser obtido por substituic¸a˜o direta. Portanto, o fator triangular da matriz de
Gram expandida pode ser escrito como:
Un0 =
[
U0 −diag(U0)c
0 d
]
(A.27)
Em u´ltima ana´lise, esse resultado mostra que a matriz de Gram na˜o precisa ser
montada e fatorada por completo apo´s a inclusa˜o de uma nova medida. Ao contra´rio, o
fator triangular previamente obtido pode ser utilizado, reduzindo de maneira considera´vel
o esforc¸o computacional associado.
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