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RÉsur 
On établit un algorithme adaptatif d’estima,tion d’une fonction de transfert à deux termes lorsque les entrées 
comportent des erreurs, cas présumé fréquent sur des pluies servant à calculer un débit. On développe pour cela les 
dérivées des paramètres par rapport aufonctions d’autocorrélation. et d’autocorrélation croisée des variables. Léstimateur 
est testé par une méthode de Monte Carlo contre une régression multiple récursive, lorsque le vrai modèle est 1’u.n 
ou l’autre. On montre sur un, exemple que 1érreu.r d’hypothèse de modélisation des erreu.rs augmente le risque de mauvaise 
prévision. sans trop affecter la qualité mo-yenne des résultats. 
B>IOT.%CLÉS : Fonction de transfert - Erreurs d’entrée - Algorithme adaptatif. 
' ABSTRACT 
ADAPTIVE ESTIMATION OF A T~O LAG TRANSFER FUNCTION WITH ERRORS IN THE INPUT DATA 
An adaptive algorithm for estimating a two lag transfer function when there are errors in input is derived by 
developing the derivatives with respect to the parameters on the autocorrelation and cross correlation functions of the 
variables. Th.e estimator is checked b-y a Monte Carlo method against a recursiue mrzltiple regression. when each mode1 
is the true one. Lt is shown in an example that an incorrect assumption. on the structu.re of errors increases the risk 
of poor forecasting a,lthough the average quality of the results is not very much affected. 
KEY WORDS : Transfer function - Input errors - Adaptive algorithm. 
INTRODUCTION 
Les modèles linéaires sont généralement calés en supposant que la variable observée est égale à la variable 
prédite par le modèle plus une erreur. On admet également parfois une erreur de mesure sur la variable observée 
(et ses réalisations antérieures utilisées comme variables explicatives) mais on suppose presque toujours que les 
autres variables explicatives sont connues sans erreur. Or, dans le cas des modèles pluie-débit, il est plus raisonnable 
de prendre en compte une erreur globale sur la pluie résultant d’une erreur de mesure, d’une erreur de représentativité 
spatiale et d’une erreur de transformation de la pluie brute en pluie nette, seule justiciable d’une transformation 
linéaire. La méthode de la DPFT (DUBAND, 1980) est 1’ un des rares exemples adoptant ce point de vue en 
hydrologie. 
Par ailleurs, la linéarité n’est qu’une approximation plus ou moins grossière, et sans y renoncer complètement, 
il est souvent très efficace d’utiliser des modèles linéaires adaptatifs pour des phénomènes faiblement non linéaires ; 
COTE et BRUNELLE (1982) présentent une estimation adaptative d’une fonction de transfert. 
(1) CEMAGREF - Division Hydrelogie-Hydraulique BP 121, 92164 Antony Cedex. 
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Dans ce papier, ces deux approches ont été combinées, en limitant pour l’instant l’étude à des fonctions de 
transfert définies sur deux pas de temps mais avec un terme autorégressif. Le modèle étudié est donc : 
Yi = a Y+1 + b, (Xi + Ei) + bi (Xi-1 + Ei-1) 
La méthode est susceptible de généralisation à des ordres supérieurs quoiqu’au prix de calculs un peu complexes. 
Cependant les fonctions de transfert impliquent un grand nombre de termes résultant souvent d’erreurs dans la 
modélisation, ainsi l’omission du terme autorégressif relevée par BASTIN (1983) et probablement l’omission de 
l’erreur sur la variable explicative. 
Après avoir établi l’algorithme récursif, nous étudierons l’influence des erreurs sur les variables explicatives 
par comparaison avec une estimation récursive des moindres carrés, qui n’en tient pas compte. 
L'ALGORITEME D'ESTIMATION 
Nous nous intéressons au modèle : 
Yi = a Yi-1 + b, Vi + bi Vi-1 
Vi = Xi + Ei (1) 
Ei = erreur aléatoire (bruit blanc) 
Lors des applications à des données réelles, il conviendra de rajouter un terme constant, mais cela ne change 
pas le principe de la démonstration et est inutile pour une étude de l’estimateur par une méthode de Monte Carlo. 
Soit ri le résidu estimé sur les réalisations (ri, xi) des variables 
yi = a yi-1 + b, (xi -I- ri) + bl (xi-i -t ri-l) 
La prévision de Yi faite à l’étape i-l est : 
y&-1 = a Yi-1 + b, xi + bl (xi-1 + ri-l) 
L’erreur de prévision est donc : 
bori que nous noterons /i 
Posons xi = Yi - a Y+i -b, xi - bi xi-1 
et c. = - br/b, 
Il vient 
f?i = C ei-1 + Zi 
NOUS voulons minimiser Ei = x m ep par l’algorithme récursif 
a & + I 
ai+l=ai aa 
--(S+I) S(%+I) (3) 
(2) 
et les équations analogues sur b, et bi. Nous devons calculer e’i et e2iee,l d a érivation étant prise par rapport 
à chacun des paramètres a, b,, bi. Cet algorithme comporte une simplification puisqu’il ignore les termes non 
diagonaux de la matrice des dérivées partielles d’ordre 2. L’effet de cette simplification est souvent négligeable 
dans des problèmes d’estimation lorsque les paramètres d’un modèle ne sont pas redondants, a fortiori lorsqu’on 
effectue le calage sur des données simulées conformément au modèle. Les conclusions que I’on pourra tirer ne 
devraient être que renforcées si l’on utilisait l’algorithme exact. 
CALCUL DES DÉRIVÉES 
Le calcul sera conduit sans préciser le paramètre. Notons que l’algorithme est donc aussi valable pour un 
modèle linéaire avec une erreur à moyenne mobile d’ordre 1. 
Zi = f?i + C ei-1 
identique à un signe près (arbitraire) à l’équation (2) 
e’e = c’ e,-l + e’(-l + z’ Y (4) 
en 8 = c” et-1 + 2c’ e’+l + c eRr-1 (5) 
(le terme z” 6’, qui devrait apparaître dans la dernière équation, est toujours nul). 
En utilisant (4) de façon itérative : 
e’i = C’ ei-1 + C(C’ Q-2 + C e’i-2 + Z’i-*) + Z’i 
= C’(ei-1 + C Q-2) + C2 e’i-2 + (2’; + C Z’i-1) 
= C’(Zi-1 + 2C Zi-2 + 2C2 ei-3) + C2 e’i-2 + (Z’i + CZ’i-1) 
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Dans la suite nous nous restreindrons au cas où 1 CI < 1. Les termes inconnus antérieurs au début des données 
(i = 1) peuvent donc. être négliges et l’expression précédente se généralise par récurrence : 
e’i = jto (C’(j + 1)d Zi-1-j + d Z’i-j) (6) 
Le calcul de e~i (e)Y s’appuie sur le même principe 
(e2//2)” = e e” 
= (eC,-lr+tJ$i”etT~ + 2 c’e’+l + ce”,-1) + (c’er-l + ce’,1 + ~‘8)~ 
= c2(er-1 e”r-l + e’*/-1) + 4 cc’er-l e’.+l + (ce+1 + zf!)c”ef-l 
+ (de,-1 + z’P)~ + 2(c’zf + CZ’T!) e’,-1 + czCe”,-1 
Soit en désignant par F/ les derniers termes de cette expression : 
(e2//2)” = c* (e$1/2)” + 4 cc’ e,-1 e’,-1 + Ft’ 
par sommation 
(e2,/2)m + (I-G) e:i (e>/2)” = ~CC’ e:i et-1 e’t-1 + e: 
i FL 
NOUS calculerons séparément les deux derniers termes notés Foi et F. ,l. Notons que Fi devrait être nul si les 
valeurs initiales sont bien estimées puisque c’est la dérivée de 
/?i 
‘2, que l’on cherche à minimiser. 
F!, = (e:/2)” + (1-c2)yxGi (e?)” = /=<.pé + Qé e’,-1 + Rl e”,-1 
4 e 
avec 
Pie = (cet-l + z&) C”et-1 + (c’e(-l + z’/- 
= (cc” + c’2) e*/-1 + et-1 (c”zP + 2 c’z’f) + z’e c2 (7) 
Q: = 2(c’zP + c z’t’) 
R: = czf 
En utilisant les relations de récurrence (4) et (5) Ft peut être exprimé avec les dérivées première et seconde 
des e d’indices inférieurs ou égaux à 8-k. 
FG = Pt + Qt e’i-k + Rki e”i-k + /ziwk P’, + Q’< elr-l + R’, e”(-l 
avec les relations 
P$+ 1 = Pki + Q”i (c'&i-k-1 Jr z’i-k) + R$ coi-k-l + Pli-k 
Q k + ‘1 = c Qki + 2 C’ RKi + Qli-k 
Rk+ ‘i = c Rki + R*i+ 
(8) 
Or les dérivées figurant dans l’expression de Fi s’annulent à partir de k = i, d’où : 
F’i,=d= k:l Qki (C’ ei-k-1 + Z’i-k) f R: c”zi-k-l + k50 Pf-k (9) , 
Pour évaluer cette expression, nous identifierons ei, R“i et Q”i à des suites R et S dont nous utiliserons certaines 
propriétés algébriques démontrées dans l’appendice A (références indexées par a). 
Zi = S(0, Zi) 
ei = S(l, Zi) 
Rki = c R(l, z;, k) 
Qki = 2(~’ R(1, zir k) + c R(1, z’i, k) f CC’ R(2, zi, g-1)) 
Les deux premières formules résultent de la définition de S ; les deux dernières se démontrent par récurrence. 
En effet 
si 
R1i-k = C zi-k = C R(o, Zi, k + 1) 
alors 
R“i = c R(1, zi, k) 
si 
Rik + ’ = C* R(1, zi, k) + c R(o, zi, k + 1) = c R(1, si, k + 1) 
Q’i = 2(c’R(l, zi, 1) + c R(1, z’ip 1)) 
alors 
Qki = 2(~‘R(lg zi, k) $ c R(1, z’i, k) + CC’ R(2, zi, k-l)) 
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Qik+ 1 = 2(c’R(P, zi, k + 1) + c R(1, z’i, k + 1) + c’(c*R(~, Zi, k - 1) + c R(1, Ziq k))) 
= 2(c’R(17 zi, k + 1) + c R (1, z’i, k + 1) + C’C R(2, ziy kj) 
L’équation 9 s’écrit alors après avoir remplacé Pli-k par sa valeur tirée de 7, 
Fli = k>l 2(c’R(lq Zir k) + C R(1, Z’i, k) + CC’ R(29 Zi, k- 1)) (c’S(ly %-l-k) 
/ 
+ S (0, Z’i-k) + CC” $1 R(1y zi, kj S(I, G-k-l) 
+ e:i (CC” + ~‘2) S(I, 7+-iy + S(i, z,-lj (CV Z/ + 2dz’Pj + de* 
En utilisant les relations (4a), (lOa), (Lla), (13a) . 
F’i = (2~” + cc”)Tz(zi, zi-1) + 2CC’T2(Z’i, zi-1) + ~CC” Ts(Zi, 23-z) 
+ 2c’Tl(zi, 2’1) + 2~ Tl(z’i, z’i) + 2cc’Tz(zi, z’i-1) 
+ (CC” + c’~)/(~-c’) (2 CTI (zi, zi) + To(zi, Zit I)- fi’) 
+ c”Tl(Zi, zi) + 2c’TI(Z’i, zi) + To(z’i, z’i + 1) 
En utilisant (5a) et (6a) p our éliminer les termes en Ui Vi-1 et Ui Vi-29 et en posant d = (CC” + ~‘~)/(l -G), 
il vient : 
F’i = 2 C~*/C T3(Zi, zi) + (c” -C”/C) TZ(Zi, zij + 2~ d TI (zig zi) 
+ 2c’(Tz(zi, ~i’j + Tz(z’i, zi)) + 2~ TI (z’i, z’i) 
+ d (To(zi, zi+ 1) - ei’j + To (z’i, z’i + 1) 
Foi se calcule en utilisant l’équation (12a) 
Foi = g (C Tl(zi, z’i) + c TI (z’i, zi) + To (zi, z’i + 1) - ei e’i) 
d’où pour la SO~~ITW de Foi et F’i 
Foi + Fil = 2 c’“/c T3(zir zi) + (c” - ~c’~/c) TZ (~1, zi) + 2 cd Tl (zi, zi) 
+ 2~’ (T*(Zi, z’i) I- TZ(Z’iv zi)) + gj (Tl(zi, z’i) + Tl(z’i+ zi)) + 2~ Tl(z’i, zi) 







Cette expression se réduit, grâce à l’équation (9a), en une somme de cj T, (ui, Vi - j) avec ui et Vi pris dans 
(zi z’i Zi + 1 Z’i * 1) 
Les fonctions c’c”, d? dz d oivent à ce stade être calculées selon le paramètre par rapport auquel on dérive. 
Rappelons que 
To (ui, Vi) = ui Vi-1 + ui-1 Vi-2 + .... 
Le calcul de T, (ui Vi-j) exige de conserver en mémoire les j dernières valeurs de V et comme j varie de o 
à i, il faudrait théoriquement conserver toute l’histoire du processus. T, (ui, Vi-j) étant pondéré par c’, il suffit, 
pour une approximation donnée, de faire le calcul pour j < nj, nj étant fixé, et donc de conserver en mémoire 1111 
nombre fini des dernières realisations de V. 
Cependant ui et Vi dépendent des paramètres a, b,, bi réestimés à chaque pas de temps et doivent en 
fait être calculés à partir des valeurs de xi et yi conservées en mémoire et des valeurs courantes estimées 
de a, b,, bi (et c = - bl/b& au moins dans le cas ou les vraies valeurs de ces paramètres sont supposées 
constantes. 
Il est plus rapide d’exprimer les T, (Vi, Vj) en fonction des T, (xi, xj) TO (xi, YJ T, (yi, yj). Ce calcul 
complémentaire est effectué dans l’appendice B. Le calcul de 
permet celui de 
Foi + F’i = (ei”/2)” + (l-6) pGi ’ (ee2/2j” 
Gi = eF, . (ee*/2j” = ~2 Gi-1 + Foi + F: 
X<l 
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Résolution de l’équation 
Utilisons mainten& des notations vectorielles : 
Yi-1 




En considérant la dérivation par rapport à chacun des paramètres, l’équation (3) devient, en utilisant (6) 








2 4 Xti+l-j Ai+l = U$+l Ai+l 
Ei+l = GO 
e’i+l = ’ fi+ 1) d X$+l-j Ai+l = V++I Ai+l 
j>O 
Ui = jzo Cj Xi-j et Vi = jzo (ii-l) d xi-j 
En omettant les indices i, on a donc l’équation vectorielle 
A = A, + (UtA) (L + M (FA)) (11) 
ou A est l’inconnue. Cette équation, de la forme 
A = f (U(A), V(A), L(A), M(A), A, A,) 
est trop fortement implicite en A pour être résolue par une méthode itérative. Si l’on considère U, V et &l constants, 
on a un systkne du second degré en A dont la résolution donnera une équation A = g(U(A), V(A), L(A), M.(A), A,) 
plus facile à résoudre par une méthode itérative. 
Notons de plus 
E = UtA, E’ = FA, (12) 
sachant que 
e = U’A e’ = VtA 
Dans le problème statistique, e est le résidu avec les paramètres optimisés en tenant compte des données du 
pas de temps courant, E le résidu avec les paramètres optimisés au pas de temps précédent. 
A - A, = e(L + Me’) = (Ee (e - E)) (L + M(E’ + (e - E’))) 
= (L + ME’) + (e - E) + tilE’ + L (e’- E’) + kf (e - E) (e’ - E’) 
Soit 
A, = L + ME’ 
AZ = ME 
soit 
A- &=E 81 +A1 Ut (A-A,) -j-AZ Vt (A-A,,) + M (~-II) (e’-E’) 
n = I-81 Ut-A? vt 
(A-A,) = E AI + I%!I (e - E) (e’ - E’) (1% 
Éliminons d’abord A -A,, entre (12) et (13) 
e-E = U’(A- A,) = Ut&1 (EAI + M (e - E) (e’ - E’)) 
e’- E’ = V’ (A-A,) = Vtfl-l (En1 j- &I (e-E) (e’- E’)) 
soit 
-A3 = CFA1 et Ml = Ck’M 
On obtient l’équation (scalaire) du second degré en (e - E) (e’ - E’) 
(e - E) (e’ - E’) = E~U~X VtAJ + Z(ut + Vtj &Il(e - E) (e’ - E’) + UtI&VtMl ((e - E) (e’ - E’))~ 
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Le choix entre les deux racines pose un problème. Les essais permettent seulement de dire qu’il est préférable 
d’utiliser toujours la racine de plus grande valeur absolue, plutôt que toujours celle de moins grande valeur absolue, 
du moins pour l’exemple traité, en partant des valeurs initiales exactes. 
La résolution de (13) s’ensuit. De plus, la forme particulière de la matrice facilite le calcul de son inverse. 
tT _ AlUt _ A2vt)-, = Cl- VWAIU’ + (UtAz)AIVt + Cl- UtAd& V’ + PAP 
(1 - Ut-41) (1 - VtA2) - U’A2 V’ A, 
Le calcul se termine de façon itérative 
Ak+,=g(Ak) ouAk+~=~~+‘~(~~) 
l+r 
Plutôt que d’affiner la méthode itérative en allongeant le temps de calcul, on a toléré que la méthode ne 
converge pas à certaines étapes dans certains essais, auquel cas on passe au pas de temps suivant sans correction. 
ÉTUDE EXPÉRIMENTALE 
L’étude théorique de la qualité de l’estimateur semble hors de portée, et l’étude par simulation est assez coûteuse 
en temps de calcul. Une étude partielle a été conduite par une méthode de Monte Carlo pour un jeu particulier 
de paramètres : 
Yi = 0.7 Yi-1 + 0.6 Vi + 0.2 Vi-1 
Vi = Xi + si 
Xi et ai étant tirés au hasard dans une loi normale (et seule la valeur de Xi est utilisée dans l’algorithme). Trois 
valeurs du rapport des écarts types o,/ox ont été testées : 0.2, 0.4 et 1. 
Ce contrôle ne teste l’algorithme que sous ses hypothèses théoriques, c’est-à-dire, valeurs réelles des paramètres 
ronstantes et valeurs initiales connues, donc avec un intérêt opérationnel limité aux corrections en temps réel, 
mais c’est évidemment le premier point à vérifier. 
TZ Dix essais ont été simulés pour chaque valeur de - et on a noté les coefficients de détermination 
( 




moyens et minimaux calculés sur 30, 50, 80 et 100 points, après une phase d’initialisation 
de 10 points. Le résidu utilisé dans le calcul du coefficient de détermination est celui calculé avec les paramètres 
optimisés sur le pas de temps courant mais les résultats avec l’erreur de prévision calculée avec les paramètres 
optimisés au pas de temps précédent ne sont inférieurs que de quelques millièmes. 
On a également estimé concurremment la régression multiple récursive (RM) sur les mêmes variables et les 
mêmes données simulées par le modèle à erreur sur les entrées, ou modèle à variable instrumentale (VI), pour voir 
l’effet d’une telle structure d’erreur sur les procédures d’estimation habituelles et juger de l’intérêt éventuel d’un 
modèle plus complexe, à confirmer bien entendu sur des cas réels. 
n nombre de points 
a moyennes des paramètres (sur 10 essais), a, bo. br 
da2 variance de a - avrai en 10e4 
R*Min minimum du coefficient de détermination 
R*Moy moyenne du coefficient de détermination 
(Voir tableaux pages suivantes) 
Pour o,/crx = 0.2, les estimations selon le modèle exact sont à tous égards supérieures à celles de la régression, 
sauf que le coefficient de la variable Yi-i présente un biais plus important. 
Pour o,/crx = 0.4, le coefficient de Y+1 est également moins bien estimé et le R2 moyen est à peine supérieur. 
Cependant le critère du R2 minimum, qui représente le risque d’estimations particulièrement mauvaises, est bien 
favorable au modèle exact. 
Pour o,/ox = l., la supériorité du modèle correct redevient manifeste. 
Même si le nombre d’essais est sans doute faible pour des conclusions quantitatives définitives, il se dégage 
une tendance à la dégradation des performances d’une régression récursive, lorsque les entrées du modèle comportent 
des erreurs, même si ses paramètres ne sont pas trop mal estimés. 
L’algorithme selon le modèle correct atteint les valeurs théoriques du coefficient de détermination 
l- 
0.459 
et le dépasse même pour 2 = 1. 
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n simulation modèle VI 
estimation modèle RM 
30 a .696 .599 .225 
da2 42 28 53 
50 a .692 .598 .226 
da2 37 30 54 
80 a .687 .599 .226 
da2 29 31 54 
100 a .690 .599 .226 
9 
TABLEAU 1 TABLEAU II 
aE/ux = .2 m/ux = A 
R2 Min R2 Moy 
n simulation modèle VI RL Min RL Moy 









30 a .710 .611 .175 .950 .972‘ 
da 2 53 8 139 
50 
da2 
.712 .612 .175 .949 .973 
a 51 9 142 
80 a .720 .612 ..174 .946 .976 
da 2 47 9 143 
100 a .718 .612 .174 .940 .975 
da' 27 31 54 da 
2 46 9 143 I 
n simulation modèle VI 
estimation modèle VI 
R2 Min 
i R2 Moy l 
30 a .614 .587 .193 
! da2 281 27 17 
.734 .a53 
30 a .626 .585 .193 




80 a .638 .585 .193 




100 a .658 .585 .193 
da2 79 26 18 
.900 .931 
n simulation modèle VI 
estimation modèle VI 
R2 Min / R2 Moy 1 
30 a .656 
da2 34 
'59; .21; / .971 / .981 / 
50 a .667 .596 .213 .968 .982 
da2 17 5 9 
80 a .672 .596 .213 
da 2 12 5 9 
100 
da . 2 
.674 .596 .213 .981 .984 
10 5 9 
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TABLEAU III TABLEAU IV 
n simulation modèle RM R2Min R2 Moy 
estimation modèle RM 
30 a .709 .597 .191 ,876 .943 
da 
2 17 34 53 
150 a .708 .597 .191 I .876 I .940 
I da2 17 35 53 
80 a .717 .598 .191 .913 .950 
d2 a 14 35 54 
/ 100 da2 a .712  .598 35 .191 54 .903 .947 
n simulation modèle VI I R2 Min l 
R2 Moy 
estimation modèle RM 
50 a .750 
d2 43 a 
'"z; "5; 1 .514 / ,.77l 
80 a .735 '6;; .';; 1 .700 / .803 
da2 18 
100 a .744 .631 .135 .727 .799 
da2 27 27 67 
n simulation modèle RM R2 Min R2 Moy n simulation modèle VI R2 Min R2 Moy 
estimation modèle VI estimation modèle VI 
30 a .683 .588 .209 .a00 .916 30 a .679 .590 .175 .662 .778 
da2 210 37 6 da2 166 47 36 
50 a .661 .586 .209 .847 .9ia 50 a .692 .589 .174 .708 .806 
da2 184 32 6 da2 85 51 42 
80 a .653 .582 .208 .856 .922 80 a .700 .588 .174 .708 .816 
d2 a 172 29 6 da 2 58 51 43 
100 a .647 .582 .207 .858 .926 100 a .713 .588 .174 .732 .818 
d2 a 142 29 6 d2 a 65 50 43 
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Fonction de trysfert à deux termes 
On peut remarquer aussi que l’algorithme ne parvient pas à améliorer les 2” et 3e coefficients entre les 30’ 
et 100’ points. 
On a par ailleurs calé les deux modèles sur des valeurs simulées selon le modèle de régression multiple, avec 
un niveau de bruit équivalent au cas intermédiaire. On voit ainsi par comparaison que l’application d’une régression 
multiple sur des données qui ne satisfont pas ses hypothèses ne donne pas un très grand biais ni une très grande 
variante aux estimations de paramètres (cependant paradoxalement plus forte pour le coefficient d’autocorrélation, 
qui ne semblait pas concerné) mais détériore cependant la qualité des plus mauvais résultats que l’on risque d’obtenir 
avec le modèle, surtout pour les échantillons de taille réduite. 
Par ailleurs, il serait plutôt moins grave d’utiliser à tort un modèle à variable instrumentale, que d’utiliser 
à tort un modèle de régression multiple (testés respectivement lorsque l’autre est le vrai j’ ,podèle). 
‘! 
CONCLUSION 
Avec un modèle sur deux pas de temps, on a montré l’effet nuisible des erreurs sur les,dntrées, sur l’utilisation 
en temps réel d’une estimation récursive d’un modèle linéaire. 
L’algorithme mis au point pour tenir compte de cette strticture d’erreur, malgré helques difficultés de 
convergence, se révèle satisfaisant sur des données simulées, la vérification ayant été fait< jusqu’à un niveau de 
bruit de variante égal à la variante de la commande. i 
L’application à des données réelles nécessite quelques travaux complémentaires comme l’estimation d’un terme 
constant, surtout si on veut utiliser l’algorithme, non plus en correction, mais pour une estimation à partir de 
valeurs initiales très incertaines. La généralisation souhaitable à plus de deux pas de temps est assez facile en ce 
qui concerne la résolution de l’équation fondamentale, qui a d’ailleurs été traitée sous forme vectorielle, mais plus 
difficile pour le calcul des dérivées secondes. 
Par ailleurs, le fait que le modèle présenté ici se réduise pour c = c’ = c” = 0 . 1 a 
modèle intermédiaire puisse être intéressant sur des cas réels. 
a régression, suggère qu’un 
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APPENDICE A 
Propriétés algébriques des suites R et S intervenant dans le calcul de la dérivée seconde 
Soit deux suites quelconques pi et vi, une constante c et les suites R et S telles que : 
R(o, W, k) = pi-k + I 
m > o R(m, ui, 1) = pi 
k > 1 R(m, ui, k) = c R(m, uig k- 1) + R(m - 1, pi, k) 
S(0, Vi) = Vi 
et la faf;; ;!l;e;lrfb, Vi) + Sb - 1, Vi) . . , . 
T mm’ (Pi, Vi) = k$ Rh, Uil k) S(m’, Vi-k) 
En utilisant les relations de définition de R et S, on peut vérifier par récurrence sur k que : 
T mm’ (iv Vi) = ld& kl R(m + 1, uiv k) S(m’ - 1, Vi-k) 
+R im+L Uiv kl) S(d, Vi-kl) 
+ k>kl R(m, uit k) S(m'. Vi-k) 
d’où T,,’ (ui, vi) = x 
k>l 
R(m + 1, ui, k) S(m’- 1, Vi-k) = T, + m’(ui, vi) 
d 
d’où JXU récurrence T,,’ (ut, vi) = T, + m’o (ui, vi) 
T peut donc s’écrire avec un seul indice. 
On a en particulier 
T (ui, vi) = ’ 
k>l 
Ui-k+l Vi-k = k$O Ui-k-1Vi-k-1 
R. S et T possèdent d’autres propriétés : 
T,(ui, vi) = k,l R(m- 1, ui, k) S(1, Vi-k) 
= k:l R( m - 1, ni, k) (S(O, Vi-k) + C S(1, Vi-k-l)) 
= Tm-l(ui, vi) + c Tm(uig vi-l) 
d’OU T,(ui, v-1) = l/~ (T,(ui, vi) - Tm-l(uiy vi)) 
de même Tm(ui, vi-z) = l/G (Tm(ui, vi) - ZTm-1 (ui, vi) + Tm-z(ui, vi)) 
*** 
D’après sa definition R(m, ui, k) peut se mettre sous la forme 
k-l 
R(m, Ui, k) =. ç kjx,, d Ui-k+j+l 
J=O 
(7) 
avec hj, = A.% + hj,-, 





Tm(ui, vi) = k>l W lll, Ui, k) S(O, vi-k) = kzl .gi u, Cj ui-k- + j + 1 vi-k 
soit k’ = k-j, g-1 > j e k’ > 1. 
3 
Tm(ui, Vi) = j:. Ai, d k& Ui + I-k’ Vi-k’-j 
’ J’& d ’ R(o, Ui, k’) S(O, Vi-j-k’) 
= j>O Y>1 
T,(ui+ vi) = _ ’ hi, 14 TO (ui, vi-j) 
J>O 
(9) 
Les propriétés suivantes sont de simples manipulations d’indic.es qui permettent de reconnaître des formes T qui se présentent 
dans le calcul avec des suites ui et i identiques que nous noterons zi. 
xl z2f= i-z ’ 
F<i k>l G-k+1 Zi-k+l = kil R(o, Zig k) S(O, Zi + 1 -k) 
F<. ~‘8’ = To (21s zi + 1) (10) 
xl 
S(UI, G-k) = ’ R(o, Zi, k) S(m, Zi-k) 
k>l 
(11) 
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Fonction de tramfert d deux termes 
En faisant le produit puis en sommant sur G < 1 
S (1, Ui) = C S(l, II&*) + Ui 
S (1, Vi) = C S(i, Vi-i) + Vt 
S (1, UNA, Vi) f (1-c’) fGl S(I, U/-~)S(lv VI-I) = c TI(Ui, Vi) I- c TI(Vi, Ui) + UiVi 
En particulier 




Calcul des produits en z en fonction des produits en x et y 
Notons maintenant * la forme bilinéaire précédemment notée TO. 
Ui*Vi = k21 ’ Ui-k+l Vi-k = ’ Ui-k Vi-l-k 
k>O 
La contribution Ci des termes Zi*zi, zi*z’i, s’i *si et s’i *~‘i pour cha mm des paramètres (par rapport auquel est faite la 
dérivation) peut se mettre sous une forme unique : 
Ci = ” hj(A,y + hl yi-1 + hsxi + J-sxi-l)*(lto yi + pryi-t + k2xi + PFG-1) 
avec par exemple pour Zi+Z’i, ’ représentant la dérivation par rapport à b,. : 
a, = 1 hi=-a k2=-b,,ks=-bt 
po=o p1 = 0 p,2=-1 p3=0 
Ce terme peut être développé : , 
Ci = ’ hj(ho yi + hsxi)*(po yi-j + ~1 yi-e 
j>O 
+ 1) + /.k2 Xi-j f /J3 ii+ + 1)) 
+ hj(hl y{-1 + h3~i-l)*(~Loyi-1-~-l) + plyi-1-j + p2Xi-l-+l) + psxi-1-j) 
soit (h’j = ~0 hj + l.~t hj-1 
et h’j = QQ hj + l.~s hj-1 
Ci = I(hoyi + hsxi)*(h’jyi-j + h’jxt-i) + (Atyi-t + hsxi-i)*(h’j + lyi-1-j Jr hz1 + txi-1-j) 
les termes ui*vi-j interviennent dans Ci avec l’indice i-l et l’indice i. Or, ces termes sont des sommes incrémentées à chaque 
pas de l’algorithme. Il suffit donc de les multiplier par les coefficients correspondants respectivement avant et après 
I’incrémentation. En soulignant les coefficients qui doivent être utilisés avant l’incrémentation, nous pouvons écrire : 
Ci = (hoh’j + hthlj + 1) yi*yi-j + (3LzhJ + hshij + 1) xi*yi-j + (h,h*j + hth’j + 1) yi*xi-j + (hsh’j + J-sll’j + I) Xi*~i-j 
II suffit donc d’incrémenter quatre sommes dépendant des données pour obtenir tous les termes Tk(Ui, Vi)- 
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APPENDICE c 
Listing des sous-programmes utilisés 
CURRENT FILE : 
LO5ZRECURS 
00001 
SUBROUTINE RECUVI~I,IVI,XI,YI,IOUT, A, EI,EITR) 
c ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
C 
E < SOUS PROGRAMME RECUVI~I,IVI,XI,YI,IOUT,A,EI,EITR) 
c < 
c < ALGORITHME RECURSIF DE CALAGE D'UN NOOELE A VARI4BLE INSTRUMENTALE 
c < (AVEC SIMPLIFICATION TERYES DIAGONAUX NULS) 
c 
: 
YfI+ = Y1 + A(l) *Y1 +A(Z) *( XI +EPS(I)) + A(319 IXTI-l)+CPStI-1)) 
EN kNTREE 
c _-_-me----- 
c 1 =l POUT INITIALISATION 
G IV1 =1 PUUR MODELE A VARIABLE INSTRUMENTALE 
C IV1 =O PO,UR ALGORITHME DEGENERE I REGKESSION NULTIPCEJ 
C ( AVEC NEflE SIMPLIFICATIONT 
L (A DEFAUT D’UN SOUS PROGRAMME 100 FOIS PLUS SIflPLii) 
C XI COMMANDE AU PAS DE TWlPS COURANT 
C Y1 VALEUR OBSERVEE DE L4 VARIABLE 4 PREVOIR 
C IOUT UNITE LOGIQUE POU4 SORTIE DES EVENTUELS DIAGNOSTICS DE 
C NI-IN CONVERGENCE 
C EN ENTQEE SORTIE 
c ___--------------- 
C A( 1 PARAMETRES 
C EN S0RTIE 
c -__-------- 
C EI RESIDU A POSTERIORI AVEC PIRAMETRES OPTIMISE SUk LE MEME P.Il..T 
C EITR ERREUR DE PREVISION .EN TEIIPS REEL (AVEC PPQAflETttES OPTIMISES 
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Fonction de transfert à deux termes 















00 200 L=l,S 
IF(L.~T.ZIFJ(II,L)=E2fL-2) 
IF(L.EU.~)CC=CPC 
2DiJ CALL FIiTIR(CC,NJ,II, FJ(l,L) J 
CALL CONOIT(FJ,Cl, U,V,INOEF,LAMBDA,NU) 
IF(INDEF.EU.O)CALL EZDVEC(4,A,U,V,LAMbDA,NU, DA) 
DO 300 L=1,3 
33C COR~4X=A’lAXL~CORNAX,AaSo)I 
El=u(41 
DO 400 L=l,3 
COR=DAILI 
IFtAdStEZ(L)).LT.l.E-0J)COK-O. 
CO&=COR* COKM / (AMAXL( CORN ,CORMAX) I 
4L=A(L)+CDR 
DCOR=4i%(L1 





1002 FOKMATt 14r3F9.3) 
IF(IVI.EO.l.AND.DCORNX.GT..OO5.AND.K.LT.NK~ GOTO100 
IF~K.EP.NK~HRITE~IOUT,lOLO~DCORMX 
1016 FORNAT ( ’ NON CONVERGENCE , ECART NAXI SUR UN PARAMETRE :‘,F9.31 








C INITIALISATION DE RECUVI 
SUBRDUTINE RECO(II,CORM,R,NK,FJ,SXX,SXY,SYX,SYY~ 
DATA CORNO/.~/,R~/.~/~I~KO/LO/ 
C TOUS ARGUMENTS EN SURTiE 
C CORN,R,NK INITIALISES EN DATA 
C CORB : CORRECTION NAXIMALE ACCEPTEE SUR 1 PARAHETE ENTRE 2 
C ITERATIONS 
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c R : POIDS OE LA VALEUR CORRIGEE THEORIQUE PAR RAPPORT A 
c LA VALEUR PRECEDENTE , DANS LE CALCUL DE LA VALEUR 
C EFFECTIVEMENT CORRIGEE A CHAUUE ITERATION 








io ZfKl J=1*16 
DO 160 ~=1,5 
100 FJt J.LJ=O. 




Zi!t~ SYY ( JILJ=U. 
RETUR*I 
ENlJ 
C MISE A JOUR DE LA MEYOIdE GLISSANTE DE LONGUEUR FiNIE NJ : 
L XIY ET ‘AUTDCORRELATIONS’ SXX.. . (II RANG OU POINT TRANSHISJ 
SUtJRPUTINc SOM(IItXI~YI>YJ rXrY,SXX,SXY,SYX,SYYJ 










rJn 130 L=lrL 
II J=II-J+L 
DU 166 J=b*L-7,6+2*L 
IF~IIJ.LE.uJIIJ=IIJ+NJ 
SXX(JJ=Z Q SXX( JJ l XI1 * X( IIJJ 
SYXIJJ-Z + SYX(JJ + Y11 * XtIIJJ 
SXYtJJ=Z F SXYtJJ + XI1 * YIIIJJ 




c CALCUL DE EZ *DERIVEE SECUNOE SDNHE DES ECARTS 
SUùRDUTI’lE REC(IVIIJO,AK,NJ>XI>YI~II~X~Y~SXXISXYISYX~SYY ,EZJ 
c JO=0 INITIALIS~TIUN ET CONTRIBUTION DES SOMMES AVANT INCitEHENTATION 
c Jn=l AJOUT DE LA CONTIBUTION APRES INCREMENTATION (CF APPENDICE BJ 
k 
AK( 1 VECTEUR PARAMETRE AU COURS DE L’ITERATION 
NJ . . . . SYY ETAT DE LA MEMOIRE 
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1, ELrKJ 1 
H(Y!=l. 
CALLEEL)EXY(JD,LAHBUA,~U,2,NJ,XrY,H,SXX;SXY,SYX,SYY, E2rKJ J 
E * EPRIM- 
CALLErAK, L4MBDAJ 
+irc)J=D~ZJ 
CALLEEOEXYrJO,LAM~UA,MU,2,NJ,X,Y,H,SXX>SXY,SYX,SYY, i2rK) J 
IFr IV1 .EO.OJGDTOlOu 
CALLEDEXYrJO,LAMBDA>MU,NJ>X1Y,II,C,C11IVI~~E~KJ~ EElrKJ J 
IFrJO.EO.1JE2rKJ=EZr~KJ-rO~3J-+EErKJ+D~ZJ*EEl~KJ J* EE(Kl 
CALFHDEJ~NJ,C,UI~“CL>FEEL~ HJ 
CALLEEUEXYrJO~LAM~DA>MU,rrNJ,X,Y,~~SXX~SXY,SYXîSYY, EZ(KJ J 















C CHL\RGé.‘lENT DU VECTEUR PARAMETRE 
SUdROUTINE EfAK, AJ 
DIME’dSION AK(ll,A(lJ 
A(l)=1. 




C CHARGEMENT DE LA UERIVEE DU VECTEUR P4K4tlETRE ,PAti RAPPORT A L’UN D’EUX 
SUtiRtlJTINE EPRIMrK, A) 
DIMENSION A(1) 





c CALCUL DE +i DE J 
SUb~JUTI”IE HDEJ(NJ*C,U, HO*F,HJ 
[lIr?ENSIIJN HflJ,DflJ 
CC=ti’, 





L T?OUR YfiYOGENEITE 11 , APPELEE EN EXTERNAL) 




b FUYCTlflLI UE J DANS LE CALCUL DE H POUR LES TERMES EN E * f 
FUNCTI3N FEE( J,O) 
DIirENSION 0111 
FEE=D(4J + J t (D(S)+ U(bJ*(J-1)) 
RfTUdL 
FN0 
‘ FUNCTIDN 3E J DANS LE CALCUL DE H POU& LES TERMES EN t * El ET El * E 




E N 0 
C CALCUL DE E ET EL (EGALEMENT FAIT PAR UNE AUTRE METHODE DANS RECUVIJ 
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C CALCUL DES TERMES DE LA DERIV. ZNDE EN El * E2 EN FONCTION DE X*X9X*Y9.. 
C (APPELE AVANT ET APRES INCREMENTATION DES SXX,SXY.. J 
SUBKOUTINE EEOEXY(JO,LAMBDA1MU,L,NJ,XIY,H,SXX,Y,H,SXX9SXY,SYX~SYY, EZ J 
OIMENSION LAMEDA~lJ,MU~lJ,h~lJ,SXX~lJ,SXY~l~,SYX~l~,SYY~l~ 


















IF( J.CE.DJEZ=EZ+HlfLAZjPSXY( JSJ+HZPLADlQSYXi JSJ 
100 




C FILTRE AUTOREGRESSIF 
SUdROUTINE FILTAR(C,NJvII, XJ 


























c CUNDIIllMYE?lEYT OES VECTEURS UTILISES DANS L’EOUATION DU 2ND DEGRE 
SUd90iJTIilE CONDIT(FJ,CL> U,V,INDiF~LAMBDA~NUJ 




DO 100 L=1,3 
IL=(Z3+(-lJ**LI/Z 
JL=L/Z +1 










VI+)=F J( 14rlJ 
RETlJPU 
END 
c ~ESIIUU EI)UATIJN VECTORIELLE A=Afl + ( UT.A J( FAMEDA + (VT.At flU 1 
c (LIONNE 311 = A-A0 1 






CILLSCAL(N,U,Aür EPS 1 
DO LCO L=l>N 
A1(LJ=LANBDA~LJ+MU~Ll*EPSl. 
100 AZ(LJ=MU(L)+EPS 
CALL INV(NIA~~U,AZIVY~~ ZJ 
CALL MATVEC(N,6,Z,Al, 431 
CALL ~~ATVEC(N~~,ZYMUI Ml1 
CALL SCAL(Y,U,Mlr PJ 
CALL SCAL(N,V,Ml, PlJ 
138 Hydrol. continent., zvl. I, no 2, 1986: 12I-139 
Fonction de tr&fert à deux termes 
B=Tl.-EPS*(P+PlJ J/Z..” 
A=P*Pl 








DO 200 L=l,N 




2 PRODUIT ?lATRICE f VECTEUR 
SUSROUTINE MATVECTN,NDIM~Z>A~ BJ 
DI!lENSION Z(UDIM,lJ,ATlJ,3(lJ 
DO 100 I=l,N 




C PKDDUIT SCALAIRE 
SUYRtIUTINE S~ALIN,X,Y, PJ 
tJIflENSI!TN X(lJ,Y(lJ 
P ‘i.1 . 




C INCREtiENTt PRUDUI T TENSDRIEL 
SUeROUTINE TENS(NvK,X,Y,NDIM, ZJ 
DIMEVSION X(~J,YT~J,Z(NDIM,~J 
DO 100 I=L,N 




c 1 NVERSE MATRICE 1 - A.UT - 9.VT 
1olJ 
SUeROUTINE INVIN>A,U,B,V,INDIM~ ZJ 
DI!lENSIUY A~1J>U~1J~Y~lJrV~LJ,Io 
CALL SCALfN,V>B, VS) 
CALL SCALtN>UvB, Utl) 
CALL SCAL(N,V>A, VAJ 
CALL SCAL(N,U~A> UAJ 
DO 100 J=l,N 
DO 100 I=lrN 
Z(I,JJ=0. 
CALL TENS(NI~.-VB~A~U,~~ ZJ 
CALL TENSTNvUB rAyV>b, ZJ 
CAL1 TENS(N>l.-UA>tivVqb, ZJ 
CALL TENS(?J,VA >tl>U>b, ZJ , 
O=(l.-tJAJ*(l.- Val-ULt*VA 
DO 300 I=l,N 







Hjdrol. continent., 001. I, n” 2, 1986: 121-139 139 
