Nonlinear Attitude Estimation for Small UAVs with Low Power
  Microprocessors by Kim, Sunsoo et al.
Nonlinear Attitude Estimation for Small UAVs with Low Power
Microprocessors
Sunsoo Kim1 and Vaishnav Tadiparthi2 and Raktim Bhattacharya3
Abstract— Among algorithms used for sensor fusion for
attitude estimation in unmanned aerial vehicles, the Extended
Kalman Filter (EKF) is the most commonly used for estimation.
In this paper, we propose a new version of H2 estimation called
extendedH2 estimation that can overcome the limitations of the
extended Kalman Filter, specifically with respect to computa-
tional speed, memory usage, and root mean squared error. We
formulate a new attitude-estimation algorithm, where the filter
gain is designed offline about a nominal operating point, but
the filter dynamics is implemented using the nonlinear system
dynamics. We refer to this implementation of the H2 optimal
estimator as the extended H2 estimator. The solution presented
is tested on two cases, corresponding to slow and rapid motions,
and compared against the EKF in the performance metrics
mentioned above.
I. INTRODUCTION
As unmanned air vehicles keep getting smaller and
cheaper, the need for computationally efficient attitude esti-
mation is growing rapidly. Attitude estimation is critical for
a component of the flight control system controlling these
systems [1]–[4]. While states pertaining to translational mo-
tion can be easily recovered from sensor data, orientation of
these vehicles cannot be directly obtained from the same. In
that context, sensor fusing algorithms are typically employed
to estimate the attitude/orientation of these vehicles.
In the recent past, MEMS (Micro-Electro Mechanical
Systems) sensors like MARG (Magnetic, Angular Rate, and
Gravity) sensor and IMU (Inertial Measurement Unit) have
become increasingly common because of their low costs and
small sizes. These combine to from a three-axis gyroscope,
a three-axis accelerometer, and a three axis magnetometer.
The gyroscope measures the angular velocity of the vehicle,
the accelerometer measures the acceleration of the vehicle,
and the magnetometer measures the magnetic vector. It is
important to note that measurements from MEMS sensor are
corrupted by noise and bias. Additionally, rapid movements
and magnetic disturbances can temporarily influence the
attitude calculations [5], [6].
Each sensor in MARG and IMU can independently es-
timate all elements of a vehicle’s attitude without external
signals. This is observed most popularly in conventional
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navigation systems, where the attitude is calculated by in-
tegrating the angular velocity obtained from the gyroscope
outputs. However, this is not accurate because the gyroscope
has a bias, which results in the accumulation of attitude error
over long periods of time [7]. Tilt angle can be estimated
by an accelerometer computing gravitational force and a
magnetometer measuring magnetic field. Note however that
this result is affected by rapid accelerations and magnetic
disturbance [8], [9] as well. Thus, to obtain a reliably
accurate estimate of the vehicle’s attitude, measurements
from all the sensors are fused in a filtering framework.
Since attitude estimation is inherently a nonlinear estima-
tion problem, a number of nonlinear sensor fusing algorithms
have been proposed for attitude estimation [10]. Among
these, filters which require high computation, like unscented
filter and particle filter etc., will be ignored for the purpose
of this paper, since the focus is on estimating attitude in low-
cost embedded processors. Among the rest, one of the most
widely used techniques is the Extended Kalman filter (EKF)
[11]–[14]. It predicts the vehicle’s attitude with the gyroscope
model/measurement and updates this prediction with outputs
from the accelerometer and magnetometer measurement.
This estimation is very accurate and widely used in practical
scenarios, particularly on open-source autopilot softwares
like Ardupilot and PX4. However, the Extended Kalman
filter has a few limitations [15]. Determining Kalman gain
after every time interval requires two steps: propagation and
update, thus requiring more computations to propagate mean
and covariance, and more memory to store the results. More-
over, the EKF framework also assumes Gaussian uncertainty
model, which is reasonable for uncertainty propagation over
a short interval of time, requiring the EKF algorithm to run
at a high rate resulting in higher processor utilization. These
factors make it difficult to implement EKF in low power
microprocessors.
In this paper, we propose an extended H2 optimal esti-
mator that can overcome the aforementioned limitations of
the extended Kalman filter. The computation involved in the
proposed extended H2 optimal estimator requires solution of
the filter state dynamics, which is of the same complexity as
the mean propagation in EKF, and the estimates are obtained
via simple matrix-vector multiplication. In the proposed
framework, the gain is solved offline about the nominal point,
which eliminates the need to solve the associated Riccati
equation or the convex optimization in real-time, at the cost
of reduced performance. With this compromise, we show
later that the proposed extended H2 framework performs
quite well, if not better, than the EKF with much reduced
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computational overhead.
The paper is organized as follows. We first present the
details of the sensor model followed by a description of
conventionalH2 optimal attitude estimation. This is followed
by the proposed extended H2 attitude estimation algorithm.
Finally, we present simulation results using the proposed
estimation and compare it with the popularly used EKF-
based attitude estimation. We conclude the paper with final
remarks and future research directions.
II. SENSOR MODELING
A. Gyroscope Model
The attitude matrix in terms of an Euler angle sequence
is well known [16] is φ˙θ˙
ψ˙
 = Tω, (1)
where
T (φ, θ, ψ) :=
1 tan θ sinφ tan θ cosφ0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ
 , (2)
and ω is the angular velocity of the body with respect to
inertial frame.
Gyroscope sensor measurement is developed in [17] as
Bω = ωm − b− nω, (3a)
b˙ = nb, (3b)
where Bω is the true angular velocity of the body frame, ωm
is angular velocity measurement, b is the bias of gyroscope,
nω is gyroscope sensor noise, and nb represents gyroscope
bias noise. In this paper we assume the gyroscope bias is
non-static and model it as a random walk process.
The gyroscope model with Euler angles is then given by(
Φ˙
b˙
)
=
[
0 −T (Φ)
03×3 03×3
](
Φ
b
)
+[−T (Φ) 03×3
03×3 I
](
nω
nb
)
+(
T (Φ)
03×3
)
ωm, (4)
where
Φ :=
φθ
ψ
 .
With states
x(t) =
[
Φ
b
]
,
equation (4) can be written as a general nonlinear dynamical
system
x˙ = f(x,u,w, t). (5)
The noise covariance matrix for
(
nw
nb
)
is given by
Q =
[
Nw 03×3
03×3 N b
]
=
[
n2wI3×3 03×3
03×3 n2bI3×3
]
.
B. Accelerometer Model
Accelerometer sensor measurement model [18] can be
formulated as:
Ba = am − na (6)
with true acceleration of the body frame Ba, acceleration
measurement am, and accelerometer sensor noise na. The
relationship between the gravity vector Ig in the inertial
frame and the acceleration vector Ba in body frame can
be formulated as
Ba = RBI acc(Φ)
Ig (7)
where RBI is the DCM (Direction Cosine Matrix) with 3-2-1
sequence from inertial frame(I) to body frame(B) as
RBI =
1 0 00 cos(φ) sin(φ)
0 − sin(φ) cos(φ)
×
cos(θ) 0 − sin(θ)0 1 0
sin(θ) 0 cos(θ)

×
 cos(ψ) sin(ψ) 0− sin(ψ) cos(ψ) 0
0 0 1
 .
C. Magnetometer Model
Magnetometer sensor measurement model [18] can be
formulated as
Bm =mm − nm (8)
with true magnetic force of the body frame Bm, magne-
tometer measurement mm and magnetometer sensor noise
nm. The relationship between the Earth’s magnetic vector
Ih and the local magnetic vector Bm can be expressed as
Bm = RBI mag(Φ)
Ih. (9)
The noise covariance matrix for
(
na
nm
)
is given by
R =
[
Na 03×3
03×3 Nm
]
=
[
n2aI3×3 03×3
03×3 n2mI3×3
]
.
III. H2 OPTIMAL ESTIMATION
We next present very briefly, the necessary background
for H2 optimal estimation method for linear systems. We
consider the following linear system,
x˙(t) = Ax(t) +Buu(t) +Bww(t), (10a)
y(t) = Cyx(t) +Duu(t) +Dww(t), (10b)
z(t) = Czx(t), (10c)
where x ∈ Rn, y ∈ Rl, z ∈ Rm are respectively the state
vector, the measured output vector, and the output vector of
interest. Variables w ∈ Rp and u ∈ Rr are the disturbance
and the control vectors, respectively.
With the above defined system, the H2 state estimator has
the following form,
˙ˆx(t) = Axˆ(t) +Buu(t) +L(Cyxˆ(t) +Duu(t)− y(t)),
(11a)
zˆ(t) = Czxˆ(t), (11b)
where xˆ is the state estimate, L is the estimator gain, and
zˆ(t) is the estimate of the output of interest. The error
equations are then given by
ˆ˙e(t) = (A+LCy)eˆ(t) + (Bw +LDw)w(t), and (12a)
z˜(t) = Czeˆ(t). (12b)
The problem of H2 state estimation designs is then, given
a system (12) and a positive scalar γ, find a matrix L such
that
‖Gz˜w(s)‖2 < γ (13)
where the transfer function Gz˜w(s) of the system is:
Gz˜w(s) = Cz[sI − (A+LCy)]−1(Bw +LDw). (14)
The optimization formulation to obtain L is given by:
Theorem (H2 Optimal Estimation) [19], [20] : The fol-
lowing two statements are equivalent:
1) A solution L to the H2 state estimator exists.
2) ∃ a matrix W , a symmetric matrix Q, and a symmetric
matrix X such that:[
XA+WCy + (XA+WCy)
T XBw +WDw
∗ −I
]
< 0,[−Q Cz
∗ −X
]
< 0,
trace(Q) < γ2.
(15)
The H2 optimal estimator gain is recovered by L =
X−1W . This optimal gain ensures that:
e(t) = x(t)− xˆ→ 0 as t→∞, (16)
and ensures that xˆ(t) is an asymptotic estimate of x(t).
IV. EXTENDED H2 ESTIMATION
The proposed extended H2 estimation framework is sum-
marized in Fig. 1. Recall from (5) that the gyro model is
nonlinear, and can be represented as
x˙ = f(x,u,w, t), (17)
where u(t) := ωm(t) and w(t) :=
[
nω(t)
nb(t)
]
.
The measurement equations with accelerometer and mag-
netometer model (7, 9) can be written as the following
nonlinear output equation
y(t) = h(x,w, t) = RBI (Φ)
[
g
h
]
+Dww(t), (18)
where,
Fig. 1. Estimation algorithm
RBI (Φ) =
[
Racc(Φ) Rmag(Φ)
]
,Dw =
[
I3×3 03×3
03×3 I3×3
]
.
Extended H2 estimation is simply H2 estimation extended
to nonlinear system models, along the lines of the extended
Kalman filtering. In extended Kalman filtering, the uncer-
tainty is propagated using the linear system along the state
trajectory, and the Kalman gain is computed at every time
step with the instantaneous linear system. In the extendedH2
framework, in theory, we can solve for the optimal H2 gain
along the trajectory, however this may be computationally
prohibitive for cheap processors. Instead, we design the
optimal H2 gain about the nominal operating point, but
use the nonlinear system dynamics to evolve the estimator’s
states.
A linear approximation is implemented at nominal operat-
ing point (x0,u0,w0) = 0. Linearizing about this nominal
point, we get
f(x(t),u(t),w(t), t) ≈ f(x0,u0,w0, t) (19)
+
∂f(x,u, t)
∂x
∣∣∣∣∣
nominal
x(t) +
∂f(x,u, t)
∂u
∣∣∣∣∣
nominal
u(t)
+
∂f(x,u, t)
∂w
∣∣∣∣∣
nominal
w(t) + H.O.T.
Jacobian matrix of the system is defined as:
A :=
∂f(x,u, t)
∂x
∣∣∣∣∣
nominal
,Bu :=
∂f(x,u, t)
∂u
∣∣∣∣∣
nominal
,
Bw :=
∂f(x,u, t)
∂w
∣∣∣∣∣
nominal
. (20)
Then the linearization of equation (17) is
x˙(t) = f(x(t),u(t),w(t), t) (21)
≈ f(x0,u0, t) +Ax(t) +Buu(t) +Bww(t).
The measurement model (18) can be similarly approxi-
mated as:
h(x(t),w(t), t) ≈
h(x0,w0, t) +
∂h(x, t)
∂x
∣∣∣∣∣
nominal
x(t)
+
∂h(x, t)
∂v
∣∣∣∣∣
nominal
w(t) + H.O.T. (22)
Jacobian matrix of the measurement is defined as:
Cy :=
∂h(x, t)
∂x
∣∣∣∣∣
nominal
,Dw :=
∂h(x, t)
∂w
∣∣∣∣∣
nominal
.
The linearized measurement equation (18) can then be writ-
ten as:
y(t) = h(x(t),w(t), t) (23)
≈ h(x0,w0, t) +Cyx(t) +Dw(t)w(t).
The linear system, about the nominal operating point, is
therefore
x˙ = Ax+Buu+Bww, (24a)
y = Cyx+Duu+Dww. (24b)
The optimal H2 gain L0 can then be determined by solving
the optimization problem in (15), where the subscript 0 is
used to indicate that it is determined about the nominal
operating point.
Once the gain L0 is determined it is used to implement
the H2 filter for the nonlinear system. We present a new
implementation, called the extended H2 filter, where the
filter states are propagated using the nonlinear dynamics. In
conventional H2 filters, the error propagation occurs using
the linear system. The filter dynamics and output equation
for the extended H2 filter are given by
˙ˆx = f(xˆ(t),u(t), 0, t) +L0(h(xˆ(t), 0, t)− y), (25a)
zˆ = Czxˆ(t). (25b)
V. RESULT
A. Simulation Set Up
The proposed extended H2 filter is applied to the at-
titude estimation problem, and its performance compared
with extended Kalman filter based attitude estimation. The
comparison is done in terms of estimation accuracy and com-
putational time in a MATLAB based simulation environment,
as shown in Fig. 2.
Fig. 2. Simulation Flow Chart
Sensor characteristics like noise level, bias, etc. are set
by sensor data sheet [21] of MPU 9250, an affordable
commercial sensor. Moreover, this sensor is used in the
Pixhawk flight computer, which is broadly used in unmanned
aerial systems. In the MATLAB simulation, IMU data is
generated by the imuSensor function [22]. The data is
shown in Fig. 3. Two flight scenarios are used to verify the
proposed extended H2 estimation algorithm.
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Fig. 3. IMU Data from MATLAB function imuSensor with MPU- 9250
data
Case I: Slow and Small Angle Movements – Here
we consider angular movements < 30◦ about all three
axes of the vehicle independently. This case broadly covers
forward/backward and left/right cruise flight of popular quad-
rotor based UAVs. Simulation is run for a time duration of
50 seconds and with an angular velocity pi/50 rad/s. The
simulated true state trajectories are shown in Fig. 4.
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Fig. 4. True trajectories of Euler angles for Case I.
Case II: Fast and Large Angle Movements – Here we
consider angular variation > 30◦ about all three axes of
the vehicle simultaneously. It represents scenarios of rapid
movements or motion in the presence of wind disturbance
during flight or aggressive maneuvers. Simulation is run for
a duration of 10 seconds and with an angular velocity of pi/3
rad/s. The simulated true state trajectories are shown in Fig.
5.
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Fig. 5. True trajectories of Euler angles for Case II.
B. Simulation Results
Let us examine the performance of the extended H2
estimator with that of the standard EKF in terms of root
mean squared (RMS) error, memory use, and computational
time required,
Case I: The comparison of the two estimators for Case I
is shown in Fig. 6. We observe that the error of extended H2
estimator is less than that of EKF. The RMS error, and the
upper and lower bounds of the error, for both the filters are
shown in table I. From the plots and the data in the tables, we
can conclude that the performance of extended H2 estimator
is better than that of EKF.
TABLE I
RMS ERROR FOR CASE I.
Algorithm Roll angle (◦) Pitch angle (◦) Yaw angle (◦)
Extended H2 0.0331 0.0538 0.1107
EKF 0.0533 0.0988 0.2298
TABLE II
MIN-MAX ERROR FOR CASE I.
Algorithm Roll angle (◦) Pitch angle (◦) Yaw angle (◦)
Extended H2 [-0.152 0.125] [-0.284 0.240] [-0.423 0.402]
EKF [-0.257 0.249] [-0.523 0.444] [-1.087 0.937]
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Fig. 6. Comparison of the proposed extended H2 filter and the EKF for
Case I.
Case II: The results of the two estimators for case II are
shown in Fig. 7. From table IV, we observe that the extended
H2 filter has lower error bounds. From table III, we observe
that the RMS errors are comparable for both the filters.
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Fig. 7. Comparison of the proposed extended H2 filter and the EKF for
Case II.
TABLE III
RMS ERROR FOR CASE II.
Algorithm Roll angle (◦) Pitch angle (◦) Yaw angle (◦)
Extended H2 0.3045 0.3260 0.3121
EKF 0.3073 0.2656 0.5275
TABLE IV
MIN-MAX ERROR FOR CASE II.
Algorithm Roll angle (◦) Pitch angle (◦) Yaw angle (◦)
Extended H2 [-0.592 0.730] [-0.897 0.602] [-0.857 0.664]
EKF [-2.212 1.404] [-1.84000.692] [-2.227 3.097]
Based on the estimation errors for Case I and Case II, we
can conclude that both the filters perform equally well, with
the extended H2 filter performing slightly better. The main
advantage of the extended H2 filter is in the implementation
efficiency. The results for the average execution time are
shown in table V, which reveals that the extended H2
estimator requires 50% less computational time than EKF,
making it 2× more efficient than EKF. Table V also shows
the variability in the computational time, which is about 3×
less. The reduced variability in the computational time in-
creases the reliability of the real-time tasks that will execute
in the microprocessor. Typically, more time is allotted to
real-time tasks with large variability in computational time.
This further improves the computational efficiency of the
proposed extended H2 estimator.
TABLE V
COMPUTATIONAL TIME COMPARISON
Algorithm Mean Time (ms) Standard Deviation (ms)
Extended H2 0.853 0.244
EKF 1.7 0.736
VI. CONCLUSIONS
This paper presents a new nonlinear estimation framework,
based on H2 optimal state estimation, for attitude estimation
in low power microprocessors. We showed that the perfor-
mance of the proposed estimator is comparable, if not better,
than that of the EKF algorithm which is popularly used in the
application space considered. The primary advantage of the
proposed framework is the 2× computational efficiency, and
the 3× robustness with respect to computational uncertainty.
Both these factors make the proposed attitude estimation
algorithm very attractive for small UAVs with low power
microprocessors. The present work is based on Euler angles
for attitude estimation, which is known to have singularities.
In our future work, we will address attitude estimation using
quaternions in the extended H2 framework.
REFERENCES
[1] K. W. Eure, C. C. Quach, S. L. Vazquez, E. F. Hogge, B. L. Hill,
An application of uav attitude estimation using a low-cost inertial
navigation system, NASA Technical Report.
[2] D. Gebre-Egziabher, R. C. Hayward, J. D. Powell, Design of multi-
sensor attitude determination systems, IEEE Transactions on aerospace
and electronic systems 40 (2) (2004) 627–649.
[3] B. Kada, K. Munawar, M. Shaikh, M. Hussaini, U. Al-Saggaf, Uav at-
titude estimation using nonlinear filtering and low-cost mems sensors,
IFAC-PapersOnLine 49 (21) (2016) 521–528.
[4] D. Weibel, D. Lawrence, S. Palo, Small unmanned aerial system
attitude estimation for flight in wind, Journal of Guidance, Control,
and Dynamics 38 (7) (2015) 1300–1305.
[5] H. Chang, L. Xue, W. Qin, G. Yuan, W. Yuan, An integrated mems
gyroscope array with higher accuracy output, Sensors 8 (4) (2008)
2886–2899.
[6] B. Fan, Q. Li, T. Liu, How magnetic disturbance influences the
attitude and heading in magnetic and inertial sensor-based orientation
estimation, Sensors 18 (1) (2018) 76.
[7] W. Geiger, J. Bartholomeyczik, U. Breng, W. Gutmann, M. Hafen,
E. Handrich, M. Huber, A. Jackle, U. Kempfer, H. Kopmann, et al.,
Mems imu for ahrs applications, in: 2008 IEEE/ION Position, Location
and Navigation Symposium, IEEE, 2008, pp. 225–231.
[8] H. J. Luinge, P. H. Veltink, Measuring orientation of human body
segments using miniature gyroscopes and accelerometers, Medical and
Biological Engineering and computing 43 (2) (2005) 273–282.
[9] I. Frosio, F. Pedersini, N. A. Borghese, Autocalibration of mems ac-
celerometers, IEEE Transactions on Instrumentation and Measurement
58 (6) (2008) 2034–2041.
[10] J. L. Crassidis, F. L. Markley, Y. Cheng, Survey of nonlinear attitude
estimation methods, Journal of guidance, control, and dynamics 30 (1)
(2007) 12–28.
[11] N. Trawny, S. I. Roumeliotis, Indirect kalman filter for 3d attitude
estimation, University of Minnesota, Dept. of Comp. Sci. & Eng.,
Tech. Rep 2 (2005) 2005.
[12] S. Han, J. Wang, A novel method to integrate imu and magnetometers
in attitude and heading reference systems, The Journal of Navigation
64 (4) (2011) 727–738.
[13] N. Ko, S. Jeong, Y. Bae, Sine rotation vector method for attitude
estimation of an underwater robot, Sensors 16 (8) (2016) 1213.
[14] X. Jing, J. Cui, H. He, B. Zhang, D. Ding, Y. Yang, Attitude estimation
for uav using extended kalman filter, in: 2017 29th Chinese Control
And Decision Conference (CCDC), IEEE, 2017, pp. 3307–3312.
[15] D. Simon, Optimal state estimation: Kalman, H infinity, and nonlinear
approaches, John Wiley & Sons, 2006.
[16] H. Schaub, J. L. Junkins, Analytical mechanics of space systems,
American Institute of Aeronautics and Astronautics, 2005.
[17] R. Allen, D. Chang, Performance testing of the systron donner quartz
gyro, Jpl Engineering Memorandum, EM (1993) 343–1297.
[18] T. Michel, H. Fourati, P. Geneves, N. Layaı¨da, A comparative analysis
of attitude estimation for pedestrian navigation with smartphones,
in: 2015 International Conference on Indoor Positioning and Indoor
Navigation (IPIN), IEEE, 2015, pp. 1–10.
[19] G.-R. Duan, H.-H. Yu, LMIs in control systems: analysis, design and
applications, CRC press, 2013.
[20] P. Apkarian, H. D. Tuan, J. Bernussou, Continuous-time analysis,
eigenstructure assignment, and h/sub 2/synthesis with enhanced lin-
ear matrix inequalities (lmi) characterizations, IEEE Transactions on
Automatic Control 46 (12) (2001) 1941–1946.
[21] T. InvenSense, Mpu-9250 product specification revision 1.1,
[Accessed: 18-Sep-2019] (2016).
URL http://www.invensense.com/wp-content/
uploads/2015/02/PS-MPU-9250A-01-v1.1.pdf
[22] MATLAB, Sensor fusion and tracking toolbox, [Accessed: 18-Sep-
2019] (2018).
URL https://www.mathworks.com/products/
sensor-fusion-and-tracking.html
