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We present a simple first-order approximation algorithm for the support vector classification problem. Givena pair of linearly separable data sets and  ∈ 40115, the proposed algorithm computes a separating hyper-
plane whose margin is within a factor of 41 − 5 of that of the maximum-margin separating hyperplane. We
discuss how our algorithm can be extended to nonlinearly separable and inseparable data sets. The running time
of our algorithm is linear in the number of data points and in 1/. In particular, the number of support vectors
computed by the algorithm is bounded above by O4/5 for all sufficiently small  > 0, where  is the square
of the ratio of the distances between the farthest and closest pairs of points in the two data sets. Furthermore,
we establish that our algorithm exhibits linear convergence. Our computational experiments, presented in the
online supplement, reveal that the proposed algorithm performs quite well on standard data sets in comparison
with other first-order algorithms. We adopt the real number model of computation in our analysis.
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1. Introduction
Support vector machines (SVMs) are one of the
most commonly used methodologies for classifica-
tion, regression, and outlier detection. Given a pair
of linearly separable data sets P ⊂ n and Q ⊂ n,
the support vector classification problem asks for the
computation of a hyperplane that separates P and
Q with the largest margin. Using kernel functions,
the support vector classification problem can also be
extended to nonlinearly separable data sets. Further-
more, classification errors can be incorporated into
the problem to handle inseparable data sets. SVMs
have proven to be very successful in various real-
world applications, including data mining, human
computer interaction, image processing, bioinformat-
ics, graphics, visualization, robotics, and many others
(Vapnik 1995, Cristianini and Shawe-Taylor 2000). In
theory, large margin separation implies good general-
ization bounds (Cristianini and Shawe-Taylor 2000).
The support vector classification problem can be
formulated as a convex quadratic programming prob-
lem (see §2), which can, in theory, be solved in
polynomial time using interior-point methods. In
practice, however, the resulting optimization problem
is usually too large to be solved using direct methods.
Therefore, previous research on solution approaches
has either focused on decomposition methods using
the dual formulation (see, e.g., Osuna et al. 1997,
Platt 1999, Joachims 1999, Vapnik 2006), cutting plane,
subgradient, or Newton-like methods using the pri-
mal formulation (see, e.g., Joachims 2006, Smola et al.
2008, Mangasarian 2002, Keerthi and DeCoste 2006),
or on approximation algorithms (see, e.g., Keerthi
et al. 2000, Har-Peled et al. 2007, Clarkson 2008,
Gärtner and Jaggi 2009). In this paper, we take the
third approach and aim to compute a separating
hyperplane whose margin is a close approximation to
that of the maximum-margin separating hyperplane.
Given  ∈ 40115, an -core set is a subset of the input
data points P′ ∪Q′, where P′ ⊆P and Q′ ⊆ Q such that
the maximum margin that separates P and Q is within
a factor of 41 − 5 of the maximum margin that sepa-
rates P′ and Q′. Small core sets constitute the build-
ing blocks of efficient approximation algorithms for
large-scale optimization problems. In the context of
the support vector classification problem, a small core
set corresponds to a small number of support vec-
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of the separating hyperplane and to an efficient test-
ing phase. Recently, several approximation algorithms
have been developed for various classes of geometric
optimization problems based on the existence of small
core sets (Bădoiu et al. 2002, Kumar et al. 2003, Bădoiu
and Clarkson 2003, Tsang et al. 2005a, Kumar and
Yıldırım 2005, Agarwal et al. 2005, Todd and Yıldırım
2007, Yıldırım 2008, Kumar and Yıldırım 2009). Com-
putational experience indicates that such algorithms
are especially well suited for large-scale instances, for
which a moderately small accuracy (e.g.,  = 10−3)
suffices.
In this paper, we propose a simple algorithm that
computes an approximation to the maximum-margin
hyperplane that separates a pair of linearly separa-
ble data sets P and Q. Given  ∈ 40115, our algorithm
computes a 41−5-approximate solution, i.e., a hyper-
plane that separates P and Q with a margin larger
than 41 − 5∗, where ∗ denotes the maximum mar-
gin. Our algorithm is an adaptation of the Frank–
Wolfe algorithm (Frank and Wolfe 1956) with Wolfe’s
away steps (Wolfe 1970) applied to the dual formu-
lation of the support vector classification problem,
which coincides with the formulation of the problem
of finding the closest pair of points in two disjoint
polytopes (see §2). We establish that our algorithm
computes a 41 − 5-approximate solution to the sup-
port vector classification problem in O4/5 iterations,
where  is the square of the ratio of the distances
between the farthest and closest pairs of points in P
and Q. We also discuss how our algorithm can be
extended to the nonlinearly separable and inseparable
data sets without sacrificing the iteration complexity.
Because our algorithm relies only on the first-order
approximation of the quadratic objective function, the
computational cost of each iteration is fairly low. In
particular, we establish that the number of kernel
function evaluations at each iteration is O4P + Q5,
which implies that the total number of kernel evalua-
tions is bounded above by O44P+ Q5/5. As a by-
product, our algorithm explicitly computes an -core
set of size O4/5. Finally, our algorithm exhibits lin-
ear convergence, which implies that the dual opti-
mality gap at each iteration asymptotically decreases
at least at a linear rate.
For the support vector classification problem, one
of the earlier core set-based approaches is due to
Tsang et al. (2005b, 2007), in which the authors refor-
mulate the problem as a variant of the minimum
enclosing ball problem and apply earlier core set-
based approaches developed for this latter problem
(Bădoiu and Clarkson 2003, Kumar et al. 2003). Har-
Peled et al. (2007) use a direct algorithm, which,
starting off with one point from each input set,
adds one input point at each iteration until the
maximum-margin hyperplane that separates this sub-
set is a 41 − 5-approximate solution. They establish
that this direct procedure terminates in O4/5 itera-
tions, which readily yields a core set bound of O4/5.
Despite the simplicity of their approach, the algorithm
and the analysis require the strong assumption of the
availability of an exact solver for the computation of
the largest-margin separating hyperplane for smaller
instances of the support vector classification problem
at each iteration.
More recently, Clarkson (2008) studies the general
problem of maximizing a concave function over the
unit simplex. The dual formulation of the support
vector classification problem can be reformulated in
this form at the expense of increasing the number
of decision variables. More specifically, the problem
of computing the closest pair of points in two dis-
joint polytopes is equivalent to that of computing the
point with the smallest norm in the Minkowski dif-
ference of these two polytopes. Therefore, the sup-
port vector classification problem can be viewed as
a special case in his framework. By introducing the
concept of an additive -core set for the general prob-
lem, Clarkson establishes core set results for several
variants of the Frank–Wolfe algorithm, including a
version that uses away steps. In particular, Clarkson
specializes his results to the linearly separable sup-
port vector classification problem to establish a core
set size of O4/5. Motivated by his results, Gärtner
and Jaggi (2009) focus on the problem of computing
the closest pair of points in two disjoint polytopes.
They observe that Gilbert’s algorithm (Gilbert 1966),
which computes the point with the smallest norm
in a polytope, is precisely the Frank–Wolfe algorithm
specialized to this problem (see also §3). Har-Peled
et al. establish that the running time of this algorithm
is linear in the number of points and in 1/, which
asymptotically matches the running time of our algo-
rithm. Furthermore, their algorithm computes a core
set of size O4/5 for the support vector classifica-
tion problem, where  is a geometric measure that
satisfies 4
√
 − 152 ≤  ≤  − 1. They also establish a
lower bound of /425 + 2 on the size of an -core
set. Using Clarkson’s results, Gärtner and Jaggi prove
that Clarkson’s variant of the Frank–Wolfe algorithm
with away steps computes a core set whose size is
asymptotically twice this lower bound.
The variant of the Frank–Wolfe algorithm that uses
away steps in Clarkson (2008) is different from the
version that we adopt in this paper. In particular,
Clarkson’s algorithm starts off by computing the
closest pair of points in the two input sets, which
already is more expensive than the overall complex-
ity of our algorithm for fixed  > 0. Furthermore,
Clarkson assumes that each iterate of the algorithm
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the smallest face of the unit simplex that contains
this iterate (see Algorithms 4.2 and 5.1 in Clarkson).
Therefore, similar to Har-Peled et al. (2007), his algo-
rithm requires an exact solver for smaller subprob-
lems. This assumption enables Clarkson to establish
core set sizes with smaller constants. In particular,
Gärtner and Jaggi (2009) also rely on this result to
establish that the specialization of Clarkson’s algo-
rithm to the polytope distance problem computes a
core set whose size is closer to the lower bound. In
contrast, we simply apply the original Frank–Wolfe
algorithm with away steps (Wolfe 1970) to the sup-
port vector classification problem without any modi-
fications. As such, our algorithm does not require an
optimal solution of smaller subproblems at any stage.
Our core set bound asymptotically matches the pre-
vious bounds and differs from the lower bound by a
constant factor. The running time of our algorithm is
linear in 1/, and the cost of each iteration is linear in
the number of input points. Finally, we establish the
nice property that our algorithm enjoys linear conver-
gence, which is a property that is not, in general, sat-
isfied by Gilbert’s (1966) algorithm and hence the first
algorithm of Gärtner and Jaggi (2009) (see, e.g., Guélat
and Marcotte 1986). In summary, our main contribu-
tion in this paper is the proof of the existence of a
small core set result for the support vector classifi-
cation problem using a simple first-order algorithm
with good theoretical complexity bounds and desir-
able convergence properties that are not necessarily
shared by other similar algorithms.
Recently, it has been observed that the core vec-
tor machine approach of Tsang et al. (2005a) may
exhibit inconsistent and undesirable performance in
practice for certain choices of the penalty parameter
 (see §2.3) and of the accuracy  (Loosli and Canu
2007). The core vector machine approach is based on
a reformulation of the support vector classification
problem as a variant of the minimum enclosing ball
problem, which is then solved approximately using a
core set-based algorithm. One of the sources of this
observed problem seems to be the incompatibility of
the termination criteria between the two problems.
In contrast, we work directly with the original for-
mulation. As such, our approach in this paper does
not require any reformulations of the problem. There-
fore, our algorithm is different from the core vector
machine approach. Our computational results illus-
trate that our algorithm does not exhibit the inconsis-
tent behavior observed for core vector machines.
We remark that support vector classification is a
well-studied problem both in theory and in practice.
Several algorithms have been proposed, analyzed,
and implemented. There are many effective solvers
available on the Internet to solve the support vector
classification problem (see, e.g., http://www.support
-vector-machines.org). Our main goal in this paper
is to complement the existing solution methodolo-
gies with a simple first-order algorithm with nice the-
oretical properties that can effectively compute an
approximate solution of large-scale instances using
a small number of support vectors. Nevertheless, in
an attempt to assess the performance of our algo-
rithm in practice, we performed computational exper-
iments. These results and detailed discussions can be
found in the Online Supplement, available at http://
joc.pubs.informs.org/ecompanion.html.
In a recent paper (Kumar and Yıldırım 2009), we
study the convergence behavior of the Frank–Wolfe
algorithm for the weighted Euclidean one-center
problem, which is a generalization of the minimum
enclosing ball problem. In this paper, we focus on the
properties of the Frank–Wolfe algorithm with Wolfe’s
away steps applied to the dual formulation of the
support vector classification problem.
The rest of this paper is organized as follows. In
the remainder of this section, we define our nota-
tion. In §2, we discuss optimization formulations
for the support vector classification problem for lin-
early separable, nonlinearly separable, and insepara-
ble data sets. Section 3 describes the approximation
algorithm and establishes the computational complex-
ity, core set, and linear convergence results. Finally,
§4 concludes the paper. The Online Supplement is
devoted to the presentation and discussion of the
computational results.
1.1. Notation
Vectors are denoted by lowercase roman letters. For
a vector p, pi denotes its ith component. Inequalities
on vectors apply to each component. We reserve ej for
the jth unit vector, 1n for the n-dimensional vector of
all ones, and I for the identity matrix in the appro-
priate dimension, which will always be clear from
the context. Uppercase roman letters are reserved for
matrices, and Mij denotes the 4i1 j5 component of the
matrix M . We use log4 · 5, exp4 · 5, and sgn4 · 5 to denote
the natural logarithm, exponential function, and sign
function, respectively. For a set S ⊂ n, conv4S5
denotes the convex hull of S. Functions and opera-
tors are denoted by uppercase Greek letters. Scalars
except for m, n, and r are represented by lowercase
Greek letters, unless they represent components of a
vector or elements of a sequence of scalars, vectors, or
matrices. We reserve i, j , and k for such indexing pur-
poses. Uppercase script letters are used for all other
objects such as sets and hyperplanes.
2. Optimization Formulations
2.1. Linearly Separable Case
Let P = 8p11 0 0 0 1 pm9 ⊂ n and Q = 8q11 0 0 0 1 qr9 ⊂
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assume that conv4P5 ∩ conv4Q5 = . We discuss the
extensions to the nonlinearly separable and insepara-
ble data sets in §§2.2 and 2.3, respectively.
Let us define P = 6p11 0 0 0 1 pm7 ∈ n×m and Q =
6q11 0 0 0 1 qr 7 ∈ n×r . The support vector classification
problem admits the following optimization formula-






s.t. P Tw−1m ≥ 01
−QTw+1r ≥ 01
where w ∈n,  ∈, and  ∈ are the decision vari-








T v = 11
u≥ 01
v ≥ 01
where u ∈ m and v ∈ r are the decision variables.
Note that 45 is precisely the formulation of the prob-
lem of finding the closest pair of points in conv4P5
and conv4Q5.
Since 45 is a convex optimization problem with
linear constraints, 4w∗1∗1∗5 ∈n ×× is an opti-
mal solution of 45 if and only if there exist u∗ ∈ m
and v∗ ∈r such that
P Tw∗ −∗1m ≥ 01 (1a)
−QTw∗ +∗1r ≥ 01 (1b)
Pu∗ −Qv∗ =w∗1 (1c)
41m5
Tu∗ = 11 (1d)
41r 5
T v∗ = 11 (1e)
u∗i 44p
i5Tw∗ −∗5= 01 i = 11 0 0 0 1m1 (1f)
v∗j 4
∗
− 4qj5Tw∗5= 01 j = 11 0 0 0 1 r1 (1g)
u∗ ≥ 01 (1h)
v∗ ≥ 00 (1i)
If we sum over i in (1f) and j in (1g), we obtain
∗ = 4w∗5T Pu∗1 ∗ = 4w∗5TQv∗1 (2)
where we used (1d) and (1e). It follows from (1c) that
∗ + w∗2 −∗ = 01 or
−41/25w∗2 +∗ −∗ = 41/25w∗21
(3)
which implies that 4u∗1v∗5 ∈ m × r is an optimal
solution of 45 and that strong duality holds between
45 and 45. Therefore, the optimal separating hyper-
plane is given by
H 2= 8x ∈n2 4w∗5T x = ∗91
where ∗ 2= 4∗ + ∗5/2 and the maximum margin




= w∗ = Pu∗ −Qv∗0 (4)
2.2. Nonlinearly Separable Case
One of the main advantages of support vector
machines is their ability to incorporate the transfor-
mation of nonlinearly separable input sets to linearly
separable input sets by using kernel functions. Ker-
nel functions significantly expand the application of
support vector machines.
Let P and Q be two input sets in n that are
not linearly separable but can be separated by a
nonlinear manifold. The main idea is to lift the input
data to a higher-dimensional inner product space S
(called the feature space) so that the lifted input
sets are linearly separable in S. More specifically,
let ê2 n → S denote this transformation. One can
then aim to linearly separate the new input sets P′ 2=
8ê4p151 0 0 0 1ê4pm59 and Q′ 2= 8ê4q151 0 0 0 1ê4qr 59 in S.
The primal formulation 45 can be accordingly mod-
ified for the lifted input set.
However, the explicit evaluation of the function ê
can be too costly or even intractable because the fea-
ture space S may be extremely high dimensional or
even infinite dimensional. This observation restricts
the use of the primal formulation 45. On the other
hand, the objective function of the corresponding dual
































where ·1 · denotes the inner product in S. It follows
that the dual objective function requires only the com-
putation of inner products in S rather than the actual
transformations themselves. Therefore, if we define a
function 2 n ×n → by
4x1y5 2= ê4x51ê4y51 (5)
then it suffices to be able to evaluate the function ,
known as the kernel function, rather than the trans-
formation ê to solve the dual optimization problem.
Note that we recover the linearly separable case by
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The use of kernel functions enables one to separate
nonlinearly separable data using the dual formula-
tion. In contrast with the primal formulation 45, the
number of variables in the dual formulation depends
only on P and Q, but it is entirely independent of
the dimension of the feature space S.
Similar to the linearly separable case, the optimal
separating hyperplane in S is given by
H′ 2= 8y ∈S2 w∗1y = ∗91
where ∗ = 4∗ + ∗5/2. Unlike the linearly separable
case, the explicit construction of w∗ ∈S, in general, is












which implies that w∗1ê4x5 can be easily computed
using the kernel function  for any test point x ∈n.
2.3. Inseparable Case
In most applications of the support vector classifica-
tion problem, it is not known a priori if the input
sets are linearly or nonlinearly separable. Therefore, it
is essential to modify the formulation of the support
vector classification problem so that classification vio-
lations are allowed. Such violations are usually penal-
ized using additional terms in the objective function.
In this paper, we focus on the formulation that penal-





















where  > 0 is the penalty parameter, and  ∈m and
 ∈r denote the decision variables corresponding to
the classification violations in P and Q, respectively.
As observed in Freiss (1999), the optimization
problem 4	5 can be converted into a separable
instance using the following transformation. Let
¶S 2= S × m × r with the inner product defined
by 4w11y11 z151 4w21y21 z25 2= w11w2 + 4y15T 4y25 +
4z15T 4z25. Then, if we define





ễ4pi5 2= 4ê4pi5T 1 41/
√
54ei5T 10T 5T 1 i = 11 0 0 0 1m1
ễ4qj5 2= 4ê4qj5T 10T 1−41/
√
54ej5T 5T 1 j = 11 0 0 0 1 r1
̃ 2= 1
̃ 2= 1
it is easy to verify that the problem 4	5 can be for-
mulated as the problem 45 on the input sets ¶P 2=
8ễ4p151 0 0 0 1 ễ4pm59 and ¶Q 2= 8ễ4q151 0 0 0 1 ễ4qr 59 with
decision variables 4 ¶w1 ̃1 ̃5. Furthermore, for each






where xy = 1 if x = y and 0 otherwise. Therefore, the
modified kernel function can be easily computed, and
the dual formulation 45 can be used to solve the
inseparable support vector classification problem.
These observations indicate that the dual formu-
lation 45 can quite generally be used to solve the
support vector classification problem. Therefore, sim-
ilar to the previous studies in this field, our algorithm
works exclusively with the dual formulation. We first
present and analyze our algorithm for the linearly
separable case and subsequently extend it to the non-
linearly separable case. The applicability of our algo-
rithm for the inseparable case directly follows from
the nonlinearly separable case using the transforma-
tion in this section.
3. The Algorithm
3.1. Linearly Separable Case
Let P = 8p11 0 0 0 1 pm9 ⊂ n and Q = 8q11 0 0 0 1 qr9 ⊂
n denote two linearly separable data sets. In
this section, we present and analyze our algorithm
that computes an approximate solution to the dual
problem 45.
Note that the problem 45 is a convex quadratic
programming problem. The main difficulty in practi-
cal applications stems from the size of the data sets.
In particular, the matrix whose entries are given by
4x1y5, where x1y ∈ P ∪ Q, is typically huge and
dense. Therefore, direct solution approaches are usu-
ally not applicable. In this paper, our focus is on com-
puting an approximate solution of 45 using a simple
algorithm that is scalable with the size of the data.
Algorithm 1 (Computation for a 41 − 5-approximate
solution to the support vector classification problem)
Require: Input data sets P= 8p11 0 0 0 1 pm9⊂n,
Q= 8q11 0 0 0 1 qr9⊂n, and  > 0
1: k ← 0;
2: j∗ ← arg minj=11 0001 r p
1 − qj2;
3: i∗ ← arg mini=11 0001m p
i − qj∗2;








6: wk ← pi∗ − qj∗ ;
7: i′ ← arg mini=11 0001m4w
k5T pi; i′′ ← i∗;
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9: zk ← pi′ − qj ′ ; yk ←wk;
10: k
+
← 1 − 64zk5T 4wk5/4wk5T 4wk57; k
−
← 0;





12: While k > , do
13: loop
14: if k > k
−
then
15: dk ←wk − zk;
16: k ← min811 4wk5T 4dk5/4dk5T 4dk59;
17: uk+1 ← 41 −k5uk +kei′ ;
18: vk+1 ← 41 −k5vk +kej ′ ;
19: wk+1 ← 41 −k5wk +kzk;
20: else
21: bk ← yk −wk;
22: k ← min84wk5T 4bk5/4bk5T 4bk5, uki′′/41 −u
k
i′′5,
vkj ′′/41 − v
k
j ′′59;
23: uk+1 ← 41 +k5uk −kei′′ ;
24: vk+1 ← 41 +k5vk −kej ′′ ;
25: wk+1 ← 41 +k5wk −kyk;
26: end if
27: k ← k+ 1;
28: i′ ← arg mini=11 0001m4w
k5T pi;
i′′ ← arg maxi2 uki >04w
k5T pi;
29: j ′ ← arg maxj=11 0001 r 4w
k5T qj ;
j ′′ ← arg minj2 vkj >04w
k5T qj ;
30: zk ← pi′ − qj ′ ; yk ← pi′′ − qj ′′ ;
31: k
+
← 1 − 64zk5T 4wk5/4wk5T 4wk57;
k
−
← 64yk5T 4wk5/4wk5T 4wk57− 1;






34: X← 8pi2 uki > 09∪ 8q
j 2 vkj > 09;
35:  ← 41/2544wk5T pi′ + 4wk5T qj ′5;
36: Output uk1vk1X1wk1.
Let us describe Algorithm 1 in detail. The algo-
rithm generates a sequence of improving estimates
4Puk1Qvk5 ∈ conv4P5× conv4Q5 of the pair of closest
points. The sequence is initialized by computing the
closest point qj∗ ∈ Q to p1 ∈P and then computing the
closest point pi∗ ∈ P to qj∗ . Therefore, 4pi∗1 qj∗5 consti-
tutes the first term of the aforementioned sequence.
For each k, the points uk and vk lie on the unit sim-
plices in m and r , respectively. Therefore, 4uk1vk5
is a feasible solution of the dual problem 45. At
iteration k, the algorithm computes the minimizing
vertex pi′ ∈ conv4P5 and the maximizing vertex qj ′ ∈
conv4Q5 for the linear function 4wk5T x, where wk 2=
Puk − Qvk, and sets zk 2= pi′ − qj ′ . The “signed” dis-
tance between the parallel hyperplanes Hk
+
2= 8x ∈




2= 8x ∈ n2 4wk5T x =
4wk5T qj
′
9 is given by 4wk5T zk/wk, which is clearly
a lower bound on the maximum margin ∗ between
conv4P5 and conv4Q5. Note that a negative distance
indicates that the current estimate of the hyperplane
does not yet separate conv4P5 and conv4Q5. Further-
more, wk is an upper bound on ∗ by the dual fea-
sibility of 4uk1vk5. Therefore,
4wk5T 4zk5
wk
= 41 − k
+
5wk ≤∗
= Pu∗ −Qv∗ ≤ wk1 (7)
where 4u∗1v∗5 is an optimal solution of 45. Since k ≥
k
+
, it follows that 4uk1vk5 is a 41 − k5-approximate
solution of the support vector classification problem.
Let us now take the primal perspective and define
(cf. (2)):
k 2= 4wk5T Puk1 k 2= 4wk5TQvk0 (8)
Note that 4wk1k1k5 ∈n×× may not necessarily
be a feasible solution of 45. In fact, primal feasibility
is achieved if only if 4uk1vk5 is an optimal solution
of 45 by (1). However, we now establish an upper
bound on the primal infeasibility.
First, by Steps 28 and 29 of Algorithm 1, we have
4wk5T qj
′′












5 = 4wk5T zk
= 41 − k
+






5 = 4wk5T yk
= 41 + k
−
5wk2 ≤ 41 + k5wk20 (11)
By (9), for any pi ∈P,





















where we used (10) and (11). Similarly, for any qj ∈ Q,
it is easy to verify that
k − 4wk5T qj ≥ −2kwk20 (13)
Furthermore, by the definition of pi′′ , for each pi ∈P
such that uki > 0, we have





where we used (9) and (12), which, together with (12),
implies that
4wk5T pi −k ≤ 2kwk2
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Using the definition of qj ′′ , a similar derivation reveals
that
k − 4wk5T qj  ≤ 2kwk2
for all j ∈ 811 0 0 0 1 r9 such that vkj > 00 (16)
It follows from (12) and (13) that 4wk1k1k5 is
a feasible solution of a perturbation of the primal
problem 45. Similarly, 4wk1k1k1uk1vk5 satisfies the
approximate version of the optimality conditions (1);
i.e., the conditions (1a), (1b), (1f), and (1g) are approx-
imately satisfied while the remaining ones are exactly
satisfied. This observation is crucial in establishing the
linear convergence of Algorithm 1 in §3.3.
Having established the properties of the iterates
generated by Algorithm 1, we now explain how iter-
ates are updated at each iteration. At iteration k, the





(10) and (11). Since
41 − k
+





≤ k −k = wk21
41 + k
−





≥ k −k = wk21
where we used (8), it follows that k
+
≥ 0 and k
−
≥ 0.
If k = k
+





5, where k is given by







The range of  ensures the dual feasibility of
4uk+11vk+15. Note that wk+1 = Puk+1 −Qvk+1 = 41−k5 ·
wk +kzk, which implies that the algorithm computes
the point with the smallest norm on the line segment
joining wk and zk in this case. It is straightforward to
verify that the choice of k in Algorithm 1 satisfies (17).
On the other hand, if k = k
−
, Algorithm 1 uses
the update 4uk+11vk+15 = 41 + k54uk1vk5 − k4ei′′1 ej ′′5,
where k is given by













j ′′/41 − v
k
j ′′59 is cho-
sen to ensure the nonnegativity (and hence the dual
feasibility) of 4uk+11vk+15. In this case, wk+1 = Puk+1 −
Qvk+1 = 41 +k5wk −kyk =wk +k4wk −yk5; i.e., wk+1
is given by the point with the smallest norm on the
line segment joining wk and wk +kmax4w
k − yk5.
Algorithm 1 is the Frank–Wolfe algorithm (Frank
and Wolfe 1956) with Wolfe’s away steps (Wolfe
1970) applied to the support vector classification
problem. The algorithm is based on linearizing the
quadratic objective function ë4u1v5 at the current
iterate 4uk1vk5 and solving a linear programming
problem at each iteration. From 4uk1vk5, the algo-
rithm either moves toward the vertex 4ei′1 ej ′5 of the
dual feasible region that minimizes this linear approx-
imation or away from the vertex 4ei′′1 ej ′′5 that maxi-
mizes this approximation, where the maximization is
restricted to the smallest face of the feasible region
containing 4uk1vk5. In either case, the step size is
determined so as to minimize the dual objective func-
tion (see (17) and (18)). As such, Algorithm 1 only
relies on the first-order information about the opti-
mization problem 45.
We discuss the relation of Algorithm 1 with other
similar algorithms developed for the problem of com-
puting the closest pair of points in two disjoint poly-
topes. One of the earliest iterative algorithms known
for this problem is due to Gilbert (1966). Similar
to Algorithm 1, Gilbert’s algorithm also generates
a sequence of improving estimates for the pair of
closest points. In particular, the updates used in his
algorithm coincide exactly with our update (17) for
the case k = k
+
. This implies that Gilbert’s algo-
rithm is precisely the same as the original Frank–
Wolfe algorithm (Frank and Wolfe 1956) without the
away steps. This observation, along with the find-
ing that Gilbert’s algorithm computes a small -core
set, appeared recently in Gärtner and Jaggi (2009).
However, it is well known that the Frank–Wolfe algo-
rithm does not enjoy linear convergence, in general
(Guélat and Marcotte 1986), which leads to very slow
progress in later iterations (see the Online Supple-
ment). Another related iterative algorithm is due to
Mitchell et al. (1974). This algorithm uses a very sim-
ilar update to our update (18) for the case k = k
−
.
The only difference is that they perform their line
search on wk+4zk−yk5 as opposed to wk+4wk−yk5
used in our line search. Keerthi et al. (2000) propose
combining these two updates. They also establish that
their algorithm computes an approximate solution in
a finite number of iterations. However, they neither
give a bound on the number of iterations to achieve
a desired level of accuracy nor do they establish a
core set result. Finally, it is not clear if their algorithm
exhibits linear convergence. We compare the perfor-
mance of each of these algorithms with that of Algo-
rithm 1 in the Online Supplement.
3.2. Analysis of the Algorithm
In this section, we establish the computational com-
plexity of Algorithm 1. The analysis is driven by
establishing a lower bound on the improvement of
the dual objective function ë4u1v5 evaluated at suc-
cessive iterates 4uk1vk5 generated by the algorithm.
Let us first define a parameter  by
 2= 12 maxi=11 0001m3 j=11 0001 r
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It follows that the optimal value of 45 satisfies
ë ∗ 2=ë4u∗1v∗5≤ 1 (20)
where 4u∗1v∗5 denotes any optimal solution of 45.
In Algorithm 1, we say that iteration k is an add-
iteration if k = k
+
. If k = k
−
and k <kmax, we call it a
decrease-iteration. Finally, if k = k
−
and k = kmax, then
iteration k is a drop-iteration, in which case at least one
of the positive components of uk and/or vk drops to
zero. The first lemma establishes a lower bound on
the improvement at each add- or decrease-iteration.
Lemma 3.1. Suppose that iteration k of Algorithm 1 is
an add- or decrease-iteration. Then,




4k52ë ∗ + 
)
1 (21)
where ë k 2=ë4uk1vk5.
Proof. Note that
41 −5g +h2 = 41 −5g2 +h2
−41 −5g −h21 (22)
for all g1h ∈n and all  ∈.
Let us first consider an add-iteration. In this case,
4uk+11vk+15 = 41 − k54uk1vk5 + k4ei′1 ej ′5, where k is











= 41/2541 −5wk +zk2
= 41/25641 −5wk2 +zk2
−41 −5wk − zk271
(23)
which implies that the unique unconstrained mini-
mizer of the problem in (17) is given by
∗ =
wk2 − 4wk5T 4zk5
wk − zk2
0 (24)








is the projection of zk onto span48wk95.
Therefore,
wk − zk2





= wk241 − 241 − k5+ 41 − k525+ zk
∗∗
2




where we used the fact that 4wk5T 4zk5 = 41 − k5wk2
= sgn44wk5T 4zk55wkzk
∗
 in the second equation. By
(24) and (25),
∗ =








Let us first assume that ∗ ∈ 40115, which implies that
k = ∗. By (23), (25), and (26), we have





































where we used the relationship zk
∗∗
2 ≤ zk2 ≤ 2 to
derive the last inequality. Note that the expression on
the right-hand side of the last inequality is a decreas-
ing function of wk2. Since wk2 ≥ 2ë ∗, we obtain




24k52ë ∗ + 2
)
1
which establishes (21) for this case.
Suppose now that ∗ ≥ 1, which implies that k = 1
by convexity (see (17)). By (26), this case happens if
and only if









≤ wk2k41 − k50 (27)
This implies that this case can happen only when k ∈
40115. Since 4uk+11vk+15= 4ei′1 ej ′5, we have


























≤ wk2641 − k52 + k41 − k57
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which implies that
ë k+1 ≤ë k41 − k50
Since k ∈ 40115 in this case and  ≥ ë ∗, it is easy to
verify that




4k52ë ∗ + 
)
1
which implies that (21) is also satisfied in this case.
This establishes the assertion at an add-iteration.
Let us now consider a decrease-iteration. In this
case, 4uk+11vk+15= 41 + k54uk1vk5− k4ei′′1 ej ′′5, where











= 41/25641+5wk2 −yk2 +41+5wk−yk271
which readily implies that the unique unconstrained













is the projection of yk onto span48wk95.
Therefore,
















where we used 4wk5T 4yk5= 41+k5wk2 = sgn44wk5T ·
4yk55wkyk
∗







which implies that k = ∗ < kmax since it is a
decrease-iteration. Similar to the first case in an add-
iteration, we obtain





































where we used the relationship yk
∗∗
2 ≤ yk2 ≤ 2
to derive the last inequality. The assertion follows
from similar arguments as in the first case in an
add-iteration. 
Lemma 3.1 provides a lower bound on the improve-
ment at each add- or decrease-iteration. Clearly,
the objective function does not increase at a drop-
iteration. However, the improvement in the objective
function can longer be bounded from below at such
an iteration since kmax can be arbitrarily small. Never-
theless, we can still establish an upper bound on the
number of iterations required by Algorithm 1 to com-
pute a 41 − 5-approximate solution. To this end, let
us define
45= min8k2 k ≤ 90 (28)
Similarly, let 45 and 45 denote the number of
drop-iterations and the total number of add- and
decrease-iterations in the first 45 iterations of Algo-
rithm 1. Clearly, 45=45+45.
Theorem 3.1. Given  ∈ 40115, Algorithm 1 computes






















































if  ∈ 4011/250
(29)
iterations.
Proof. Let us first consider 41/25. By (19) and (20),
ë ∗ ≤ë 0 ≤ 0
By Lemma 3.1, at each add- or decrease-iteration with
k > 1/2, we have
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By taking logarithms, rearranging the terms, and


























At each drop-iteration, we can only guarantee that
ë k+1 ≤ ë k. However, at each such iteration, at least
one component of u or v drops to zero. Therefore,
every such iteration can be coupled with the most
recent add- or decrease-iteration in which that com-
ponent increased from zero. To account for the initial
two positive entries of 4u1v5, we can add two to the
total iteration count. It follows that
41/25≤ 241/25+ 21 (31)
which, together with (30), establishes (29) for  ∈
61/2115.
We now consider 42−5 for  = 2131 0 0 0 0 Let k̃ 2=
421−5. We first establish an upper bound on the
number of add- and decrease-iterations between the







ë k̃ ≤ 41 − k̃5ë k̃ ≤ë ∗ ≤ë k̃0
Similarly, at each add- or decrease-iteration k with
k > 2− , we have


























42−25ë ∗ + 
)442− 5−421− 55
0
Once again, by taking logarithms and rearranging the
terms, we obtain
42−5−421−5 ≤
log41 + 1/442−15− 155
























where we used the inequalities log41 + x5 ≤ x,
log41 + x5 ≥ x/4x + 15, and 2−2 ≤ 42−15 − 1 for  =
2131 0 0 0 0 Using the same coupling argument for drop-
iterations, we have








Let  ∈ 4011/25 and ̃ be an integer greater than 1 such





























≤ 41/25+ 4 + 32
42̃−15
ë ∗














which establishes (29) for  ∈ 4011/25. 
Next, we establish the overall complexity of
Algorithm 1.
Theorem 3.2. Given  ∈ 40115, Algorithm 1 computes

















Proof. The computation of the initial feasible solu-
tion 4u01v05 requires two farthest point computations,
which can be performed in O44m + r5n5 operations.
At each iteration, the dominating work is the com-
putation of the indices i′, j ′, i′′, and j ′′, each of
which requires the optimization of a linear function
over the input points and can also be performed in
O44m + r5n5 operations. The assertion now follows
from Theorem 3.1. 
Finally, we establish a core set result.
Theorem 3.3. Given  ∈ 40115, the subset X ⊆ P ∪ Q
returned by Algorithm 1 is an -core set for the support
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Proof. Let k∗ denote the index of the final iterate
computed by Algorithm 1. It is easy to verify that
the restriction of 4uk∗1vk∗5 to its positive entries is a
feasible solution of the dual formulation of the sup-
port vector classification problem for the input sets
4P ∩ X1Q ∩ X5. Let ∗ denote the maximum mar-
gin between conv4P ∩ X5 and conv4Q ∩ X5. There-
fore, wk∗ ≥∗. Similarly, let ∗ denote the maximum
margin between conv4P5 and conv4Q5. By (7),
41 − k
∗
5∗ ≤ 41 − 
k∗5wk
∗
 ≤∗ ≤∗ ≤ w
k∗
0
Since k∗ ≤ , we obtain
41 − 5∗ ≤
∗
≤∗0
Note that 4u01v05 has only two positive components.
Each iteration can increase the number of positive
components in 4uk1vk5 by at most two. The relation
(33) follows from Theorem 3.1. 
3.3. Linear Convergence
In this section, we establish that Algorithm 1 exhibits
linear convergence. As mentioned in §3.1, Algo-
rithm 1 is the adaptation of the Frank–Wolfe algo-
rithm (Frank and Wolfe 1956) with Wolfe’s away
steps (Wolfe 1970) to the support vector classifica-
tion problem. For the general problem of minimiz-
ing a convex function over a polytope, Wolfe (1970)
and Guélat and Marcotte (1986) established the lin-
ear convergence of this algorithm under the assump-
tions of Lipschitz continuity and strong convexity
of the objective function and strict complementarity.
Recently, Ahipaşaoğlu et al. (2008) studied this algo-
rithm for the more special problem of minimizing a
convex function over the unit simplex and proved
linear convergence under a slightly different set of
assumptions. None of these previous results is appli-
cable to Algorithm 1 because the dual problem 45
does not have a unique optimal solution in general,
which is a necessary consequence of the assumptions
made in all previous studies.
Therefore, to establish the linear convergence of
Algorithm 1, we employ a different technique that
was first suggested in Ahipaşaoğlu et al. (2008) and
recently used in Yıldırım (2008) to exhibit the linear
convergence of a similar algorithm for the minimum
enclosing ball problem. The main idea is based on the
argument that each iterate 4uk1vk5 generated by Algo-
rithm 1 is an optimal solution of a slight perturbation
of the primal problem 45. It follows from the general
stability results of Robinson (1982) that the distance
between 4uk1vk5 and the set of optimal solutions of
the dual problem 45 can then be uniformly bounded
above for all sufficiently large k.











where 4ũ1 ṽ5 is any feasible solution of 45; ̃ ≥ 0;
b4ũ1 ṽ1 ̃5 ∈m is defined as




4pi5T ¶w− 4P ũ5T ¶w1 if ũi > 01
−2̃ ¶w21 otherwise3
c4ũ1 ṽ1 ̃5 ∈r is given by








Let us now consider the problem ((uk1vk1 k)). By
(12) and (13), 4wk1k1k5 is a feasible solution, where
wk 2= Puk −Qvk, k, and k are given by (8). It turns
out that 4wk1k1k5 is actually an optimal solution of
((uk1vk1 k)).
Lemma 3.2. For each k = 0111 0 0 0 1 4wk1k1k5 is an
optimal solution of ((uk1vk1 k)), and the corresponding
optimal value is ë k = 41/25wk2.
Proof. The feasibility of 4wk1k1k5 follows from
the argument preceding the lemma. It is easy to ver-
ify that 4wk1k1k5 along with the Lagrange multi-
pliers 4uk1vk5 satisfy the optimality conditions, which
are sufficient since ((uk1vk1 k)) is a concave maxi-
mization problem with linear constraints. The optimal
value is given by −41/25wk2 +4k−k5= 41/25wk2
by (8) and the definition of wk. 
Next, we show that the sequence of optimization
problems given by ((uk1vk1 k)) yields smaller per-
turbations of the primal problem () as k tends to
zero. Clearly, bi4uk1vk1 k5= cj4uk1vk1 k5= −2kwk2
for i and j such that uki = 0 or v
k
j = 0. Together with
(15) and (16), we obtain
bi4u
k1vk1 k5 ≤ 2kwk21 i = 11 0 0 0 1m1
cj4u
k1vk1 k5 ≤ 2kwk21 j = 11 0 0 0 1 r1
(34)
which establishes our claim since wk2 ≤ 2.
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j5T 4wk5+ 4Qvk5T 4wk57= 00 (36)
Let ä4b4ũ1 ṽ1 ̃51 c4ũ1 ṽ1 ̃55 denote the optimal value
of the problem ((ũ1 ṽ1 ̃)). It follows that ä is a con-
cave function of 4b4ũ1 ṽ1 ̃51 c4ũ1 ṽ1 ̃55. Furthermore,
any Lagrange multiplier 4u∗1v∗5 corresponding to any
optimal solution of the unperturbed problem () is a
subgradient of ä at 40105. Hence,
ä4bk1 ck5 = ë k
≤ ä40105+ 4u∗1v∗5T 4bk1 ck5
= ë ∗ + 64u∗1v∗5− 4uk1vk57T 4bk1 ck5
≤ ë ∗ + 4u∗1v∗5− 4uk1vk54bk1 ck51
(37)
where we used (35), (36), and
4bk1 ck5= 4b4uk1vk1 k51 c4uk1vk1 k550
By (34) and (19),
4b4uk1vk1 k51 c4uk1vk1 k55 ≤ 24m+ r51/2kwk2
≤ 44m+ r51/2k0 (38)
Therefore, to compute an upper bound on ë k −ë ∗
in (37), it suffices to find an upper bound on
4u∗1v∗5 − 4uk1vk5. To establish such an upper
bound, we rely on the results of Robinson (1982) on
the stability of optimal solutions of a nonlinear opti-
mization problem under perturbations of the prob-
lem. Robinson’s results require that the unperturbed
problem () satisfy certain assumptions. We simply
need to adapt these assumptions to a maximization
problem. Since () is a concave maximization prob-
lem with linear constraints, the constraints are regular
at any feasible solution. Let 4w∗1∗1∗5 be an opti-
mal solution of () with any corresponding Lagrange
multipliers 4u∗1v∗5 (i.e., any optimal solution of ()).
Let L denote the Lagrangian function corresponding
to the problem () given by
L44w1151 4u1v55












We need to establish that Robinson’s second-order
constraint qualification is satisfied at 4w∗1∗1∗5.
These conditions are driven by the requirement that
all feasible directions at 4w∗1∗1∗5 that are orthog-
onal to the gradient of the objective function should
necessarily lead to a feasible point of () with a
smaller objective function value. In particular, these
conditions imply that the optimal solution of () is
unique since () is a concave maximization problem.































































where I ∈n×n is the identity matrix.
Let
I= 8i ∈ 811 0 0 0 1m92 4pi5Tw∗ = ∗91
J= 8j ∈ 811 0 0 0 1 r92 4qj5Tw∗ = ∗90
Every feasible direction d 2= 4hT 115T ∈ n+2 at
4w∗1∗1∗5 satisfies
4pi5T h−≥01 i∈I3 −4qj5T h+≥01 j ∈J0 (39)
For second-order conditions, we are only interested
in feasible directions that are orthogonal to the gra-
dient of the objective function of () evaluated at
4w∗1∗1∗5, i.e., those directions that satisfy
−4w∗5T h+−  = 00 (40)



















j5T h− 5= 01 (41)
which, together with u∗ ≥ 0, v∗ ≥ 0, and (39), implies
that
4pi5T h= 1 i ∈I3 4qj5T h= 1 j ∈J1 (42)
for all feasible directions d = 4hT 115T satisfy-
ing (40). Since  ≤ maxi∈I pih and  ≤
maxj∈J qjh,
d2 = h2 +2 + 2
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which establishes that Robinson’s second-order suffi-
cient condition holds at 4w∗1∗1∗5 (see Definition 2.1
in Robinson 1982). By Theorem 4.2 in Robinson (1982),
there exists a constant l > 0 and an optimal solution
4u∗1v∗5 of () such that, for all sufficiently small k,
4uk1vk5− 4u∗1v∗5 ≤ l4b4uk1vk1 k51 c4uk1vk1 k55
≤ 4l4m+ r51/2k1 (44)
where we used (38). Combining this inequality with
(37), we obtain
ë k −ë ∗ ≤ 16l4m+ r524k521 (45)
for all sufficiently large k.
Let us now assume that k ≤ 1/2. By Lemma 3.1, we
have




4k52ë ∗ + 
)
= ë k −
ë k4k52ë ∗
4k52ë ∗ + 
≤ ë k −
4k524ë ∗52
41/45ë ∗ + 
at each add- or decrease-iteration. Combining this
inequality with (45), we conclude that










4ë k−ë ∗5 (46)
for all sufficiently small k, which establishes the lin-
ear convergence of Algorithm 1.
Theorem 3.4. Algorithm 1 computes dual feasible solu-
tions 4uk1vk5 with the property that the sequence ë k −ë ∗
is nonincreasing. Asymptotically, this gap reduces at least
by the factor given in (46) at each add- or decrease-
iteration. There exist data-dependent constants  and 
such that Algorithm 1 computes a 41 − 5-approximate
solution to the support vector classification problem in +
 log41/5 iterations for  ∈ 40115.
Proof. Let  2= max8∗1 41/259, where ∗ is the
smallest value of k such that the inequality (44) is sat-
isfied. After iteration , the improvement in each add-
or decrease-iteration obeys (46). Let k∗ denote the
index of the final iterate computed by Algorithm 1.
By (7), we have 41 − 52ë k∗ ≤ 41 − k∗52ë k∗ ≤ ë ∗ ≤
ë k
∗ , which implies that ë k∗ −ë ∗ ≤ 61 − 41 − 527ë k∗ =
42 − 5ë k∗ . Since  ∈ 40115 and ë ∗ ≤ë k∗ , a sufficient
condition for termination is given by ë k∗ −ë ∗ ≤ ë ∗.
At iteration , ë  − ë ∗ ≤ 3ë ∗ since 41/45ë k ≤ ë ∗ ≤
ë k for all k ≥  by (7). Therefore, we simply need
to compute an upper bound on the number of itera-
tions to decrease the gap from 3ë ∗ to ë ∗. The result
now follows from (46) and the previous argument
that each drop-iteration can be paired with a previ-
ous add-iteration with a possible increase of two iter-
ations to account for the initial positive components
of 4u01v05. 
We remark that the convergence result of Theo-
rem 3.4 does not yield a global bound because it relies
on data-dependent parameters such as  and  . As
such, it does not necessarily lead to a better conver-
gence result than that of Theorem 3.2. The main result
is that the asymptotic rate of convergence of Algo-
rithm 1 is linear. However, the actual radius of con-
vergence does depend on the input data.
3.4. Nonlinearly Separable and Inseparable Cases
In §§3.1–3.3, we presented and analyzed Algorithm 1
for the linearly separable case, which uses the linear
kernel function 4x1y5= xT y. We have chosen to illus-
trate and analyze the algorithm on such input sets
for simplicity. We now discuss how to extend Algo-
rithm 1 to the nonlinearly separable and inseparable
cases without sacrificing the complexity bound, the
core set size, and the linear convergence.
First, let us assume that the input sets are non-
linearly separable. Let ê2 n → S denote the trans-
formation of the given input points into the feature
space S, and let 2 n × n →  denote the ker-
nel function given by 4x1y5 = ê4x51ê4y5. As
described in §2.2, we just need to call Algorithm 1
with the new input sets P′ 2= 8ê4p151 0 0 0 1ê4pm59 and
Q′ 2= 8ê4q151 0 0 0 1ê4qr 59 in S. However, because the
transformation ê may not be efficiently computable,
Algorithm 1 needs to be modified so that explicit eval-
uations of the function ê are avoided.
The computation of the initial dual feasible solu-
tion 4u01v05 requires two furthest point computations.
Since
ê4x5−ê4y51ê4x5−ê4y5=4x1x5−24x1y5+4y1y51
each distance computation in Algorithm 1 requires
three kernel function evaluations. Therefore, the ini-
tial solution 4u01v05 can be computed in O4m+ r5 ker-
nel function evaluations.
In contrast with the linear kernel function, we can
no longer explicitly compute and store wk ∈S. How-
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Therefore, the computation of the indices i′, j ′, i′′, and
j ′′ at each iteration can be performed using kernel
functions only. We remark that the number of ker-
nel function evaluations can be significantly reduced
since wk+1 = 41 − k5wk + kzk at an add-iteration
and wk+1 = 41 + k5wk − kyk at a decrease- or drop-
iteration. At an add-iteration,






where we used zk =ê4pi′5−ê4qj ′5, which implies that
wk+11ê4x5 can be updated using only a constant
number of kernel function evaluations if wk1ê4x5
is stored for each x ∈P∪Q. A similar derivation at a
decrease- or drop-iteration yields






where we used yk =ê4pi′′5−ê4qj ′′5. Since 4u01v05 con-
tains only two positive components, wk1ê4x5 can be
computed using a constant number of kernel function
evaluations by (47)–(49) for each iteration k.




















and at a decrease- or drop-iteration,
wk+11wk+1



















Using a similar argument, since w01w0 can be
computed using a constant number of kernel func-
tion evaluations, wk1wk can be updated similarly
by using a constant number of calls to the kernel
function.
It is easy to verify that all the other computations
in Algorithm 1 can be performed using only kernel
functions and that each one can be performed using
a constant number of kernel function evaluations. It
follows then that each iteration requires O4m+ r5 ker-
nel function evaluations. Note that each iteration can
be performed even faster if 4x1y5 is computed a pri-
ori and stored in memory for each x1y ∈ P ∪ Q. The
analysis of the iteration complexity of Algorithm 1
is entirely independent of the structure of the input
set. Therefore, Algorithm 1 maintains the same itera-
tion complexity for nonlinearly separable input sets.
Because the support vector classification problem for
inseparable data sets can be reformulated as a separa-
ble instance as explained in §2.3, the same conclusion
also holds for inseparable input sets.
Therefore, Algorithm 1 can easily be extended to
compute an approximate solution for the support vec-
tor classification problem for nonlinearly separable
and inseparable data sets. The iteration complexity
and the core set results remain unchanged. The num-
ber of kernel function evaluations is O4m+ r5 at each
iteration. The number of overall arithmetic operations
clearly depends on the complexity of the underlying
kernel function. For the linearly separable case, each
iteration requires O44m + r5n5 operations since each
kernel function evaluation requires O4n5 operations.
We conclude this section by discussing the extent to
which the linear convergence result continues to hold
for nonlinearly separable and inseparable data sets.
Note that the linear convergence result heavily relies
on the stability results of Robinson (1982) for non-
linear optimization problems in finite-dimensional
space. As such, it immediately follows that Algo-
rithm 1 continues to exhibit linear convergence as
long as the feature space S is finite dimensional,
in which case the corresponding problem () is still
a finite-dimensional optimization problem. On the
other hand, if the feature space is infinite dimen-
sional, then Robinson’s results would not be applica-
ble, which implies that Algorithm 1 may not retain
linear convergence for such input sets.
4. Concluding Remarks
In this paper, we developed and analyzed a simple
first-order algorithm for the support vector classifi-
cation problem. Our algorithm explicitly computes a
core set whose size is independent of the number of
points and the dimension. Furthermore, the compu-
tational complexity of our algorithm is linear in the
number of data points and also linear in 1/. Our
computational results (see the Online Supplement)
reveal that our algorithm is especially well suited for
large-scale instances of the support vector classifica-
tion problem for which a moderate accuracy would
suffice and that it exhibits nice scaling behavior with
respect to the size of the data, the penalty parame-
ter, and the tolerance parameter. Finally, in contrast
to previous algorithms that similarly compute a small
core set, our algorithm exhibits linear convergence.
This work raises many interesting open prob-
lems. For instance, an interesting research direction
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other formulations of the support vector classifica-
tion problem with linear penalizations of classifica-
tion errors. An efficient parallel implementation of
the proposed algorithm would require considerable
effort. We intend to work on these problems in the
near future.
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