This paper describes a prototype that supports the execution of the Intelligence Preparation of the Operational Environment (IPOE). The IPOE is a complex process that involves taking into account information from multiple sources and applying complex cognitive processes in order to describe a situation, identify potential threats, and determine threats' courses of action. This paper presents the developed prototype, its reasoning processes, and the learning mechanisms used to improve the case-based reasoning. Avenues to boot-strap the creation of a case-base are also discussed.
Introduction
Canadian Forces' Intelligence Analysts have a mandate to conduct Intelligence Preparation of the Operational Environment (IPOE). The IPOE is a complex process that involves taking into account multiple information from various sources and complex cognitive processes. Defence R&D Canada -Valcartier has undertaken a research project entitled Self Improving Inference System (SIIS) to Support the IPOE process. The project goal is twofold. The first objective is to look at the various ways automated reasoning can be employed to support the IPOE. The second part of the project focuses on applying learning techniques to the implemented automated reasoning approaches in order to improve them over time. This paper discusses the reasoning approaches applied to the IPOE problem, describes the learning approaches applied to improve the results of the reasoning process, and describes the prototype developed to support IPOE.
The paper first provides a short description of the IPOE process. Situation description mechanisms and the application of different automated reasoning approaches are presented in the context of a Self-Improving Inference Prototype (SIIP). Case-based reasoning (CBR) is discussed in greater detail. Learning algorithms applied to CBR are also presented.
Intelligence Preparation of the Operational Environment
The IPOE is a military process designed to provide battlefield commanders with information about an enemy and a particular operational environment. The IPOE is a systematic approach used by intelligence personnel to analyze the adversary and other relevant aspects of the operational environment, which is the composite of the conditions, circumstances, and influences that affect the employment of capabilities and bear on the decisions of the commander [1] . More specifically, the IPOE is used to:
1. define the operational environment, 2. describe the impact of the operational environment on adversary and friendly Courses of Action (COA), 3. evaluate adversary forces, and other potential threats operating in the operational environment, 4. describe potential adversary COAs and civilian activities that might impact military operations. The four step process entails a variety of analysis functions. A thorough survey of IPOE literature was performed in order to identify central IPOE functions [2] . A survey of existing tools performing IPOE tasks was also conducted in order to pin-point IPOE aspects that lacked support [3] . A workshop involving military experts from the Intelligence community was held in order to validate the prioritization of the IPOE functions that were identified as priorities [4] . These efforts have helped identify and prioritize the analysis functions included in the 4 steps of the IPOE. They have also helped identify steps 3 (evaluate adversary forces, and other potential threats) and 4 (describe potential adversary COAs) as the steps requiring the most effort, and being the least supported by current analysis tools. The following sections provide details on various techniques that can be applied to describe a situation (operational environment), and support its analysis in terms of threat analysis (step 3 of IPOE) and COA identification (step 4).
Situation Description
In order to support the analysis of a situation with computers, it is necessary to first represent it in ways that are machine readable. For the Self-Improving Inference Prototype (SIIP), this was done using three main ingredients:
 Ontologies  Propositions  Spatial Features
Situation Description Ontology
An ontology is a formal representation of the concepts of a given domain and of the relationships between them. The OWL Web Ontology Language is a language for defining and instantiating ontologies [5] using classes, properties, instances of classes, and relationships between these instances. In the context of our prototype, an OWL ontology is used to represent the concepts, or elements present in our operational environments. For instance, every physical element (e.g., individuals, structures, areas…) present in the operational environment is represented by an instance of a class in a situation description ontology. Abstract concepts (e.g., intent, capability, threat…) are also represented in this ontology. Figure 1 shows a representation of the situation description ontology in the prototype. Ontology classes are represented as folder and ontology instances are represented with a document icon. The user is able to select an existing ontology instance in order to add it to a list of elements requiring further analysis. It is also possible to the user to add new instances to the ontology to represent emerging elements or concepts.
Propositions
The prototype uses propositions in order to specify additional information about an element or concept of the operational environment. Propositions are used in the SIIP prototype to declare facts about the operational environments, to define properties of ontology instances or to establish relations among different ontology instances. From a knowledge representation point of view, a proposition is formulated using the following form:
The proposition label is a literal providing a textual description of the proposition. Inside the parentheses are couples of argument labels and argument types. Any proposition can contain 1 to n such couples. The argument label is a literal that provides a description of the argument.
The argument type specifies one of 8 data types that can be used in a proposition:
In the prototype, the user is not only able to use propositions, but also to define new structures for propositions (proposition templates) in order to specifically express new information.
Let us look at a simple example of the use of a proposition. Let's say we have two instances of the class Person in the ontology: Person1 and Person2. We want to specify that Person1 works for Person2. We can do so by first creating a proposition template of the following form:
WorksFor(Employee, ONTOLOGY_INSTANCE:Person, Employer, ONTOLOGY_INSTANCE: Person)
We can then proceed to using the proposition template above by building an actual proposition
Propositions are a flexible, powerful way of expressing information about the operational environment. The following sections provide detail on the fashion in which propositions are used to do automated reasoning and learning.
More detailed information on propositions and their use can be found at [6] .
Spatial Features
A spatial feature is a geo-located geometric shape used to represent a real world object or a concept on a map. A spatial feature is a geometric shape that is geographically located, can have an orientation, can see its shape evolve in time, and can move. In the prototype spatial features are used to represent elements of the situational ontology that can be geolocated (i.e, which are physically present in the operational environment). Figure 2 provides an example of spatial features used in the prototype.
Figure 2. Examples of spatial features
Each icon represents an element of the situational ontology that is geo-referenced. Additional information on spatial features can be found at [7] .
SIIP Prototype
As illustrated in Figure 3 , the SIIP prototype is a multiinference system that exploits rule-based reasoning (RBR) and case-based reasoning (CBR) to support the analysis of IPOE situations. Both components rely on a description of the operational environment represented as a combination of propositional facts and ontological elements. To obtain recommendations during the IPOE process, the analyst can submit queries to both components pertaining to various IPOE aspects such as potential courses of actions and likely events. We provide further description of reasoning mechanisms in the next sections.
Rule-based Reasoning
Rule-based reasoning (RBR) uses "if-then" rule statements on a set of formalized information pieces in order to infer new pieces of information. A simple example of such a rule would be "IF my car is not parked in the driveway THEN I am not home". In the context of this research, emphasis was given to forward-chaining RBR. Forward-chaining means we work from the data, find applicable rules, and infer new facts that become available for further inference with the rules. Detailed information about the application of RBR to intelligence analysis problems can be found in [8] . In the context of IPOE, RBR has proven especially useful in the preliminary steps of the process. These steps essentially deal with the definition and description of the operational environment. More specifically, RBR was shown to be of particular use when having to refine the description of the situation. 
Case-based Reasoning
A case-based reasoner [10] solves current problems by using or adapting prior solutions to previous problems. The general idea is to emulate the human reasoning process that relies on past experiences to solve new problems, reusing past solutions. The premise is that new cases will bear sufficient similarity to past problems to allow for an appropriate mapping.
Situation Templates
To perform CBR in the IPOE context, the first mandatory step is to select features from the operational environment that will make up a situation template.
The situation template is a formalized description of the situation. For the prototype, CBR situation templates are constructed using a set of propositions along with joining linkage conditions. The propositions represent the features of the situation that we deem of interest for a given analysis. The joint condition specifies the way in which propositions must be linked in order to form a proper situation template. Figure 4shows a simple example of a joining linkage condition being used. We see that in order for this situation template to be valid, we need to have propositions about an individual (Person) that specify his affiliations to groups (IsAffiliatedWith), his ideology (HasIdeology) and his criminal record (HasCriminalRecord). Any individual meeting these conditions would be used for analysis with this template.
To make the CBR component capable of providing recommendations on different IPOE aspects (such as courses of actions, areas of interest and likely events), situation templates were formulated for each different type of analysis. Hence to respond to a query submitted by the system user, the following steps are executed by the SIIP prototype:  The template management (TM) component selects the appropriate situation template to handle the query;  Using the situation template, TM converts the query into a problem description that can be handled by the CBR component.  Then TM attempts to find propositional facts of the knowledge base that match the joint condition of the situation template. Each combination of facts matching the template is then converted into a structural case (containing feature-value pairs) and added to the CBR case base.  The CBR component then performs case retrieval using the problem description and the case base generated by the TM component.  Finally the top ranked cases are converted into propositional facts and presented to the user in decreasing order of similarity.
More detailed information on CBR situation templates applied to IPOE is provided at [9] .
Similarity Measures
To perform case retrieval in the IPOE context, the CBR component requires a similarity measure that will allow comparison between situations. The way a particular similarity measure is built will depend on the problem, or type of situation we are trying to identify. There exists various types of similarity measures: geometry-based, feature-based, structure-based, transformation-based and information content-based measures, which are well suited for different types of objectives respectively [11] . For situation comparison, a feature-based approach has been selected, where each feature is compared individually in an appropriate fashion, and the similarity of situations is represented as a simple weighted sum of each feature selected:
where f i is the local similarity measure computed for a given feature f, and w i is the weight, or relative importance of feature f i , with all weights summing to 1.
The prototype uses distinct local similarity measures for every data type that can be used in a proposition (section 3.2). The prototype was built using jCOLIBRI CBR framework. Detailed information on various types of local similarity measures can be found at [12] . Once a given situation has been templated, it can be compared to past situations using a feature-based similarity measure. The user will be presented with the results: past situations with features similar to the current situations, that have various levels of similarity. Figure 5 shows an example of retrieval results.
Figure 5. Example of retrieval results
We see that the current situation has been compared to past situations and a total of 9 varyingly similar situations have been returned from the knowledge base. The user can visualize the past situations in order to determine whether or not they are indeed similar to the current situation. If a past situation is deemed very similar to the situation at hand, it is possible that the various threats and employed courses of actions it relates to may be employed in the current situation. This gives the user an indication of what may likely occur in the situation at hand, supporting the IPOE analysis. As opposed to RBR, CBR provides a means to perform automated reasoning in a softer fashion. RBR will give a clear-cut binary answer based on whether or not certain conditions are met (a given rule will fire or not). CBR allows the comparison of more complex situations and will provide softer measure of the similarity between two given situations.
Getting Feedback on Retrieval
If the user is not satisfied with the retrieval results, he has the possibility to provide feedback to the system in order to obtain new, improved results. The system handles two main types of feedbacks:  Re-ranking Feedback  Relevance Feedback Re-ranking allows the user to reorder the results in function of his perceived similarity to the current situation. In Figure 5 , the user is able to perform a reranking by using the arrows to move a selected retrieval result up or down. Relevance feedback is done by tagging results as either "relevant", "irrelevant", or as untagged.
The user performs feedback in an "instinctive" fashion. The objective of the system is to modify the different weights of the similarity measure to obtain a new ordering of cases that reflects the specified feedback. This is done by using different learning techniques, which are discussed in the next section.
Learning Algorithms
In this section, we will provide a summary description for each learning approach used to adjust similarity measure weights based on user feedback. Figure 6 illustrates the general approach common to all learning algorithms in the prototype. Figure 6 . General approach common to all learning algorithms in the SIIP First, the user, or teacher, submits a query to the system. A first set of results is retrieved from the case base and presented to the user. The user then analyses the retrieval results and provides feedback to the learning module. As discussed before, the feedback can take the form of a reranking of provided results, or an identification of most and least relevant results.
After having received feedback from the teacher, the learning module proceeds to adjust the weights of the similarity measure in order for the retrieval results to reflect the feedback of the user. Once the learning has completed, an updated similarity measure is provide and is used to query the case base. The user is then free to iterate over a new set of retrieval results. The following sections provide more detail on the specific approaches used to handle the various forms of user feedback. More detailed information on algorithms can be found at [13] .
Ranking Feedback
In the case of ranking feedback, the learning module is provided with a re-ranking of retrieval results. The objective of the learning module is then to adjust the weights of the global similarity measure such that the ranking of the system becomes identical to the ranking of the user. Figure 7 shows a re-ranking of initial retrieval results as provided by the user. Retrieved cases are represented by letters C1 to C5, along with their similarity measure score.
Error Estimation
The first step is to estimate the error, or difference between the initial ranking, and the re-ranking provided by the user.
The error is computed by adding the difference between the similarity measures of each incorrectly positioned pair in the ranking. Figure 8 gives an example of this process. 
Ranking Learning Algorithm
The algorithm takes as input:  the retrieval results along with their similarity measures,  the feedback (re-ranking) provided by the user,  and the weights (w i ) that were used to perform the initial CBR cycle.
The algorithm will perform weight adjustment on the weights w i until either the re-ranking provided by the user is reached, or pre-set number of iterations has been reached.
Weight Adjustment
A gradient approach was used to compute new weights based on the contribution of the feature. Each feature of a given template has a potential impact on the ranking difference between two cases. The contribution, or impact, of each feature is taken into account for weight adjustment. Figure 9 gives an example of weight adjustment. Figure 9 . Gradient weight adjustment approach example
In this example, we see a comparison of each feature (1 to 4) for cases C 1 and C 2 . We see the contribution, or impact of each feature on the global similarity score in the difference column. This information will be used to determine which feature weight should be modified in order to emphasize a desired effect.
For instance, in the case of this example we have C 1 scoring at 2.5 and C 2 scoring at 2.07, a difference of 0.43 in favor of C 1 . If only these two cases were considered for the re-ranking and we wanted C 2 to rank above C 1 , we could elect to raise feature 3 or feature 4's weight or to lower feature1 or feature2's weight in order to get the sought-after result.
More formally, the update of a feature weight is determined from the sum of the weight differences for each pair of cases in a ranking feedback, i.e.:
where the gradient is the second part of the right-hand side of the equation. The learning rate is a small positive value that regulates the changes made to weights. Usually the learning rate is adjusted empirically by conducting trials on a representative case base of the application domain. This parameter should be selected carefully as large values bring the algorithm to bounce back and forth over a local optimal set of weights.
Relevance Feedback
As mentioned earlier, in the case of relevance feedback, the learning module is provided with the retrieval results being tagged by the user as either "relevant", "irrelevant" or as untagged. The objective of the system is to adjust the weights of the global similarity measure in order for the cases tagged "relevant" to come up on top, and the cases tagged as "irrelevant" to arrive at the bottom. Figure  10 gives an example of this process. Here the user is presented with 5 cases as retrieval results. Cases C1 and C5 are tagged as "relevant" while C2 and C3 are "irrelevant".
The main intuition of this adaptation mechanism is that features assigning higher similarity values to relevant cases should see their weight increased and the weight of other features should be reduced. Using the Rocchio equation proposed in the IR literature [14] , the following update function is used to adjust weights based on relevance feedback:
where cases REL is the group of relevant cases and cases NR is the group of non-relevant cases. The parameters and determine the relative important of relevant cases to non-relevant ones. In practice, values such as and are frequently used. But it is recommended to determine them empirically on a representative data set.
Pseudo-Ranking Approach
A pseudo-ranking approach is used to accomplish relevance feedback. Simply put, the approach described in section 6.1 is applied to all pairs from differently tagged groups that are incorrectly positioned. In the case of our example (Figure 10 ), five incorrect rankings occur between the members of our three groups (C5-C4, C5-C2, C5-C3, C4-C2, C4-C3). The rest of the procedure is identical.
Boot Strapping the Creation of a CaseBase
We have seen that CBR can provide support to analysts performing situation analysis in IPOE. It is obvious that to allow that, a rich, well-structured case base must first be available to the user. We suggest avenues to support casebase creation: case authoring user interface support, and inserting representative preliminary cases.
An obvious first step to support the creation of a case base is to provide users with adequate tools to create and maintain cases. The case-base authoring tool allows the user to easily add cases to the case base. For a given template, the user is able to specify propositions that suit each of the attributes required by the template.
Second, in order to have users populate a case base, there must be incentive for them to use the CBR system and contribute to it. In the case of an empty case base, as no useful result is going to be returned, it would prove difficult to provide incentive to the user. A way to circumvent this is to populate the initial case-base with a limited number of representative cases. By representative cases, we mean typical, patent cases that are likely to represent situations or problems a user will encounter. Having a few of such cases will likely provide viable initial support to the user, encourage use of the system, and augment the chances of having users contributing new cases to the system.
Conclusion
This paper discussed how reasoning can be applied to IPOE situation analysis. Rule-Based reasoning has been discussed as an efficient way to refine situation descriptions. CBR was identified as a way to perform soft reasoning on complex situations in order to potentially identify threats in the environment or potential Courses of Action. Details were provided on techniques used to handle user feedback. Techniques to support re-ranking and relevance feedback were also discussed.
