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Abstract
Diaconis and Griffiths (2014) study the multivariate Krawtchouk polynomials
orthogonal on the multinomial distribution. In this paper we derive the reproduc-
ing kernel orthogonal polynomials Qn(x,y;N,p) on the multinomial distribution
which are sums of products of orthonormal polynomials in x and y of fixed total
degree n = 0, 1, . . . , N .
∑N
n=0 ρ
nQn(x,y;N,p) arises naturally from a probabilis-
tic argument. An application to a multinomial goodness of fit test is developed,
where the chi-squared test statistic is decomposed into orthogonal components
which test the order of fit. A new duplication formula for the reproducing kernel
polynomials in terms of the 1-dimensional Krawtchouk polynomials is derived. The
duplication formula allows a Lancaster characterization of all reversible Markov
chains with a multinomial stationary distribution whose eigenvectors are multivari-
ate Krawtchouk polynomials and where eigenvalues are repeated within the same
total degree. The χ2 cutoff time, and total variation cutoff time is investigated in
such chains.
Emphasis throughout the paper is on a probabilistic understanding of the poly-
nomials and their applications, particularly to Markov chains.
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1. Introduction and summary
This section gives background on univariate Krawtchouk polynomials and an
overview of the main results of the paper.
Diaconis and Griffiths [7] study the connection between generalized Ehrenfest
urn models, bivariate binomial distributions of the Lancaster type with Krawt-
chouk polynomial eigenfunctions, and sums of correlated Bernoulli random vari-
ables. Griffiths [17] and Diaconis and Griffiths [8] construct multivariate Krawtchouk
polynomials orthogonal on the multinomial distribution and study their hyper-
group properties. Griffiths [19] extends the multivariate Krawtchouk polynomi-
als to multivariate orthogonal polynomials on a larger class of distributions and
considers Lancaster expansions of them. Griffiths [20] studies the role of the mul-
tivariate Krawtchouk polynomials in spectral expansions of transition functions
of composition birth and death processes. These are multivariate versions of the
1-dimensional expansions of Karlin and McGregor [25, 26, 27]. Recent repre-
sentations and derivations of orthogonality of these polynomials are in Feinsilver
[12, 13], Genest, Vinet, and Zhedanov [15], Grunbaum and Rahman [22], Iliev
[23], Mizukawa [34]. Zhou and Lange [38] show that these polynomials are eigen-
functions in classes of reversible composition Markov chains which have multino-
mial stationary distributions and use them to get sharp rates of convergence to
stationarity.
Let {Qn(x;N, p)}Nn=0 be the Krawtchouk polynomials, orthogonal on the bi-
nomial (N, p) distribution, scaled so that Qn(0;N, p) = 1 and
E
[
Qn(X;N, p)Qm(X;N, p)
]
= δnmhn(p)
−1,
where, with q = 1− p,
hn(p) =
(
N
n
)
(p/q)n.
A generating function is
N∑
n=0
(
N
n
)
tnQn(x;N, p) = (1− tq/p)x(1 + t)N−x. (1)
An explicit formula for the polynomials is
Qn(x;N, p) =
N∑
ν=0
(− q/p)ν (xν)(N−xn−ν )(
N
n
) .
If X is a binomial random variable, the transform, applied in Theorem 4 below, is
E
[
ψXQn(X;N, p)
]
=
(
q(1− ψ))n(pψ + q)N−n. (2)
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Details of the Krawtchouk polynomials can be found in Ismail [24]. In the fol-
lowing we sometimes suppress the parameters N, p and use the notation Qn(x) ≡
Qn(x;N, p). An important hypergroup property or duplication formula for the
Krawtchouk polynomials, proved by Eagleson [11], with an alternative proof in Di-
aconis and Griffiths [7], is that (without loss of generality when p ≥ 1/2) there is a
probability distribution ϕxy(z), z = 0, 1, . . . , N with parameters x, y = 0, 1, . . . , N
such that
Qn(x)Qn(y) = Eϕxy
[
Qn(Z)
]
. (3)
The hypergroup property (3) is equivalent to
K(x, y, z) =
N∑
n=0
hnQn(x)Qn(y)Qn(z) ≥ 0 (4)
for x, y, z = 0, 1, . . . , N . Then
ϕxy(z) =
(
N
z
)
pzqN−zK(x, y, z).
There is a general theory of orthogonal functions which have a hypergroup prop-
erty, Bakry and Huet [3].
A bivariate binomial random vector (X,Y ) has a Lancaster probability distri-
bution if
p(x; y) = b(x;N, p)b(y;N, p)
{
1 +
N∑
n=1
ρnhnQn(x)Qn(y)
}
, (5)
for x, y = 0, 1, . . . , N . (For a general introduction to Lancaster expansions such as
(5) see Lancaster [32], Koudou [30].) Eagleson [11] characterized the correlation
sequences {ρn}Nn=0 such that (5) is non-negative and thus a proper distribution
as having a representation ρn = E
[
Qn(Z)
]
, where Z is a random variable on
{0, 1, . . . , N}. Diaconis and Griffiths [7] study further characterizations of distri-
butions with this correlation sequence.
In a general multivariate orthogonal polynomial system the reproducing kernel
polynomials Qn(x,y) are the sum of products of two orthonormal polynomials in
x and y of total degree n, for n = 0, 1, . . ., Dunkl and Xu [10]. These are known
for several classical orthogonal polynomials systems (without being exhaustive):
multivariate Jacobi polynomials; multivariate Hahn polynomials and multivariate
Krawtchouk polynomials [16, 18, 21, 37]. Khare and Zhou [29] use several systems
of reproducing kernel polynomials, including those on the multinomial, in Markov
chain rate of convergence problems.
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In this paper we study the reproducing kernel orthogonal polynomials on the
multinomial. These appear in a circulated note Griffiths [18] and are derived
independently in Xu [37] as a limit from Hahn polynomial reproducing kernel
polynomials. Their construction in this paper is different from that in Xu [37] and
similar to Griffiths [18]. A new duplication formula, or hypergroup property, is
found in Section 3.3 which has the form
Qn(x,y;N,p) = hn(N, p)Eϕx,y
[
Qn(Z;N, p)
]
,
where Qn(Z;N, p) is a 1-dimensional Krawtchouk polynomial and Z is a random
variable which has a distribution ϕx,y(z) depending on x,y. This formula re-
duces to (3) if d = 2. The mixing measure ϕx,y has an interesting probabilistic
interpretation in terms of matching probabilities in two sequences of multinomial
trials. A duplication formula for multi-dimensional Jacobi and Hahn reproducing
kernel polynomials in terms of the 1-dimensional Jacobi polynomials is derived
in Griffiths and Spano´ [21]. Different duplication formulae are derived in Koorn-
winder and Schwarz [31] and Xu [37]. The duplication formula for the reproducing
kernel polynomials on the multinomial is an analogue of the Jacobi polynomial
duplication formulae, though the calculations are different.
Reproducing kernel polynomials on the d-dimensional product Poisson distri-
bution are obtained in Section 3.2 as a limit from the multinomial reproducing
kernel polynomials.
Bivariate multinomial distributions which have Lancaster expansions in repro-
ducing kernel polynomials are characterized in Section 4. The extreme points of
such distributions are described by transition distributions in Ehrenfest urns with
balls of d colours. The χ2 cutoff time, and total variation cutoff time is investi-
gated in such chains in Section 4.1. This is a good motivation for considering their
eigenfunction structure.
A new application to a multinomial goodness of fit test is developed in Section
3.1, where the chi-squared test statistic is decomposed into orthogonal components
testing the order of fit of sub-samples of n = 1, 2, . . . , N from a multinomial sample
with N observations.
2. Orthogonal polynomials on the multinomial distribution
This section gives an overview of multivariate Krawtchouk polynomials, details
and examples can be found in Diaconis and Griffiths [8].
Multivariate orthogonal polynomials are not unique because there are different
linear combinations of variables which can be used and different possible orderings
of polynomials of the same total degree in a Gram-Schmidt construction.
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We give a brief description of properties of orthogonal polynomials on the
multinomial distribution
m(x,p) =
(
N
x
) d∏
j=1
p
xj
j , xj ≥ 0, j = 1, . . . , d, |x| = N.
An interpretation of the multinomial is that in an infinite population of d coloured
balls of relative frequencies p, m(x,p) is the probability of obtaining a config-
uration x in a sample of N . Let {u(l)}d−1l=0 be a complete set of orthonormal
functions on a probability distribution {pj}dj=1, with u(0) ≡ 1, such that for
k, l = 0, 1, . . . , d− 1, ∑dj=1 u(k)j u(l)j pj = δkl. Define a collection of orthogonal poly-
nomials
{
Qn(x;u)
}
with n = (n1, . . . nd−1) and |n| ≤ N on the multinomial
distribution as the coefficients of wn11 · · ·wnd−1d−1 in the generating function
G(x,w;u) =
d∏
j=1
(
1 +
d−1∑
l=1
wlu
(l)
j
)xj
. (6)
It is straightforward to show, by using the generating function, that
E
[
Qm(X ;u)Qn(X ;u)
]
= δmn
(
N
n, N − |n|
)
. (7)
The transform of Qn(x;u) with respect to the multinomial distribution is defined
as
E
[ d∏
j=1
s
Xj
j Qn(X;u)
]
=
(
N
n, N − |n|
)
T0(s)
N−|n|T1(s)
n1 · · ·Td−1(s)nd−1 , (8)
where
Ti(s) =
d∑
j=1
pjsju
(i)
j , i = 0, . . . , d− 1.
Let Z1, . . . , ZN be independent identically distributed random variables such that
P (Z = k) = pk, k = 1, . . . , d.
Then with G defined at (6) and with
Xi = |{Zk : Zk = i, k = 1, . . . , N}|,
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G(X ,w;u) =
N∏
k=1
(
1 +
d−1∑
l=1
wlu
(l)
Zk
)
. (9)
In (9) both sides are random variables. From (9)
Qn(X;u) =
∑
{Al}
∏
k1∈A1
u
(1)
Zk1
· · ·
∏
kd−1∈Ad−1
u
(d−1)
Zkd−1
, (10)
where summation is over all partitions into subsets of {1, . . . , N}, {Al} such that
|Al| = nl, l = 1, . . . , d − 1. That is, the orthogonal polynomials are symmetrized
orthogonal functions in the tensor product set
N⊗
k=1
{
1, u
(i)
Zk
}d−1
i=1
.
The orthogonal polynomials could equally well be defined by (9) or (10) and the
generating function (6) deduced. Let
Sl(X) =
N∑
k=1
u
(l)
Zk
=
d∑
j=1
u
(l)
j Xj , l = 1, . . . , d− 1.
Qn(X;u) is a polynomial of degree |n| in (S1(X), . . . , Sd−1(X)) whose only term
of maximal degree |n| is ∏d−11 Snkk (X). Diaconis and Griffiths [8] show that some-
times there is a duplication formula for the multivariate Krawtchouk polynomials
similar to (3) which is inherited from the elementary basis u. If u
(i)
d 6= 0 let
u˜(i) = u(i)/u
(i)
d be an orthogonal basis on p. (d does not have a particular signif-
icance, it could be another index instead.) Scale Q˜(x;u) = Q(x;u)/Q(Ned;u),
where ed = (δid). Then there exists a random vector Zxy whose distribution
depends on (x,y) such that
Q˜n(x;u)Q˜n(y;u) = E
[
Q˜n(Zxy;u)
]
if and only if there exists a random variable ζjk whose distribution depends on
(j, k) such that
u˜
(i)
j u˜
(i)
k = E
[
u˜
(i)
ζjk
]
.
The Krawtchouk polynomials diagonalize the joint distribution of marginal
counts in a contingency table. This will be used in the proof of Theorem 1 of
Section 3. Suppose N observations are placed independently into an r × c table
(r ≤ c) with the probability of an observation falling in cell (i, j) being pij. Denote
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the marginal distributions as pri =
∑c
j=1 pij and p
c
j =
∑r
i=1 pij. Let pij have a
Lancaster expansion (which is always possible, even for non-exchangeable pij)
pij = p
r
i p
c
j
{
1 +
r−1∑
k=1
ρku
(k)
i v
(k)
j
}
, (11)
where u and v are orthonormal function sets on pr and pc. u is an orthonormal
basis for functions {f(i); i = 1, . . . , r} which have a finite variance under {pri }ri=1.
If c > r there is a set of c − r orthonormal functions v∗ such that v′ = v ⊕ v∗ is
an orthonormal basis for functions {g(j), j = 1, . . . , c} which have a finite variance
under {pcj}cj=1. The eigenvalues {ρk}may be complex, and are bounded in modulus
by 1.
LetNij be the number of observations falling into cell (i, j) andXi =
∑c
j=1Nij,
Yj =
∑r
i=1Nij the marginal counts. Then
P
(
X = x,Y = y
)
= m(x;N,pr)m(y;N,pc)
×
{
1 +
∑
n
ρn11 . . . ρ
nr−1
r−1
(
N
n
)−1
Qn(x;N,p
r,u)Qn′(y;N,p
c,v′)
}
,
(12)
where n′ has the same first r elements as n and the last c − r elements zero.
Aitken and Gonin [1] showed (12) for a 2 × 2 table with the usual 1-dimensional
Krawtchouk polynomials and Griffiths [17] for r × c tables.
3. Reproducing kernel polynomials.
This section defines reproducing kernel polynomials and computes their Pois-
son kernel. Results are extended via a limit to reproducing kernel polynomials
on the product Poisson distribution. A new duplication formula for the reproduc-
ing kernel polynomials in terms of the 1-dimensional Krawtchouk polynomials is
derived in Section 3.3. A statistical application for testing goodness of fit to a
multinomial distribution is given.
Let
{
Q◦
n
(x)
}
be a multivariate orthonormal polynomial set on a discrete prob-
ability distribution. The reproducing kernel polynomials are defined as the sum of
products of polynomials of the same total degree
Qn(x,y) =
∑
|n|=n
Q◦n(x)Q
◦
n(y). (13)
It is clear that
Qn(x,y) =
∑
|n|=n
Rn(x)Rn(y) (14)
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for any orthonormal polynomial set {Rn(x)} on the same distribution, because it
is possible to make an orthogonal transformation within polynomials of the same
total degree that leaves Qn(x,y) invariant. Let
ξn(x) =
∑
m:|m|=|n|
anm
∏
xmii
be the leading terms of orthonormal polynomials Q◦n(x). Then if |m| = |n|
δmn = E
[
Q◦m(X)Q
◦
n(X)
]
= E
[
Q◦m(X)ξn(X)
]
.
It follows that a set of multivariate orthonormal polynomials is always determined
by their leading terms and reproducing kernel polynomials because
Q◦n(x) = E
[
Q◦n(Y )Q|n|(x,Y )
]
= E
[
ξn(Y )Q|n|(x,Y )
]
.
Another property of reproducing kernel polynomials is an expansion in mean
square for a function f(x) such that E
[
f(X)2
]
<∞ as
f(x) =
∑
n
E
[
f(Y )Qn(x,Y )
]
.
Letting K(x,y) =
∑N
n=0Qn(x,y), K is a reproducing kernel for the Hilbert space
of square integrable functions. It has the property
f(x) = E[f(Y )K(x,Y )],
however K(x,y) is concentrated at a single line where x = y because
K(x,y) =
N∑
n=0
Qn(x,y)
=
∑
n
Q◦n(x)Q
◦
n(y)
= δx,yP (Y = y)
−1.
The last line follows because
(√
P (Y = y)Q◦
n
(y)
)
is an orthogonal matrix, in-
dexed by (N − |n|,n),y. For general background on reproducing Kernel Hilbert
spaces see Berlinet and Thomas-Agnan [4].
In this paper our interest is in the reproducing kernel polynomial constructed
from the orthonormal multivariate Krawtchouk polynomials
Q◦
n
(x;u) =
Qn(x;u)√
E
[
Qn(X ;u)2
] .
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Of course there are other such sets of orthogonal polynomials on the multinomial
constructed in different ways from {Qn(x;u)}, however the reproducing kernel
polynomials are invariant under which ever set is used.
The distribution of the marginal counts in a contingency table (12) leads to a
Poisson kernel for the reproducing kernel polynomials which is also a generating
function for {Qn(x,y;N,p)}. An explicit form for the polynomials is then obtained
from this generating function. Classically, the Poisson kernel associated to an
orthonormal family is used to represent a harmonic function in a domain in terms
of its boundary values. Here, the analog is the generating function (15) defined
below. In a general context a Poisson kernel being positive allows a construction of
an interesting class of homogeneous reversible continuous time Markov processes
{X(t)}t≥0 with a stationary distribution f , based on transition functions of X(t)
given X(0) = x of
f(y;x, t) = f(y)
{
1 +
∑
n≥1
e−ntξn(x)ξn(y)
}
,
where {ξn}n≥0 is a complete set of orthonormal functions on f . The class of
processes is constructed by subordination of {X(t)}t≥0,
CX =
{
{X˜(t)}t≥0 : {X˜(t)}t≥0 = {X(Z(t))}t≥0 {Z(t)}t≥0 is a subordinator
}
.
CX is closed under subordination. That is, if {X˜(t)}t≥0 ∈ CX and {Z˜(t)}t≥0 is a
subordinator, then {X˜(Z˜(t))}t≥0 ∈ CX .
Theorem 1. (a) The Poisson kernel
1 +
N∑
n=1
ρnQn(x,y;N,p)
= m(x;N,p)−1m(y;N,p)−1
∑
z≤x,y
ρ|z|(1− ρ)N−|z|
(
N
z, N − |z|
)
×
d∏
i=1
pzii
(
N − |z|
x− z
) d∏
i=1
pxi−zii
(
N − |z|
y − z
) d∏
i=1
pyi−zii , (15)
which is non-negative if
− 11
mini pi
− 1 ≤ ρ ≤ 1. (16)
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(b) The reproducing kernel polynomials
Qn(x,y;N,p) =
∑
z≤x,y:|z|≤n
(
N
|z|
)(
N − |z|
n− |z|
)
(−1)n−|z|
×
(|z|
z
)∏d
j=1 xj [zj ]yj [zj ]p
−zj
j
N2[|z|]
(17)
Notation x[k] = x(x− 1) · · · (x− k + 1) and x(k) = x(x+ 1) · · · (x+ k − 1) is used
in this paper. x[0] = x(0) = 1, even if x = 0.
(c) The transform of Qn(x,y;N,p) for independent multinomial vectors X,Y is
E
[ d∏
i,j=1
sXii t
Yj
j Qn(X ,Y ;N,p)
]
=
(
N
n
)[
T0(s)T0(t)
]N−n
·
[ d∑
j=1
pjsjtj − T0(s)T0(t)
]n
, (18)
where T0(s) =
∑d
i=1 sipi and similarly for T0(t).
Proof. (a) Consider a d × d contingency table where the probability of an obser-
vation falling in cell (i, j) is
pij = pipj
{
1− ρ+ δijρp−1i
}
= pipj
{
1 +
d−1∑
r=1
ρu
(r)
i u
(r)
j
}
(19)
for any orthonormal basis {u(r)}d−1r=0 . Notice that pij ≥ 0 for all i, j if and only
if (16) holds. Since ρ1 = ρ2 = . . . ρd−1 = ρ in (12) the joint distribution of the
marginal counts (X,Y ) is
P
(
X = x,Y = y
)
= m(x;N,p)m(y;N,p)
{
1 +
N∑
k=1
ρkQk(x,y;N,p)
}
. (20)
Another expression is obtained from a direct probability calculation. The joint pgf
of (X ,Y ) is
E
[ d∏
i,j=1
sXii t
Yj
j
]
=
( d∑
i,j=1
pijsitj
)N
=
(
(1− ρ)( d∑
i=1
pisi
)( d∑
j=1
pjtj
)
+ ρ
d∑
i=1
pisiti
)N
. (21)
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The coefficient of
∏d
i,j=1 s
Xi
i t
Yj
j in (21) is
P
(
X = x,Y = y
)
=
∑
z≤x,y
(
N
z, N − |z|
)
ρ|z|(1− ρ)N−|z|
×
d∏
i=1
pzii
(
N − |z|
x− z
) d∏
i=1
pxi−zii
(
N − |z|
y − z
) d∏
i=1
pyi−zii ,
(22)
where the diagonal counts are z. Equating (20) and (22) gives (15).
(b) The coefficient of ρn in (22) evaluates to
∑
z≤x,y:|z|≤n
(
N
|z|
)(
N − |z|
n− |z|
)
(−1)n−|z|
(|z|
z
) d∏
j=1
p
xj+yj−zj
j
(
N − |z|
x− z
)(
N − |z|
y − z
)
.
(23)
Dividing (23) by m(x,p)m(y,p) and simplifying yields (17).
(c) The transform of Qn(x,y;N,p) is the coefficient of ρ
n in (21) which is (18).
Remark 1. A Markov chain can be constructed with transition functions
P
(
Y = y |X = x) = m(y;N,p)× {1 + N∑
k=1
ρkQk(x,y;N,p)
}
connected to the Poisson kernel. The state space of the chain is the configuration
of N balls of d colours 1, 2 . . . , d in an urn. In a transition from a configuration
x, the N balls are chosen without replacement from the urn to form y. If a ball
drawn is of type i then it remains of type i with probability ρ, or with probability
1 − ρ its type is chosen to be j with probability pj, j ∈ [d]. To see this consider
the conditional pgf of Y | x from (21). By inversion with respect to s the pgf is
equal to
d∏
i=1
(
ρti + (1− ρ)
d∑
j=1
pjtj
)xi
,
giving the desired interpretation.
Remark 2. The probability expression (20) for the marginal distributions in a
contingency table when pij is given by (19) which is then used as a generating
function for the reproducing kernel polynomials is a useful idea which is important.
As a corollary a recursion is found using this representation for the generating
function.
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Corollary 1. For k ≥ 1 a recursive equation in N for the reproducing kernel
polynomials is
Qk(x,y;N,p) =
d∑
i,j=1
xi
N
· yj
N
(
Qk(x− ei,y − ej ;N − 1,p)
+ δij
pi − pipj
pipj
Qk−1(x− ei,y − ej ;N − 1,p)
)
.
(24)
Proof. Consider the marginal distributions of X ,Y in N multinomial trials with
p given by (19). Then partitioning the event that X = x,Y = y according to the
classification of the last trial
P (X = x,Y = y;N,p)
=
d∑
i,j=1
pipj{1− ρ+ δijρp−1i }P (X = x− ei,Y = y − ej;N − 1,p).
(25)
The recursion (24) follows from equating coefficients of ρk on both sides of (25) in
view of (20).
Remark 3. The first three reproducing kernel polynomials are:
Q0(x,y;N,p) = 1,
Q1(x,y;N,p) =
1
N
d∑
j=1
p−1j xjyj −N
=
1
N
d∑
j=1
p−1j (xj −Npj)(yj −Npj)
Q2(x,y;N,p) =
1
2N(N − 1)
d∑
i,j=1
p−1i p
−1
j xi(xj − δij)yi(yj − δij)
− N − 1
N
d∑
j=1
p−1j xjyj +
(
N
2
)
(26)
Remark 4. If d = 2
Qn(x,y;N,p) = hn(p1)Qn(x1;N, p1)Qn(y1;N, p1),
a product of the 1-dimensional Krawtchouk polynomials.
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Remark 5. Qn(x,y;N,p) has the same form under grouping and adding disjoint
collections of variables in x, y.
Let A be a d′ × d 0 − 1 matrix , d′ < d, with orthogonal rows and x′ = Ax,
y′ = Ay. Then X ′, Y ′ are multinomial random vectors with parameters N ,
p′ = Ap. In view of (18) by setting variables in s, t to be equal within groups
defined by the mapping it is seen from the transform that
E
[
Qn(X ,Y ;N,p) |X ′,Y ′
]
= Qn(X
′,Y ′;N,p′). (27)
A particular case of (27) is taking X ′ = (Xj), Y
′ = (Yj) and the other variables
grouped with totals N −Xj and N − Yj. Then
E
[
Qn(X ,Y ;N,p) | xj, yj
]
= Qn(xj , yj ;N, (pj , N − pj))
= hn(pj)Qn(xj ;N, pj)Qn(yj;N, pj), (28)
a product of 1-dimensional Krawtchouk polynomials. If xj = yj = N then all the
other variables are zero and (28) implies the identity
Qn(Nej, Nej;N,p) = hN (pj)Qn(N ;N, pj)Qn(N ;N, pj)
=
(
N
n
)
(p−1j − 1)n. (29)
Remark 6. Let Sd be the symmetric group of permutations on 1, 2, . . . , d and
denote σ(x) = (xσ(1), . . . , xσ(d)) then
Qn(σ(x), σ(y);N,σ(p)) = Qn(x,y;N,p)
is invariant under σ ∈ Sd.
Remark 7. There is an interesting probabilistic structure to the reproducing
kernel polynomials. Write
Qn(x,y;N,p)m(x;p)m(y;p)
=
n∑
k=0
(−1)n−k
(
N
k
)(
N − k
n− k
)
m(x;p)m(y;p)ζk(x,y), (30)
where
m(x;p)m(y;p)ζk(x,y) =
∑
z;|z|=k
P (x | z)P (y | z)P (z)
and P (z) = m(z;p), P (x | z) = m(x − z;p), P (y | z) = m(y − z;p). The
probabilistic structure of m(x;p)m(y;p)ζk(x,y) is that k observations are taken
from a population and become the first duplicated entries in two samples x and
y. The remaining |x| − k and |y| − k observations in x and y are taken inde-
pendently from the population. m(x;p)m(y;p)ζk(x,y) is a bivariate multinomial
distribution with z random elements in common.
13
Remark 8. There is another form for the reproducing kernel polynomials where
the terms are centered, which is useful for a chi-squared application in the next sec-
tion. To ease notation we define pz =
∏d
j=1 p
zj
j , z! =
∏d
j=1 zj!, x[z] =
∏d
j=1 xj [zj ],
and centered terms xc[z] = x[z]−N[|z|]pz . This is a natural centering because under
a multinomial expectation E
[
X [z]
]
= N[|z|]p
z. We claim that for 1 ≤ n ≤ N :
Corollary 2.
Qn(x,y;N,p) =
∑
z≤x,y:1≤|z|≤n
(
N
|z|
)(
N − |z|
n− |z|
)
(−1)n−|z|
×
(|z|
z
)
xc[z]y
c
[z]p
−zN−2[|z|]. (31)
Proof. ∑
z:|z| fixed
(|z|
z
)
xc[z]y
c
[z]p
−zN−2[|z|] =
∑
z:|z| fixed
(|z|
z
)
x[z]y[z]p
−zN−2[|z|]
−
∑
z:|z| fixed
(|z|
z
)(
x[z] + y[z]
)
N−1[|z|]
+
∑
z:|z| fixed
(|z|
z
)
pz. (32)
The second term in (32) is
−
∑
z:|z| fixed
(|z|
z
)(
x[z] + y[z]
)
N−1[|z|]
= −N−1[|z|]|z|!
∑
z:|z| fixed
(
d∏
j=1
(
xi
zi
)
+
d∏
j=1
(
yi
zi
))
= −2N−1[|z|]|z|!
(
N
|z|
)
= −2,
the 3rd term is equal to 1, and the sum of the 2nd and 3rd terms is −1. Applying
the outer sum in (31) to the 2nd and 3rd terms in (32)
−
∑
1≤|z|≤n
(
N
|z|
)(
N − |z|
n− |z|
)
(−1)n−|z| = −
∑
0≤|z|≤n
(
N
|z|
)(
N − |z|
N − n
)
(−1)n−|z|
+
(
N
n
)
(−1)n
= 0 +
(
N
n
)
(−1)n.
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The sum vanishes on the right side because
(N−|z|
N−n
)
is a polynomial in |z| of de-
gree N − n and we have n > 0 in what we are considering. The two forms of
Qn(x,y;N, p) (31) and (17) then match up correctly.
Another way of writing the reproducing kernel polynomials which is instructive
is
Qn(x,y;N,p) =∑
1≤|z|≤n
(
N
|z|
)(
N − |z|
n− |z|
)
(−1)n−|z|
×
∑
z:|z| fixed
(|z|
z
)
pz
(
H(z | x)(|z|
z
)
pz
− 1
)(
H(z | y)(|z|
z
)
pz
− 1
)
, (33)
where
H(z | x) =
d∏
j=1
(
xj
zj
)/(N
|z|
)
is the hypergeometric probability of obtaining a sub-sample configuration of z
from x. The expression (33) follows in an easy way from (31) by noting that
H(z | x) =
(
x[z]/z!
)/(N
|z|
)
and simplifying.
3.1. A statistical application of kernel polynomials
Recall the classical chi-squared goodness of fit test. Let X be a finite set,
p(x) > 0,
∑
x∈X p(x) = 1, a probability distribution on X . Let X1,X2, . . . ,Xr
be X valued random variables. To test if the {Xi}ri=1 are p(x) distributed one
computes
X2 =
∑
x
(
Nx − rp(x)
)2
rp(x)
, with Nx = #{i : Xi = x}.
A common problem is that for large sample sizes (r large) usually the test rejects
the null hypothesis and one doesn’t know what is causing the rejection. One
classical solution to this problem is to decompose the chi-squared statistic into
components. Let {u(l)(x), 0 ≤ l ≤ |X | − 1} be orthonormal functions on X with
respect to p(x). Let p̂(x) = Nx/r be the empirical distribution of the data, and
define
p˜(l) =
∑
x
u(l)(x)p̂(x), the lth transform.
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Then
X2 = r
|X |−1∑
l=1
|p˜(l)|2.
If the null hypothesis is true, asymptotically {r|p˜(x)|2} are independent with chi-
squared distributions having 1 degree of freedom, thus resolving the original X2
statistic.
An extensive development of this approach is in Salzman [36], who gives history
and examples. Her main idea is to use the eigenvectors of natural reversible Markov
chains on X having p(x) as stationary distribution.
The multivariate Krawtchouk polynomials can be used in this way where
X1,X2, . . . ,Xr take values in the configuration space of N balls dropped into
d boxes and p(x) = m(x;N,p), the multinomial distribution over. In this case
|X | = (N+d−1d−1 ) and it is natural to break the components into linear, quadratic,
cubic, ... pieces. The following considerations show how the kernel polynomials
can be used for this task.
Theorem 2. Let X be the configuration space of N balls dropped into d boxes.
Let
Q◦
n
(x;u) =
(
N
n, N − |n|
)−1/2
Qn(x;u)
be the orthonormal multivariate Krawtchouk polynomials based on the orthonor-
mal basis u(l) as in Section 2. Let p̂(x) be the empirical measure of X1, . . . ,Xr,
a sample of size r from X , and p˜(n) = ∑
x
Q◦n(x;u)p̂(x). Finally define, for
1 ≤ i ≤ N , p˜(i)2 =∑
n:|n|=i |p˜(n)|2.
Then
p˜(i)2 =
∑
x,y
Qi(x,y;N,p)p̂(x)p̂(y), (34)
and
N∑
i=1
rp˜(i)2 = X2(Nr),
where X2(Nr) is the chi-squared statistic based on dropping the Nr balls into d
urns. A particular case from (34) is
rp˜(1)2 = r
d∑
j=1
(x¯j −Npj)2
Npj
, (35)
a goodness of fit statistic for testing whether the proportions are correct.
Under the null hypothesis rp˜(i)2 are asymptotically independent chi-squared
components with
(
i+d−2
d−2
)
degrees of freedom, i = 1, 2, . . . , N .
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Proof.
Qi(x,y;N,p) =
∑
|n|=i
Q◦
n
(x;u)Q◦
n
(y;u)
for any orthonormal basis u. Therefore∑
x,y
Qi(x,y;N,p)p̂(x)p̂(y) =
∑
|n|=i
∑
x
Q◦
n
(x;u)p̂(x)
∑
y
Q◦
n
(y;u)p̂(y)
=
∑
n:|n|=i
|p˜(n)|2
= p˜(i)2.
Q◦
n
(x;u) is indexed by a d − 1 dimensional vector n with |n| = i. The number
of these orthonormal polynomials is the number of partitions of i into d− 1 parts,(i+d−2
d−2
)
, which are the degrees of freedom of the associated chi-squared. Note that
the chi-squared degrees of freedom in the partition add up correctly because
N∑
i=1
(
i+ d− 2
d− 2
)
=
(
N + d− 1
d− 1
)
− 1,
the degrees of freedom of a full multinomial chi-squared goodness of fit.
From the explicit form of Q1(x,y;N,p) in (26), Remark 3
p˜(1)2 =
∑
x,y
d∑
j=1
(xj −Npj)(yj −Npj)
Npj
p̂(x)p̂(y)
=
d∑
j=1
(x¯j −Npj)2
Npj
,
showing that (35) is correct.
Remark 9. Note that the p˜(i)2 do not depend on the basis u(l). Formula (34)
is useful, for example, when d is large and r is moderate (say a few thousand).
Then the formulae of Section 2, Remark 3 can be summed over in this example.
The various p˜(i)2 can be combined using the Poisson kernel of Theorem 1 over
the sample values, with 0 < ρ < 1 fixed. For an example (testing if the zeros of
the zeta function fit random matrix theory) see Coram and Diaconis [6]. See also
Sepehri [35].
Remark 10. If p is estimated by p̂ = x¯/N and substituted in the total chi-squared
goodness of fit statistic then the degrees of freedom are
(N+d−1
d−1
)−1− (d−1). The
test statistic is then
∑N−1
i=2 p˜p̂(i)
2 where p is replaced by p̂.
17
Remark 11. Another way of expressing p˜2(i) from (31), using the compact nota-
tion in Remark 8 for pz =
∏d
j=1 p
zj
j , is that
p˜2(i) =
∑
1≤|z|≤i
(
N
|z|
)(
N − |z|
i− |z|
)
(−1)i−|z|
×
∑
z:|z| fixed
(|z|
z
)
pz
(
H(z | x1, . . . ,xr)(|z|
z
)
pz
− 1
)2
,
where
H(z | x1, . . . ,xr) = 1
r
r∑
j=1
H(z | xj)
=
∑
x
H(z | x)p̂(x)
is the empirical probability of a configuration z in a sub-sample of size |z| from
the pooled xj , j = 1, . . . , N . Note that
E
[H(z |X1, . . . ,Xr)] = (|z|
z
)
pz,
since a sub-sample, unconditional on X1, . . . ,Xr, has a multinomial distribution.
The ith chi-squared component rp˜2(i) is therefore testing whether the empirical
i-sub-sampling probabilities from the data x1, . . . ,xr are consistent with the null
multinomial distribution, taking into account that the lower order sub-samples are
consistent.
3.2. Reproducing kernel polynomials on the product Poisson distribu-
tion
The reproducing kernel polynomials {QPn (x,y;µ)}∞n=0 on the product Poisson
distribution
P (x;µ) =
d∏
i=1
e−µi
µxii
xi!
, x ∈ Zd+ (36)
are now obtained as a limit from the reproducing kernel polynomials on the multi-
nomial. They could also be obtained from the product set of Poisson-Charlier
polynomials.
Theorem 3. (a) Let X(N) be a d + 1 multinomial (N, (p, pd+1)) random vector
with p = (p1, . . . , pd) and pd+1 = 1− |p|. Then as N →∞, p→ 0, with Np→ µ
the first d elements of X(N) have a limit Poisson distribution (36) and
Qn
(
x(N),y(N);N, (p, pd+1)
)→ QPn (x,y;µ). (37)
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(b) The Poisson kernel, non-negative for 0 ≤ ρ ≤ 1, is
1 +
∞∑
n=1
ρnQPn (x,y;µ)
= e|µ|ρ
∑
z≤x,y
ρ|z|(1− ρ)|x|+|y|−2|z|
d∏
i=1
xi[zi]yi[zi]
µzii zi!
. (38)
(c) An explicit expression for the reproducing kernel polynomials is
QPn (x,y;µ) =
∑
z≤n,x,y
|µ|n−|z|
(n − |z|)!Cn−|z|(|x|+ |y| − 2|z|; |µ|)
d∏
i=1
xi[zi]yi[zi]
µzii zi!
, (39)
where {Cn(x;λ)}∞n=0 are the Poisson-Charlier polynomials, with generating func-
tion
∞∑
n=0
Cn(x;λ)
zn
n!
= ez
(
1− z
λ
)x
.
Proof. (a) The convergence in distribution of the multinomial to the Poisson is
well known. Now consider the pgf of the first d elements in the d+ 1 dimensional
vectors (X(N),Y (N)). Setting sd+1 = td+1 = 1, pd+1 = 1 −
∑d
i=1 pi, in a d + 1
dimensional version of (21)
E
[ d∏
i,j=1
s
X
(N)
i
i t
Y
(N)
j
j
]
=
(
(1− ρ)(1 + d∑
i=1
pi(si − 1)
)(
1 +
d∑
j=1
pj(tj − 1)
)
+ ρ(1 +
d∑
i=1
pi(siti − 1)
)N
. (40)
The limit expression of (40) as N →∞, p→ 0, with Np→ µ, is
E
[ d∏
i,j=1
sXii t
Yj
j
]
= exp
{
(1− ρ)
( d∑
i=1
µi(si − 1) +
d∑
i=1
µi(ti − 1)
)
+ ρ
d∑
i=1
µi(siti − 1)
}
. (41)
(b),(c) The Poisson kernel is the coefficient of
∏d
i=1 s
xi
i t
yi
i in (41), divided by
P (x;µ)P (y;µ), which is equal to (38). The explicit expression (39) follows im-
mediately as the coefficient of ρn in (38).
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3.3. Duplication formula for the reproducing kernel polynomials
Define
K(x,y, z) =
N∑
n=0
Qn(z;N, p)Qn(x,y;N,p), (42)
where
{
Qn(z;N, p)
}
are the 1-dimensional Krawtchouk polynomials. Our interest
is in finding parameter values p,p such thatK(x,y, z) ≥ 0, leading to a duplication
formula for the Kernel polynomials extending the Eagleson [11] formulae (3) and
(4). Note that p (with q = 1 − p) is an independent parameter not depending on
p.
Theorem 4. (a) K(x,y, z) ≥ 0 for x,y in the support of the multinomial (N,p)
distribution and z = 0, 1, . . . , N if and only if
1− p ≤ min
j∈[d]
pj. (43)
(b) If (43) holds there is a duplication formula
Qn(x,y;N,p) = hn(p)Eϕx,y
[
Qn(Z;N, p)
]
, (44)
with hn(p) =
(
N
n
)
(p/q)n, where Z has a probability distribution
ϕx,y(z) =
(
N
z
)
pzqN−zK(x,y, z), z = 0, 1, . . . N. (45)
Proof. The transform of K(x,y, z) over x,y, z can be found from the transforms
(2) and (18). Taking expectation with X,Y , Z independent
E
[ d∏
i=1
sXii t
Yi
i ψ
ZK(X,Y , Z)
]
=
N∑
n=0
(
N
n
)(
T0(s)T0(t)
)N−n( d∑
j=1
pjsjtj − T0(s)T0(t)
)n
× (q(1− ψ))n(pψ + q)N−n
=
[
q(1− ψ)
( d∑
j=1
pjsjtj − T0(s)T0(t)
)
+ (pψ + q)T0(s)T0(t)
]N
=
[
q
d∑
j=1
pjsjtj + ψ
(
T0(s)T0(t)− q
d∑
j=1
pjsjtj
)]N
. (46)
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The pgf of the distribution in (X,Y )
m(x,p)m(y,p)K(x,y, z)
for z = 0, . . . N is the coefficient of ψz divided by
(N
z
)
pzqN−z in (46), which is
equal to
p−z
[
T0(s)T0(t)− q
d∑
i=1
pisiti
]z[ d∑
i=1
pisiti
]N−z
. (47)
The coefficients of the off-diagonal terms sitj are non-negative and the coefficients
of the diagonal terms sjtj are p
2
j − qpj in the first term in (47), which are non-
negative if and only if for j ∈ [d], q ≤ pj, equivalent to q ≤ minj∈[d] pj or p ≥
maxj∈[d] qj. The duplication formula (44) follows easily.
Remark 12. If (43) holds then p ≥ 12 and |Qn(Z;N, p)| ≤ 1 in (44). Therefore
there is an inequality that
|Qn(x,y;N,p)| ≤ hn(p) =
(
N
n
)
(p/q)n. (48)
A tight bound is
|Qn(x,y;N,p)| ≤
(
N
n
)(
(min
j∈[d]
pj)
−1 − 1)n (49)
attained when x = y = Nej∗, where j
∗ is the index where pj∗ is minimal. The
bound (49) is found by taking p = 1 − minj∈[d] pj in (48) and tightness follows
from (29).
Remark 13. It is straightforward to derive an explicit formula for ϕxy(χ). The
transform of this density with respect to χ is
N∑
n=0
(
q(1− ψ))n(pψ + q)N−nQn(x,y;N,p)
= m(x;N,p)−1m(y;N,p)−1
∑
z
(1− ψ)|z|ψN−|z|q|z|
×
(
N
z, N − |z|
) d∏
i=1
pzii
(
N − |z|
x− z
) d∏
i=1
pxi−zii
(
N − |z|
y − z
) d∏
i=1
pyi−zii , (50)
from (2) and (15). Inverting (50)
ϕxy(χ) = m(x;N,p)
−1m(y;N,p)−1
∑
z
(−1)N−|z|−χ
( |z|
N − χ
)
q|z|
×
(
N
z, N − |z|
) d∏
i=1
pzii
(
N − |z|
x− z
) d∏
i=1
pxi−zii
(
N − |z|
y − z
) d∏
i=1
pyi−zii . (51)
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Corollary 3. The 1-dimensional Krawtchouk polynomial triple product sum
K(x, y, z;N, r, s) =
N∑
n=0
hn(s)Qn(x;N, s)Qn(y;N, s)Qn(z;N, r) ≥ 0 (52)
if and only if 1− r ≤ min(s, 1− s) with r, s ∈ [0, 1]. Under these conditions
νxy =
(
N
z
)
rz(1− r)N−zK(x, y, z;N, r, s)
is a probability distribution in z = 0, 1, . . . , N and there is a duplication formula
hn(s)Qn(x;N, s)Qn(y;N, s) = hn(r)Eνxy
[
Qn(Z;N, r)
]
. (53)
Proof. In Theorem 4 take d = 2, p1 = s, p2 = 1 − s, and x = x1, y = y1. Then
Qn(x,y;N,p) = hn(s)Qn(x;N, s)Qn(y;N, s). The sum (52) is non-negative if and
only if 1− r ≤ min(s, 1− s).
The non-negative sum (52) is also in Diaconis and Griffiths [7] with a different
proof. If r = s (53) is Eagleson’s formula.
The measure ϕx,y has an interesting probabilistic interpretation in terms of
matching in two multinomial sequences of trials.
Theorem 5. Let {ξj}Nj=1, {ηj}Nj=1 be two independent multinomial (N,p) se-
quences of trials such that for j = 1, . . . , N
P (ξj = l) = pl, P (ηj = l) = pl, l = 1, 2, . . . , d.
Denote the multinomial count vectors from the trials as X, Y . Denote M as the
set of matched pairs in the two series of multinomial trials. That is
M =
{
(ξj , ηj) : ξj = ηj, j = 1, . . . , N
}
.
Let {Bjk}1≤j≤N ;1≤k≤d be an independent array of Bernoulli trials such that for
each j, P (Bjk = 1) = τk := q/pk, choosing q ≤ mindk=1 pk. Thin the set M to R
randomly by the rule
R = {(ξj , ηj) : (ξj , ηj) ∈M and Bjξj = 1, j = 1, . . . , N}.
Let Z be a random variable with measure ϕx,y. Then N −Z is distributed as the
number of elements in the thinned match set R, conditional on X = x, Y = y.
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Proof. We show that the pgf of N−Z agrees with the pgf of the number of elements
of R. The pgf of N − Z is
N∑
n=0
E
[
ψN−ZQn(Z;N, p)
]
Qn(x,y;N,p)
=
N∑
n=0
(
q(ψ − 1))n(p+ qψ)N−nQn(x,y;N,p)
=
N∑
r=0
(
N
r
)
(−1)r(1− ψ)r
×
∑
z:|z|=r,z≤x,y
qr · (r
z
)∏d
i=1 p
zi
i ·
(N−r
x−z
)∏d
i=1 p
xi−zi
i ·
(N−r
y−z
)∏d
i=1 p
yi−zi
i
m(x;N,p)m(y;N,p)
(54)
Expectation in the first line of (54) is with respect to a Binomial (N, p) distribution;
the second line follows from the transform (2) and the third line follows from the
Poisson Kernel (15).
The pgf of the number of elements in R is now calculated using an inclusion-
exclusion argument. Let Ij be the indicator function that (ξj, ηj) ∈ R, j =
1, . . . , N , conditional on the configuration X = x,Y = y. {Ij}Nj=1 are an ex-
changeable set of random variables. Then by probabilistic reasoning, considering
the configuration z in trials 1, . . . , r for which matches occur,
E
[
I1 · · · Ir
]
=
∑
z:|z|=r,z≤x,y
∏d
i=1 τ
zi
i ·
(
r
z
)∏d
i=1 pi
2zi · (N−r
x−z
)∏d
i=1 p
xi−zi
i ·
(
N−r
y−z
)∏d
i=1 p
yi−zi
i
m(x;N,p)m(y;N,p)
=
∑
z:|z|=r,z≤x,y
qr · (r
z
)∏d
i=1 pi
zi · (N−r
x−z
)∏d
i=1 p
xi−zi
i ·
(N−r
y−z
)∏d
i=1 p
yi−zi
i
m(x;N,p)m(y;N,p)
. (55)
The pgf of R, from a very classical calculation, is
E
[ N∏
j=1
(
ψIj + 1− Ij
)]
=
N∑
r=0
(
N
r
)
(−1)r(1− ψ)rE[I1 · · · Ir]. (56)
The two pgfs (54) and (56) are identical so N − Z has the same distribution as
the number of entries in R.
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Corollary 4. If the multinomial trial outcomes are equally likely with pj = 1/d,
j = 1, . . . , d then it is possible to choose q = 1/d in Theorem 5 implying that
τj = 1, j = 1, . . . , d. Then there is no thinning of the set of matched pairs M and
N−Z is distributed as the distribution of the number of matching pairs conditional
on X = x,Y = y.
Corollary 5. If d = 2 and p1 ≥ 1/2, take q = p2 = min{p1, p2}. Then ϕx,y is
the mixing measure in Eagleson’s hypergroup formula. Theorem 5 gives a new
interpretation of this measure in terms of matching in two sets of N binomial
trials.
The moments of Z can in principle be found from (44). The rth moment is a
polynomial of degree r in x,y. In particular
E
[
Z
]
= Np− qQ1(x,y;N,p).
The rth falling factorial moment
E
[
(N − Z)[r]
]
=
(
N
r
)
E
[
I1 · · · Ir
]
.
E
[
I1 · · · Ir
]
is the probability that a particular r trials belong to the match set R,
given by (55).
4. Bivariate distributions and reproducing kernel polynomials
This section applies the theorems above to bivariate distributions and Markov
chains. We first characterize a class of bivariate multinomial distributions which
have a Lancaster expansion in terms of the reproducing kernel polynomials, which
is a subclass of all bivariate distributions with multivariate Krawtchouk polyno-
mial eigenfunctions, where eigenvalues only depend on the total degree of the
polynomial eigenfunctions.
Theorem 6.
m(x,p)m(y,p)
{
1 +
N∑
n=1
ρnQn(x,y;N,p)
}
≥ 0 (57)
for all x,y if and only if
ρn = E
[
Qn(Z;N, p)
]
for p ≥ 1−minj∈[d] pj , n = 1, . . . , N and some random variable Z on {0, 1, . . . N}.
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Proof. Sufficiency. This follows from the result that, with K(x,y, z) from (42),
m(x,p)m(y,p)K(x,y, z) (58)
is non-negative for p ≥ 1 − minj∈[d] pj from Theorem 4. Then a mixture of (58)
with respect to a distribution on z is also non-negative.
Necessity. Suppose (X,Y ) has a joint distribution (57) and that without loss of
generality p1 = minj∈[d] pj . Let X = X1, Y = Y1.
Then from Remark 5, (X,Y ) has a distribution(
N
x
)
px1(1− p1)N−x
(
N
y
)
py1(1− p1)N−y
×
{
1 +
N∑
n=1
ρnhn(p1)Qn(x;N, p1)Qn(y;N, p1)
}
. (59)
Setting x = 0, y = z, r = p1 in (59)
N∑
n=0
ρnhn(r)Qn(z;N, r) ≥ 0. (60)
Using the duplication formula (53) with s = p, then multiplying by binomial
marginals,(
N
x
)
sx(1− s)N−x
(
N
y
)
sy(1− s)N−y
N∑
n=0
ρnhn(s)Qn(x;N, s)Qn(y;N, s) ≥ 0 (61)
for 1/2 ≤ 1− r ≤ min(s, 1− s) and is thus a probability distribution. In (61)
ρnQn(y;N, s) = E
[
Qn(X;N, s) | Y = y
]
. (62)
Setting Z to have the distribution of X conditional on Y = 0, and noting that
1− r ≤ s is the same as 1− p1 ≤ p gives the necessity.
An extreme point Ehrenfest Urn
We now describe an urn based discrete time Markov chain whose transition
probabilities are that of Y given X = x where (X,Y ) has an extreme point
distribution (57) with ρn = Qn(z;N, p). That is, the transition probabilities are
m(y,p)
{
1 +
N∑
n=1
ρnQn(x,y;N,p)
}
. (63)
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This chain has the kernel polynomials as eigenfunctions along with explicitly avail-
able eigenvalues. These are used to get sharp rates of convergence. An urn has N
balls of d colours labeled 1, . . . , d. A discrete time Markov chain, with state space
x = (x1, . . . , xd), |x| = N , counting balls of colours in {1, . . . , d} is now constructed
so that transition functions of the chain from x → y for fixed z = 0, 1, . . . , N
are m(y,p)K(x,y, z), with K defined in (42), equivalently (63). In a transition
choose z balls at random without replacement from the urn to change colour in-
dependently such that if a ball of type j ∈ [d] is chosen then a change is made
to colour k 6= j with probability pk/p, or the colour is left unchanged as colour
j with probability (pj − q)/p. Take q ≤ minj∈[d] pj which ensures that pj/p ≤ 1
for all j ∈ [d]. A colour change for a single ball of colour j which is in the z balls
chosen occurs according to the pgf
[
T0(t)− qtj
]
/p. It is now shown that if X has
a m(x,p) distribution then the joint pgf of (X ,Y ) is (47). The conditional pgf
for the distribution of Y given X = x is
∑
|z|=z
H(z;x)p−z
d∏
j=1
[
T0(t)− qtj
]zj txj−zjj ,
where
H(z;x) =
(
x1
z1
) · · · (xdzd)(N
z
) ,
a hypergeometric probability. If X has a m(x,p) distribution, then the joint pgf
of (X ,Y ) is therefore
∑
|x|=N
m(x;N,p)
∑
|z|=z
H(z;x)p−z
d∏
j=1
[
T0(t)− qtj
]zj txj−zjj sxjj
= p−z
∑
|z|=z
m(z; z,p)
d∏
j=1
[
T0(t)− qtj
]zjszjj
×
∑
x≥z
m(x− z;N − z,p)
d∏
j=1
(sjtj)
xj−zj
= p−z
[
T0(s)T0(t)− q
d∑
i=1
pisiti
]z[ d∑
i=1
pisiti
]N−z
,
in agreement with an earlier calculation (47) for the pgf of
m(x,p)m(y,p)K(x,y, z).
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4.1. Chi-squared distance
Example 1. With all of the machinery in place, we offer an example of how
kernel polynomials can be used to give sharp rates of convergence of a Markov
chain on configurations to a multinomial stationary distribution. In addition to
demystifying the notation, the example offers two surprises. First it shows a
striking disparity between ℓ1 and ℓ2 convergence. One usual route to bounding
ℓ1 (total variation) is to use Cauchy-Schwarz to bound ℓ1 by ℓ2. This approach
breaks down here. Second, it shows that a non-sticking dynamics can speed up
convergence. These surprises are explained after a careful statement of the main
result followed by a proof and final remarks.
The state space X consists of N balls of d possible colours in an urn. Let p =
(p1, . . . , pd) be fixed with pi > 0, p1+· · ·+pd = 1 and let m(n) =
(
N
n1,...,nd
)∏d
i=1 p
ni
i
be the multinomial distribution on X . To describe the Markov chain on X , fix
0 ≤ q ≤ mini∈[d] pi and let p = 1− q. In words: pick one of the N balls, uniformly
at random. If it has colour j change its colour to i 6= j with probability pi/p. Let it
remain at colour j with probability (pi − q)/p. Let p(x,y) be the transition kernel
(chance of going from x to y in one step) and pl(x,y) be the chance after l steps.
This is a simple case of the extremal urns of Section 4 with z = 1. As shown there,
p(x,y) is a reversible ergodic Markov chain with stationary distribution m(x).
The following result gives sharp upper and lower bounds on χ2
x
(l) =
∑
y
(
pl(x,y)−
m(y)
)2
/m(y), the chi-squared distance after l steps starting from x for x = Nei =
(0, . . . ,
i
N, . . . 0) where all balls start in colour i. It shows a cutoff at
l =
Np
2
(
logN
( 1
pi
− 1
))
.
Theorem 7. For x = Nei, l =
Np
2
(
logN
(
1
pi
− 1
)
+ c
)
(
1− 1
Np
)2l
N
( 1
pi
− 1
)
≤ χ2x(l) ≤ ee
−c − 1.
Remark 14. To help parse these bounds, note that when c is positive and large
the right hand side is asymptotic to e−c and so exponentially small. When c is
negative and large, the left side is asymptotic to e−c and so exponentially large.
Note that the bounds are absolute, uniformly in all parameters involved, so for
an actual N,p, q and l (which determines c) one can simply calculate them. If
numerical calculation is ever of interest, the proof below gives a simple useful
closed form sum which can be easily computed.
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Remark 15. The walk shows a sharp chi-square cutoff at
l∗ =
Np
2
(
logN
( 1
pi
− 1
))
.
Note that this depends on pi. If the starting state has, for example, pi = 1/2, order
N logN steps are necessary and suffice. If the starting state has, for example,
pi = 1/2
N , order N2 steps are necessary and suffice.
Remark 16. In contrast to Remark 15 consider convergence in total variation (ℓ1,
‖pl(x, ·)−m‖TV = 12
∑
y
|pl(x,y)−m(y)| ). For simplicity take q = 0 (so p = 1).
Thus once a ball has been hit at least once it has exactly the right distribution. Let
T be the first time all balls have been hit at least once. This is a strong stationary
time and standard arguments, using the coupon collector’s problem [2, 33] show
Theorem 8. For any starting state x and all p, for l = N(logN + c), c > 0,
‖pl(x, ·)−m‖TV ≤ e−c.
There is a matching lower bound if say pi is small, starting from all balls in
state i. This disparity between different measures of convergence is unsettling,
even on reflection. If the starting state was Nei with, for example, pi = 1/2
N ,
then the presence of a ratio in the chi-squared distance means that the number of
steps l must be very large to make it exponentially sure that all balls of colour i
have been hit at least once. A careful look at the coupon collector’s bound shows
that this requires order N2 steps. One further note: suppose the chain starts as in
Theorem 7, with say pi = 1/2. From Theorem 7 using the Cauchy-Schwarz bound
shows that ‖pl(x, ·) − m‖TV ≤ e−c/2 for l = N2
(
logN + c
)
, which is a smaller
bound than Theorem 8 gives.
Remark 17. A final aspect that we find surprising. Consider the effect of the
parameter p (or q = 1− p). Is seems intuitive that setting p = 1, so when a ball is
hit it changes with the exact correctly distributed colour, should be optimal. The
bound shows that decreasing the holding makes for faster mixing. For example
suppose pi = minj∈[d] pj and q = pi. If the balls start in colour i they never hold.
Proof. (Theorem 7).
From (63), for any starting state x,
χ2x(l) =
∑
y
(
pl(x,y)−m(y))2/m(y) = N∑
n=1
ρ2lnQn(x,x;N,p)
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with ρn = 1−n/Np by a simple calculation from the explicit form of the univariate
Krawtchouk polynomial in Section 1. For x = Nei, from (29) Qn(x,x;N,p) =(N
n
)(
1
pi
− 1
)n
. Thus, for this starting x,
χ2x(l) =
N∑
n=1
(
1− n
Np
)2l(N
n
)( 1
pi
− 1
)n
.
For the upper bound, use 1− x ≤ e−x and (Nn) ≤ Nnn! to see
χ2x(l) ≤
N∑
n=1
1
n!
· exp
{
−2ln
Np
+ n log
(
N
( 1
pi
− 1
))}
=
N∑
n=1
e−nc
n!
≤
∞∑
n=1
e−nc
n!
= exp{e−c} − 1.
For the lower bound, just use the first term in the expression for χ2
x
(l).
The calculations above can be carried out for other starting configurations.
For example if d = N and x = (1, 1, . . . , 1) (one ball of each colour),
Qn(x,x;N,p) =
n∑
j=0
(
N
j
)(
N − j
n− j
)
j!(−1)n−jsj(p−1)/N2[j]
with sj the jth elementary symmetric function, so s1(p
−1) =
∑d
i=1 1/pi, sj(p
−1) =∑
1≤k1<k2···<kj≤d
1/(pk1 · · · pkj). We have not carried out the details of bounding
the convergence rate but observe that when pi = 1/N , 1 ≤ i ≤ N , Q1(x,x;N,p) =
−N + s1(p−1)/N = 0 so the second term must be used to get a lower bound.
It is natural to wonder what the right rate is for total variation convergence
when q > 0. The stopping time argument given above breaks down then. The
following calculations show that, ℓ1 and ℓ2 rates agree so that the stopping time
argument is off by a factor of 2, provided that pi is bounded away from zero. As
shown above these two rates can be very different if pi is small. The techniques
involved make a nice illustration of our theory. With notation as in Theorem 7,
let {Y k}∞k=0 be the full multinomial chain, with Y 0 = Nei. Let X : configuration
space → {0, 1, . . . , N} denote the number of balls of colour i. Let Xk = X(Yk).
This is a birth-death chain (use Dynkin’s criteria to see this) with a Binomial(N, pi)
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stationary distribution and transition density
K(j, j − 1) = j
N
(
1− pi − q
p
)
:=
j
N
· α
K(j, j + 1) =
(
1− j
N
)pi
p
:=
(
1− j
N
)
· β
K(j, j) = 1− j
N
α−
(
1− j
N
)
β.
Note that α+ β = 1/p.
The chain is also a particular case of the chain with transition probabilities
(63) where d = 2, ρn = 1− nNp and the reproducing kernel polynomials split into
Krawtchouk polynomial eigenfunctions, where p1, p2 in the notation are replaced
by p′1 = pi, p
′
2 =
∑
j 6=i pj = 1 − pi. The other parameters z = 1 and p are
unchanged. The two types correspond to type i balls and balls not of colour i
lumped together as a second type. The lumped chain is still Markov. In the
following we proceed from a birth and death chain approach rather than appeal
to the structure from (63).
Note next that, starting from X0 = N , for any set of configurations A for all
j, 0 ≤ j <∞,
P{Yj ∈ A | Xj = a} = m(A | X = a).
That is, X is a sufficient statistic for {L(Yj),m}. Now theorem 6.1 in Diaconis
and Zabell [9] shows that for any l,
‖P l(Nei, ·)−m(·)‖TV = ‖K(N, ·)− µ(·)‖TV.
A similar equality is shown to hold for other distances (the f divergences).
The next observation is that the {Xi} chain has Krawtchouk polynomial eigen-
functions with eigenvalues βa = 1− aNp , 0 ≤ a ≤ N . The proof of this follows from
Cannings’ criteria. The operator K preserves degree a polynomials
E
[
Xa1 | X0 = j
]
= ja
(
1− a
Np
)
+ lower order terms;
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indeed
E
[
Xa1 | X0 = j]
= (j − 1)a j
N
α+ ja
(
1− j
N
α− (1− j
N
)
β
)
+ (j + 1)a
(
1− j
N
)
β
=
(
ja − aja−1 + · · · ) j
N
α+ (ja + aja−1 + · · · )(1− j
N
)
β
+ ja
(
1− j
N
α− (1− j
N
)
β
)
= ja
(
1− a
N
(α+ β)
)
+O(ja−1)
= ja
(
1− a
Np
)
+O(ja−1)
The Krawtchouk polynomials are Qn(x;N, p1) of Section 1. In particular
Q1(x;N, pi) =
1
Npi
(Npi − x)
Q2(x;N, pi) =
(
N
2
)−1((N − x
2
)
− x(N − x) qi
pi
+
( qi
pi
)2(x
2
))
.
To use the 2nd moment method we need to express x2 as a linear combination of
Q0, Q1, Q2;
Lemma 1. x2 = aQ2 + bQ1 + cQ0 with a = p
2
iN(N − 1), c = N2p2i + Npiqi,
b = −2N2p2i −Np2i −Npiqi.
Proof. Since Qn(0) = 1 by construction, evaluating at x = 0 gives 0 = a+ b + c.
From the definition of Q2, the coefficient of x
2 is 1
N(N−1)p2i
so a = p2iN(N − 1).
Finally taking x = Npi, yields (Npi)
2 = −a qi(N−1)pi + c. Solving these equations
for a, b, c yields the claimed expression.
Observe next that, using Qn(N ;N, pi) =
(− qi/pi)n,
EN
[
Xl
]
= EN
[
Xl −Npi
]
+Npi
= NpiEN
[−Q1(Xl;N, p1)]+Npi
= Nqi
(
1− 1
Np
)l
+Npi (64)
E
[
X2l
]
= a
(
1− 2
Np
)l( qi
pi
)2
− b
(
1− 1
Np
)l qi
pi
+ c (65)
This allows computation of VarN (Xl). In the computations that follow, the as-
sumption that pi is bounded below ensures qi/pi = O(1). Observe that a =
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(Npi)
2 +O(N), b = −2(Npi)2 +O(N), c = (Npi)2 +O(N). Using this, (64) and
(65) show
VarN (Xl) = EN
[
X2l
]− EN[Xl]2
= N2q2i
((
1− 2
Np
)l
−
(
1− 1
Np
)2l)
+O(N)
= O(N)
The implicit constant in O is uniformly bounded. The standard deviation of Xl is
O(√n).
From (64), for l = Np2
(
logN
(
1
pi
− 1
)
+ c
)
, c ∈ R
EN
[
Xl
]
= Nqi
(
1− 1
Np
)l
+Npi = Npi + e
−c
√
Npiqi.
If c is negative and large, Xl is concentrated many standard deviations away
from Npi. On the other hand, the binomial stationary distribution is concen-
trated around Npi, with standard deviation
√
Npiqi. This implies that for l =
Np
2
(
logN
(
1
pi
− 1
)
+ c
)
, c < 0, the total variation distance between Xl and the
binomial (N, pi) is large. These calculations are summarized:
Theorem 9. For the multinomial Markov chain of Theorem 7, starting at Nei,
with l = Np2
(
logN
(
1
pi
− 1
)
+ c
)
, c ∈ R fixed
f(c) ≤ ‖plNei −m‖TV ≤ ee
−c − 1
with f(c) bounded away from 0 as cց −∞ provided pi is bounded away from 0.
Remark 18. A general extreme point Markov chain has transition functions (63)
with ρn = Qn(z;N, p) for 0 < z ≤ N and p ≥ 1−minj∈[d] pj. Recall a description
of this chain. Pick z of the N balls, uniformly at random without replacement. If
a ball chosen has colour j change its colour to i 6= j with probability pi/p. Let it
remain at colour j with probability (pi − q)/p.
We give useful upper and lower bounds on χ2 convergence.
Theorem 10. For an initial condition x 6= N(1/d, . . . , 1/d) and z/N 6= p, let
l =
1
2
(
1−
∣∣1− zNp ∣∣)
(
logN
( 1
minj∈[d] pj
− 1
)
+ c
)
,
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then (
1− z
Np
)2l( 1
N
N∑
j=1
p−1j x
2
j −N
)
≤ χ2
x
(l) ≤ eec − 1. (66)
There is a mixing speed trade-off between p and z/N . The behaviour of l can
be very different to the case when z = 1. If z is held constant then
l =
Np
2z
(
logN
( 1
minj∈[d] pj
− 1
)
+ c
)
.
If z = [Nα] then
l =
1
2
(
1−
∣∣1− αp ∣∣)
(
logN
( 1
minj∈[d] pj
− 1
)
+ c
)
with
l =
1
2
(
logN
( 1
minj∈[d] pj
− 1
)
+ c
)
if z = [Np].
Proof. The proof is very similar to that in Theorem 7 after finding the asymptotic
form of |Q(z;N, p)| as N →∞. The form is
|Qn(z;N, p)| ∼
∣∣∣ z
Np
− 1
∣∣∣n.
(67)
This result is easily seen from the generating function (1). Replacing t by t/N
N∑
n=0
(
N
n
)
N−ntnQn(z;N, p) =
(
1− t
N
q
p
)z(
1 +
t
N
)N−z
∼ exp
{
t
(
1− z
Np
)}
.
The left side of the generating function is asymptotic to
N∑
n=0
tn
n!
Qn(z;N, p),
so equating coefficients of tn,
Qn(z;N, p) ∼
(
1− z
Np
)n
,
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which is in [−q/p, 1]. Taking the absolute value gives (67). An inequality needed
is that for any starting configuration x, from (49)
|Qn(x,x;N,p)| ≤
(
N
n
)( 1
minj∈[d] pj
− 1
)n
. (68)
Then
χ2x(l) =
N∑
n=1
Q2ln (z;N, p)Qn(x,x;N,p)
.
N∑
n=1
(
N
n
)(
1− z
Np
)2ln( 1
minj∈[d] pj
− 1
)n
≤ exp
{
e
−2l
(
1−
∣∣∣1− zNp ∣∣∣)+logN( 1minj∈[d] pj −1)}− 1
= ee
−c − 1. (69)
The left side bound in (66) is the first term in the first line expansion of (69). If c
is large and positive the right side of (66) is exponentially small. For the left side,
which is positive if x 6= N(1/d, . . . , 1/d) and z/N 6= p,
χ2x(l) ≥
(
1− z
Np
)2l( 1
N
N∑
j=1
p−1j x
2
j −N
)
=
∣∣∣1− z
Np
∣∣∣ 11−∣∣1− zNp ∣∣
(
logN
(
1
minj∈[d] pj
−1
)
+c
)
( 1
N
N∑
j=1
p−1j x
2
j −N
)
≥ (1− u)
c
u
+ 1
u
logN
(
1
minj∈[d] pj
−1
)
·N
( 1
dmaxj∈[d] pj
− 1
)
,
where u = 1− ∣∣1− zNp ∣∣. If c large and negative then this bound is large.
When p = 1, the same coupon collector’s bound (the first time all the colours of
balls have been hit) when z are removed and replaced in a transition is (N/z) logN+
c works uniformly in pi as above.
Remark 19. We have been mystified by the high multiplicity of eigenvalues in the
extremal urn models described above. Usually, multiplicity of eigenvalues comes
from having an underlying symmetry, a group acting on the state space preserving
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transition probability [5]. We do not see such symmetry in, for example, the model
treated in Example 1. There is a conceptual explanation that is quite different than
symmetry. To set things up, consider a Markov chain on N copies of {1, 2, ..., d}.
With pi fixed, this chain will have product measure as it’s stationary distribution.
The dynamics are as follows: pick one of the N coordinates at random and change
the colour of the coordinate as per Example 1. Now the symmetric group SN acts
on the state space and the transitions are symmetric with respect to this. The
orbit chain is our chain on multinomial configurations. It is easy to diagonalize the
lifted chain and the eigenvalues of the lumped chain must be among those of the
lifted chain. The eigenvalues of such product chains are simply 1/N times a sum of
the eigenvalues of the coordinate chain (repetitions allowed). For this example, the
coordinate chain is (1/p) times a matrix with all rows the stationary distribution
plus (1−1/p) times the identity matrix. Thus the coordinate chain has eigenvalues
1 and 1−1/p (with multiplicity d−1). From this it follows that the eigenvalues of
the product chain are
(
j+(N − j)(1−1/p))/N with j = 0, 1, . . . , N , an extremely
limited set. Thus the chain on configuration space has high multiplicity of it’s
eigenvalues. The upshot of all this is that an explanation of ’kernel eigenfunctions’
is tied to degeneracy of the coordinate chain, not symmetry.
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