We 
Introduction
The explosive growth in demand for storage and transmission of image and video data over the past few years underscored yet again the need for effective image and video compression algorithms. In this paper, we present a new video compression algorithm, geared towards indoor video sequences, or more generally, sequences with lots of planar or near-planar surfaces. The need for compression of indoor video sequences arises in many (both existing and potential) applications, such as electronic commerce (virtual shops), virtual tourism and virtual museums, electronic real estate, and mobile robot surveillance.
There are an increasing number of general purpose video
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The Hebrew University of Jerusalem, Israel danix @ cs . huji .ac.il compression and video streaming standards. However, a single general purpose video compression algorithm will never be able to perform as well as the specialized techniques tailored to specific types of video content. For example, video-conferencing and news broadcasts have certain characteristics, sports broadcasts have others. Synthetic movies can be compressed more efficiently than real footage by utilizing information about the underlying model. For this reason, the new emerging video compression standard MPEG-4 provides a framework that allows to encode different audio-visual objects (AVOS) in the scene separately [12] . Each AVO can be encoded using the most appropriate encoder for this type of object. Thus, our work fits well into the MPEG-4 framework by providing an encoder that specializes in indoor video sequences. Our approach utilizes the fact that planar surfaces seen in different frames of a video sequence are related by a homography -a 2D projective mapping. We attempt to segment video frames into regions corresponding to planar surfaces in the scene, and use homographies to predict the motion of the pixels in these regions to the following frames. Although the prediction contains errors, they are compensated by computing and encoding the differences between the predicted and the actual frames. The resulting algorithm is shown to produce compressed video sequences of superior accuracy, compared to standard MPEG-2 video compression.
Background
Video compression differs from still image compression, since it attempts to take advantage of temporal coherence in order to achieve higher compression rates, compared to 0-7695-0868-5/00 $10.00 0 2000 IEEE frame-by-frame still image compression of the same quality. Standard video compression methods, such as MPEG-2 [ 111 typically designate certain frames in the sequence as reference frames (intra-frames). The intra-frames are compressed and encoded using block-based DCT, similarly to lossy still image compression. The frames between successive intra-frames are predicted (approximately reconstructed) using motion compensation. Motion compensation requires a motion model, which determines for each predicted frame pixel its corresponding location in the adjacent intra-frame.
The most common method of representing motion in video compression algorithms is a block-based motion model. The simplest variant is the translational-block motion model, where a translation vector is associated with each block of a predicted frame to the corresponding block of a reference frame (keyframe). More sophisticated blockbased models utilize affine, bilinear, and perspective mappings to describe the motion of each block [18] .
The main disadvantage of block-based motion models is block overlap: two disjoint blocks in a frame are mapped into two overlapping blocks in the reference frame. This problem often manifests itself as blocky artifacts in low bitrate compressed video sequences. These artifacts can be alleviated using overlapped block-motion compensation [ 141.
An altemative approach to motion modeling is to represent a frame using a 2D mesh. The mesh can be either triangular or quadrilateral. A motion vector is associated with each mesh node, and the motion of pixels inside each cell is determined from the motion vectors of its comer nodes. For example, in a triangular mesh the three motion vectors at the comers of each triangle define an affine mapping that is used for all the pixels in the triangle. Mesh-based models are well suited for representing mildly deformable but spatially continuous motion fields. However, they do not allow discontinuities in the motion field. Block-based models allow such discontinuities; however, artifacts sometimes occur when these discontinuities do not coincide with block boundaries.
In contrast to the above, the approach presented is this paper is neither block-nor mesh-based. In our approach frames are partitioned using a BSP-tree; each resulting region is a general convex polygon. The motion of pixels inside each region is modeled using a homography (a 2D projective mapping), which is more general than the affine motion model. No continuity is enforced across boundaries, so discontinuities in the motion field do not present a problem. Such discontinuities occur along edges between different objects, which are precisely the edges that we use when constructing our BSP-tree. As a result many motion field discontinuities are aligned with boundaries between different regions. Region overlap is handled by compensating every predicted frame.
Cohen-Or er al. [ 2 ] describe a technique for very effective compression of synthetic 3D animation sequences. The geometric models of the objects and the animation script are used to perform very accurate motion prediction, and the residual compensation information is typically very small. However, in our context, neither the geometry of the scene nor the camera trajectory is known. In principle, high-level computer vision algorithms could be used to extract the necessary information from the video sequence, but in practice there are no known techniques that would perform the task automatically and robustly. Therefore, our approach relies on lower level computer vision algorithms, such as edge detection, and optical flow computation.
Video mosaics [lo] have been utilized for video compression, since they provide a very compact and complete representation for video sequences in which a camera pans across a mostly static scene. In our case the camera is free to move inside the scene, so video mosaic compression is not applicable.
Wang, Adelson, and Desai [20] propose a video compression approach where the video sequence is segmented into several overlapping layers. The layers are ordered in depth, and the motion of each layer is described by an affine transformation. This is an effective approach for sequences containing, for example, moving foreground objects in front of a (possibly moving) background. The main challenge in this approach is finding the decomposition of the video sequence into layers. In the case of indoor video sequences, finding such a decomposition is particularly difficult, since the scene geometry surrounds the camera, and there are surfaces, such as walls, floors, and ceilings, that extent from areas near the camera to the back of the scene. The affine motion model is also not sufficiently accurate, for the same reason, and we use homographies instead.
Han and Kanade [7] describe a method for recovering projective depth from video sequences of 3D scenes using homographies. Their approach is intended for sequences where the camera-to-scene distance is relatively large, such as in aerial surveillance. In our case this assumption does not hold.
Overview
We begin by introducing the idea of homography-based segmentation, followed by an outline of the entire proposed video compression process.
In indoor video sequences, most of the pixels in each frame correspond to planar surfaces, such as walls, floors, ceilings, etc. It is well known that the images of the same planar surface, as seen from two different pinhole cameras, are related by means of a 2D projective transformation, referred to as a planar homography [13] . More precisely, let p be a point on a planar surface, such that p is visible in two video framesf, andf2, and let (xi,yi) be the pixel coordinates o f p infi. The planar homography H is a 3 x 3 matrix, such that
Canny operator
Since H is a projective map, it is unique up to a scalar factor.
In other words, for any X # 0, the matrices H and AH define the same mapping. Therefore, a planar homography has eight degrees of freedom, and can be determined by four corresponding pixel pairs betweenfl andf2 [19] .
Suppose that we are given a frame from an indoor video sequence. Assume that we can identify a region in the frame, whose pixels correspond to points on some planar surface in the scene, and further assume that we can find correspondences for at least four of these pixels in the next frame of the sequence. From these correspondences, we can compute a homography H that provides us with accurate motion prediction for all of the pixels inside the region. (The motion prediction would have been exact if the frames had originated from a true pinhole camera, and if the correspondences had been given in infinite precision.)
Our video compression scheme can now be outlined as follows. Given a video sequence we attempt to segment selected keyframes into a few large regions, such that the motion of all the pixels inside each region from one keyframe to the next is modeled well by a single homography. Thus, every pair of consecutive keyframes gives rise to a set of homographies, one for each region. In effect, this set is a compact representation of the forward optical flow field from one keyframe to the next. Intermediate frames (between two successive keyframes) are reconstructed by linear interpolation along the optical flow vectors predicted by the homographies. For each frame, we compute a difference (error) image between the reconstructed frame and the actual one. If keyframes are spaced closely enough, and the homographies are sufficiently accurate, the difference images are sparse and low-magnitude, lending themselves well to conventional lossy compression. The video compression process consists of the following stages (see diagram in Figure 1 ):
1 . Keyframes are selected (Section 4).
2.
Each keyframe is partitioned using a BSP-tree (Section 3). This partitioning provides an initial segmentation to regions.
3.
Correspondences between successive keyframes are computed (Section 5). 6. The first keyframe, the homographies computed for each keyframe, and the difference images are compressed and encoded (Section 6). These stages will be described in more detail in the following sections.
Merge -

BSP-Based Segmentation
Construct -BSP-tree Fit As stated earlier, we are interested in segmenting video frames into regions corresponding to planar surfaces in the 3D scene. Both real and apparent boundaries between planar surfaces correspond to discontinuity line segments in the image, most of which are strong enough to be detected by edge detection operators. Thus, our approach is to use these segments in order to construct a 2D BSP-tree partitioning of the image, similarly to the work of Subramanian and Naylor [ 171. We begin by detecting discontinuity points in the image. Straight line segments are then fit to the detected discontinuity points. Finally, the resulting set of line segments is used to construct a 2D BSP-tree. The result is a partitioning of the image to convex regions, none of which is crossed by a discontinuity line. A block diagram of the entire process is shown in Figure 2 , and a more detailed explanation of each step follows.
Discontinuities are detected using the standard Canny edge detection algorithm [ 13. The Canny edge detector generates two images: an edge-strength map and a gradient map. From these two maps, we extract discontinuity lines using a line detection algorithm based on the Hough transform [6, 81. We partition the image into small blocks (typically 10 x 10 pixels) and compute the Hough transform inside each block individually. This helps us overcome false lines that typically show up when the Hough transform is applied to a large complex image. Because each block is processed independently, we might miss small lines that are split between two adjacent blocks. To overcome this problem, we apply the same process again, this time on blocks that are shifted by half of their size (e.g., by shifted by 5 . -- Because of inaccuracies in the locations of the detected edge points, the Hough transform typically detects a group of similar lines for each real discontinuity line inside a block. In order to improve the accuracy of the resulting line equations, we attempt to compute a better fit of each detected line to the edge points inside the block. We fit each line only to those edge points whose distance from the line is small, and whose gradient is roughly perpendicular to the direction of the line. The line fitting is performed using a standard least-squares algorithm [15] . A bounded line segment is then computed for line by projecting the fitted edge points onto the line.
Next, we iterate over the list of line segments, and try to "grow" each segment as far as we can, by extending the line end-points over pixels outside the block that are edge-pixels and have a similar gradient as that of the line. After this stage, we have several groups of line segments, such that the segments in each group are similar to each other, both in terms of end-point coordinates and in terms of line equations. We merge such lines using some predefined thresholds on the difference in line-equation. The final step of extracting line segments in the image is to apply once more the least-squares line fitting algorithm to the smaller set of lines.
Given a list of detected discontinuity line segments a BSP-tree is constructed in the standard recursive manner: a line segment is selected as a partitioning line, all the remaining line segments are classified into two groups, one in each halfspace (possibly splitting some line segments), and the construction proceeds recursively on each group. In our experience, better BSP-trees are obtained when the line segment selected as a partitioning line at each stage is the longest segment in its group. In this way, the number of "false" boundaries between regions, i.e., boundaries that do not correspond to discontinuities in the image, is considerably smaller. Figure 3 illustrates a BSP-tree partitioning of an indoor video frame.
Keyframe Selection
The first stage of our video compression algorithm consists of breaking the input video sequence into a series of short segments. The first frame of each segment is referred to as the keyframe for that segment, while the remaining frames are referred to as intermediate frames. When choosing where in the sequence the keyframes should be placed, we must reconcile between two contradicting desires. On the one hand, we'd like to place keyframes as far apart as possible, since for each keyframe we must encode its homography-based segmentation, as explained in Section 6. On the other hand, we'd like the keyframes to be close to each other, so that linear interpolation of the homographybased optical flow vectors will result in accurate motion prediction for the intermediate frames.
Our solution is to place keyframes in an adaptive fashion, by enforcing an upper bound on the magnitude of the optical flow vectors between successive keyframes. More precisely, let Fl, denote the optical flow vector field from frame i to frame j . That is, where EF is a user specified upper bound on the optical flow.
A typical value for E,C is 20 pixels (where the size of the frame is 360 x 240). When keyframes are selected in this manner, the spacing between adjacent keyframes is nonuniform. Keyframes are spaced far apart when the camera is moving slowly, and become more densely spaced in parts of the sequence with more motion. The optical flow between successive frames is computed using a standard coarse-to-fine correlation-based stereo matching algorithm [5] . Since at this point we are only interested in bounding the magnitude of the optical flow, the computation is performed at a coarse resolution (typically quarter of the full resolution).
Computing the Homographies
In order to compute a set of homographies representing the motion between keyframes, we compute correspondences between each pair of consecutive keyframes. The same stereo matching algorithm as before is used, this time using the full resolution frames. Some of the resulting correspondences are incorrect due to changes in visibility and brightness. In order to "validate" the correspondences, we employ a similar idea to that of Proesmans et al. and if the luminance at (xi, yi) is sufficiently close to that of (x,, y j ) (we tolerate differences smaller than 101255). For each keyframe we apply the algorithm described in Section 3 to construct an initial partitioning of the frame into regions. Some of the adjacent regions in the BSP-tree have been separated as a result of extending the discontinuity segments into lines, and are not actually separated by a discontinuity. Therefore, after constructing the initial partitioning, adjacent regions in the BSP-tree whose average luminance are sufficiently close to each other are identified and merged (see Figure 3) . Among the validated correspondences of the previous stage, we identify those relevant to each region, and associate a list of correspondences with each region. These correspondences are then used to compute the homography that best describes the motion of all the pixels inside the region from the current keyframe to the next. We solve for the values of the entries of the homography matrix using the Levenberg-Marquardt algorithm [ 151.
Even though we only use "validated" correspondences, the accuracy of the computed homographies might still be quite poor. This can happen due to the following reasons: (i) the region might not really correspond to a planar or near-planar surface in the 3D scene -in this case we can't expect a planar homography to fit well the motion of all pixels inside the region; (ii) in textureless regions even a validated correspondence might be a false one. Thus, after computing the homography for a region we check the residual. If the residual is larger than some user-specified threshold, we remove from the list those correspondences that have large errors (compared to the mean error and the standard deviation), and recompute the homography based on the remaining correspondences. This procedure is repeated several times, and if the desired residual threshold is not achieved, the homography is discarded. Another case in which it is not possible to compute a homography occurs when a region has fewer than four validated correspondences. In both of these cases, we examine the homographies computed for the region's neighbors and choose among them the one that minimizes the intensity difference between pixels before and after the transform.
Video Encoding
The entire encoded compressed video sequence consists of the first frame of the sequence, a collection of homography sets (one for each keyframe), and a set of difference images for compensating the reconstruction errors of the intermediate frames. The first frame is lossily compressed, and its difference image is also generated and included in the encoded video stream.
The homography set of a keyframe consists of a homography map and an array of homographies (each homography is represented by eight floating point numbers). The homography map specifies for each pixel in the keyframe which of these homographies should be used to predict the pixel's location in subsequent frames. Since the homographies were assigned to regions determined by a BSP-tree partitioning of the frame, the map is represented as a list of line segments that were used to construct the BSP-tree. Each line segment is encoded as four 10 bit integers (the pixel coordinates of the endpoints), which adds up to 5 bytes per line. The homography of each region is specified by an index into the homography array.
In order to compute the difference images, the encoder reconstructs the intermediate frames from the keyframes and their homography sets, as described in the next section, and computes difference images between the reconstructed frames and the original ones. Since pixel values in the difference images are between -255 and 255, we scale and shift difference images to make them fit into the 0 to 255 range. We then quantize the resulting difference values (typically to 16 or 64 distinct values) in order to improve the compressibility of the difference image. Finally, the quantized images are encoded using lossy compression. We have experimented with both JPEG and wavelet compression of the difference images. For JPEG compression we used ImageMagick version 4.2.1 [9], while wavelet compression was done using the DjVu IW44 wavelet encoder [3]. In either case, the user can control the amount of quantization and the quality of the lossy compression.
Intermediate frame reconstruction
Let i and j be two successive keyframes. Given a pixel (x;,y;) in keyframe i we can predict its corresponding location (x,, y,) in keyframe j using the homography set of i. This is done by locating the region in the homography map of i that contains pixel ( x i , y,), and applying the corresponding projective transformation to obtain ( x j , y,). The locations (xk,yk) corresponding to (x;,y;) in intermediate frames k is obtained by linear interpolation between (xi, y ; ) and (x,, y j ) .
Thus, in order to reconstruct an entire intermediate frame k we could simply copy each pixel ( x i , y;) to its predicted 10-cation in frame k. However, the resulting errors between the reconstructed and the actual frame k would be quite large, First, there may be many holes in the reconstructed frame, because some regions of frame k might not be visible in frame i, and because forward mapping cannot guarantee complete coverage even of those areas of k that are visible in i. Second, even if the motion of each pixel has been correctly predicted, there could be changes in the brightness of the pixel due to non-diffuse reflectance of the corresponding point in the scene, or due to changes in exposure.
Holes are filled using the following two-phase algorithm. First, for each hole pixel we check to see if any of its neighbors are non-hole pixels. If such neighbors are found, their average color is assigned to the hole pixel. This takes care of small holes created by stretching of pixels by the homography mapping. To fill the remaining larger holes we use the colors at the same coordinates in the already reconstructed and compensated previous frame. An example is shown in Figure 4 .
The previous frame is also used to compensate for changes in pixel brightness. Let (xi,y;) be a pixel in the keyframe and let (xk-1, yk-1) and (xk, yk) be its predicted locations in frames k -1 and k, respectively. Rather then copying the value of (xi, y;) to (xk, yk), we copy the value of (xk-1, yk-1) from the reconstructed and compensated frame k -1. In this manner the errors due to changes in brightness are significantly reduced.
Note that it is possible for more than a single keyframe pixel to be mapped to the same location. In this case, the value of the predicted pixel is obtained by averaging together all the pixels mapped to it.
Keyframe extrapolation
The keyframe selection algorithm described in Section 4 is occasionally too conservative, resulting in too many keyframes. When encoding the video sequence we can reduce the number of keyframes, using keyframe extrapolation. Given two successive keyframes i andj, after reconstructing all of the intermediate frames between them by means of linear interpolation, we attempt to reconstruct frames j + 1 , j + 2, . . . by linearly extrapolating the flow vectors predicted by the homographies from i and j . We keep reconstructing frames in this manner, until the difference image for some extrapolated frame k > j becomes too large.
(The magnitude of the difference image is measured simply as the size of its JPEG or wavelet encoding, in bytes.) Once this happens, frame k -1 is designated as a keyframe and the homographies from this frame and the next keyframe are computed. With keyframe extrapolation enabled, the number of the keyframes is typically decreased by 40 percent.
Results
Our homography-based compression method (HBC) was implemented on a PentiumTM class personal computer using the C and C++ programming languages. The method was tested on several video sequences recorded using a miniDV digital video camera. In order to test the robustness of our method, the sequences include indoor walkthroughs with and without moving objects, as well as an outdoor video sequence containing trees and plants. Our current unoptimized implementation takes about an hour to encode a predicted frame with holes after first phase video sequence of 50 frames. However, the decoding is very fast -the currect implementation decodes more than 20 frames per second.
To test the effectiveness of our method, we have compared it with industry-standard block-based MPEG-2 video compression algorithm on a variety of test sequences. In this paper we report the results on four sequences: the "Corridor" sequence, the "Office" sequence, the "Library" sequence, and the "Building" sequence. The Corridor and Office sequences are indoor sequences of static scenes. In the Library sequence there are some people walking, while the Building sequence was recorded outdoors.
Each of our test sequences was compressed with HBC, and with MPEG-2, using a range of quality settings. For each compressed sequence, an RMS error was computed with respect to the original uncompressed video sequence. The RMS error is plotted versus the size of the compressed sequence in Figure 5 . The plots reveal that our compression method is consistently more accurate than MPEG-2 for the same amount of compression. Furthermore, while the errors of the MPEG-2 compressed sequences decrease very slowly, our compression method yields a much faster rate of error decrease. It can also be seen that compressing difference images with wavelets results in smaller errors than JPEG compression of difference images. Incidentally, the difference images account for the bulk of the encoded data (about 89 percent for a 200 frame video sequence). Figure 6 shows four examples of HBC compression applied to different sequences, reporting the size and RMS error in each case. On the left we show an original frame from the sequence, in the middle the same frame decoded after HBC compression, and on the right the visualization of the errors between the original and decompressed frames. In the error image different errors in the range of 0 to 255 are represented different colors: black (W), blue (5) (6) (7) (8) (9) . red (10-14), and yellow (15 and up) . Figure 7 shows the same examples using MPEG-2 compression with high quality settings. It is easily seen that MPEG-2 compression contains a larger percentage of pixels with large errors, despite the considerably larger file sizes. 
Conclusions and Future Work
In this paper we have presented a new video compression technique designed to perform well on video sequences of indoor environments. The main distinguishing features of the new technique are: (i) the use of accurate motion prediction by means of 2D projective transformations, as opposed to simpler block-based motion models; (ii) a context sensitive image partitioning algorithm captures the inherent planar geometry that characterizes indoor scenes. The motion of a planar region is represented accurately by a 2D projective tranformation; (iii) key frames are selected adaptively, according to the optical flow. This work demonstrates the advantage of trading an inaccurate and simplified representation for an accurate and more involed one.
Our compression algorithm is designed for applications which require high image quality. We are currently investigating methods to enhance the algorithm for applications that require very low bitrate video compression, e.g., for streaming indoor video over the Internet. We are considering to use recently developed texture synthesis techniques 141 to fill holes as well as for compact encoding of large textured regions, This will yield higher objective error, but will improve the subjective visual quality of the sequence. Another idea for further research is to extend the "lifespan" of homographies over longer sequences of images, by separating background (stationary) objects from foreground (moving) objects. Taking the method to the extreme, we can compute an error value for every region-homography pair, and update it when required. 
