In this paper we discuss the security of digital signature schemes based on errorcorrecting codes. Several attacks to the Xinmei scheme are surveyed, and some reasons given to explain why the Xinmei scheme failed, such as the linearity of the signature and the redundancy of public keys. Another weakness is found in the Alabbadi-Wicker scheme, which results in a universal forgery attack against it. This attack shows that the Alabbadi-Wicker scheme fails to implement the necessary property of a digital signature scheme: it is infeasible to find a false signature algorithm D from the public verification algorithm E such that E(D (m)) = m for all messages m. Further analysis shows that this new weakness also applies to the Xinmei scheme.
Introduction
The concept of digital signatures was proposed by Diffie and Hellman when they introduced the public-key cryptography in their pioneering paper [10] . When Alice wants to send a signed message m to Bob, she sends the pair (m, s) where s is the signature s = D(m). Bob can then verify the signature by applying Alice's public verification algorithm E to s (i.e. the relation E(s) = E(D(m)) = m must hold). See for instance [22] for a more detailed introduction to this subject.
Digital signatures are playing an important role in electronic commerce as they can replace a written signature. Several digital signature schemes are based on the discrete logarithm problem (e.g. ElGamal [11] ) and the large integer factorization problem (e.g. RSA [17] ).
People are now trying to design new digital signature schemes based on other mathematic hard problems. The problem of decoding general linear codes is one of those, which has been proved to be NP-complete by Berlekamp, McEliece and Van Tilborg [7] . McEliece [14] first proposed a public-key cryptosystem based on linear error-correcting codes, which derives its security from the above general decoding problem. No efficient attack on McEliece's cryptosystem has been found until now, though several computationally intensive attacks have been discussed in the literature [6, 8, 9] . Since then, several other cryptosystems based on error-correcting codes have been proposed, such as the Rao-Nam private-key cryptosystem [16] , the Xinmei signature scheme [25] and the Stern identification scheme [18] . These schemes are either used to protect the secrecy or to provide the authenticity of the message according to different needs. In this paper, we will discuss the security of digital signature schemes based on error-correcting codes.
Some public-key cryptosystems are also digital signature schemes, such as RSA [17] . Unlike RSA, McEliece's public-key cryptosystem cannot be used directly as a digital signature scheme because its encryption function maps binary k-tuples to binary n-tuples and this mapping is not surjective [22] . In 1990, Xinmei Wang proposed the first digital signature scheme based on error-correcting codes [25] . Here we will refer to it as the Xinmei scheme. In the Xinmei scheme, the signature is generated in a manner similar to the way plaintext is encrypted in the Rao-Nam private-key cryptosystem [16] . The Xinmei scheme was claimed to have its security rely on the property of error-correcting codes (we will discuss this in Subsection 2.2) and the difficulty of factoring large matrices. In 1992, several methods were proposed to attack the Xinmei scheme. Harn and Wang [12] first proposed a homomorphism attack on the Xinmei Scheme without factoring large matrices, and they presented an improved scheme (we will refer to it as the Harn-Wang scheme) in which a nonlinear function is introduced to defeat the homomorphism attack. Then, Alabbadi and Wicker [1] showed that the Xinmei scheme is vulnerable to a chosen plaintext attack with complexity O(n 3 ), where n is the length of codeword. They [2] also showed that the Harn-Wang scheme can be broken completely by a known plaintext attack with complexity O(k 3 ), where k is the message length in the error-correcting code. Later, Van Tilburg [19] showed that one can directly obtain the signature key from public keys in both the Xinmei scheme and the Harn-Wang scheme. In 1993, Alabbadi and Wicker [3] proposed a new digital signature scheme based on error-correcting codes. At a later time in the same year, Van Tilburg [20] showed that this new scheme is not secure if one is able to verify n signatures (with linearly independent error vectors). In 1994, Alabbadi and Wicker [4] proposed a universal forgery attack to the Xinmei scheme and their own scheme. Later that year, Alabbadi and Wicker [5] presented another digital signature scheme based on error-correcting codes. In this paper we refer to it as the Alabbadi-Wicker scheme. They claimed that the proposed scheme is resistant to the attacks that proved successful when used against the aforementioned digital signature schemes.
The subsequent sections are organized as follows: in the second section, we will survey some attacks against the Xinmei scheme and explain why it is susceptible to them. In the third section we will give a simple description of the Alabbadi-Wicker scheme. In the fourth section a universal forgery attack against the Alabbadi-Wicker scheme is introduced. Finally, we present some comments about the security of digital signature schemes based on error-correcting codes.
2 Security analysis of the Xinmei Scheme
Description of the Xinmei Scheme
Setup phase: The signer takes a (k × n) generator matrix G of a binary Goppa code with an error-correcting capability of t errors of which t errors can be corrected efficiently. The signer also chooses a right inverse matrix G −R of G that satisfies GG −R = I k where I k is the k × k identity matrix.
The signer then publishes his public keys t, t (< t), H, J, W and T , which are given by:
where H is the parity check matrix of the Goppa code in standard form (so the BerlekampMassey algorithm can be applied) and P is an n × n full rank random matrix 1 and S is a k × k full rank matrix, called the scrambling matrix. The signer's secret keys are SG and P .
Signature phase: The signature s of a k-bit message m is obtained by computing
where e is a random n-bit error vector of Hamming weight w(e) ≤ t , chosen by the signer. After the signature s is calculated, the signer sends the pair (m, s) to the verifier.
Verification phase: The authenticity of the message can be checked in the following way:
2. Use the Berlekamp-Massey algorithm to calculate e from the above syndrome. If t < w(e ) < t, 2 the verifier stops the verification procedure and requests a retransmission of the pair (m, s) from the signer. Otherwise, the verifier takes e as e and continues the verification.
3. Calculate sJ.
4. Verify whether m = sJ − eW . If this is the case, the signature has been verified and is valid.
Some weaknesses in the Xinmei Scheme
As mentioned in the introduction, the Xinmei scheme is vulnerable to several types of attacks. In the following, we will survey these attacks and analyze why the Xinmei scheme is susceptible to them.
1 P cannot be a permutation matrix. If it is, the Xinmei Scheme reduces to the Rao-Nam private-key cryptosystem. It has been shown in [16] that the matrix SGP can be determined through majority voting if the Hamming weight of the n-bit error vector e is not in the neighbourhood of n/2.
2 The original inequations are 2t − t > w(e ) > t. Obviously, they are wrong because t > t . 3 Allowing retransmissions in the protocol can be dangerous due to Sloppy Alice attacks [23] • Homomorphism attack [12] . Since the error vectors e are revealed during the verification, an attacker can choose two message-signature pairs satisfying w(e 1 + e 2 ) ≤ t . Then s 1 + s 2 will be a valid signature for the message m 1 + m 2 . Obviously, it is the linearity of the signature in the Xinmei scheme that results in this homomorphism attack. To thwart this attack, Harn and Wang suggested modifying the Xinmei scheme with a hash function by setting s = h(m)SGP.
• Chosen-plaintext attacks [1] . If the cryptanalyst is able to get n + 1 different pairs of signatures and error patterns for the same message m in which n signatures are linearly independent 4 , he can obtain the secret matrix P using the relation S = EP where S and E are the n × n matrices with as i th row s i + s n+1 respectively e i + e n+1 .
Once P is known, the cryptanalyst can obtain another secret key SG through the following chosen-plaintext attack: suppose he has obtained the k message-signature pairs for a set of linearly independent messages. Using the error patterns from the verification procedure, he can calculate SG from the equation E = M SG where E and M are the k × n matrices with as i th row
The linearity of the signature enables the cryptanalyst to successfully recover the secret keys P and SG in the above chosen-plaintext attacks. Besides the linearity, the knowledge of the error patterns plays an important role in this chosen-plaintext attack. In the Xinmei Scheme, the random error pattern is used to improve the security of scheme. Unfortunately, its leakage results in the failure of the Xinmei scheme. To defeat the above attack, Alabbadi and Wicker suggested to introduce a nonlinear function (hash function) f (x, y) into the signature scheme [3] . In their scheme, f (x, y) is used to hash the k-bit message m and the n-bit error vector e to replace the k-bit message in the Xinmei scheme.
In addition, Alabbadi and Wicker proved that the Harn-Wang scheme is susceptible to a known-plaintext attack [2] .
• Directly recovering the secret keys from the public keys. In the above attacks, the cryptanalyst can calculate the signer's secret keys from some triplets of messages, signatures and error patterns. Van Tilburg [19] also showed that the secret keys in the Xinmei scheme can be recovered directly from the public keys. Since G and H T are orthogonal matrices, one can find a so-called analogous generator matrixG = QG where Q is an unknown nonsingular k × k matrix. Following this, an analogous scrambling matrixS can be obtained by invertingGW = QGG
has rank n. Thus the Xinmei scheme can be totally broken and the same also applies to the Harn-Wang scheme.
Alabbadi and Wicker also tried to recover G from H and they estimated that the search is infeasible because it has complexity O(k!) [1] .
Without question, it is the redundancy in the public keys that results in the above attack. However, in order for the verifier to check the signature's validity, the signer has to publish some necessary public keys. Firstly the verifier needs to have the ability to decode the signature. The public key has to include some information about the parity check matrix 5 . Furthermore, the verifier needs to recover the message, whether in hashed form or not, (in order to defeat forgery attacks by checking whether the recovered message is equal to the received message or not) from the signature using some public keys. These public keys and the verification procedure undoubtedly leak information about the secret keys.
• Potential threats from analogous matrices. Is it possible for the verifier to completely defeat forgery attacks by recovering the message and checking if it is equal to the received message in the Xinmei scheme and other schemes [3, 5] ? In the following, we will explore some potential threats from analogous matrices of secret keys.
Firstly the generator matrix G is the most important secret key in the Xinmei scheme and other schemes [3, 5] . Even though the cryptanalyst knows the parameters (length n, dimension k and minimum distance d) of the code used in these schemes, it is still difficult for the cryptanalyst to find G. For each (n, k) binary linear code, there are
As a secret key the generator matrix G is protected by two nonsingular random matrices S and P against direct calculation by the attacker (by using the public keys and the verification procedure).
Different generator matrices define different mappings from messages to signatures. But it is difficult to design a verification procedure which can check whether the signature satisfies the real mapping. This is because the real mapping is not known by the verifier or the attacker (or he could break the scheme). However, the attacker can obtain an analogous generator matrixG fromGH T = 0 k×(n−k) because he knows the parity check matrix H. This analogous matrixG can be found in polynomial time. Then the cryptanalyst can useG to forge a signature. It is possible for the forged signature to pass the verification procedure because all items related toG in the signature usually can be cancelled in the procedure of calculating the syndrome. In addition, this can also happen to other secret keys. Thus, it is possible for the cryptanalyst to forge a signature which can pass other checks in the verification procedure.
We will show in section 4 that this method can be used to break the Alabbadi-Wicker scheme. We will first give a description of the Alabbadi-Wicker scheme.
The Alabbadi-Wicker scheme
In the initialization phase, each user chooses a t-error correcting binary irreducible Goppa code C with length n = 2 m and dimension k. The code is described by an irreducible polynomial G(z) of degree t and coefficients in GF (2 m ). The user then selects a k × n binary generator matrix G and a (n − k) × n binary parity check matrix H for the chosen code.
The user then chooses two k × n binary matrices W and V such that
and the rank of W is k. This means that there exists an n × k binary right-inverse matrix
where I k is the k × k identity matrix. The matrix W −R is chosen such that GW −R has nonzero rank k < k. Then the signer generates a nonsingular n × n binary matrix P . The final step of initializing the signature scheme is the computation of the following matrices:
The user publishes G(z), W −R , H , W , W , t and t , where t is an integer such that t < t. The private key consists of the matrices V , W , G, W −R G, and P .
In addition, a nonlinear one-way function f (x, y) :
is selected by a system operator and made available to all users of the system. Suppose a user wants to sign a k-bit message m. He then selects two binary vectors at random: a n-bit vector e of weight t , and a k-bit vector r of arbitrary (but nonzero) weight. The signature pair (s, x) of the message m is then computed as follows:
The user transmits the triplet x, s, and m. The receiver gets a signature pair (x , s ) along with the message m (all these might be corrupted by noise). The signature validation is then performed the following five steps:
1. The following expression is computed:
The syndrome is calculated:
3. The Berlekamp-Massey algorithm is applied to the above syndrome 6 to obtain the error vector e . If w(e ) = t , the receiver requests a retransmission 7 of x, s and m. Otherwise the receiver continues the validation process under the assumption that e = e, x = x and s = s.
The hash of the
5. Finally, the verifier compares f (m, e) is compared with f (m , e). If they are equal, the signature pair is accepted as a valid signature.
Security cryptanalysis of the Alabbadi-Wicker scheme
Alabbadi and Wicker claimed that the proposed scheme is resistant to the attacks that proved successful when used against the aforementioned digital signature schemes as well as other attacks. First we will analyze how the Alabbadi-Wicker scheme defeats the attacks described in Section 2.
How the Alabbadi-Wicker scheme defeats the above attacks
The Alabbadi-Wicker scheme looks similar to the Xinmei Scheme if we combine the signatures x and s as follows:
However, Alabbadi and Wicker adopted different methods to defeat the attacks which are successful against the Xinmei scheme. First a nonlinear (hash) function f is applied to the message m and the error vector e to prevent the homomorphism attack in 2.2. Furthermore a k-bit vector r of arbitrary (but nonzero) weight has been introduced to the signature x. The verifier cannot solve r from the signature x and only the signer knows it. Thus the Alabbadi-Wicker scheme can defeat both the chosen-plaintext and the known-plaintext attack in 2.2. Lastly, the generator matrix G has been split into two matrices W and V and some of the public keys (namely W −R , W and W ) include only partial information about G. So it is at least difficult to derive the secret key G from the public keys directly.
A total break appears to be infeasible, primarily because the public keys do not completely describe G (this is true because the matrix W = W −R GW −R is not of full rank). The cryptanalyst thus seems to be forced to perform an exhaustive search through all possible generator matrices for the code C.
However, the Alabbadi-Wicker scheme is not as secure as they claimed, their digital signature scheme derives its security from the complexity of three problems: the decoding of general linear error-correcting block codes, the factoring of large matrices, and the derivation of a matrix from its right inverse. In the following sections, we will present a universal forgery attack against it.
A universal forgery of the Alabbadi-Wicker scheme
In [5] , Alabbadi and Wicker analyzed the possibility of a universal forgery, i.e. being able to sign an arbitrary message given only the public keys. Even though their attack did not succeed, it did motivate the following attack using analogous matrices.
Recovering the parity check matrix H
As was discussed in section 2.2, the parity check matrix H should be in a standard form and be published to the public so that anyone can check the signature if the Berlekamp-Massey algorithm is to be used. But the Alabbadi-Wicker scheme does not publish H. Even though the verifier can calculate the correct syndrome using H , he cannot calculate the correct error vector by means of the Berlekamp-Massey algorithm if H is not in standard form.
In addition, it is possible for the cryptanalyst to recover H from the public keys and the verification procedure. From the second and the third step in the validation of a signature we can get the following equation:
where x, s and e and H are known to the cryptanalyst.
Suppose the cryptanalyst is able to obtain signatures with n independent error vectors e i and the corresponding (x i + s i )H (1 ≤ i ≤ n). Then he can solve the parity check matrix H T from the n equations (9) by setting
The complexity of solving H T in this way is only O(n 3 ).
Calculating an analogous matrixP
Now let us turn our attention to trying to recover P . After the cryptanalyst has successfully recovered the parity check matrix H, he can try to find the nonsingular matrix P according to the following method. From (4) and (5) we can get the following expression:
where H and H T are n × (n − k) matrices and W and W −R are n × k matrices. So [H |W ], [H T |W −R ] and P −1 are n × n matrices. Alabaddi and Wicker proved that [H T |W −R ] is a singular matrix, so the cryptanalyst cannot find P −1 from equation (10) . Even so, he can obtain an analogous matrixP −1 which can also be used to forge a signature.
is not a full rank matrix, the cryptanalyst can obtain a nonsingular row transformation matrixP −1 from (10), which satisfies the following equations:
Of course, it would be best if the matrixP −1 is equal to P −1 . However, the cryptanalyst has no way of knowing this. The forgery is still possible, even if the two matrices are not equal. The cryptanalyst may calculate the inverse matrixP fromP −1 in polynomial time. The matrixP will play an important role in the following universal forgery.
Universal Forgery
Here we will use other methods to calculate an an analogous generator matrixG,
Note thatG is in general not equal to G, the generator matrix used by the signer.
Since W −R is public key, the cryptanalyst can calculate a left inverseW of W −R which satisfiesW
Then the cryptanalyst calculatesṼ =G +W . Again, in general V =Ṽ and W =W .
Since W and W −R are public keys, the cryptanalyst can calculate a Y which satisfies the following equation.
Now the cryptanalyst can forge the signature of any message m. According to AlabbadiWicker scheme, an n-bit error vector e of weight t is chosen at random. Since r is only used to protect G from the attacks in Section 2, we discard it (after all, we are trying to forge a signature, not to obscure G).
To obtain a signature for the message m the cryptanalyst first calculates x of the signature pair (x, s) from the implicit equation
Then he can calculate s from
The cryptanalyst can now send the triple (m, x, s) as a signed message. We now show that this triple will pass the signature validation of the Alabbadi-Wicker scheme. We will not consider the channel noise.
It is obvious that the signature (x, s) will pass the first three steps of the check. Now we will calculate the fourth check.
So the forged signature has passed all steps of the check and will be accepted as valid.
Example
We will now present an example which shows how the above attack works. We will use the (6, 3, 3)-code that Alabbadi and Wicker chose for their example in [5] . The public and private keys for their scheme are: 
Suppose we have recovered the parity check matrix H as described in Section 4.2.1. We will now show how to calculate the analogous matricesP ,G,W and Y from the public keys of the Alabbadi-Wicker scheme.
We first calculateP −1 from equation (10) and arrive at Note that many choices are possible here since H T |W −R is not a full-rank matrix. Now we can invert this matrix to getP (note thatP −1 is a full-rank matrix, so this is possible). 
The matricesP andP −1 are really different from P and P −1 . Later we will see that this does not effect the ability to forge a signature.
Similarly, we can calculateG,W and Y from equations (13, 14, 15) Suppose we want to sign the message m = (001) and we select the error vector e = (000001). As in [5] we take f (m, e) = (011). According to the forgery steps (16, 17) in section 4.2.3 we can calculate the signature pair (x, s) of the message m as x = (101111) and s = (111100).
We leave it to the reader to verify that this signature pair passes the verification of the Alabbadi-Wicker scheme (again supposing no errors occurred in the channel) for the message m.
Discussion
The above universal forgery makes use of analogous matrices such asG,W and Y . There exist other possible drawbacks in the Alabbadi-Wicker scheme which we shall not discuss here. Our aim is to find the reason behind the above universal forgery. This may help to improve the Alabbadi-Wicker scheme or design a new signature schemes using errorcorrecting codes.
From the description of the universal forgery, it seems very difficult to prevent this kind of forgery. The designers hope to hide the real secret key G in its analogous matrices because there are many analogous matrices. Thus it will be infeasible for the cryptanalyst to find the original map between the message and signature, which is defined by the secret key G. However, they did not realize that the verifier does not have the ability to check this original map between the message and its signature. Even though the analogous matricesG,W and Y define a different map, the verifier cannot detect it because he does not know the secret key.
In addition, the universal forgery in section 4.2.3 also shows that neither the AlabbadiWicker scheme nor the Xinmei scheme have the important property that it should be infeasible for an attacker to find a signature algorithm that passes the verification step given only this verification algorithm. In fact, there are many such signature algorithms an attacker can come up with. It is very difficult for the designer to defeat them when he designs a digital signature scheme using the same method as Xinmei scheme.
Up to now all attempts to design a secure digital signature scheme based on error-correcting codes have failed. Why is it so hard to design such a scheme? This is because these signature schemes do not really depend on the hardness of the decoding problem of general error-correcting codes.
Van Tilburg showed in [21] that signature schemes, where the security is based only on the bounded, hard-decision decoding problem for linear codes, do not exist. However Kabatianskii, Krouk and Smeets proposed a digital signature scheme based on random error-correcting codes in 1997 [13] . They exploited a probably unknown fact that for every linear code the set of its correctable syndromes contains a linear subspace of relatively large dimension L. Unfortunately their scheme can be used only once. Even so it does give us some new ideas to further explore the use of this intractability feature of the decoding problem.
Conclusion
In this paper we discussed the security of digital signature schemes based on error-correcting codes and surveyed some existing weaknesses in the Xinmei Scheme. We also explored potential threats from matrices that have the same properties as some of the secret matrices, which we called analogous matrices. As an example we presented a universal forgery of the Alabbadi-Wicker scheme.
