The splitting method is a well-known method for rare-event simulation, where sample paths of a Markov process are split into multiple copies during the simulation, so as to make the occurrence of a rare event more frequent. Motivated by the splitting algorithm we introduce a novel global optimization method for continuous optimization that is both very fast and accurate. Numerical experiments demonstrate that the new splitting-based method outperforms known methods such as the differential evolution and artificial bee colony algorithms for many bench mark cases.
Introduction
Randomized algorithms have shown to be of significant benefit for solving complicated optimization problems. In particular, such methods are of great use in finding (near) optimal solutions to highly multi-modal functions, "black-box" problems where gradients are difficult to obtain, and problems with complicated constraints. Since the 1960s many well-known random algorithms for optimization have been proposed. Many of these algorithms can be viewed as population Monte Carlo algorithms, where a sample (population) of individuals is modified randomly over time in order to produce a high-performing sample according to some chosen objective. Often such algorithms are nature-inspired. Examples include evolution strategy (ES) [1] , evolutionary programming (EP) [2] , genetic algorithms (GA) [3] and, more recently, the cross-entropy (CE) method [4] , differential evolution (DE) [5] , particle swarm optimization (PSO) [6] , ant colony optimization(ACO) [7] , fast EP (FEP) [8] , artificial bee colony (ABC) [9] and many other inventive methods based on the principle of exploration and exploitation.
The splitting method is a well-known method for rare-event simulation, where sample paths of a Markov process are split into multiple copies during the simulation, so as to make the occurrence of a rare event more frequent. The purpose of this paper is to introduce the "splitting" idea to the optimization toolbox for continuous optimization, and to show that the approach, when reduced to its core elements, can outperform other well-known methods in terms of accuracy and speed.
To motivate the splitting technique, we draw on various ideas from rare-event simulation. It has been realized for some time that the problem of minimizing a complicated continuous or discrete function S(x), x ∈ X is closely related to the efficient estimation of rare-event probabilities of the form P(S(X) γ), where X is a random element of X , distributed according to a given probability density function (pdf), e.g., the uniform pdf on X . The latter requires efficient sampling from the level set {x ∈ X : S(x) γ}. By gradually decreasing γ the level set becomes smaller and smaller until it only contains elements that lie close to the minimizer of S. For γ close to the minimum, the event {S(X) γ} will be very rare. Hence, it is useful to apply rare event simulation techniques to optimization problems. This is, for example, the premise of the cross-entropy (CE) method, which aims to find a sequence of pdfs f 1 , f 2 , f 3 , . . . that converges to the pdf that concentrates all its mass in the set of points where S is minimal. In the CE method the densities f 1 , f 2 , . . . are parameterized by a fixed-dimensional parameter vector, which is updated at each iteration using the cross-entropy (or Kullback-Leibler) distance. If instead a non-parametric approach is taken, the densities can be represented by a collection of particles, whose distribution is updated at each iteration. This is where the splitting method enters the scene.
The splitting method was first put forward by [10] for time-dependent Markovian models and later generalized in [11] to both static (that is, not involving time) and non-Markovian models. The latter modification is called Generalized Splitting (GS), which will be the focus of our discussion below.
The purpose of GS method is to estimate the rare-event probability P(S(X) γ) for some (small) γ, where X has a specified nominal distribution. This is done by first defining a sequence of levels {γ t } decreasing to γ and then constructing a sequential sampling scheme that samples from the conditional distribution of X given {S(X) γ t }. Note that if γ is equal to the minimum of S, then sampling X conditional on {S(X) γ} is equivalent to sampling from the minimizer of S. However, the problem is that in general the minimum value is not known, and hence the intermediate values {γ t } have to be determined adaptively. This is the motivation for the ADAptive Multilevel splitting algorithm (ADAM) in [12, 13] . The ADAM algorithm has be applied to mostly combinatorial optimization problems. For continuous optimization, where the nominal distribution is taken to be uniform, the ADAM algorithm is generally more difficult to apply, as sampling X conditional on {S(X) γ t } may be too time-consuming or complicated.
In this paper we propose to replace the complicated sampling step in the ADAM algorithm with a simpler one, while retaining the other features. Instead of sampling (at stage t) from the uniform distribution on the difficult "level set" {x : S(x) γ t }, our sampling scheme involves sampling from a collection of multi-variate normal distributions, using a Gibbs sampler. The mean vector and covariance matrix of the normal distributions are determined by the current population of individuals. This simplification greatly increases the applicability of the ADAM method, making it competitive for continuous optimization. We compare the method with the best performing algorithms in this area and demonstrate that it can outperform them for a suite of established test functions.
The rest of the paper is organized as follows. In Section 2, we review the mathematical framework of the GS and ADAM algorithms, and put forward the new splitting idea for continuous optimization. For easy comparison we summarize two well-performing algorithms, DE and ABC, in Section 3. In Section 4, we employ a popular suite of test functions to evaluate the performance of the proposed optimization technique. We describe the precise settings of the numerical experiments and show the comparison between DE, ABC, and the new splitting algorithm for continuous optimization (SCO). Finally, in Section 5, we further discuss the results of the numerical experiments, and compare the proposed algorithm with other algorithms via existing comparative studies.
Mathematical Framework and Algorithms

Mathematical Framework
Let S(x) be a continuous function on R n . We wish to find the minimum γ * = min x S(x) and the global minimizer x * = argmin x S(x), assuming for simplicity that there is only one minimizer. Let f be some "nominal" pdf f , e.g., the uniform pdf on some bounded subset of R n . Suppose first that γ * is known. To find the corresponding x * we could sample a random vector X conditional on the rare event {S(X) γ * }, which basically means sampling from the argmin set {x * }. This can be done using the GS method by sampling iteratively from intermediate (increasingly rare) events {S(X)
Define the level set of S corresponding to level γ t to be the set {x : S(x) γ t }. We call it the γ t -level set for short. Let f t be the conditional pdf of X ∼ f given {S(X) γ t }; that is, f t (x) is proportional to f (x)I {S(x) γt} . In particular, we are interested in sampling from f
The GS method works as follows.
Given the sequence of intermediate levels γ t , t = 0, . . . , T , and an initial sample (population) X 0 from f 0 = f , execute the following two phases at each iteration t, from t = 0 to t = T − 1:
(a) Let E t+1 = {x ∈ X t : S(x) γ t+1 }, which is referred as the elite set of X t . Its size is denoted by N t+1 . Note that the elite elements are distributed according f t+1 .
(b) Split the elite population in E t+1 to create the next population X t+1 , distributed according to f t+1 . Increase t by one and go to Step (a).
The splitting step (b) can be implemented in many different ways; for example, in [12] it is done by running a Markov chain on the γ t+1 -level set starting from each point in the elite set E t+1 and storing each state in X t+1 . The only requirement is that the Markov chain has stationary pdf f t+1 . Figure 1 illustrates how the splitting is performed on a typical problem in 2-D space. Here, there are three levels, γ t , t = 1, 2, 3, and the initial sample set is X 0 = {X 1 , . . . , X 5 }, where X 1 , . . . , X 5 iid ∼ f 0 . Since two of the five initial points, namely X 1 and X 2 , are such that S(X 1 ) and S(X 2 ) are below the γ 1 threshold, we have that N 1 = 2. The elite points X 1 and X 2 are the starting points of two Markov chains, whose stationary pdf is f 1 . The length of each Markov chain is called the splitting factor. In this case, the GS algorithm uses the same splitting factor, 5, for each chain. This is called GS with Fixed Splitting.
Thus, we have two Markov chains on the γ 1 -level set that start from X 1 and X 2 respectively and run for 5 steps, which are plotted in thicker lines. For the Markov chain starting from the point X 1 , two of five points have entered the γ 2 -level set, say X 1,3 , X 1,4 , while only one point of the Markov chain starting at X 2 has reached the next level, namely, X 2,2 . So, N 2 = 3. In the final stage, we start three independent Markov chains (of length 5) on the γ 2 -level set from points X 1,3 , X 1,4 and X 2,2 with the stationary pdf f 2 . Of all the points generated in the last stage, four have reached the final level set, so N 3 = 4.
Figure 1: Illustration of the GS algorithm in 2-D space
In practice γ * is not known and therefore one cannot determine the intermediate levels beforehand. Instead, one can determine them adaptively via the ADAM algorithm. This involves a rarity parameter . Having again an initial sample set X 0 from f 0 , the ADAM algorithm modifies the two steps of the GS algorithm as follows:
(a) Calculate the function value S(x) for each x ∈ X t and sort these from smallest to largest:
For N e = |X t | , where |X t | is the number of elements in X t , let γ t+1 be the N e -th, smallest function value; that is, γ t+1 = S N e . Note that N e is the size of the elite set E t+1 = {x ∈ X t : S(x) γ t+1 }.
(b) Split the elite population in E t+1 to create the next population {X t+1 }, distributed according to f t+1 . Increase t by one and repeat Steps (a) and (b) until some stopping condition is met.
Again, the splitting step can be implemented in different ways, e.g., by running a Markov chain from each of the elite elements. Instead of splitting each element into a fixed number of samples (fixed splitting factor) it is sometimes useful to keep the sample size (the number of elements of X t ) constant, say N . This is called GS with a Fixed Effort. A way to "evenly" split the elite samples into N new samples is by defining random splitting factors as follows:
where B 1 , . . . , B N e ∼ Ber(1/2) and contingent on
The following pseudo code in Algorithm 1 summarizes the ADAM algorithm for minimization. A possible terminating condition for Algorithm 1 is to stop when the overall best found solution does not improve over d iterations. Other possible stopping criteria include the maximum number of iterations or the CPU time exceeding a threshold. To keep the stopping criterion general, we use the customary control statement "while the stopping criterion is not met do".
Algorithm 1 The ADAM Algorithm for Minimization
Input: Sample size N , rarity parameter ∈ (0, 1). Output: Final iteration number t and sequence (X best,1 , b 1 ), . . . , (X best,t , b t ) of best solutions and function values found at iteration 1, . . . , t, respectively. 1: Generate X 0 = {X 1 , . . . , X N } from the pdf f 0 = f . Set t = 0 and N e = N .
2: while the stopping criterion is not met do
3:
For all X ∈ X t , evaluate S(X), and sort {S(X)} from smallest to largest: S 1 . . . S N , then select the N e smallest ones and store the corresponding X in E t+1 , Set b t+1 = S 1 and record the corresponding individual as X best,t+1 .
4:
Compute the splitting factors s t+1,i for each X (i) ∈ E t+1 as in Eq. (1), i = 1, . . . , N e .
5:
is a Markov transition density with stationary pdf f t+1 .
7:
Add Y i,j to X t+1 .
8:
end for
9:
Set t = t + 1. 10: end while
In Line 6, Y i,j denotes the j-th state of the Markov chain that starts from the i-th sample, X (i) , of the elite set E t+1 .
Note that in Algorithm 1 the Markov transition density κ t has not been specified. One could use, for example, a Gibbs or Metropolis-Hastings sampler to sample from the stationary pdf f t . A Gibbs sampler has the advantage that each component can be sampled from a one-dimensional distribution.
Example. We illustrate the potential use of the ADAM algorithm for continuous optimization via the minimization of the Rosenbrock function -a well-known difficult test function; see also [12] . The n-dimensional Rosenbrock function is given by
To employ the ADAM algorithm, we first need to specify the nominal sampling pdf. It is natural to let f be the uniform distribution on [−2, 2] n . This means that f t is the uniform pdf on the γ t -level set. The procedure is exactly as Algorithm 1, where the sampling step (Line 6) is now specified as follows.
Let X = (X 1 , . . . , X n ) be the "current" point of the Markov chain. For example X could be one of the elite points where the Markov chain starts (recall that there are N e Markov chains starting from each of the elite points). To generate the "next" point Y = (Y 1 , . . . , Y n ) we apply a Gibbs sampler that samples each component uniformly on the corresponding level set. To identify the boundaries of the uniform distribution for each component on the level set, a quartic equation needs to be solved. For example, the distribution of Y 1 given X 2 , . . . , X n is uniformly distributed on the set {x 1 ∈ [−2, 2] : S(x 1 , X 2 , . . . , X n ) γ t+1 }, which can be written as
The roots of the quartic polynomial (in
identify the boundaries of the region on which Y 1 is uniformly distributed. More generally, Y is obtained via the following steps:
, where r 1 < r 2 , r 3 < r 4 are the real roots of the quartic equation a 1 x 4 + a 2 x 3 + a 3 x 2 + a 4 x + a 5 = 0 with coefficients
Depending on the coefficients, the quartic equation has either 2 or 4 real roots. Thus, in some cases r 3 = r 1 and r 4 = r 2 and Y 1 will be a random variable uniformly distributed on the set
, where r 1 < r 2 , r 3 < r 4 are the real roots of the quartic equation a 1 x 4 + a 2 x 3 + a 3 x 2 + a 4 x + a 5 = 0 with coefficients 2] , where r 1 < r 2 are the real roots of the quadratic equation a 1 x 2 + a 2 x + a 3 = 0 with coefficients
The above ADAM procedure works well for minimizing the Rosenbrock function because sampling from the uniform distribution on a level set can be carried out by sampling 1-D uniform random variables from relatively easy regions (determined by solving a 4th degree polynomial). Unfortunately, such an approach may not be feasible for other continuous objective functions.
Splitting Algorithm for Continuous Optimization
To be able to use the ADAM framework for general continuous optimization, we provide a new method for splitting the samples. The idea is to "split" (at iteration t) each elite point
n ) ∈ E t+1 on the γ t+1 -level set into s t+1,i points by using a multivariate normal distribution with mean vector µ i = X (i) and a diagonal covariance matrix with corresponding vector of standard deviations σ i . Hence, the components of the multivariate normal distribution are independent of each other. In theory, any distribution could have been used to sample from the level sets. The multivariate normal distribution was chosen for computational convenience and efficiency.
In the splitting step, to have most of the new samples still on the current γ t -level set the components of σ i should be chosen not too large. Neither should they be chosen too small, as otherwise there will be little exploration. To choose an appropriate sampling region (determined by σ i ) we employ another elite point, in the following way. For each elite point X (i) ("base point") choose another elite point X (R) ("assistant point") from E t+1 , where R is uniformly selected from {1, . . . , N t } \ {i}. We now choose the vector of standard deviations as
where w is a scale factor. From our experience, w = 0.5 performs well in practice.
It is important to realize that the splitting step does not involve direct sampling from an n-D normal distribution. Instead, as in the GS algorithm, we sample the components of the normal distribution via the Gibbs sampler. To improve efficiency each component of the base point is updated in a random order r = (r 1 , . . . , r n ) instead of a fixed order (1, . . . , n). By updating the components in a random order, some components with better feasible regions can be updated before those with poor (e.g., very narrow) ones. This enhances the probability to improve the base point to a better point.
During the Gibbs sampler steps, an intermediate point y is used to store the component updates. Initially, y = X (i) for the current base point that is to be split. At step k of the Gibbs sampler, the r k th component of y is sampled from the 1-D normal distribution with mean y(r k ) and standard deviation σ i (r k ), and the other components remain the same, giving rise to a new trial vector y.
If S( y) < S(y) then y is accepted as the new intermediate point; otherwise, we repeat the sampling of the r k th component up to MaxTry times (say 3 or 5 times). If still no improvement is found after this many tries, then the intermediate point y remains unchanged. Note that a successful update y is determined by comparing with the previous intermediate point y instead of the base point X (i) . When all n components have been processed, the last intermediate point is taken as the outcome of the splitting of X (i) . This is repeated s t+1,i times, independently, for each base (elite) point X (i) , i = 1, . . . , N e . We call our proposed method SCO, which is short for Splitting for Continuous Optimization. The exact algorithm is specified in Algorithm 2. It is also worth noting that, at iteration t, the proposed method is not sampling from the conditional distribution f t+1 , as in Algorithm 1. Instead, in the splitting step, we use multiple multivariate normal distributions to sample on the level set. This heuristic modification greatly reduces the algorithm's running time.
Algorithm 2 Splitting for Continuous Optimization (SCO)
Input: Objective function S, sample size N , rarity parameter ∈ (0, 1], and scale factor w, maximum number of attempts MaxTry Output: Final iteration number t and sequence (X best,1 , b 1 ), . . . , (X best,t , b t ) of best solutions and function values found at iteration 1, . . . , t, respectively. 1: Generate X 0 = {X 1 , . . . , X N } via uniform sampling. Set t = 0 and N e = N .
3:
For all X ∈ X t , evaluate S(X), and sort {S(X)} from smallest to largest: S 1 . . . S N , then select the N e smallest ones and store the corresponding X in E t+1 ; set b t+1 = S 1 and record the corresponding individual as X best,t+1 .
4:
Compute the splitting factors s t+1,i for each individual element
according to Eq. (1).
for j = 1 to s t+1,i do
7:
Select R uniformly from the set {1, . . . , N e } \ {i}.
8:
Compute σ i as Eq. (2).
9:
Set y = y = X (i) ∈ E t+1 .
10:
Generate a random order r = (r 1 , . . . , r n ).
11:
for k = 1 to n do
12:
for Try = 1 to MaxTry do
13:
Update the r k th component of y:
14:
If S( y) < S(y), then set y(r k ) = y(r k ), break the for loop.
15:
end for 16: end for
17:
Add y to X t+1 .
18:
end for 19: end for 20: end while 21: Set t = t + 1.
In Figure 2 , the sampling procedure is illustrated. Consider two base points X (1) , X (2) from the elite set {X (1) , X (2) , X (3) , X (4) } on the γ 1 -level set. Suppose the corresponding assistant points for X (1) and X (2) are X (3) and X (4) , respectively. So, R 1 = 3 and R 2 = 4. These assistant points determine the standard deviation for the sampling distribution of the base points X (1) and X (2) . Also assume that MaxTry = 2 and w = 0.5.
Let
u,v be the trial values (y in the algorithm) starting from the base point X (i) at the uth try for the first component and the vth try for the second component. Suppose for base point X (1) the components are updated in order r = (1, 2) and for X (2) they are updated in order r = (2, 1).
As for the first base point X (1) , the horizontal dotted segment to its right indicates 1.5 times the length of standard deviation of the normal distribution of the first component. The first updating step is with respect to the the first component. The corresponding trial point is denoted by Y 0,0 = X (1) . As MaxTry = 2, we can
Figure 2: Illustration of splitting method for two base (elite) points X (1) and X (2) , with assistant points X (3) and X (4) , respectively. The relative distance between the base and assistant points determines the standard deviation of the sampling distribution. Y
2,0 , Y
2,2 and Y 
2,2 is added to X 2 . As for the second base point X (2) , the second component is updated before the first one. The first try for the second component Y
0,1 has resulted in a good intermediate value, so that this change is accepted and an update the first component is attempted next. However, both two attempts Y In Algorithm 2, apart from the maximum number of attempts, MaxTry, there are three parameters: the sample size N , the rarity parameter , and the scaling factor w. The rarity parameter is the proportion of the samples to be selected for the elite set, which is the most important control parameter for the SCO algorithm. When the objective function has relatively few modes, setting small significantly increases the convergence speed. However, when the surface of the objective function is very convoluted, like for the Rosenbrock function, or has many local optima, a larger (even = 1) might be required. The reason is that when < 1 the splitting method discards "bad" samples from previous level sets. For complicated functions this could lead to an under-exploration of the space and therefore failure to converge to a global optimum.
To handle both situations with the same algorithm, we recommend three values for : 0.4, 0.8 and 1. In particular, 0.4 and 0.8 are preferred for uni-modal problems, while 0.8 and 1 are preferred for multi-modal ones. In any case, = 1 is a safe choice for finding the global optimum, but may not lead to the fastest convergence. For < 1, the worst (1 − )N particles are discarded, and the remaining population is split into N new particles. For = 1, no particle is discarded, and the whole population is split into N new particles.
The choice of the sample size N depends on the choice of and the dimension of the problem. In general, a larger dimension requires a larger N . For = 1, N could be taken a small multiple of the dimension. For example, in a 10-D problem one could take N = 20. When decreasing , N should be increased correspondingly.
The parameter w scales the standard deviations of each component of the independent multivariate normal distribution. In most cases, w = 0.5 works well. Although the proposed SCO algorithm has four parameters, all of them are easy to choose. Even simpler, one can take MaxTry = 5 and w = 0.5 by default, and then N and are the only parameters to be adjusted.
The DE and ABC Algorithms
For ease of comparison we summarize the DE and ABC algorithms.
The DE Algorithm
The DE algorithm, introduced in [5] in 1995, is a stochastic population-based optimization algorithm. It belongs to the class of evolutionary algorithms (EAs), which also includes genetic algorithms, evolutionary strategies and evolutionary programming. All evolutionary algorithms use similar operations, such as crossover, mutation and selection. The main difference between DE and the traditional EAs is the generation of new candidate solutions. In the DE algorithm, the mutation operation is used as a search mechanism. Then a selection operation with a greedy scheme is used to direct the search toward the prospective regions in the search space. The DE works as follows. Initially, a population of individuals is generated randomly and evaluated via the fitness (objective) function. Afterwards, for each individual in the population, an offspring candidate is constructed using the weighted difference of a pair of parent solutions. Then greedy selection is used to determine if an offspring candidate is accepted or rejected.
In our study, we only use the DE/rand/1/bin scheme, which is the classical version. This involves the following mutation step at each iteration. For the ith individual (out of a population of N )
where R 1 = R 2 = R 3 are uniformly sampled from {1, . . . , N } \ {i}, and F is a fixed scaling factor. After mutation a binary crossover between Y (i) and X (i) is applied, to obtain a trial vector
; that is,
where B 1 , . . . , B n iid ∼ Ber(p) and p is the crossover factor. The DE algorithm is summarized in Algorithm 3. ,1 , b 1 ) , . . . , (X best,t , b t ) of best solutions and function values found at iteration 1, . . . , t, respectively. 1: Generate a population X (1) , . . . , X (N ) via uniform sampling. Set iteration counter t = 0.
Algorithm 3
The DE Algorithm for Minimization Input: Objective function S, population size N , scaling factor F and crossover factor p. Output: Final iteration number t and sequence (X best2: while the stopping criterion is not met do 3: for i = 1 to N do 4: Mutation: Construct a vector Y (i) as in Eq. (3).
5:
Crossover: Construct a trial vector X (i) by using binary crossover between Y (i) and X (i) , as indicated in Eq. (4).
6:
end for 8:
Set b t = min{S(X (i) ), i = 1, . . . , N } and record the corresponding individual as X best,t . 10: end while
Although the DE algorithm is one of the most successful randomized optimization algorithms, its performance quite relies on the choice of the parameters. In the DE/rand/1/bin version, there are 3 parameters: the population size N , the scaling factor F , and the crossover factor p. In many comparative studies for DE performance, the same choice of parameters for all test functions is used. For example, in [14] all experiments use the setting N = 100, F = 0.5 and p = 0.9.
Even in such settings, DE can outperform many other algorithms in terms of the mean and variance of the final optimum. In our study, we not only compare the final optimum, but also the CPU time. To make a fair comparison, it is required to tune the DE parameters as efficiently as possible. For each experiment, we choose the parameters based on highly cited references on the DE algorithm, e.g., [5, 15] , and then adjust them to the best we can find.
The ABC Algorithm
The ABC algorithm is a recently introduced evolutionary algorithm which is based on the intelligent foraging behavior of honey bees. The idea was first proposed in [16] and then published in [9] . In the ABC algorithm the objective value is interpreted as the amount of nectar at a food source (position). Artificial bees fly around in a multidimensional search space to seek out food sources. The colony contains three groups of bees who do different tasks: employed bees are associated with a specific food source, onlookers watch the dance of employed bees within the hive to choose a food source, and scouts bees search for food sources randomly.
Initially, a population of food source positions is generated randomly. Then, the food sources are exploited by employed bees and onlooker bees, and their continual exploitation will ultimately cause the food sources to become exhausted. Once this happens, an employed bee that was associated with that food source now becomes a scout bee and searches randomly again. The employed and onlooker bees choose new food sources depending on their own experience and that of their nest mates, and adjust their positions accordingly. In the basic form of the ABC algorithm, the number of employed bees and onlooker bees is equal to the number of food source positions.
There are three main step involved in each search cycle (iteration) of ABC the algorithm:
1. The employed bees are sent to a food source within the neighborhood of their previous food sources and evaluate the fitness (nectar amounts) of these food sources.
2. The employed bees share this information with the onlooker bees, who will select one of food sources. Onlooker bees choose a food source within the neighborhood of their selected food sources and, after visiting, evaluate the nectar amounts at these positions.
3. An employed bee of a food source that has not been replaced for many times becomes a scout and will search for a new food source randomly in the search space.
An artificial onlooker bee chooses a food source depending on the information (nectar amount) of each food source, which is communicated by dance by corresponding employed bees in the previous cycle. To determine to which food source an onlooker bee should go, the information is transformed into a probability
where S i is the fitness of the ith food source and i = 1, . . . , N , N is the total number of food sources. Note that each probability must be positive. If not, it must be converted to a positive number in such a way that a better food source always has a larger probability to be visited than a poorer one.
To construct a new food source position
, the ABC algorithm uses the following mechanism:
where j is uniformly sampled from {1, . . . , n}, k is uniformly sampled from {1, . . . , N } \ {i} and φ ij is a uniform random number on the interval [−1, 1]. To determine whether an employed bee becomes a scout, a parameter, referred to as "limit", is used, indicating the maximum number of cycles that a food source can not be improved. If the food source can not be improved within "limit" trials, the corresponding employed bee becomes a scout, and is sent to a new food source, whose location is generated randomly. As indicated in [17] , the "limit" can be specified as the product of the number of food sources and the dimension of the objective function; that is, limit = N × n .
The ABC algorithm is summarized in Algorithm 4. Since the invention of ABC in 2005, it has been well studied. For example, [9] evaluates its performance and compares it to GA, PSO, and particle swarm inspired evolutionary algorithm on a limited number of test functions, and [18] compares ABC to GA, DE, PSO and evolution strategies on a comprehensive set of problems. In the above the studies ABC has been found to be very effective and able to obtain very good results with a low computational cost. Therefore, involving ABC in our numerical experiments is meaningful. Note that although several modified versions of ABC algorithms are available, e.g., [19, 20] , only the standard ABC is involved in our research.
Algorithm 4 The ABC Algorithm for Minimization.
Input: Objective function S, the number of food sources N . Output: Final iteration number t and sequence (X best,1 , b 1 ), . . . , (X best,t , b t ) of best solutions and function values found at iteration 1, . . . , t, respectively. 1: Generate a set of food sources X (1) , . . . , X (N ) via uniform sampling. Set iteration counter t = 0. 2: while the stopping criterion is not met do 3: for i = 1 to N do
4:
Produce a new position Y (i) for the employed bee from X (i) by using (6).
5:
Apply the greedy selection for employed bees: if S(
7:
Calculate the probability p i for each X (i) according to Eq. (5) and i = 1, . . . , N .
8:
for i = 1 to N do
9:
Draw I from {1, . . . , N } according to probability distribution {p i }. Produce a new position Y (I) for the ith onlooker bee from X (I) , according to Eq. (6).
10:
Apply the greedy selection for onlooker bees: if S(Y (I) ) < S(X (I) ), set X (I) = Y (I) ; otherwise, keep X (I) .
11:
12:
If there exists
whose fitness did not improve for a "limit" number of trials, then set
for j ∈ {1, . . . , n} and k ∈ {1, . . . , N }. Lower j and Upper j are given fixed lower and upper bound on the jth component of the food position.
13:
Set t = t + 1.
14:
Set the best position X best,t and the corresponding fitness b t = S(X best,t ). 15: end while 16: return {(X best,k , b k ), k = 1, . . . , t}.
In our experiments, we used the MATLAB code of the ABC algorithm version 2, which was released on Dec.14, 2009 and can be downloaded from the ABC homepage http://mf.erciyes.edu.tr/ abc/. In this implementation, φ ij in Eq. (6) is set to φ ij = 2(U − 0.5), with U ∼ U(0, 1). Thus, there is only one parameter left, that is, the number of food source positions N , since the "limit" can be determined by Eq. (7). Similar with DE, for each problem, a good parameter will be chosen to guarantee a fair comparison.
Experiments
Benchmark functions
To test our proposed algorithm SCO, we used a well-known suite of 23 benchmark functions that were first introduced in [8] to compare the classical EP and the FEP algorithms. The same functions were used to compare the performances of DE, PSO, the attractive and repulsive PSO (arPSO), and a simple EA in [14] . Also, [21] has compared four different Evolutionary strategies (namely,
Canonical ES, Fast ES (FES), Covariance Matrix Adaptation ES (CMAES) and ES Learned with
Automatic Termination (ESLAT)) using these 23 functions. From these comparative works, the overall performance of DE was found to be much better than that of other methods on this test suite. Recently in [17] , the same functions were used to compare the ABC algorithm with many popular evolutionary algorithm, where the results of [21] were also included in the comparison. In these comparisons, ABC was found to be superior to the other methods. Because of the widespread use of this test suite, by directly comparing our algorithm with DE and ABC only, we can indirectly compare with many other algorithms using the existing comparative studies. In the numerical experiments we do not make reference to any probability density function pdf f . Consequently, below we have used the conventional notation f for the objective function, rather than S.
The suite of test problems contains a diverse set of functions, including unimodal and multimodal functions. Note that we only consider minimization problems. We have conducted two sets of numerical experiments. In the first set, we have divided the 23 test functions into three groups: Group A contains functions f 1 , . . . , f 7 , which are all unimodal, Group B are functions f 8 , . . . , f 13 , which are multimodal functions with many local minima and Group C (f 14 , . . . , f 23 ) are multimodal functions with only a few local minima. Functions in Group B are such that the number of local minima increases exponentially with the dimension, so they appear to be more difficult than functions in Group C. Functions in Group A and B are all in 30 dimensions and functions in Group C are in 2, 4 or 6 dimensions. In the second set, we use 100-D f 5 , f 8 , . . . , f 13 in order to test the performance of DE, ABC and SCO in high dimensions. The problems in this set of experiments are much more difficult.
Setting of Experiments
For each function, a level of accuracy is specified. Suppose that the algorithm returns a value γ. For functions whose minimum value is 0, if γ < 10 −10 we consider that the minimum solution has been found. For other functions, whose minimum value is not equal to 0, we consider that the minimum has been found if γ agrees with the true minimum in at least 8 digits after the decimal point. The stopping criterion for the three methods in the experiments is to terminate when the minimum value of the population has reached the accuracy level or the running time of algorithm exceeds the predefined maximum CPU time, which is 600s for the Experiment Set 1 and 1,800s for the Experiment Set 2.
In terms of the algorithms, all the parameters are specified in a parameter table before displaying the experimental outcomes. Since [14] has shown that DE can solve all the 23 problems, we first select a good set of parameters for DE. These parameters are chosen to make DE work in a stable and efficient manner. The parameters of the ABC and SCO algorithms are easier to select. For example, the population sizes will be similar to those of DE. If ABC and SCO fail to converge toward the global minimum within a reasonable CPU time, we regard the experiment to have failed for such functions and we do not display the parameters and outcomes. It is worth noting that we mainly compare for speed, rather than accuracy, when all the methods converge to the global minimum. For each experiment, the average CPU time of best performing algorithm is highlighted in gray.
All the experiments have been coded in MATLAB R2014b, and conducted on a desktop personal computer with Intel(R) Core(TM) i7-4970 CPU @ 3.60GHz. Each experiment is repeated 10 times independently, and the minimum (Min), mean (Mean), and maximum (Max) of the function values are reported, as well as the CPU time in seconds (CPU) and the average number of iterations (T ). 
2. The Schwefel Problem 2.22:
3. The Schwefel Problem 1.2:
4. The Schwefel Problem 2.21:
5. The Second De Jong function (Rosenbrock):
6. The
Step function:
7. The Fourth De Jong function (Quartic with random noise):
The experiments in Group A are aimed at testing and comparing the convergence of the three methods. The parameters of DE are tuned based on the work in [5, 15] . With the selected values, it works efficiently for all 10 runs. A slight decrease in population size may speed up DE, but may affect convergence. ABC and SCO use the same population size as DE, for fair comparison.
In our experiments with the function f 5 , the ABC algorithm can get a solution near the global minimum, but does not converge toward it within our specified tolerance level, which is in accordance with [17, 9] , so the results were not recorded. For f 3 we observed the same phenomenon, so we omitted the results. The parameters used in these experiments are summarized in Table 1 and the outcomes of the experiments are given in Table 2 . The parameters of the unrecorded results are represented with a × in the parameters tables. Table 2 shows that the DE algorithm and our proposed SCO algorithm converge to the correct minimum for the seven functions. Moreover, the SCO algorithm outperforms both the DE and ABC algorithm for functions f 1 , . . . , f 4 , f 6 , f 7 in terms of average CPU time. Even though the ABC fails in f 3 and f 5 and perform badly in f 4 , it is almost twice faster than DE on functions f 2 , f 6 and f 7 . DE has best performance in function f 5 , converging to the global minimum much faster than the SCO algorithm. Function f 5 is the Rosenbrock function, whose global minimum lies inside a long, narrow and parabolic shaped flat valley and is very difficult to find. As indicated in Figure 3 , although SCO can find the valley region faster than DE, the convergence rate to the global minimum is slower. Note that again for some of the functions, decreasing the population size might speed up the algorithms. However, if the convergence is not affected, all the three methods can work with a same population size, so the the comparison in CPU time-consuming is still similar to that of Table 2 .
CPU time (s)
B. 30-D Multimodal Functions
The functions f 8 , . . . , f 13 are multimodal with many local minima, and the number of local minima increases exponentially as the dimension of the function increases. In this group, the dimensions of f 8 , . . . , f 13 are 30 and the level of accuracy is set to 10 −11 . The parameters of the three methods are indicated in Table 3 . The parameters of DE algorithm are adapted from [5, 15] . For the ABC algorithm, the size of the population is 30 in all cases, where the "limit" is N ×n = 90. The SCO algorithm uses the same size of population, and takes value 1 for f 8 , . . . , f 11 and 0.8 for f 12 and f 13 . The Table 4 summarizes the results of ten runs.
1. The Schwefel Problem 2.26:
2. The Rastrigin function:
3. The Ackley function:
4. The Griewank function:
5. The Penalized function 1:
where
6. The Penalized function 2:
where y i and u are defined as in f 12 . It is obvious that all the three methods have reached the global optimum for all the 6 functions. When comparing the average CPU time, the SCO is superior to both DE and ABC on functions f 8 , . . . , f 11 . As for functions f 12 and f 13 , the ABC and SCO perform better than DE. We used = 0.8 in SCO for functions f 12 and f 13 , where = 1 also performs well but is a little slower in convergence. If so, in terms of CPU time, ABC will outperform SCO on functions f 12 and f 13 . Thus, for multimodal functions, we recommend to use = 1 for a safe choice, but also = 0.8 as a more efficient choice. 
where (a 1j ) = (c, . . . , c , 32, . . . , 32
times
).
2. The Kowalik function: 
3. The Six-hump Camel function:
4. The Branin-Hoo function:
5. The Goldstein-Price function:
6. The 3-dimensional Hartmann function: 7. The 6-dimensional Hartmann function:
where 
8. The Shekel function 5:
where ( Notice that the Shekel function 5 only uses the first 5 columns of the matrix (a ij ). The Shekel functions 7 and 10 below use respectively 7 and 10 columns of the same matrix.
9. The Shekel function 7:
10. The Shekel function 10:
Functions f 14 , . . . , f 23 have low dimensions (2, 4, or 6), but some of them are hard to optimize. The ABC algorithm fails on f 15 , which has been shown in [17] , so we will not compare the performance of ABC algorithm for function f 15 . The parameters of DE algorithm are adapted from existing experiments in [14, 15] or chosen by us based on the best recommendations we could find. Table 5 summarizes the values of parameters and the outcomes are in Table 6 . 
Experiment Set 2: 100-D Functions
This experiment set is to compare the performance of the three methods for high-dimensional functions. The test functions are some of the most difficult problems in the test suite, namely f 5 , f 8 , . . . , f 13 in 100 dimensions.
For function 100-D f 5 , the population sizes for DE and SCO are increased to 100, while for the other functions the population sizes for the three methods are exactly the same as in the 30-D case (Table 3) . Regarding DE, for the 100-D functions f 5 and f 8 , the selection of the other parameters is slightly different from that in the 30-D case, because DE did not perform well with the original parameters in terms of finding the minimum and CPU time. All the parameters are summarized in Table 7 . The results of the experiments are shown in Table 8 . 
Discussion and Conclusion
In this paper we introduced the splitting method for continuous optimization (SCO) and compared its performance with that of the DE and ABC algorithms through two sets of numerical experiments based on a widely used suite of test functions. All the 23 functions used in first set of experiments were of dimension 30 or less and these were divided into three groups (A,B,C), depending on their number of modes. Overall, both SCO and DE could reliably converge toward the minimum values for all 23 functions, while ABC failed on f 3 , f 5 and f 15 for various reasons. From this aspect, SCO outperforms ABC. When also considering the CPU time consumption, SCO performs favorably compared with DE and ABC. In particular, for functions in Group A, SCO has the fastest convergence rate among the three methods, except for function 30-D f 5 . Similarly, for functions in Group B, although all three methods work well, SCO is consistently the best performing. In Group C, except for function f 15 where SCO consumes more CPU time than DE, SCO is the most efficient. The second set of experiments has shown than SCO also can perform well on high dimensional multi-modal problems, in terms of finding the optimal solution and CPU time consumption. From the results, it can be concluded that SCO is competitive with both DE and ABC algorithm on this test suite.
Besides DE and ABC, other algorithms are also worthy to be mentioned and compared. We do this indirectly via existing comparative studies on the same test suite, e.g., [14, 17, 21] . In [14] the means and standard deviations of the final function values are compared. If the average of a method is close to the real minimum and the standard deviation is small, then the method is regarded well-performing. Among the four methods that were compared, DE was found to be the best-performing algorithm, finding the optimal solution in all cases. In contrast, the standard PSO could only converge to the minimum value exactly for 3 functions. Also, arPSO solved 6 of them, while SEA solved 8 functions. Therefore, from the perspective of accuracy of the final solutions, SCO performs better than PSO, arPSO, since SCO can solve all 23 problems.
In [21] various advanced evolution strategies are compared. Again, only means and standard deviations are compared. The study finds that canonical ES fails on 12 functions, and both ESLAT and CMA-ES fail on 10 functions, while FEP fails on 9 functions. Also, the performance of ABC has also been compared with these methods in [17] , where ABC is superior. Consequently, in this aspect, SCO also has better performance than these methods.
Our work compared the performance of SCO with that of DE and ABC on a large suite of test functions. In addition to comparing whether an algorithm can find the optimal solution reliably, we also compared the speed of the algorithm. From the numerical results we conclude that SCO is competitive with DE and ABC algorithm in terms of accuracy and speed, at least for this test suite. When comparing with other methods through some comparative studies indirectly, the performance of SCO is better than that of the methods mentioned above. SCO is simple, robust, and converges fast to the true global minimum. Besides, it has only a few control parameters which are easy to set and tune.
