In this paper, we consider an identification problem for a system of partially observed linear stochastic differentia] equations. Wc present a result whereby one can determine all the system parameters including the covariance matrices of the noise processes. We formulate the original identification problem as a deterministic control problem and prove the equivalence of the two problems. The method of simulated annealing is used to develop a computational algorithm for identifying the unknown parameters from the available observation. The procedure is then illustrated by some examples.
Introduction
Over the last several years, considerable attention has been focused on an identification problem of stochastic systems governed by linear or nonlinear It6 equations [2, 3, 7, 8, 10] . In [10] , the identification problem for partially observed linear time-invariant systems was considered. Using linear filter theory, maximum likelihood approach, and the smoothness of solutions of an algebraic Riccati equation, sufficient conditions were obtained for the consistency of the likelihood estimate.
In [8] , Liptser and Shiryayev considered the identification problem for a class of completely observed systems governed by a stochastic differential equation of the form dX(t) h(t,X(t))adt + dW(t), t_0,
where X is a real-valued stochastic process and a is some unknown parameter. Using the maximum likelihood approach, the authors [8] obtained an explicit expression for the maximum likeli-250 N.U. AHMED and S.M. RADAIDEH hood estimate . An extension of this result to a multi-parameter problem c E R m for stochastic systems in R n was considered by Ahmed [1] . In [7] , Legland considered an identification problem for a more general class of systems governed by stochastic differential equations of the form dy(t) h(a,X(t))dt + dW(t), t >_ O, (2) where a is an unknown parameter and X(t) is a diffusion process. Utilizing the maximum likelihood approach along with forward and backward Zakai equations, a numerical scheme was developed for computing the parameter a given the output history y(s), s <_ t.
In [3] , Dabbous In [7, 8, 9] , identification of drift parameters for completely observed systems were considered. In [3] , which considers partially observed identification problem, the authors used the Zakai equation as the basic state equation which, of course, is a partial differential equation. For n-dimensional problems, n >_ 2, the associated computational problem becomes nontrivial. It appears that for partially observed nonlinear problems there is no escape from PDE. In this paper we consider partially observed linear problems and develop techniques for identification of all the parameters including the covariance matrices of the Wiener processes without resorting to PDE.
Identification Problem (IP)
To introduce the identification problem, we shall need some basic notations. 
We shall denote our identification problem by (IP) which is described as follows: We are given a class of linear stochastic systems governed by dX(t) AX(t)dt + dW(t), dy(t) HX(t)dt + rodWo(t), Tr{(K,r(t + K,r(t P,r(t))(K,r(t) + Kr(t P,r(t))*}dt, 0 subject to the dynamic constraints
where R ror; and Kr(t E(e(t, r)e(t, 7r)*).
Proof." Let r E constitute the system given by (4). Then by Kalman-Bucy filter theory, the estimate is given by 2(t,r)-E(X(t,r)/) which satisfies the following stochastic E{u(t, r)u*(s, r)} R rain(t, s).
(s)
The mean of X {X(t, 7r), t > 0}, given by X(t, 7r)-E(X(t, r)), satisfies the following determini-
Defining e(t, r)-X(t, r)-X(t, r), we have from equations (6) and (9) that e satisfies the following (SDE):
In terms of the innovations process, one can write system (10) as" de(t, r) Ae(t, r)dt + KrH*R-ida(t, 7r), e(0, 7r) 0.
Further, the process e-{e(t,r),t > 0} and the error covariance matrix Kr are related through the equation (Kr(t)rl, 1) (Pr(t)rl, 1) E(e(t, 7r), r/)2, for all r/E Rd,
where P is the covariance of the process X-{X(t,r),t > O} and it satisfies the following differential equation:
P,(t)-APr(t Pr(t)A* + rr*, Pr(0)-P0"
This is justified as follows" by definition, for each r Rd, we have
Since ((X(t, 4)-X(t, r))is t-measurable, we have E{(X(t, r) (t, r), q)(.(t, r) 2(t, r), V)} E(Yg(t, ) 2,(t, r), ), t [0, T].
Using this in the third term of the preceding equation, we obtain that (K,(t)q, ) (P,r(t)q, q) -E(e(t, r), q)2 
0 where Kr and P are solutions of equations (7) and (13), and t' is the covariance of the process e0(t, -e(t, Tr, y) given by the solution of equation (10) driven by the observed process y0. This functional is to be minimized on E subject to dynamic equations (5) 
where the matrices G, V 1 and V are given as follows:
The matrix G is a d x 2d with elements gi, 1, gi, / d 1, for 1 < < d, and 0 everywhere else. The matrix Vl(t -E(X(t,r)X*(t,r)) and it satisfies the matrix differential equation dt
AVI(t -b VI(t)A* A-(24)
The matrix V(t) [ E(X(t, r)X*(t, ')) E((t, Tr)X*(t, r)) tial equation E(X(t, r)*(t, Tr)) E(2(t, r)2*(t, r)) and it satisfies the matrix differendV(t) (27) respectively. We shall show that the process e(t,r), given by equation (11) (35) In this paper we applied the method of simulated annealing to determine the optimal parameters that minimize the cost function. The method of simulated annealing is an iterative improvement technique that is suitable for large scale minimization problems. The method avoids being trapped in local minima by using stochastic approach for making moves, based on Metropolis optimization algorithm to minimize the cost function [9] . It works by analogy to the physical annealing of molten material. In the physical situation, the material is cooled slowly, allowing it to coalesce into the lowest possible energy state giving the strongest physical structure. If a liquid metal is cooled quickly, it may end up in a polycrystalline state having a higher energy.
The main idea behind this algorithm is while being at a high temperature, r a called the annealing temperature, where most moves are accepted, then slowly reduce the temperature, while reducing the cost function until only "good" moves are accepted. The pseudo-code of the algorithm is presented as follows:
Step 1: Generate an initial scheduling order randomly and set the temperature at high level.
Step 2 (39) where a is the maximal allowed displacement, which for the sake of this argument is arbitrary;
Uc. is a random number uniformly distributed in the interval [-1, + 1], and Uc. is independent of b" c ., for i j. Step 3: Calculate the change in the cost function, A J, which is caused by the move of c into c + cUci.
Step 4: If AJ < 0 (i.e., the move would bring the system to a state of lower energy) we allow the move.
Step 5: If AJ > 0 we allow the move with probability exp(-AJ/ra); i.e., we take a random number U uniformly distributed between 0 and 1, and if U < exp(-AJ/ra) we allow the move. If U > exp( AJ/ra) we return it to its old value.
Step 6: Go to step 2 until the cost function stabilizes.
Step 7: If v a 0, then stop; otherwise reduce the temperature, and repeat steps 2-6.
Examples and Illustrations
In this section we will present a two-dimensional example illustrating our results. We assume that the observation data {y(t),t E [0, T]} for the real system is generated by the true parameters ro {Ao, ro, Ho, r)} where The basic procedure used to obtain the best estimate of the unknown parameters using the algorithm as proposed in section 4 is as follows" Let v c be the initial choice for the true parameter r . Table 1 Starting value As expected, it is a nonincreasing function of T and tends to a limit (saturation) as T becomes larger and r T comes closer to r. The best starting annealing temperature required to obtain the estimate rT, in this example, was found to be 25. In other words, the choice of a starting annealing temperature beyond 25 doesn't improve the estimate; it only consumes more CPU time. 
