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RI~SUM[~ 
On donne l'6nonc6 d'un th6or6me sur les r6arrangements d'applications d'un 
ensemble fini darts lui-mEme, qui g6n6ralise un r6sultat connu sur les permutations, 
et qui perrnet de retrouver le d6nombrement des classes d'applications ultimement 
idempotentes t ind6composables, ainsi que celui des arbres de n sommets et des graphes 
connexes de n ar~tes et n sommets. 
1. INTRODUCTION 
L 'objet  de cet article est de d6montrer le th6or~me 1.1 suivant ainsi que 
les propri6t6s (1.5) h (1.8) ci-dessous, et d'en donner des appl ications 
combinatoires et probabil istes. 
(1.1) THI~OR/~ME. Soient [n] = {I, 2 ..... n) et F, l'ensemble de toutes les 
applications de [hi dans lui-m6me; pour x, y ~ In] et f e F, , on pose 
vz,u(f) = 1 si f (x )  = yet  
(1.2) x ~f([n])  
= 0 sinon. 
De m~me, 
(1.3) 
~.u( f )  = ! s'il existe z ~ [n -- l]  tel que f ( z )  = y, 
f ( z  + l )=  x et 
f (w) ~/: x, pour tout w = 1, 2,..., z 
= 0 sinon. 
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A[ors: on peut construire une permutation ~ de F,, telle que 
1) v.,.~,--= ~.,,,od?pour 1 ~x < y :-~n, 
2) si ~( f )  = g. la suite (g(l), g(2) ..... g(n)) est un rdarra,gement de la 
suite ( f (1) , f (2)  ...... f(n)). 
ka propri6t6 2) ci-dessus implique que q~ envoie le groupe S,, des 
permutations de [n] sur lui-mame. Or s i fes t  dans Sn, les conditions (1.2) 
et (1.3) sont toujours remplies (en d6signant par z l'unique entier tel que 
1 ~ z < n e t f ( z  - 1) = x) et en ne prenant que la restriction de q~ ~. S~. 
on retrouve un r6sultat connu sur les permutations (voir [2, Th6or6me 
4.ll]). 
Maintenant s i fes t  dans F,,, d6signons par re(f) le plus grand entier n2 
tel que tous les  termes de la suite ( f (1) , f (2) , . . . , f (m))  soient distincts. 
On a 6videmment l ~< re(f) ~ net  l 'on pose 
(1.4) crj = ( f (1) , / (2)  ..... f (m(f ) ) ) .  
De mSme, notons RI l'ensemble des 616ments x ~ In] tels que f~(x) = x 
pour un certain entier j ?~ 1 et /3(RI) la suite croissante form6e par les 
616merits de R e . 
Consid6rons de plus les classes A,, = { fc  F,, : f "  = f,~-l} des fonctions 
ultimement idempotentes et B,, des fonctions ind~composables (cf. [4]), 
c'est-h-dire des fonctions f~  E,, telle que la restriction de f h R~ soit une 
permutation circulaire. On aura aussi les propri6t6s uivantes: 
(1.5) La suite ~(i) est un r~arrangement de la suite [3(RI), donc en 
partieulier 
(1.6) m(~(f) )  = card Rf .  
(1.7) On a %~i) ~ fl(Ri) si et seulement s i f  est ultimement idempotente. 
(1.8) La suite %(f~ d6bute par son plus grand terme si et seulement sif est 
ind~composable. 
Ces propri~t6s permettent de retrouver le d6nombrement des ensembles 
A<,, B,, et de l'ensemble G,,.a des graphes connexes de n sommets et d 
arStes pour d = n -- 1 et d ~- n. L'ensemble G ...... ~ est l'ensemble des 
arbres de n sommets (voir [1, p. 149]). Le d6nombrement de G ..... ~ remonte 
~. Cayley [3]. On a card G ...... 1 = nn-2- Notons H,,_2.,, l 'ensemble des suites 
de longueur (n -  2) dont les termes sont pris dans In]. On connait 
jusqu'alors la construction de deux bijections ~b : Gn.,,_~--+ H,_2.~,, celle 
de Prfifer [6], et de Neville [5]. Les propri6t6s ci-dessus nous fourniront la 
construction d'une nouvelle bijection ~b : G~.,~_~--~ H~_o.,~. De rn6me, on 
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retrouvera les r6sultats de Katz [4], et R6nyi [7], sur le d6nombrement des 
ensembles Bn et G,. , .  
Enfin, le th6or~me 1.1 a I'interpr&ation probabiliste que voici et que 
nous d6crirons en termes de jeu de d6. Supposons que l'on jette six fois 
un d6 et que l'on d6signe par Y~, Y2 .... , Y6 la suite des num6ros sortis. 
Pour 1 ~< i ~< 6, notons T~ le premier instant oh l'on observe la face i; 
si celle-ci ne sort pas au cours des six jets, on pose T~ = 7. Le th6or~me 1.1 
nous permet alors de dire 
(l.9) Le nombre aldatoire v* d'indices i tels que 1 ~ Ti ~ 6 et Y~ > i, 
ainsi que le hombre aldatoire ~* d'indiees i tels que 1 < Ti <~ 6 et 
et Yr~-~ > i ont mdme distribution. 
La section 2 est un bref rappel sur les cycles des fonctions f de En et 
leurs propri6t6s. Dans la section 3, nous introduisons la Z-d6composition, 
utile pour d6montrer la bijectivit6 de ft. Dans la section 4, nous donnons la 
construction de la restriction de ~b ~t Sn et dans la section 5, la construction 
de ~b dans le cas g6n6ral. La section 6 est consacr6e aux diverses applications 
combinatoires et probabilistes signal6es plus haut. 
2. CYCLES D'UNE FONCTION 
Si fest  dans F , ,  on posef~ = x etfk(x) ---- f ( fk - l (x ) )  pour k > 0 et 
x ~ In]. Un cycle de f est une suite d'61dments distincts de la forme 
(x , f (x )  ..... f J - l (x))  off j >~ 1 et f J(x) -= x. L'ensemble RI a 6t6 pr6c6- 
demment d~fini (apr~s la formule (1.4)); en empruntant la terminologie 
la th6orie des chaines de Markov, on dit que R t est l'ensemble des 616- 
ments rdcurrents (pour f ) .  Soit x~ In]; la suite des (n + 1) termes 
(x , f (x )  ..... f"(x))  contient n6cessairement deux termes 6gaux, done une 
sous-suite (fi(x),fi+~(x),...,fi+J-~(x)) qui soit un cycle avec 0 ~< i < net  
0 < j -~ n -- i. Ceci implique que l'on a 
(2.1) fn-l([n]) = R I 
et que R~ n'est jamais vide. II est clair que x est 61~ment d'un cycle si et 
seulement s'il est r6current et si tel est le cas, f (x )  est aussi r6current et il 
existe un 616ment r~current y tel que f (y )= x. Par cons6quent, la 
restriction de f / t  l'ensemble R~ est une permutation de R~ not6e 7r I . Les 
cycles de fsont  les cycles (au sens de la th6orie 616mentaire du groupe des 
permutations) de ~r I . Deux cycles sont ainsi, ou confondus, ou disjoints. 
On dit qu'un cycle (x, f (x) , . . . , fk- l (x))  est isold si f (y )  = fZ(x) entra~ne 
l ~> 1 et y = f~-l(x). L'ensemble In] \ f ( [n ] )  des valeurs non prises par f  
364 FOA~A ET FLCHS 
est not6 Z~. Notons que l 'on a R s c~ Z,  = _ et que si Z ,  est vide, les t  
une permutation de [hi et l 'on 6crit fe  5,,. Le lemme suivant sera utilis6 
pour la construction de la permutation ~. 
(2.2) LEMME. Soient x ~ [n] et f e F,~ S~ ; si x n'est pas ( l iment  d'un 
cycle isold de f ,  on a f " (z )  = x pour un certain m >~ 0 et z c Z I . 
PREUVE: Supposons d 'abord x non r~current. S'il n'est pas dans Zz,  
il existe Xl @ x tel que f (x~) = x. De plus, comme x est non recurrent, 
xl l 'est aussi. Par ce procede, on peut donc construire une suite 
(x0, xx, x2 .... ) d'616ments non recurrents tels que Xo = x et f (x3  = x~_t 
pour tout i >~ 1. Ces 616ments 6taut tous distincts, la suite est neces- 
sairement finie et il existe un indice m .>/0 tel que f (y )  ~- x, ,  pour tout 
y e [n], c'est-~t-dire x,, e Z~ et f"~(x,,,) = Xo. 
Maintenant s ix  est recurrent, il existe x0 e [n] et un entier k >~ 1 tels que 
f (Xo) = f~(x)  et xo @ f~q(x) .  Comme les suites (x , f  (x),...) et (x0 , f  (Xo),...) 
out un 616ment en commun et que Xo n'appart ient pas ~t la premiere, x0 est 
non racurrent. Comme on a x = f*(xo) pour un certain entier i >~ 1, on est 
ramen6 au cas precddent. Ce qui acheve la preuve du lemme. 
3. LA Z-DI~COMPOSITION DES MOTS 
Nous allons ddfinir dans cette section la Z-ddcomposit ion des mots qui 
nous servira ~ prouver darts la section 5 le caractere bijectif de ~. Soit X 
un ensemble non-vide; un mot est une suite cr = (x l ,  x2 ,..., xt) qu'on 
notera plus volontiers ~ = xlx2 "'" x~ (t >~ 1) off x t ,  x2 ,..., x~ 
appartiennent ~ X et sont les lettres du mot ~. L'entier tes t  la 
longueur du mot notee l(a). On suppose l'existence d'un mot vide, not6 e, 
de longueur 0 et ne contenant aucune lettre. Si cr = xlx~ ... x,  et 
~' = xl'x~' "" x ( ,  sont deux roots non-vides, leurs produit  or" = era' est 
obtenu par juxtaposit ion de ~ et ~', c'est-~-dire que l 'on a ~" = x~x2" " '" xt+t, " 
avec x~ =x i  pour 1 ~<i~t  et x~ =x i '  pour t+ 1 <~i~<t+t ' .  
L'ensemble de tousles roots muni de ce produit  est le monoMe libre engendrd 
par X et not6 Mo(x).  Si l 'on a cr~g~g 3 = ~ ofa ~, cry, %,  % ~ Mo(X) ,  on 
dit que cr~ est unfacteur  de e s'il n'est pas vide (i = 1, 2, 3) et que el et % 
sont respectivement des facteurs gauche et droit de or. Un mot non-vide 
est multilinOaire si routes ses lettres sont distinctes. 
On dit que ~' = x~'x2' "" x /es t  un r&rrangement du mot ~ = xax2 "'" x~ 
si t - -  t '  et s'il existe une permutation k ~ ik de [t] telle que x~' = x~ 
pour 1 <~ k <~ t. Enfin, on designe par Pe  la premidre lettre du mot g. 
On appeUe d&omposition d'un mot cr~Mo(X)  toute suite finie 
(% , ~ ,..., %) de roots non-vides tels que p>~O et ~o~1. . .%= ~. 
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L'entier p + 1 est le degrd de la d6composition. Soient enfin x, y E X et 
g = xlx2 "'" x~ un mot non-vide; on pose G,~(a) = 1 s'il existe un indice 
i tel que 1 < i ~ t, x~_~ = y, x~ = x et x~ =/: x pour  tout j  - -  1, 2 ..... i - -  1. 
Dans le cas contraire, on pose s%,~(g) = 0. On pose en plus 
~(a)  = ~, ~z.u(g) et ((g) = ~ ~,(g). 
y~X m~X 
On a 4videmment 
(3.I) 0 ~ L (g)  ~ 
et s~,.~(a) = 0 pour  tout x ~ X. On dit que l ' indice i est un indice multiple 
(de g), si i - -  1 ou s'il ex iste j  tel que 1 ~<j < i et x~ = x~. 
(3.2) PROPOSITION. Tout mot a = xlx2 "'" x~ non-vide admet une decom- 
position unique (go, al  ..... g~), dite sa Z-ddcomposition, ayant les propridtds 
suivantes: 
(i) %,  al ..... g~ sont multilindaires, 
k 
(3.3) (ii) ~ ~,~(ak') = G.~(%gl "'" g~) 
k'=l) 
pour lout (x, y) ff X 2 et tout k -~ O, 1,...,p. 
Si  (i o , h ,..., i~) est la suite croissante des indices multiples de g el si l' on 
pose i~+~ = t + 1, la Z-ddcomposition de g est donnde par (%,  gl ,..., g~) oh 
(3.4) gk = XikXik+l "'" Xi~+1-1 
pour O <~ k ~ p. 
PRZUVE: Montrons d 'abord  que la suite (%,  a~ ..... g~) off les gk sont 
donn4s par  les formules (3.4) satisfont aux propri6tds (i) et (ii). Tout 
d 'abord,  les mots go, g~ ,..., gk sont multil in6aires par  d6finition m~me des 
indices multiples. Ensuite, si l 'on a ~:~(ak) = 1, pour  un certain x e Xet  un 
certain k, alors x ne peut apparaitre dans les rnots gk+l ,..., % que comme 
premibre lettre, d'ofi ~:~(ak,) = 0 pour  k '  > k et d'autre part, les roots 
g0 ..... g~-i n 'ont  aucune lettre 6gale h x; d'ofl ~:~(cr~.) = 0 pour k'  < k. 
Le premier membre de (3.3) est donc 6gal h 0 ou h 1. S'il est nul, on a, ou 
bien x~ = x, ou bien le mot g0g~ .-. gT~ n'a aucune lettre 6gale ~t x; dans les 
deux cas, le second membre st aussi nul. S'il est 6gal h 1, on a ~:,.u(ak,) = 1 
pour un certain k' tel que 0 ~< k'  ~< k, donc gk' s'6crit gk' = a'yxg" 
avee g', cr"E Mo(X)  et d'aprSs ce qui-pr6c~de, le mot go "'" gk'-~a'Y ne 
contient aucune lettre 6gale h x. On a alors G,,(%g~ "'" gk) = 1 et les 
relations (3.3) sont ainsi v6rifi6es. 
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Pour d6montrer maintenant l'unicit6 de la Z-d&omposition, on montre 
que si (~o, 0.1 ..... %) est une Z-d6composition de 0., alors les indices 
i{,= I, & - - l (0 .0 )+ 1 ..... i~=l (0 .o . . .%_0- -  1 sont les seuls indices 
multiples de c~. En effet, soit k un indice tel que 0 < k ~< p; si l'indice & 
n'est pas multiple, le mot 0.ocrt ... 0.z--1 ne contient pas la lettre x -- xj,:, 
d'ofi ~:~(%c h " ' "  o1,,_1) ~-  0 et par suite 
k-1  
(3.5) ~ &(crk,) = 0 
d'aprSs (3.3) et d'autre part, on a 
(3.6) ~:~.~(Croo.t "'" 0.k) ---- 1 
avec x = xs~ et y -- x~-t 9 Les relations (3.4), (3.5) et (3.6) entrainent alors 
que l'on a ~:~.~(0.~r -= 1, ce qui contredit le fait que la premi6re lettre de 0.k 
est x. D'ofi tousles indices i0, i~ ..... i~ sont multiples. Soit enfin i un indice 
tel que ik < i < ik+t off 0 <~ k ~< p. Comme 0.k est multilin6aire, on a 
s%(0.g) = 1 avec x = xi d'o/a 
(3.7) ~x(ek') ----- 0 pour 0 ~< k' < k 
et 
(3.8) &(%0.~ ." ak) = 1 
d'apr& (3.3). Si i est multiple, ddsignons par j le plus petit indice tel que 
xj = x~. Si j  = 1, on a ~:~(%0.a "'" 0.k) -- 0 ce qui contredit (3.8). Si j  > 1, 
l'indice j n'est pas multiple et on a &, < j < &'+t pour un certain k' tel 
que 0 ~< k' < k. Comme 0.k est multilin6aire, on a &(0.~,) = 1 ce qui 
contredit (3.7). Ainsi, les seuls indices multiples de 0. sont i0, it ,..., i~. 
Ce qui ach6ve la preuve de la proposition. 
Dans la suite, il sera commode de noter Pz(0.) le premier facteur de la 
Z-ddcomposition de 0.. D'autre part, l'une des relations (3.3) utile plus loin 
est la suivante: 
io 
(3.9) ~ s%.~(~k) = ~:~.~(0.) 
k=0 
valable pour tout couple (x, y) ~ X ~. 
4. LA D~,COMPOSITION CROISSANTE DES MOTS 
Dans ce qui suit, R 6tant un sous-ensemble non vide de [n], on d6signe 
par ~(R) le mot croissant dont les lettres sont tousles 616ments de R, par SR 
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le groupe des permutations de R et enfin par H~ l'ensemble de tous les 
r6arrangements du mot  fi(R). 
L'objet de cette section est d'exhiber une bijection q : SR --~ HR satis- 
faisant h 
(4.1) vx.v(Tr) = ~:~.v(q(~r)) 
pour 7r e SR et 1 ~< x < y ~ n. La construction de cette bijection n'est 
pas nouvelle (voir par exemple [2, th6or6me 4.11]), mais nous pr6f6rons 
la reproduire ici car elle est donn~e dans la r6f6rence [2] dans un cadre 
tout ~t fait diff6rent. 
Soit 7r E $8 et ~ un cycle de la permutation zr. Le cycle ~, est une 
permutat ion circulaire d'un sous-ensemble C de R, disons de cardinal j  off 
1 ~< j < b (b ---- card R). Posons c ---- max{x : x ~ C} et notons q(y) le mot 
q(r )  = ~(c )  ~r~-l(c) "'" ,~(c). 
On a 7rJ(c) = c et les j Iettres du mot  q(v) sont les j  616ments (distincts) 
de C. Soit Dc l 'ensemble de tousles r6arrangements dominds (c'est-~t-dire 
dont la premi6re lettre est c) du mot  fl(C). I1 est clair que q est une bijection 
de l 'ensemble des permutations circulaires de C sur Dc et que pour 
1 <~x<y<~n,  ona 
(4.2) v~.y(~,) = ~:~.u(q(~')). 
Supposons que zr soit le produit des cycles disjoints 71, Y~ ,.-., 7, 
op6rant sur les ensembles (71, Ca ..... C, (de r6union R) dont les plus grands 
616ments ont d~sign6s par c l ,  c2 .... , c~. Avec une num6rotation appro- 
pri6e, on peut supposer que la suite c l ,  c2 ,..., e, est croissante. On d6signe 
alors par q(zr) le produit de juxtaposition 
(4.3) q(~') = q(~'l) q(~'2) "'" q(~3- 
Le mot  appartient 6videmment ~t Hg .  Montrons que l'application 
q:Sg-+ HR est bijeetive. Soit p = xlx2 ""Xb un mot  de HR. Posons 
il --  1 et soit (/2 ..... i~) la suite croissante des indices i tels que 1 < i ~ b 
et xl :> x~- pour 1 ~< j < i. Posons de plus i~+i ----- b q- 1 puis 
Dk = X ikX ik+l  """ Xi,~+I-1 
et d6signons par C~ l'ensemble des lettres du mot p~ (I ~< k ~< s). On dit 
que la suite (Pl, P~ ,..., P~) ainsi d6finie est la dOcomposition croissante 
du mot  p. I1 est facile de v~rifier que c'est l 'unique d6composition de p 
satisfaisant aux deux propri6t6s: 
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(i) pl ,  p2 ,..., p, sont domine;s, 
(ii) Po~ ~ PPz < "'" -~ I'p, 
(voir [2, proposition 4.8]). La suite forme2e par les ensembles C~, C.e ..... C~ 
est une partition de R et par d6finition des indices b,, chaque mot pa: 
appartient 5- D%. (1 ~ k -<'1 s) et la suite x,~ , xe~ ,..., x~, est croissante. 
D'apres ce qui prdc6de, il correspond 8 chacun des pT: une et une seule 
permutation cireulaire ye de l'ensemble C~ ; par cons6quent, il existe un 
et un seul cycle ye tel que q(ya-) =- Ok (I ~ k ~ s). Soit rr la permutation 
rr = y, o y~ . . . .  o y~. I1 est alors imm6diat que l'on a q(rr) = p et ainsi 
q : SR -+ Ha est bijectif puisque Sx et Ha ont m~me cardinal. 
Enfin, si l 'on a ~reSR et v, . , , ( r , )= 1 pour 1 ~<x <y ~.n  alors 
~r(x) = yet  de plus x et y appartiennent ~ un marne cycle de la permu- 
tation rr. D'apres (4.2), on a donc v:~,~(rr)= ~:~.~(q(Tr))= 1. Rdcipro- 
quement, si l 'on a 1 ~< x < y ~ net  ~:~,~(q(~r)) = 1, le mot q0r) contient 
le facteur yx. Soit (Pa, Pa ,.-., P0 la dficomposition croissante du mot q0r). 
Comme y est supdrieur 5. x, aucun des roots p, ,  p~ ..... p~ ne peut se ter- 
miner par y et par cons6quent on a ~:~.~(Ok) = 1 pour un certain k tel que 
1 ~ k <~ s. D'ofi d'apr6s (4.2), v~.~(q-X(pk)) = 1 et par suite Vx,~(r 0 = l. 
La propridt~ (4.1) est done vdrifide. 
5. CONSTRUCTION DE LA BIJECTION 
r 
Soient oJ = fi([n]) = 1 2 .'. n le mot croissant dont toutes les lettres 
sont les entiers de 1 ~ net H,~ l'ensemble des roots de Mo(N) de longueur n. 
So i t f c  F ,  ; s i fes t  une permutation de [hi, on pose 
(5.1) r  = q( f )  
o~ q est la bijection ddfinie en (4.3). S i f  n'est pas dans S,~, nous posons 
fl(Z:) = zlzz ". z~, et fl(R:) = qr.a ... r~, puis on d6finit par rdeurrenee 
une suite de (p q- 1) mots %,  cq ,..., % de Mo(N). On pose d'abord 
(5.2) % = q(~:). 
D'apres la section 4, % est un rdarrangement de rlr 2 "" rv. Supposons 
d6finis les mots %,  cr 1 ..... % 1 pour un certain k tel que 1 ~ k ~ p. 
Nous posons alors 
(5.3) m~ = min{m > O: ~(croa 1 "" ek_lf'~(Zk)) = es(croal "" eL-O}, 
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puis 
(5.4) crk ---- f~k(z~) fmk-a(Zk) "'" f(zk). 
Autrement dit, mk est le plus petit entier m > 0 tel quef'~(z~) soit ~gal 
h une lettre du mot ao~r ~"'" a~_~. Cette d~finition a bien un sens car 
fn-X(z~) est dans R~ d'apr6s (2.1), donc 6gal h une lettre du mot %.  On 
continue jusqu'~t ce que a~ soit ddfini et l'on pose 
(5.5) ~(f )  -- %cq ... %.  
En conservant les m~mes notations que dans les formules (5.2) h (5.5), 
nous avons 
(5.6) L~MMF. Soit x un dldment de In] non rdcurrent et soit zk le plus 
petit  dlOment de Z r satisfaisant x = f " (zk )  pour un certain m ~ O. Alors 
O~m <m~=(~.  
PREUVE: Notons d'abord que l'~16ment zk dans l'6nonc6 ci-dessus est 
parfaitement d6fini d'apr6s le lemme 2.2. Si l 'on avait m ~ mk, on aurait 
x = i f (y )  avec i ---- m -- mk et y = f'n*(zk). Par d6finition de mk, l'616ment 
y appara~trait dans le mot a0c q ... ak_~. De plus, l'hypoth6se x r  
entraine que y est 6galement non r6current et par cons6quent y apparaitrait 
en fait dans cr 1 "" cry_ 1 . On aurait donc y = f~'(zk, )  avec 1 ~< k' .< k et 
1 ~< m' ~ mk' ,  d'ofi x = ff+'V(z~,); ce qui contredirait la d6finition de 
z~. On a donc 0 ~ m < me et le lemme 5.6 est d6montr6. 
(5.7) COROLLAIRE. Le  mot r  est un rdarrangement du mot 
f (1 ) f (2 )  . . . f (n )  et la suite (%,  ~1 .... , %)  est la Z-ddeomposition du mot 
r  
PREUVE: En effet, le mot rx~-z ... % off 
~'k = fm~-a(z~) "'" f(z~) ze (1 ~ k ~ p) 
est d'une part multilin~aire (par d6finition des m~) et d'autre part a pour 
Iettres tous les 616ments non r~currents d'apr~s le pr6c6dent lemme et la 
d6finition des mk9 Par suite, le mot aorl "'" % est un r6arrangement deoJ, ce 
qui implique pour r  d'etre un r6arrangement de f (1 ) f (2 ) ' . . f (n ) .  
Enfin, les roots ea ..... % sont multilin6aires car autrement certaines de 
leurs lettres seraient des ~16ments rdcurrents. La ddfinition (5.3) des mk 
entralne alors que 1, m0 -k- 1 ..... m~_l q- 1 sont les seuls indices multiples 
de r  Ce qui prouve le corollaire d'apr6s la proposition 3.2. 
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Dans l'~nonc6 du thdorame combinatoire 5.9, nous reprenons les 
notations introduites au ddbut de la section 4. En plus, nous poserons pour 
% e SR et ~0 e H~ 
F, XR, vo) -- { f  c F~ : Ri = R, ~i = ~ro}, 
(5.8) 
H,(R, %) -- {a c H,, : Pz(cr) = %}. 
I1 vient alors 
(5.9) THI~OREME. L' application dp : F,~ ~ H, est une bijection qui satisfait 
aux propridtds uivantes: 
1) Le mot r  est un rdarrangement du mot f ( l )  f (2) ". f (n)  pour tout 
f cF , .  
2) Si Rest  un sous-ensemble non vide de [n] et si % est une permutation 
de R, alors 
r %)) = H.(R, %) 
3) On a 
(5.10) v~,u(f) = ~.u(r  
et tout f c F,, . 
PREUVE: 
familles 
o/t % = q(,-ro). 
et 
pour 1 <~ x < y <~ n 
La partie 1) a 6t6 prouvde (cf. corollaire 5.7). Comme les 
{F,(R, %) : % ~ SR, 0 @ R C [n]} 
(~.(R,  ~o) : ~o ~ H. ,  0 r R r [.]} 
sont des partitions de F,~ et H,  respectivement e que q : SR ~ HR est 
bijectifpour tout sous-ensemble R non-vide de [n], il nous suffit de prouver 
que 4J:F,~(R, 7to)~ H,(R, q(%)) est une bijection satisfaisant 5 (5.10) 
pour tout f~Fn(R ,  %) (0 ~ R C [n], % ~SR). Ce r6sultat h ddj/t 6t6 
ddmontr6 lorsque l 'on a R ~ ['7] et % ~ Sn, dans la section 4. Dans la 
suite, on supposera doric R et % fix6s avec R @ In] et l 'on posera 
% = q(%), F~(R, %) = Fr o et H,,(R, %) = H%. 
S i fes t  darts F, ~ , on a bien r  ~ H% d'apr6s (5.2) et le corollaire 5.7. 
Montrons alors que q~ : F, ~ --~ H% a la propri~t6 (5.10). En effet, si l'on a 
f~F%,  l ~ x < y <~ netxc  Rs , i l v ient  
v~.v(f ) = v~,v(%) = ~,:,u(ao) = r 
d'apr~s (4.1) et le fait que % contient ndcessairement la lettre x. Supposons 
ensuite x r Rs. Si l 'on a x Cf([n]), aucun des deux roots f (1 ) f (2 )  . . . f (n)  
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et r  ne contient la lettre x; d'ofi v~,u(f) = sc~,u(r = 0 pour tout 
y e [n]. Enfin si x af([n]),  on a 
v~.~(f) = 1 si y = f (x )  et 
=0 si y=/=f(x).  
Soit k le plus petit indice tel que x = fm(zk) pour un certain m > 0. 
D 'apr& le lemme 5.6, le mot ~k contient le facteur f (x )x  et les roots 
ao ,..., crk_l n 'ont aucune lettre 6gale 5. x .  I1 en r6sulte l'identitd 
(5.11) v~,~( f )=~x,~(r  pour xCR~ et y~[n].  
Montrons ensuite que r : F.~ -+ Hoo est injective. Soient f , f '  eFt~ ; si 
l 'on a Zr =7(= Zs ' ,  le mot f (1)  "" f (n)  n'est pas un r6arrangement du mot  
f ' (1 )  . . . f ' (n)  et l 'on a forc6ment r :/= r  Si maintenant ZI  = Z f ,  
d&ignons par (%,  a~ ,..., %) et (%', al', .... a~') les Z-d6compositions de 
r  et de r  et par (z l ,  z2 ,..., z~) la suite croissante des 616ments de 
z~= z~,. 
Si l 'on a y =f (x )  : t i f f (x )  = y', alors x~RI=R 1, et deux cas sont 
consid~rer: 
a) x = zk E Z I pour un certain k tel que 1 ~ k ~ p. Les deux derniares 
lettresf(zk) etf ' (zk)  de ak et ak' sont alors distinctes, d'ofi ak =/= ak' et par 
suite r  =/= r  en vertu de l'unicit~ de la Z-d6composition. 
b) xq~Z1 ~- Z1", D'apr6s (5.11) on a alors ~x,~(r = vx,~(f) = 1 
donc sex,~.(r = 0 puisque y :/= y '  tandis que se~,r162 = vx,r  = 1. 
D'ofi encore r  =/= r  
Montrons enfin que r : F~o -~ H.  ~ est surjective. Soient e ----- XlX2 "'" x .  
un mot  de H% et xi,0, x2,o ..... x~,0 la suite croissante des entiers z a In] 
qui ne sont pas des lettres du mot a. La Z-d6composition de a est alors de 
degr6p + 1; nous la notons (0o, 0x .... ,0  0 et nous posons 
O k : Xk,mleXk,mlo_l "" Xk, 1 (1 ~ k ~. p). 
D'apr6s les propri6t& de la Z-d6composition, xk,., k est la seule lettre du 
mot  Ok qui soit 6gale h une lettre du mot  0001 ... 0k_l pour 1 ~< k ~< p. 
Par cons6quent, le mot Oozl "'" % off ~k = xk..,k-1 "'" Xk,lXk,o (1 ~< k ~< p) 
est un r6arrangement du mot  w, D'autre part, l 'application % = q-~(Oo) 
est une permutation du sous-ensemble R form6 par les lettres (distinctes) 
de 0 o . On ddfinit donc une app l i ca t ion fa  F~o en posant 
f(xk,.~) = xk,.,+l pour 1 ~ k ~ p et 0 ~< m < mk 
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et 
f (x )  -- rro(X ) pour x ~ R. 
I1 est alors clair que Fon a ~(f)  -- cT. Ce qui achSve la preme du tMor6me. 
6. APPLICATIONS COMB1NATOIRES ET PROBAB1LISTES 
Avec les mames notations que dans l'6nonc6 du th6orame 5.9, et en 
posant card R = b, on a 
(6.1) card F~,(R, %) = card H,(R,  %) = bn TM.  
Posons maintenant 
A,, = {.['~ Er~ : f'~ = f,-1} 
puis, pour 1 ~< b < n 
A,.b = {re  A, : card R~ = b}. 
L'ensemble A,~ est l'ensemble des fonctions ultimement idempotentes, 
c'est-~-dire des fonct ionsf  telles que rr I soit l'application identique de Rj .  
L'ensemble A,,.a est l'ensemble des arborescences, [8, p. 157]. Pour 
1 ~< b < n, notons K,,b l'ensemble des roots e ~ H,  tels que Pz(cr) soit 
croissant et l (Pz(a)) = b. D'apr6s le tMor6me 5.9, 
(6.2) pour 1 <~ b < n, l'application (~ envoie bijectivement A,.b sur K,.b . 
On a donc 
card A.,b = card K.,b = ( ; )b  n "-b-a (6.3) 
et on retrouve le r6sultat bien connu 
{64)  car  A . - -  ,, b-, = (n + ,>'' 
b=l \U /  
L'ensemble Kn, 1 est form6 des mots g e H.  de la forme xxe '  off x e [n] 
et or' e Mo(N). Si f est dans A.,1 et si l 'on a e(f )  = xxe' ,  l'616ment x est 
l'unique point fixe def ( f (x )  = x) et 
(6.5) l' application f --~ x~' est une biiection de l' ensemble des arborescences 
sur l'ensembIe H.._I.. des roots de longueur (n --  1) dont les lettres 
sont clans In]. 
En particulier, on retrouve (voir [8, p. 157]): 
(6.6) card A. a = card H._1,. = n n-1. 
REARRANGEMENTS DE FONCTIONS ET DI~NOMBREMENT 373 
Pour 1 ~< n -- 1 ~< d, notons G.,d l'ensemble des graphes connexes de d 
arcs dont les sommets sont les entiers 1, 2,..., n. Les 616ments de G.,._I  
sont les arbres de n sommets. I1 existe une bijection naturelle 
r : G., ._I  • [n] ~ A,,a, dite "enracinement." Soient en effet T~ G.,._~ et 
r ~ In]; la fonct ion f  = r r) est ainsi d6finie. On pose d 'abord f ( r )  --  r 
et s ix  e [n] \ {r}, on pose f (x )  --- y si et seulement si l 'arbre T contient 
l 'arate (x, y) et si les deux premiers ommets de l 'unique chaine joignant x 
h r sont x, y (dans cet ordre). On a ainsi r162 n)) = nna' off a'  e Mo(N) 
et 
(6.7) l'application T---~ a' est une bijection de l'ensemble des arbres de n 
sommets ur l'ensemble H._2,. des mots de longueur (n --  2) dont les 
lettres sont dans [n]. 
En particulier, on retrouve le r6sultat de Cayley 
(6.8) card G~,._i ---- card H~_2.~ = n "-~. 
Int6ressons-nous enfin ~t l'ensemble 
B. = { fe  F.  : ~'I est une permutation circulaire}, 
puis posons pour 1 ~ b ~ n: 
B.,b = { f  E Bn : card/7i  = b}. 
On a A.,1 = B. a et B. est l 'ensemble des fonctions inddcomposables. 
Soit L.,b l 'ensemble des roots a ~ H .  tels que Pz(a) soit domind (voir 
section 4), et l(Pz(a)) = b (1 ~ b ~ n). D'apr6s (5.2) et le tMor~me 5.9, 
(6.9) pour 1 <~ b <~ n l'application q~ envoie bijectivement B.,b sur L.,b. 
D'oh  
soit 
(6.10) 
card B..b = card L..b = ( ; ) (b  --  1)!b n TM, 
card B.,~ ----- (n --  1)! n"-b/(n --  b)!, 
d'ofi l 'on d6duit le r6sultat de Katz [4]: 
card Bn = ~ (n -- I)! n"-b/(n - -  b)! .  
b=l 
Maintenant si Tes t  un graphe connexe de n ar~tes et n sommets, il 
contient un et un seul cercle C dont le nombre de sommets best  au moins 
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dgal 'a 3 (voir [7]). Soient c = max{x " x c C}, c' et c" les deux sommets de 
C indicents h c. Au graphe T correspond biunivoquement une paire {f, g} 
de fonctions ~. un seul cycle, telle que % =: rr/l: on pose f (x )== 3' 
(resp. g(x) = y) si et seulement si le graphe Tcontient une chatne dont les 
deux premiers ommets ont x, y et les deux derniers c', c (resp. c", c). 
Soit G ..... ~ l'ensemble des graphes de J7 ar~tes et n sommets, contenant 
un seul cercle de b sommets (3 ~ b <~ n). Alors 
(6.11) l 'application T-+{J~ g} est une bijection de G,,.,,.b sur l 'ensemble 
des paires {J; g} de fonct ions de B,,b telles que % = =..fl. 
D'apr~s (6.10) on a 
(6.12) card G ....... b = (n -- 1) ! n~-b/(2(n -- b) !) 
et on retrouve le r6sultat connu (voir [7]): 
(6.13) card G,.,~ = (n !/2) i n"-b-1/( n - -  b) !. 
b=3 
Dans la derniere application que nous donnons, nous allons identifier 
toute fonction feF ,  au mot cr = x,x2 "'" x ,  off f ( i )=  xi  pour tout 
i c [n]. On remarque que v~,~(~) est nul si 1 ~ i ~< net  j :/: x~ ; de meme 
~j,k(~) est 6gal 5. 1 si et seulement s'il existe un indice i tel que l'on ait 
1 <~ i < n, i + 1 non multiple, x~ = k et x,+~ = j. On posera donc pour 
1 <~ i < n, ~i(cr) = vi.**(g), c'est-h-dire que ~q~(r est 6gal ~ 1 ou ~ 0 
suivant qu'il existe ou non un indice j tel que 1 ~< j ~ net  x~- = i; puis 
~((~) = 0 ou 1 suivant que l'indice i § 1 est multiple ou non. De plus, si 
g : R 2 -+ R est une fonction arbitraire telle que g(x, y) = 0 s ix  ~< y, on 
d~signera par/'~(~) et Ao(cr ) les vecteurs/t (n - 1) dimensions 
F~(~) = (~h(Cr) " g(x~ , 1), ~(a)  9 g(x z , 2),..., n,_,(cr)" g(x,_~ , n - -  1)), 
/~g(O') = (~1(O')" g(x2, X1) , ~2(O')" g(x3, X2),... , ~n_l(O') " g(x , ,  x, -x)) .  
Le thdor6me 5.9 nous dit alors 
(6.14) qu'il existe une permutation 4) de H ,  telle que pour tout cr ~ H n , les 
vecteurs F~(a) et Ag(~((r)) ne diffOrent que par un rdarrangement de 
leurs coordonndes. 
Soit maintenant Y une variable aldatoire rdelle dont la distribution est 
uniformdment rdpartie sur les entiers 1, 2 ..... n. Soient d'autre part, 
Y~, Y~ .... , Y,, une suite de n variables aldatoires mutuellement ind6pen- 
dantes, ayant chacune meme distribution que Y. On peut considdrer tout 
e H,  comme une r6alisation du vecteur al6atoire (I11, Y2 ..... Y,). Soit 
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alors h : R'~-I-+ R une fonction mesurable symOtrique de ses (n -  1) 
variables et supposons la fonction g mesurable. La propri6t6 (6.14) 
entraine alors que 
(6.15) les variables aldatoires h o I'~ et h o Ag ont m~me distribution. 
Une application de ce r6sultat en termes du jeu de d6s, nous semble 
int6ressante ~t donner. Supposons que )I1, Y.z ..... Y~ soient les num6ros des 
faces d'un d6 qui apparaissent au cours de 6jets successifs. Pour 1 ~ i ~ 5, 
nous notons U~ l'6v6nernent "la face i apparak au cours de ces six jets et 
l'on a g~ > i," puis Vx l'6v6nement "la face i apparak et lorsqu'elle 
apparait pour la premi6re fois, on a observ6 au coup pr6cddent une face 
sup6rieure ~t i." I1 est facile de voir que U~ et V~ ont la marne probabilit6 et 
par consdquent leurs indicatrices lv~ et Iv~ ont m~me distribution pour 
1 ~ i ~ 5. La propri6t6 (6.15) permet en plus d'affirmer que les variables 
5 5 
v* = ~ Iv~ et ~:* = ~ l v , ,  
i=1 i=1 
sommes de variables al6atoires ddpendantes, ont elles aussi mfme distri- 
bution. II suffit en effet dans l'6nonc6 (6.15) de prendre 
h(x~ ,..., x~) = x~ + ." + x~ 
et 
g(x, y) -~ 1 
s ix>yetg(x ,y ) -~0s ix~y.  
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