Today we collect large amounts of data and we receive more than we can handle, the accumulated data are often raw and far from being of good quality they contain Missing Values and noise. The presence of Missing Values in data are major disadvantages for most Datamining algorithms. Intuitively, the pertinent information is embedded in many attributes and its extraction is only possible if the original data are cleaned and pre-treated. In this paper we propose a new technique for preprocessing data that aims to estimate the Missing Values, in order to obtain representative Samples of good quality, and also to assure that the information extracted is more safe and reliable.
Introduction and previous work
During the process of knowledge extraction in databases, companies are trying to understand how to extract the values of all the data they collect. Consequently the presence of Missing Data devaluates the power of Data Mining algorithms causes a major problem on the way to achieve knowledge. Phase specific treatment of some data is often necessary to remove or complete them. Especially during the extraction of knowledge, these incomplete data are mostly removed. This sometimes leads to the elimination of more half of the base; the information extracted is no more representative and not reliable.
Many techniques for processing Missing Data have been developed [17] [11] [2] . According to [10] and [20] , there are three possible strategies for dealing with Missing Data; the first technique use the deletion procedures [19] [16] [11] . These methods allow to have a complete database, therefore this method sacrifices a large amount of data [13] , which is a major weakness in Data Mining. The following technique relies on the use of alternative procedures (substitution), that are intended to built to a comprehensive basis by finding an appropriate way to replace Missing Values. Among these methods we can mention: the method of mean imputation [12] , the regression method [13] [16] [24] , and the method of imputation by the k-nearest neighbor [3] [5] [27] [28] . Generally, these methods are not adapted to the characteristics of Data Mining when processing large databases or large percentage of missing values.
The latter technique is to estimate certain parameters of data distribution containing Missing Values, such as the method of maximum likelihood [4] [16] and the expectation maximization [1] [29] [14] [24] , these techniques are very costly in computation time, they require more specification of a data generation model. This task involves making a certain number of hypotheses, which is always difficult for they solutions because they are not always feasible.
The great advantage of the presented method is to create a complete database. However, it is not beneficial for Datamining unless the replaced data on the large databases with a great percentage of Missing Values are very close to the original data and they do not alter the relationship between the variables. For this reason, we propose a new approach based on the theory of Copulas which involves estimating Missing Values in a manner to better reflect the uncertainty of data when the most significant knowledge is to be extracted.
The paper is organized as follows: basic concepts are presented in Section 2, Section 3 contains a description of the proposed method, and experimental results are given in Section 4, Section 5 concludes the paper.
Basic concepts
In this Section, we will introduce some basic concepts that will be used in the rest of the paper. These concepts include the inverse transform Sampling to generate random samples from a probability distribution given its cumulative distribution function (CDF). A range of family of Copulas will also be presented.
Inverse transform sampling
A classical approach for generating samples from a one dimensional CDF is the inverse transform sampling method. Given a continuous random variable X with a CDF F (x) = P [X ≤ x], the transform U = F (X) results in a random variable U that is uniform in [0,1]. Moreover, if U has a uniform distribution in [0,1] and X is defined as X = F −1 (U ), where F −1 (u) = inf {x, F (x) ≥ u} and inf denotes the greatest lower bound of a set of real numbers, then the CDF of X is F(X). In order to generate an arbitrary large sample of X, we start with a uniformly distributed sample of U that can easily be generated using a standard pseudorandom generator. For each sampled value of U, we can calculate a value of X using the inverse CDF given by X = F −1 (U ). Figure 1 illustrates this method for the case of a Gaussian random variable. 
Definition and Illustration of Copulas
Datamining seeks to identify the knowledge of massive data and the importance of the dependence structure between the variables is essential. By adopting Copulas, Datamining can take advantage of this theory to construct multivariate probability distribution without constraint to specific types of marginal distributions of attributes, in order to predict Missing Values in large databases.
Definition
Formally, a Copula [23] is a joint distribution function whose margins are uniform on [0, 1].
The most important theorem in the theory of Copulas is given by Sklar [22] Let F be a distribution function with marginal distribution functions F 1 ...F m . Then there exists a Copula such that ∀(
To illustrate the method of calculating a Copula from any sample, we consider the bivariate example in the Figure below The above example illustrates that Gaussian Copulas can model the dependency between random variables that do not necessarily follow a Gaussian distribution ( Figure 2 ) we consider two random variables X 1 and X 2 and we assume that f 1 (x 1 ) is a Gaussian distribution and f 2 (x 2 ) is a Gamma distribution, follow as shown in the top right corner of Figure 2 . Using the transformation U i = F (x i ), we obtain the corresponding sample in the space (u 1 , u 2 ).The result of this transformation is the bivariate sample from the Gaussian Copula.
Empirical Copula
To evaluate the suitability of a chosen Copula with the estimated parameter, we can use the empirical Copula structure to model the observed dependence. Formally, the calculation of the empirical Copula is given by the following equation
wher n is the number of observations; v kj is the value of the k th row and j th column; v ij is the value of the i th row and j th column.
Family of Copulas
There is a wide range of family of Copulas Gaussian Copula Let f i (x i ) be standard Gaussian distributions, i.e. X i ∼ N (0, 1), and let Σ be the correlation matrix. The resulting Copula C(u 1 , u 2 , ..., u n ) is called a Gaussian Copula. The density associated with C(u 1 , u 2 , ..., u n ) is obtained using the following equation where X = (x 1 , ....., x n ) and Φ(x) denotes the CDF of the standard Gaussian distribution. Similarly by using U i = Φ(x i ) we can write
where
Student Copula
The Student Copula is extracted from the multivariate t distribution which is given by the following :
where t (−1) v is the inverse of the t distribution centered and reduced to univariate degrees of freedom. f (v,Σ) is the probability density function of the Student distribution which is centered and reduced. Σ is the correlation matrix and f (v) is the density unirange of the Student distribution, centered and reduced (Σ =1). 
Archimedean Copulas
The Archimedean Copulas are defined as follows
ϕ is called the generating function that checks the Copula ϕ(1) = 0, ϕ( u) < 0 andúϕ( u) > 0, 0 ≤ u < 1
In this table we have summarized some examples of Archimedean Copulas. 
Proposed approach
To illustrate our approach, we give an overview in the following flowchart First, we calculate the empirical Copula from the sample containing Missing Values using formula (3) to better observe the dependence between the variables of these data.
According to the marginal distributions from the observed and approved empirical Copula, we can determine the theoretical Copula adjusted by the family of Copulas presented in Section 2, in order to generate the theoretical sample of millions of points, having the same distribution as the empirical sample, by computing the inverse CDF of each empirical marginal of the sample.
To estimate a Missing Value, we will determine a subset of rows in the theoretical Sample whose its variables are the same as the i th row and k th column of this Missing Value searched. At this time, we will calculate the average values found in order to acquire the Missing Values. Then, we calculate the standard deviation to estimate the accuracy of the mean and derive a confidence interval.
Results and discussion
Data source To evaluate the effectiveness of our solution, we have developed a large-scale experiment on a based UCI machine learning repository server. This is a version of database generator waveform of 21 column and 33367 rows .
In the following we will give all the results obtained. In our case study, we noticed that most of the Copula obtained have the form of scatter plot shown in Figure 7 , For this we choose a bivariate Copula among 21 and we will illustrate all the results from a this Copula. Generating an empirical sample Given that the statistical model of the joint distribution is not known, we can calculate the empirical Copula of this sample to see if it follows a known Copula. Figure 8 shows the estimated Copula. This Copula is obtained by converting each point of the original sample by the cumulative distribution function of each marginal. The resulting Copula has an elliptical form just as a Gaussian Copula. To verify this formally, we used the fit test for Gaussian Copulas . Generation of a larger theoretical sample Above, we have shown that we have a Gaussian Copula. To generate a large sample from this Copula and with the same parameters, we can calculate the inverse marginal CDFs to obtain a sample of large size with the same statistical model as the empirical sample. To calculate the inverse CDFs, we observed the marginal distributions of variables X 5 , X 6 . These distributions are Gaussian. They were validated by fit test classic such as univariate Kolmogorov-Smirnov. Figure 9 shows the theoretical sample obtained with a million points. The new sample obtained To estimate a Missing Value, we have determined the subset of rows in the theoretical Sample (Figure 9 ) whose its variables are the same of the Missing Value searched. The average of these values has the value estimated.
We have repeated the same steps for all the Missing values and we have calculated standard deviation. We noticed that the new Sample obtained is Gaussian which is shown in the top left corner of Figure 10 . To test the performance of our method, we calculated the error rate for the percentage of Missing Values, and we also applied the technique of imputation of the mean and that of regression for the same database in order to better see the advantage of our approach. 
Discussion
The comparison of the different graphs in Figure 11 , shows the correspondance with the results obtained with the waveform database for the same evaluation criteria. The increase in missing values by 5 % to 95 % caused a decrease in the minimum accuracy of 88 % for the mean imputation method, 14 % by the regression technique and a 1% by our method, for against the maximum error is 98 % for the imputation method, and 36 % by the regression technique and the average and 30 % our method.
Degradation of the error is always evident when increasing missing values. However our strategy (blue curve) based on Copula is much better than the mean imputation (red curve) and also superior to regression technique (green curve). The difference is most sensitive for all values.
Our approach should be a practical solution to estimate missing values for a very large database because it overcomes the Missing Values using Copulas with small errors even with a very large percentage of missing values which is contrary to the mean imputation if is much less conclusive and may be better on small databases which is not the case in the data Mining.
CONCLUSION AND FUTURE WORK
Incomplete and noisy data, are a major obstacle in the pre-treatment process of KDD, those that lead to knowledge extraction from low quality and consequently the KDD process slows and the results that it provided are not reliable.
Within this context, we propose in this paper a new approach based Sampling techniques that essentially seeks to predict Missing Values, which constitute a major problem, because the information available is incomplete, less reliable and knowledge extracted from these data is not representative. An experimental study on a large scale has provided very good results, those that show the effectiveness of our method. Future work will focus on the application at this same theory to eliminate redundant data to reduce the size of large amounts of data.
