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NONPARAMETRIC BERNSTEIN–VON MISES THEOREMS IN
GAUSSIAN WHITE NOISE
By Ismae¨l Castillo1 and Richard Nickl
CNRS and University of Cambridge
Bernstein–von Mises theorems for nonparametric Bayes priors in
the Gaussian white noise model are proved. It is demonstrated how
such results justify Bayes methods as efficient frequentist inference
procedures in a variety of concrete nonparametric problems. Particu-
larly Bayesian credible sets are constructed that have asymptotically
exact 1−α frequentist coverage level and whose L2-diameter shrinks
at the minimax rate of convergence (within logarithmic factors) over
Ho¨lder balls. Other applications include general classes of linear and
nonlinear functionals and credible bands for auto-convolutions. The
assumptions cover nonconjugate product priors defined on general
orthonormal bases of L2 satisfying weak conditions.
1. Introduction. Consider observing a random sample X(n) of size n,
or at noise level n−1/2, drawn from distribution Pnf , and indexed by some
unknown parameter f ∈ F . The Bayesian paradigm views the sample as
having law Pnf conditionally on f , that is, X
(n)|f ∼ Pnf , and the law of f is a
prior probability distribution Π on some σ-field B of F . The random variable
f |X(n) then has a law on F which is known as the posterior distribution,
denoted by Π(·|X(n)). Bayesian inference on f is then entirely based on this
posterior distribution—it gives access to point estimates for f , credible sets
and tests in a natural way.
It is of interest to analyse the behaviour of Π(·|X(n)) under the frequentist
sampling assumption that X(n) is drawn from Pnf0 for some fixed nonrandom
f0 ∈ F . If F is a finite-dimensional space, then posterior-based inference
has a fundamental justification through the Bernstein–von Mises (BvM)
theorem, first discovered by Laplace [26], developed by von Mises [40], and
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put into the framework of modern parametric statistics by Le Cam [28]. It
states that, under mild and universal assumptions on the prior, the posterior
distribution approximately equals a normal distribution N(fˆn, i(f)) centered
at an efficient estimator fˆn for f and with a covariance i(f) that attains the
Crame´r–Rao bound in the statistical model considered: as n→∞
sup
B∈B
|Π(B|X(n))−N(fˆn, i(f0))(B)| →P
n
f0 0.(1)
As a consequence posterior-based inference asymptotically coincides with
inference based on standard efficient, 1/
√
n-consistent frequentist estimators
fˆn of f , giving a rigorous asymptotic justification of Bayesian methods.
The last decade has seen remarkable activity in the development of non-
parametric Bayes procedures, where F is taken to be an infinite-dimensional
space, typically consisting of functions or infinite vectors: nonparametric
regression, classification, density estimation, normal means, and Gaussian
white noise models come to mind, and a variety of nonparametric priors
have been devised in the literature for such models. Posteriors can be com-
puted efficiently by algorithms such as MCMC, and they provide broadly
applicable Bayesian inferential tools for nonparametric problems. It is natu-
ral to ask whether an analogue of (1) can still be proved in such situations,
as it would give a general justification for the use of nonparametric Bayes
procedures. Although remarkable progress has been made in the understand-
ing of the frequentist properties of nonparametric Bayes procedures (we refer
here only to some of the key papers such as [18, 19, 34, 36, 38] and references
therein), a fully satisfactory answer to the BvM-question seems not to have
been found. A first reason is perhaps that it is not immediately clear what
N(fˆn, i(f0)) should be replaced by in the infinite-dimensional situation—
Gaussian distributions over infinite-dimensional spaces F are much more
complex objects, and their existence in the form relevant here depends on
the topology that F is endowed with. Another reason is that the commonly
used loss functions in nonparametric statistics (such as Lp-type loss) do
not admit 1/
√
n-consistent estimators—the LAN-type local approximations
of the likelihood function used in the proof of the finite-dimensional BvM
theorem are thus not accurate enough in such metrics.
One way around these problems is to weaken the loss function on F
so that 1/
√
n-consistent estimation with Gaussian limits is possible even
in nonparametric models. For example, in the situation where one observes
X1, . . . ,Xn ∼i.i.d. P on [0,1], and Pn = n−1
∑n
i=1 δXi is the empirical measure
estimating P , then for any P -Donsker class H of functions h : [0,1]→R,
sup
h∈H
∣∣∣∣
∫
hd(Pn −P )
∣∣∣∣= sup
h∈H
∣∣∣∣∣
1
n
n∑
i=1
(h(Xi)−Eh(X1))
∣∣∣∣∣=OP (n−1/2),(2)
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in fact Pn is an efficient estimator for P in the space l
∞(H) of bounded
functions on H, attaining the Crame´r–Rao information bound for the fully
nonparametric model; cf. 3.1.11 in [39]. Hence one may try to prove a BvM-
type result by endowing the parameter space F with the loss function coming
from an l∞(H)-type space. The purpose of the present paper is to investigate
this approach rigorously in the setting of the Gaussian white noise model,
and with H a ball in a suitable Sobolev space defined below. This makes
the mathematical analysis tractable without any severe loss of conceptual
generality; see below for a discussion of extensions to other models. Our
main results will imply that for a large and relevant class of nonparametric
product priors Π that satisfy mild assumptions, and which do not require
conjugacy, one has
sup
A∈A
|Π(A|X(n))−N (fˆn, i(f0))(A)| →P
n
f0 0,(3)
where N is a Gaussian measure on l∞(H) centered at an efficient estimator
fˆn of f , both to be defined in a precise manner, and where the classes A
consist of measurable subsets of l∞(H) that have uniformly smooth bound-
aries for the measure N . We note that some restrictions on the class A
are necessary as one can show that in the infinite-dimensional situation
the Bernstein–von Mises theorem cannot hold uniformly in all Borel sets of
l∞(H); see after Definition 1 for discussion. Our assumptions apply to priors
that produce posteriors which achieve frequentist optimal contraction rates
in stronger loss functions (such as L2-distance) and which resemble the state
of the art prior choices in the nonparametric Bayes literature.
Our abstract results only gain relevance through the fact that we can
demonstrate their applicability: the general result (3) will be shown to imply
that posterior-based credible regions give asymptotically exact frequentist
confidence sets in a variety of concrete problems of nonparametric infer-
ence. A first important application is to weighted L2-ellipsoid credible re-
gions for the unknown parameter f , which are shown to have optimal width
OP (n
−1/2) in ℓ∞(H)-loss and which simultaneously are confidence sets that
shrink in L2-diameter at the minimax rate (within log-factors) over Ho¨lder
balls. We further give semiparametric applications to estimation of linear
and nonlinear functionals defined on F , and to credible bands for estimat-
ing an auto-convolution f ∗ f .
A key point in these applications is related to the notion of the “plug-in
property” coined by Bickel and Ritov [3]. A nonparametric estimator that
is rate-optimal in a standard loss function (such as Lp-loss) is said to have
the plug-in property if it simultaneously efficiently estimates, at 1/
√
n-rate,
a large class of linear functionals. Standard frequentist estimators such as
kernel, wavelet and nonparametric maximum likelihood estimators satisfy
this property; in fact, one can even prove a corresponding uniform central
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limit theorem in l∞(H) for such estimators; see Kiefer and Wolfowitz [24],
Nickl [30], Gine´ and Nickl [21, 22]. Our results imply that this is also true in
the Bayesian situation: the posterior contracts at the optimal rate in L2-loss
and at the same time satisfies a Bernstein–von Mises theorem in l∞(H).
Our techniques of proof rely on the structure of the Gaussian white noise
model and apply as well, with simple modifications, to fixed design nonpara-
metric regression settings. Our proofs moreover indicate a strategy to obtain
BvM results of this kind in general nonparametric sampling models: the idea
is to obtain “semiparametric” BvM-results for many fixed linear function-
als simultaneously, and to re-construct “nonparametric” norms from these
functionals. At least for density estimation such ideas can be shown to work
as well, and this is subject of forthcoming research.
There is important work on the BvM phenomenon for nonparametric pro-
cedures that needs mentioning. Cox [11] and Freedman [14] have shown the
impossibility of a nonparametric BvM result in a strict L2-setting. Leahu
[29] derives interesting results on the possibility and impossibility of BvM-
theorems for undersmoothing priors—his negative results will be relevant
below. His positive findings are, however, strongly tied to the Gaussian con-
jugate situation, do not address efficiency questions, and do not give rise
to posteriors with the above mentioned “plug-in property.” For the related
question of obtaining semiparametric BvM-results, general sufficient con-
ditions are given in Castillo [8] and Bickel and Kleijn [2], as well as in
Rivoirard and Rousseau [32] for linear functionals of probability density
functions. A number of BvM-type results have been obtained for the fixed
finite-dimensional posterior with dimension increasing to infinity: Ghosal
[16] and Bontemps [6] consider regression with a finite number of regressors,
Ghosal [17] and Clarke and Ghosal [9] consider exponential families, and
the case of discrete probability distributions is treated in Boucheron and
Gassiat [7].
This article is organised as follows: in the next two subsections we define
a general notion of the nonparametric BvM phenomenon. In Section 2 we
demonstrate that when this phenomenon holds, posterior-based inference
is valid from a frequentist point of view in a variety of concrete examples
from nonparametric statistics. In Section 3 we prove that for a large class
of natural priors on L2, the BvM phenomenon indeed occurs.
1.1. The weak nonparametric Bernstein–von Mises phenomenon. We con-
sider a fixed design Gaussian regression model with known variance, but
work with its equivalent white noise formulation to streamline the mathe-
matical development. Let L2 := L2([0,1]) be the space of square integrable
functions on [0,1]. For f ∈ L2, dW standard white noise, consider observing
dX(n)(t) = f(t)dt+
1√
n
dW (t), t ∈ [0,1].(4)
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Except in conjugate situations the proof of a Bernstein–von Mises-type re-
sult rests typically on the fact that efficient estimation at the rate 1/
√
n is
possible. In the nonparametric situation this rules out Lp-type loss functions,
but leads one to consider weaker ℓ∞(H)-type norms discussed in (2). For the
particular choice of Hs equal to an order-s Sobolev-ball, we can understand
this better by using simple but useful Hilbert space duality arguments in
the nested scale of Sobolev spaces {Hr2}r∈R on [0,1]: we define these in pre-
cise detail below, but note for the moment that Hr2 ⊆ Ht2, r ≥ t,H0 = L2,
so to weaken the norm beyond L2 means that we should decrease r to be
negative. For s > 0 the space H−s2 can be realised in an isometric way as
a closed subspace of l∞(Hs), explaining heuristically the connection to the
discussion surrounding (2) above. The space should be large enough so that
the Gaussian experiment in (4) can be realised as a tight random element in
H−s2 . The critical value for this to be the case is s= 1/2, and we define in (8)
below a (in a certain sense “maximal”) Sobolev space H with norm ‖ · ‖H in
which the random trajectory dX(n) defines a tight Gaussian Borel random
variable X(n) with mean f and covariance n−1I . That is, if we denote by W
the centered Gaussian Borel random variable on H with covariance I , then
(4) can be written as
X
(n) = f +
1√
n
W,(5)
a natural Gaussian shift experiment in the Hilbert space H . One can show
moreover that X(n) is an efficient estimator for f for the loss function of H .
Any (Borel or cylindrical) probability measure on L2 gives rise to a tight
probability measure on H simply by the continuous (Hilbert–Schmidt) in-
jection L2 ⊂H . Let thus Π be a prior on L2, and let
Πn =Π(·|X(n)) = Π(·|X(n))
be the posterior distribution on H given the observed trajectory from (4),
or equivalently, from (5). On H and for z ∈H , define the transformation
τz :f 7→
√
n(f − z).
Let Πn ◦ τ−1
X(n)
be the image of the posterior law under τ
X(n)
. The shape of
Πn ◦ τ−1
X(n)
reveals how the posterior concentrates on 1/
√
n-H-neighborhoods
of the efficient estimator X(n). To compare probability distributions on H
we may use any metric for weak convergence of probability measures, and
we choose the bounded Lipschitz metric here for convenience (it is defined
in Section 4.1). Let N be the standard Gaussian probability measure on H
with mean zero and covariance I constructed in Section 1.2 below. It should
be distinguished from the standard Gaussian law N(0, I) on Rk, k ∈N.
6 I. CASTILLO AND R. NICKL
Definition 1. Consider data generated from equation (4) under a fixed
function f0, and denote by P
n
f0
the distribution of X(n). Let β be the bounded
Lipschitz metric for weak convergence of probability measures on H . We say
that a prior Π satisfies the weak Bernstein–von Mises phenomenon in H if,
as n→∞,
β(Πn ◦ τ−1
X(n)
,N )→Pnf0 0.
We note that the fact that the result is phrased in a way in which N is
independent of n is important since β does not induce a uniformity structure
for the topology of weak convergence; see the remark on page 413 in [12].
Thus when the weak Bernstein–von Mises phenomenon holds, the poste-
rior necessarily has the approximate shape of an infinite-dimensional Gaus-
sian distribution. Moreover, we require this Gaussian distribution to equal
N , the canonical choice in view of efficiency considerations. The covariance
of N is the Crame´r–Rao bound for estimating f in the Gaussian shift ex-
periment (5) in H-loss, and we shall see how this carries over to sufficiently
regular real-valued functionals Ψ(f); see Section 2.3 below.
One may ask by analogy to the finite-dimensional situation whether a
strong Bernstein–von Mises phenomenon, where β is replaced by the total
variation norm, can be proved. It follows from Theorem 2 in [29] that already
in the Gaussian conjugate situation, such a result is impossible unless one
restricts to very specific priors (which in particular do not possess the plug-in
property that will be needed in the key applications below).
Now with weak instead of total variation convergence, we cannot infer
that Πn ◦ τ−1
X(n)
and N are approximately the same for every Borel set in
H , but only for sets B that are continuity sets for the probability measure
N . For statistical applications of the Bernstein–von Mises phenomenon, one
typically needs some uniformity in B, and this is where total variation results
would be particularly useful. Weak convergence in H implies that Πn ◦ τ−1
X(n)
is close to N uniformly in certain classes of subsets of H whose boundaries
are sufficiently regular relative to the measure N (see Section 4.1), and we
show below how this allows for enough uniformity to deal with a variety of
concrete nonparametric statistical problems.
The Bernstein–von Mises phenomenon in Definition 1 will often be com-
plemented by convergence of moments, that is, convergence of the Bochner
integrals (e.g., page 100 in [1])
∫
H f dΠn ◦ τ−1X(n)(f)→
Pn
f0
∫
H f dN (f) = 0 as
n→∞ in H . This implies that the posterior mean f¯n of Πn satisfies
‖f¯n −X(n)‖H = oP (n−1/2),(6)
so in semiparametric terminology the posterior mean is asymptotically linear
in H with respect to X(n); in particular, f¯n is an efficient estimator for f .
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1.2. Sobolev spaces and white noise. Denote by 〈f, g〉 = ∫ 10 f(x)g(x)dx
the standard inner product on L2. General order Sobolev spaces will be
defined via orthonormal bases of L2 that satisfy the following weak regularity
condition. While notationally it reflects a wavelet-type basis {ψlk : l ≥ J0 −
1,0≤ k ≤ 2l−1} of CDV-type [10] (with notational convention ψ(J0−1)k = φk
for the scaling function), it also includes the trigonometric basis ψlk(x) ≡
el(x) = e
2piilx and bases of standard Karhunen–Loe`ve expansions.
Definition 2. Let S ∈ N. By an S-regular basis {ψlk : l ∈ L, k ∈ Zl} of
L2 with index sets L ⊂ Z,Zl ⊂ Z and characteristic sequence al we shall
mean any of the following:
(a) ψlk ≡ el is S-times differentiable with all derivatives in L2, |Zl| = 1,
al =max(2, |l|), and {el : l ∈L} forms an orthonormal basis of L2.
(b) ψlk is S-times differentiable with all derivatives in L
2, L ⊂ N, al =
|Zl|= 2l, and {ψlk : l ∈ L, k ∈Zl} forms an orthonormal basis of L2.
Define for 0≤ s < S the standard Sobolev spaces as
Hs2 :=
{
f ∈L2([0,1]) :‖f‖2s,2 :=
∑
l∈L
a2sl
∑
k∈Zl
|〈ψlk, f〉|2 <∞
}
,
which for the usual wavelet or trigonometric bases are in fact spaces inde-
pendent of the basis. For Z ′l ⊂Zl,L′ ⊂L finite we can form linear subspaces
V ≡ VL′,Z′
l
= span{ψlk : l ∈L′, k ∈ Z ′l}
of Hs2 ⊂ L2, and we denote the L2-projection of f ∈L2 onto V by πV (f).
For s > 0 we define the dual space
H−s2 ([0,1]) := (H
s
2 [0,1])
∗.
Using standard duality arguments (as in Proposition 9.16 in [13]) one shows
the following: H−s2 consists precisely of those linear forms L acting on H
s
2 for
which the ‖L‖−s,2-norms [defined as above also for negative s, with 〈ψlk,L〉
replaced by L(ψlk), noting ψlk ∈Hs2 ] are finite. In fact the so-defined norm
‖·‖−s,2 is equivalent to the standard operator norm on (Hs2 [0,1])∗. Moreover
every f ∈ L2 gives rise to a continuous linear form on Hs2 ⊂ L2 by using the
〈·, ·〉 duality, so we can view L2 as a subspace of H−s2 . By reflexivity of
Hs2 one concludes (H
−s
2 ([0,1]))
∗ =Hs2([0,1]) up to isomorphism, that is, any
linear continuous map K :H−s2 → R is of the form K :L 7→ L(g) for some
g ∈Hs2 , and if L itself is a functional coming from integrating against an
L2-function fL, then L(g) = 〈g, fL〉.
To obtain sharp results we also need “logarithmic” Sobolev spaces
Hs,δ2 ≡
{
f :‖f‖2s,2,δ :=
∑
l∈L
a2sl
(log al)2δ
∑
k∈Zl
|〈ψlk, f〉|2 <∞
}
, δ ≥ 0, s ∈R,
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which are Hilbert spaces satisfying the compact imbeddings Hr2 ⊂Hr,δ2 ⊂Hs2
for any real valued s < r.
For any f ∈ Hs2 ⊆ L2 (s ≥ 0) and dW standard white noise, we have a
random linear application
W :f 7→
∫ 1
0
f(t)dW (t)∼N(0,‖f‖22).(7)
For any δ > 1/2, the ‖W‖−1/2,2,δ-norm converges almost surely since, by
Fubini’s theorem, for glk independent N(0,1) variables,
E‖W‖2−1/2,2,δ =
∑
l∈L
a−1l (log al)
−2δ ∑
k∈Zl
Eg2lk <∞,
so W ∈H−1/2,δ2 almost surely, measurable for the cylindrical σ-algebra, and
by separability of H
−1/2,δ
2 also for the Borel σ-algebra (page 374 in [5]). By
Ulam’s theorem (Theorem 7.1.4 in [12]), W is thus tight in H
−1/2,δ
2 . One
can show that the spaces
H ≡H(δ)≡H−1/2,δ2 , ‖ · ‖H ≡ ‖ · ‖H(δ) ≡ ‖ · ‖−1/2,2,δ , δ > 1/2,(8)
are minimal in the considered scale of spaces on which this happens: de-
creasing δ below 1/2 would lead to a space in which W is not tight.
The Gaussian variable W has mean zero and covariance I diagonal for
the L2-inner product, that is, EW(g)W(h) = 〈g,h〉, for all g,h ∈L2. We call
the law N of W a standard, or canonical, Gaussian probability measure on
the Hilbert space H (note that it is the isonormal Gaussian measure for the
inner product of L2 but not for the one of H). In the same way the random
trajectory dX(n) from (4) defines a tight Gaussian Borel random variable
X
(n) on H with mean f and covariance n−1I , thus rigorously justifying (5).
We finally define Ho¨lder-type spaces of smooth functions: for S > s > 0
and ψlk a S-regular wavelet basis from Definition 2(b), we set
Cs ≡
{
f ∈C([0,1]) :‖f‖s,∞ := sup
l∈L,k∈Zl
2l(s+1/2)|〈ψlk, f〉|<∞
}
.(9)
2. Confidence sets for nonparametric Bayes procedures.
2.1. Weighted L2-credible ellipsoids. Throughout this section H stands
for the space H(δ) from (8) for some arbitrary choice of δ > 1/2. Denote
by B(g, r) = {f ∈H :‖f − g‖H ≤ r} the norm ball in H of radius r centered
at g. In terms of an orthonormal basis {ψlk} of L2 from Definition 2 this
corresponds to L2-ellipsoids{
{clk} :
∑
l,k
a−1l (log(al))
−2δ|clk − 〈g,ψlk〉|2 ≤ r2
}
,
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where coefficients in the tail are downweighted by a−1l (log(al))
−2δ . A fre-
quentist goodness of fit test of a null hypothesis H0 :f = f0 could, for in-
stance, be based on the test statistic ‖f0 −X(n)‖H , resembling in nature a
Crame´r–von Mises-type procedure that has power against arbitrary fixed
alternatives f ∈ L2.
A Bayesian approach consists in using the quantiles of the posterior di-
rectly. Given α > 0 one solves for Rn ≡R(X(n), α) such that
Π(f :‖f − Tn‖H ≤Rn/
√
n|X(n)) = 1−α,(10)
where Tn = X
(n) or, when the posterior mean f¯n exists, possibly Tn = f¯n.
A ‖·‖H -ball centred at Tn of radius Rn constitutes a level (1−α)-credible set
for the posterior distribution. The weak Bernstein–von Mises phenomenon
in H implies that this credible ball asymptotically coincides with the exact
(1−α)-confidence set built using the efficient estimator X(n) for f .
Theorem 1. Suppose the weak Bernstein–von Mises phenomenon in the
sense of Definition 1 holds. Given 0< α< 1 consider the credible set
Cn = {f :‖f −X(n)‖H ≤Rn/
√
n},(11)
where Rn ≡R(X(n), α) is such that Π(Cn|X(n)) = 1− α. Then, as n→∞,
Pnf0(f0 ∈Cn)→ 1− α and Rn =OP (1).
If in addition ‖f¯n − X(n)‖H = oP (n−1/2), then the same is true if in the
definition of Cn the posterior mean f¯n replaces X
(n).
When available, using further prior knowledge in the construction of the
credible set may lead to favourable frequentist properties, such as optimal
performance in stronger loss functions.
To see this, consider first the specific but instructive case of a uniform
wavelet prior Π on L2 arising from the law of the random wavelet series
Uγ,M =
∞∑
l=J0−1
2l−1∑
k=0
2−l(γ+1/2)ulkψlk(·), γ > 0,
where the ulk are i.i.d. uniform on [−M,M ] for some M > 0, with S-regular
CDV-wavelets ψlk, S > max(γ,1/2), J0 ∈ N. Such priors model functions
that lie in a fixed Ho¨lder ball of ‖ · ‖γ,∞-radius M , with posteriors Π(·|X(n))
contracting about f0 at the L
2-minimax rate within logarithmic factors if
‖f0‖γ,∞ ≤M ; see [23] and also Corollary 3 below.
In this situation it is natural to intersect the credible set Cn with the
Ho¨lderian support of the prior (or posterior),
C ′n = {f :‖f‖γ,∞ ≤M,‖f − f¯n‖H ≤Rn/
√
n},(12)
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where Rn is as in (10) with Tn = f¯n. Note that the posterior mean also
satisfies ‖f¯n‖γ,∞ ≤M , so that C ′n is a random subset of a Ho¨lder ball that
has credibility Π(C ′n|X(n)) = 1− α. Theorem 1 implies the following result.
Corollary 1. Consider observations generated from (5) under a fixed
function f0 ∈Cγ with ‖f0‖γ,∞ <M . Let Π be the law of Uγ,M , let Π(·|X(n))
be the posterior distribution given X(n) and let C ′n be as in (12). Then
Pnf0(f0 ∈C ′n)→ 1− α
as n→∞ and the L2-diameter |C ′n|2 of C ′n satisfies, for some κ > 0,
|C ′n|2 =OP (n−γ/(2γ+1)(logn)κ).
We consider next the situation of a general series prior Π modelling γ-
regular functions, including the important case of Gaussian priors. Let
Gγ =
∞∑
l=J0−1
2l−1∑
k=0
2−l(γ+1/2)glkψlk(·), γ > 0,
where glk are i.i.d. random variables that possess a bounded positive den-
sity ϕ such that Var(glk)<∞, and with S-regular CDV-wavelets ψlk, S >
max(γ,1/2). Denote by Πn = Π(·|X(n)) the posterior distribution from ob-
serving X(n) ∼ Pnf0 . The idea behind the construction of C ′n can be adapted
to this more general situation by taking for Mn→∞,Mn =O(logn),
C˜ ′n = {f :‖f‖γ,2 ≤Mn,‖f − f¯n‖H ≤Rn/
√
n}.
This parallels the frequentist practice of “undersmoothing,” taking into ac-
count the fact that we usually do not know a bound for ‖f‖γ,2 in the con-
struction of confidence sets. While this can be shown to work (as in the
proof of Corollary 1, assuming f0 ∈Cγ ∩Hγ2 ), we wish to avoid such ad hoc
methods here and prefer to explicitly use posterior information on the size
of ‖f‖γ,2,1: fix δ > 0 arbitrarily, and set
C ′′n = {f :‖f‖γ,2,1 ≤Mn + 4δ,‖f¯n − f‖H ≤Rn/
√
n},(13)
where Rn is as in (10) with Tn = f¯n, and where Mn is defined as follows: for
any n and δn = (logn)
−1/4,
Mn = inf{M > 0 :Πn(f : |‖f‖γ,2,1 −M | ≤ δ)≥ 1− δn}(14)
with the convention thatMn =∞ if the set over which one takes the infimum
in (14) is empty.
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Corollary 2. Consider observations generated from equation (5) un-
der a fixed function f0 ∈ Cγ . Let Π be the law of Gγ , let Πn =Π(·|X(n)) be
the posterior distribution given X(n), and let C ′′n be as in (13). Then
Pnf0(f0 ∈C ′′n)→ 1−α, Πn(C ′′n) = 1−α+ oP (1)
as n→∞, and the L2-diameter |C ′′n|2 of C ′′n satisfies, for some κ > 0,
|C ′′n|2 =OP (n−γ/(2γ+1)(logn)κ).
Additionally, both Mn and Rn occuring in (13) are bounded in probability.
These credible sets can be compared to those in [25] constructed in the
Gaussian conjugate situation [i.e., for glk i.i.d. N(0,1)]. Both constructions
give rise to credible sets that have frequentist minimax optimal diameter
(within log-factors). In contrast to C ′′n, however, the credible sets in [25] are
conservative in the sense that their asymptotic frequentist coverage proba-
bility may exceed the desired level 1−α.
The purpose of Mn in (14) is to provide a bound on the unknown ‖f‖γ,2,1
using the posterior distribution, similar in spirit to a posterior quantile.
Using (14) and Theorem 6 below (with σl = 2
−l(γ+1/2)), one shows that
Πn(f :‖f − f0‖γ,2,1 > (logn)−1/4) = oP (1) and then also that
‖f0‖γ,2,1 − 2δ + oP (1)≤Mn ≤ ‖f0‖γ,2,1 +2δ + oP (1).(15)
It is also possible to take δ = δn in (14). Corollary 2 then still holds, and δ
is replaced by δn in the previous display, in which case Mn is a consistent
estimator of ‖f‖γ,2,1.
2.2. Credible bands for self-convolutions. We proceed with a semipara-
metric example: suppose we are interested in estimating the function
f ∗ f =
∫ 1
0
f(· − t)f(t)dt,
where addition is mod-1 (so the convolution of f with itself on the unit
circle). The related problem in density estimation was studied in the papers
[15, 20, 30, 31, 33], where it is shown that f ∗f can be estimated at the 1/√n-
rate even when this is impossible for f . See particularly [15] for applications.
Assume f is one-periodic and contained in Hs2 for some s > 1/2, and that the
posterior is supported in L2([0,1)) ≡ L2per([0,1)) which, in this subsection,
denotes the subspace of L2 consisting of one-periodic functions. We will as-
sume that the basis used to defineHs2 is such that (
∑
m |fˆ(m)|2(1+ |m|)2s)1/2
is an equivalent norm on Hs2 (which is the case for CDV- or periodised
wavelets and trigonometric bases of L2).
12 I. CASTILLO AND R. NICKL
By standard properties of convolutions κ :f 7→ f ∗ f maps L2([0,1)) into
C([0,1)), the space of bounded continuous periodic functions on [0,1) equipped
with the uniform norm ‖ · ‖∞. If Πn = Π(·|X(n)) with posterior mean f¯n ∈
L2([0,1)), we can construct a confidence band for f ∗ f by solving for Rn
such that
Πn ◦ κ−1(g :‖g − f¯n ∗ f¯n‖∞ ≤Rn/
√
n) = 1−α(16)
with resulting credible band
Cn = {g :‖g− f¯n ∗ f¯n‖∞ ≤Rn/
√
n}.(17)
Theorem 2. Suppose the weak Bernstein–von Mises phenomenon in the
sense of Definition 1 holds, and that f0 ∈Hs2 for some s > 1/2. Assume
‖f¯n −X(n)‖H = oP (n−1/2),
and that for some sequence rn = o(n
−1/2),
‖f¯n − f0‖22 =OP (rn), Πn(f :‖f − f0‖22 > rn) = oP (1).
Let Cn be the credible band from (17) with Rn as in (16). Then, as n→∞,
Pnf0(f0 ∗ f0 ∈Cn)→ 1−α and Rn =OP (1).
If f0 ∈ Cs ∩ Hs2 for some s > 1/2, the priors from Condition 1 below
with σl and γ = s chosen as in Remark 1 are admissible in Theorem 2 with
rn = n
−2s/(2s+1); cf. Corollaries 3, 4 below and Section 3.4.
2.3. Credible sets for functionals.
2.3.1. Linear functionals. Let L be any linear form on L2 given by
L(f) = 〈f, gL〉=
∫ 1
0
f(t)gL(t)dt, f ∈ L2,
where gL ∈Hs2 , s > 1/2, and gL 6= 0. If Πn = Π(·|X(n)) is the posterior, one
may construct credible sets for L(f0) based on the induced law Π
L
n =Πn ◦
L−1 in several ways: for example, one solves for Rn =R(X(n),L,α) in
ΠLn(z : |z −L(X(n))| ≤Rn/
√
n) = 1−α,(18)
which gives rise to the credible set
Cn = {z : |z −L(X(n))| ≤Rn/
√
n}(19)
for L(f). An alternative way to build the credible set is discussed below in
a more general setting.
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Theorem 3. Suppose the weak Bernstein–von Mises phenomenon in
the sense of Definition 1 holds. Let L= 〈·, gL〉 be a linear functional on L2
where 0 6= gL ∈Hs2 , s > 1/2. Let βR be the bounded-Lipschitz metric for weak
convergence on R, and define θt :x 7→
√
n(x− t) for t, x∈R. Then
βR(Π
L
n ◦ θ−1L(X(n)),N(0,‖gL‖22))→
Pn
f0 0.
Moreover let Cn be the credible region from (19) with Rn chosen as in (18).
Then
Pnf0(L(f0) ∈Cn)→ 1− α and Rn =OP (1)
as n→∞. If, in addition, (6) holds, then the same result holds true if Cn
is centered at L(f¯n) where f¯n is the posterior mean of Π(·|X(n)).
The induced posterior Πn ◦ L−1 has the approximate shape of a normal
distribution centered at the efficient estimator L(X(n)) of L(f) with vari-
ance ‖gL‖22/n. This implies in particular that the width of the credible set
Cn is asymptotically efficient from the semiparametric perspective; in fact
‖gL‖22 is the semiparametric Crame´r–Rao bound for estimating L(f) from
observations in the Gaussian white noise model (when maintaining standard
nonparametric models for f ).
The fact that any integral functional
∫
f(t)gL(t)dt, gL ∈ Hs2 , s > 1/2, is
covered gives rise to a rich class of examples, such as the moment functionals∫
tαf(t)dt,α ∈N. The restriction to s > 1/2 is intrinsic to our methods and
cannot be relaxed.
2.3.2. Smooth nonlinear functionals. We next consider statistical infer-
ence for nonlinear functionals of f0 that satisfy a good quadratic approxi-
mation in L2 at f0, and more precisely, we assume that Ψ :L
2→R satisfies
Ψ(f0 + h)−Ψ(f0) =DΨf0 [h] +O(‖h‖22),(20)
uniformly in h ∈L2 and for some DΨf0 :L2→R linear and continuous that
has a (nonzero) L2-Riesz representer Ψ˙f0 ∈Hs2 for some s > 1/2. This setting
includes several standard examples discussed in more detail at the end of
this section, but also the linear functionals discussed above.
Note that now Ψ cannot necessarily be evaluated at X(n) [think of Ψ(f) =
‖f‖22]. However, since the posterior is supported in L2 with probability one,
the following Bayesian credible set can be constructed for Ψ(f): for Πn =
Π(·|X(n)) the posterior distribution, set ΠΨn = Πn ◦ Ψ−1, and solve for the
α/2 and 1−α/2 quantiles µn, νn of ΠΨn ,
ΠΨn ((−∞, µn]) = ΠΨn ((νn,+∞)) =
α
2
.(21)
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Theorem 4. Suppose the weak Bernstein–von Mises phenomenon in the
sense of Definition 1 holds. Consider a functional Ψ satisfying (20). Assume
moreover either that Ψ is linear, or that for some sequence rn = o(n
−1/2),
Πn(f :‖f − f0‖22 > rn) = oP (1).
Let µn, νn satisfy (21). Then as n→∞,
Pnf0(Ψ(f0) ∈ (µn, νn])→ 1− α.
Similar to Theorem 3, the shape of the induced posterior Πn ◦ Ψ−1 is
approximately Gaussian, this time centered at Ψ(f0) + 〈Ψ˙f0/
√
n,W〉, and
with variance ‖Ψ˙f0‖22/n. More precisely, for βR the bounded-Lipschitz metric
for weak convergence,
βR(Π
Ψ
n ◦ θ−1Ψ(f0)+〈Ψ˙f0 ,W〉/√n,N(0,‖Ψ˙f0‖
2
2))→P
n
f0 0.
In fact the proofs imply that the random quantile µn admits the expansion,
for Φ∗ the distribution function of a N(0,‖Ψ˙f0‖2) variable,
µn =Ψ(f0) +
1√
n
〈Ψ˙f0 ,W〉+
Φ−1∗ (α/2)√
n
+ oP (1/
√
n)
and νn likewise, with Φ
−1∗ (1 − α2 ) replacing Φ−1∗ (α2 ). Again, ‖Ψ˙f‖22 is the
semiparametric efficiency bound for estimating Ψ(f) in the Gaussian white
noise model, which shows that the asymptotic width of the credible set
(µn, νn] for Ψ(f) is optimal in the semiparametric sense.
If f0 ∈ Cγ for some γ > 1/2, then the priors from Condition 1 below
with σl chosen as in Remark 1 are admissible in the above theorem with
rn = n
−2γ/(2γ+1); cf. Corollaries 3, 4 and Section 3.4 below.
Examples include the standard quadratic functionals such as Ψ(f) =∫
f2(t)dt or composite functionals of the form Ψ(f) =
∫
φ(f(x), x)dx. Some
functionals may necessitate some straightforward modifications of our proofs:
for instance, ‖f‖pp requires differentiation on Lp instead of L2, and for the
entropy functional
∫
f(t) log f(t)dt one assumes f0 ≥ ζ > 0 on [0,1] and dif-
ferentiates Ψ on L∞. In these situations, to control remainder terms, one
may use contraction results in Lp,2 < p ≤ ∞, instead of L2, such as the
ones in [23]. Our assumption γ > 1/2 is stronger than the critical assump-
tion γ ≥ 1/4 needed for 1/√n-estimability of some of these functionals [27],
a phenomenon intrinsic to general plug-in procedures.
3. Bernstein–von Mises theorems in white noise. We now develop gen-
eral tools that allow us to prove that priors satisfy the Bernstein–von Mises
phenomenon in the sense of Definition 1, and show how they can be success-
fully applied to a wide variety of natural classes of product priors.
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For f ∈L2 consider again observing a random trajectory in the white noise
model (4) of law Pnf , with corresponding expectation operator denoted by
Enf . Given an orthonormal basis from Definition 2, the white noise model is
equivalent to observing the action of X(n) on the basis, that is,
X
(n)
lk = θlk +
1√
n
εlk, k ∈ Zl, l ∈ L,
where θlk = 〈f,ψlk〉, εlk ∼i.i.d. N(0,1). Let Π be a prior Borel probability
distribution on L2 which induces a prior, also denoted by Π, on infinite
sequences {θlk} ∈ l2. Let Π(·|X(n)) be the posterior distribution, and let
Π(θlk|X(n)) denote the marginal posterior on the coordinate θlk.
3.1. Contraction results in H(δ). In this subsection we consider priors
of the form Π=
⊗
lk πlk defined on the coordinates of the orthonormal basis
{ψlk}, where πlk are probability distributions with Lebesgue density ϕlk on
the real line. Further assume, for some fixed density ϕ on the real line,
ϕlk(·) = 1
σl
ϕ
( ·
σl
)
∀k ∈Zl, with σl > 0,
∑
l,k
σ2l <∞.
Condition 1. (P1) Suppose that for a finite constant M > 0,
sup
l∈L,k∈Zl
|θ0,lk|
σl
≤M.
(P2) Suppose that ϕ is such that for some τ >M and 0< cϕ ≤Cϕ <∞
ϕ(x)≤Cϕ ∀x ∈R, ϕ(x)≥ cϕ ∀x ∈ (−τ, τ),∫
R
x2ϕ(x)dx <∞.
Some discussion of this condition is in order: we allow for a rich variety
of base priors ϕ, such as Gaussian, sub-Gaussian, Laplace, most Student
laws, or more generally any law with positive continuous density and finite
second moment, but also uniform priors with large enough support. The full
prior on f considered here is thus a sum of independent terms over the ba-
sis {ψlk}, including many, especially non-Gaussian, processes. For Gaussian
processes Condition 1 applies simply by verifying that the L2-basis provided
by the Karhunen–Loe`ve expansion of the process satisfies the conditions of
Definition 2. This includes in particular Brownian motion: the correspond-
ing ϕ is then the standard Gaussian density, and σl = 1/(π(l +
1
2)) are the
square-roots of the eigenvalues of the covariance operator. Through condi-
tion (P1), this allows for signals f0 ≡ (θ0,lk) whose coefficients on the basis
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decrease at least as fast as 1/l. For primitives of Brownian motion similar
remarks apply, with stronger but natural decay restrictions on 〈f0, ψlk〉.
In principle, making the prior rougher allows for more signals through con-
dition (P1), but this may harm the performance of the posterior in stronger
loss functions than the one considered in the next theorem. Its proof basically
consists of showing that, under Pnf0 , the coordinate-wise marginal posterior
distributions contract about each “true” coordinate 〈f0, ψlk〉 at rate 1/
√
n
with constants independent of k, l.
Theorem 5. Consider data generated from equation (4) under a fixed
function f0 ∈ L2 with coefficients θ0 = {θ0,lk}= {〈f0, ψlk〉}. Then if the prod-
uct prior Π and f0 satisfy Condition 1, we have for every δ > 1/2, as n→∞,
Enf0
∫
‖f − f0‖2H(δ) dΠ(f |X(n)) =O
(
1
n
)
.
Proof. We decompose the index set L into Jn := {l ∈ L,
√
nσl ≥ S0}
and its complement, where S0 is a fixed positive constant. The quantity we
wish to bound equals, by definition of the H-norm and Fubini’s theorem,
∑
l,k
a−1l (log al)
−2δEnf0
∫
(θlk − θ0,lk)2 dΠ(θlk|X(n)).
Define furtherBlk(X
(n)) :=
∫
(θlk−θ0,lk)2 dΠ(θlk|X(n)) whose Pnf0 -expectation
we now bound. We write X=X(n) and E =Enf0 throughout the proof to ease
notation.
Using the independence structure of the prior we have Π(θlk|X) =
πlk(θlk|Xlk), and under Pnf0 ,
Blk(X) =
∫
(θlk − θ0,lk)2e−n(θlk−θ0,lk)2/2+
√
nεlk(θlk−θ0,lk)ϕlk(θlk)dθlk∫
e−n(θlk−θ0,lk)2/2+
√
nεlk(θlk−θ0,lk)ϕlk(θlk)dθlk
=
1
n
∫
v2e−v2/2+εlkvϕ((θ0,lk + n−1/2v)/σl)/(
√
nσl)dv∫
e−v2/2+εlkvϕ((θ0,lk + n−1/2v)/σl)/(
√
nσl)dv
=:
1
n
Nlk
Dlk
(εlk).
About the indices l ∈ J cn : Taking a smaller integrating set on the denomi-
nator makes the integral smaller
Dkl(εlk)≥
∫ √nσl
−√nσl
e−v
2/2+εlkv
1√
nσl
ϕ
(
θ0,lk + n
−1/2v
σl
)
dv.
To simplify the notation we suppose that τ >M +1. If this is not the case,
one multiplies the bounds of the integral in the last display by a small enough
constant. The argument of the function ϕ in the previous display stays in
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[−M + 1,M + 1] under (P1). Under assumption (P2) this implies that the
value of ϕ in the last expression is bounded from below by cϕ. Next applying
Jensen’s inequality with the logarithm function
logDkl(εlk)≥ log(2cϕ)−
∫ √nσl
−√nσl
v2
2
dv
2
√
nσl
+ εlk
∫ √nσl
−√nσl
v
dv
2
√
nσl
= log(2cϕ)− (
√
nσl)
2/6.
Thus,Dkl(εlk)≥ 2cϕe−(
√
nσl)
2/6, which is bounded away from zero for indices
in J cn . Now about the numerator, let us split the integral defining Nkl into
two parts {v : |v| ≤ √nσl} and {v : |v|>
√
nσl}. That is, Nkl(εlk) = (I)+(II ).
Taking the expectation of the first term and using Fubini’s theorem,
E(I) =
∫ √nσl
−√nσl
v2e−v
2/2E[eεlkv]
1√
nσl
ϕ
(
θ0,lk + n
−1/2v
σl
)
dv ≤ 2nσ2l Cϕ/3.
The expectation of the second term is bounded by first applying Fubini’s
theorem as before and then changing variables back,
E(II ) =
∫
|v|>√nσl
v2e−v
2/2E[eεlkv]
1√
nσl
ϕ
(
θ0,lk + n
−1/2v
σl
)
dv
=
∫ +∞
θ0,lk/σl+1
(√
nσlu−
√
nσl
θ0,lk
σl
)2
ϕ(u)du
+
∫ θ0,lk/σl−1
−∞
(√
nσlu−
√
nσl
θ0,lk
σl
)2
ϕ(u)du
≤ 2nσ2l
[
θ20,lk
σ2l
+
∫ +∞
−∞
u2ϕ(u)du
]
.
Thus, using (P1) again, E(I) +E(II ) is bounded on J cn by a fixed constant
times nσ2l . In particular, there exists a fixed constant independent of n,k, l
such that E(nBlk(X)) is bounded from above by a constant on J cn .
Now about the indices in Jn. For such l, k, using (P1)–(P2), one can
find L0 > 0 depending only on S0,M, τ such that, for any v in (−L0,L0),
ϕ((θ0,lk +n
−1/2v)/σl)≥ cϕ. Thus the denominator Dlk(εlk) can be bounded
from below by
Dlk(εlk)≥ cϕ
∫ L0
−L0
e−v
2/2+εlkv
1√
nσl
dv.
On the other hand, the numerator can be bounded above by
Nlk(εlk)≤Cϕ
∫
v2e−v
2/2+εlkv
1√
nσl
dv.
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Putting these two bounds together leads to
Blk(εlk)≤ 1
n
Cϕ
cϕ
∫
v2e−v
2/2+εlkv dv∫ L0
−L0 e
−v2/2+εlkv dv
.
The last quantity has a distribution independent of l, k. Let us thus show
that
Q(L0) =E
[ ∫
v2e−(v−ε)2/2 dv∫ L0
−L0 e
−(v−ε)2/2 dv
]
is finite for every L0 > 0, where ε∼N(0,1). In the numerator we substitute
u= v − ε. Using the inequality (u+ εlk)2 ≤ 2v2 + 2ε2lk, the second moment
of a standard normal variable appears, and this leads to the bound
Q(L0)≤CE
[
1 + ε2∫ L0
−L0 e
−(v−ε)2/2 dv
]
for some finite constant C > 0. Denote by g the density of a standard normal
variable, by Φ its distribution function and Φ¯ = 1−Φ. It is enough to prove
that the following quantity is finite:
q(L0) :=
∫ +∞
−∞
(1 + u2)g(u)
Φ¯(u−L0)− Φ¯(u+L0)
du
= 2
∫ +∞
0
(1 + u2)g(u)
Φ¯(u−L0)− Φ¯(u+L0)
du,
since the integrand is an even function. Using the standard inequalities
1√
2π
u2
1 + u2
1
u
e−u
2/2 ≤ Φ¯(u)≤ 1√
2π
1
u
e−u
2/2, u≥ 1,
it follows that for any δ > 0, one can find Mδ > 0 such that, for any u≥Mδ ,
(1− δ) 1
u
e−u
2/2 ≤
√
2πΦ¯(u)≤ 1
u
e−u
2/2, u≥Mδ.
Set Aδ = 2L0 ∨Mδ . Then for δ < 1− e−2L0 we deduce
q(L0)≤ 2
∫ Aδ
0
(1 + u2)g(u)
Φ¯(Aδ −L0)− Φ¯(Aδ +L0)
du
+2
√
2π
∫ +∞
Aδ
(u−L0)(1 + u2)e
(u−L0)2/2g(u)
1− δ − e−2L0 du
≤C(Aδ,L0) + 2e
−L20/2
1− δ − e−2L0
∫ +∞
Aδ
u(1 + u2)e−L0u du <∞.
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Conclude that supl,kE
n
f0
|Blk(X)| = O(1/n). Since
∑
l,k a
−1
l (log al)
−2δ <∞
the result follows. 
For the following theorem note that γ = δ = 0 gives ‖ · ‖0,2,0 = ‖ · ‖2.
Theorem 6. With the notation of Theorem 5, suppose the product prior
Π and f0 satisfy Condition 1. Then for any real numbers γ, δ,
Enf0
∫
‖f − f0‖2γ,2,δ dΠ(f |X(n)) =O
(∑
l,k
a2γl (log al)
−2δ(σ2l ∧ n−1)
)
.
Proof. We only prove γ = δ = 0; the general case is the same. With the
notation used in the proof of Theorem 5, using Fubini’s theorem,
Enf0
∫
‖f − f0‖22 dΠ(f |X(n)) =
∑
l,k
Enf0
∫
(θlk − θ0,lk)2 dΠ(θlk|X)
=
∑
l,k
Enf0Blk(X).
In the proof of Theorem 5, the following two bounds have been obtained,
with the notation Jn := {l ∈ L,
√
nσl ≥ S0},
sup
l∈Jn,k
Enf0Blk(X) =O(n
−1), sup
l /∈Jn,k
Enf0σ
−2
l Blk(X) =O(1).
For any l ∈ J cn , by definition of Jn it holds σ2l < S20n−1, thus σ2l ≤ (1 ∨
S20)(σ
2
l ∧ n−1). Similarly, if l ∈ Jn, we have n−1 ≤ (1 ∨ S−20 )(σ2l ∧ n−1). 
Corollary 3. Set σl = |l|−1/2−γ or σl = 2−(1/2+γ)l depending on the
chosen S-regular basis of type either (a) or (b). Suppose that the conditions
of Theorem 6 are satisfied. Then
Enf0
∫
‖f − f0‖22 dΠ(f |X(n)) =O(n−2γ/(2γ+1)).
Proof. For both types of basis
∑
l |Zl|(σ2l ∧n−1) =O(n−2γ/(2γ+1)). 
Remark 1. The previous choice of σl entails a regularity condition on
f0 through condition (P1), namely supk |θ0,lk| ≤Mσl. If σl = 2−(1/2+γ)l this
amounts to the standard Ho¨lderian condition if one uses a CDV wavelet
basis, or a periodised wavelet basis—any f0 in C
γ from (9) satisfies (P1) for
such bases. For other bases similar remarks apply.
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Corollary 4. Denote by f¯n := f¯n(X
(n)) :=
∫
fdΠ(f |X(n)) the posterior
mean associated to the posterior distribution. Under the conditions of The-
orem 6,
Enf0‖f¯n − f0‖22 =O
(∑
l,k
(σ2l ∧ n−1)
)
.
Proof. Apply the Cauchy–Schwarz inequality and Theorem 6. 
3.2. Convergence of the finite-dimensional distributions. Consider again
the posterior distribution Πn ≡Π(·|X(n)) on L2 from the beginning of this
section (not necessarily arising from a product measure). Let V be any
of the finite-dimensional projection subspaces of L2 defined in Section 1.2,
equipped with the L2-norm, and recall that πV denotes the orthogonal L
2-
projection onto V . For z ∈H(δ), define the transformation
Tz ≡ Tz,V :f 7→
√
nπV (f − z)
from H(δ) to V , and consider the image measure Πn ◦ T−1z . The finite-
dimensional space V carries a natural Lebesgue product measure on it.
Condition 2. Suppose that Π ◦ π−1V has a Lebesgue-density dΠV in a
neighborhood of πV (f0) that is continuous and positive at πV (f0). Suppose
also that for every δ > 0 there exists a fixed L2-norm ball C =Cδ in V such
that, for n large enough, Enf0(Πn ◦ T−1f0 )(Cc)< δ.
This condition requires that the projected prior has a continuous den-
sity at πV (f0) and that the image of the posterior distribution under the
finite-dimensional projection onto V concentrates on a 1/
√
n-neighborhood
of πV (f0). Let ‖ · ‖TV denote the total variation norm on the space of finite
signed measures on V , and N(0, I) a standard Gaussian measure on V .
Theorem 7. Consider data generated from equation (4) under a fixed
function f0, denote by P
n
f0
the distribution of X(n). Assume Condition 2.
Then we have, as n→∞,
‖Πn ◦ T−1
X(n)
−N(0, I)‖TV→P
n
f0 0.
The proof of Theorem 7 is similar to the parametric proof in Chapter 10
in [35], and is omitted. In the special case of product priors relevant for most
examples in the present paper, one can also derive the result directly from
Theorem 1 in [8]: by independence of the Gaussian coordinate experiments
〈ψlk,X(n)〉 ≡ θ0,lk+ 1√nεlk, when estimating one or more generally any finite
number of the θlk’s, there is no loss of information with respect to the case
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where all other θlk’s would be known. Since the model is LAN with zero
remainder, condition (N) in [8] is satisfied, and condition (C) in [8] amounts
to asking that the full posterior concentrate at some rate εn → 0 in the
L2-norm (which for product priors is implied by Corollary 3).
3.3. A BvM-theorem in H(δ). Let Πn =Π(·|X(n)) be the posterior distri-
bution on L2. Under the following Condition 3, which depends on a positive
real δ′ to be specified in the sequel, we will prove that a weak Bernstein–
von Mises phenomenon holds true in H(δ) for any δ > 1/2. For the product
priors considered above we will then verify Condition 3 below.
Condition 3. Suppose for every ε > 0 there exists a constant 0<M ≡
M(ε)<∞ independent of n such that, for any n≥ 1, some δ′ > 1/2,
Enf0Π
[{
f :‖f − f0‖2H(δ′) >
M
n
}∣∣∣X(n)
]
≤ ε.(22)
Assume moreover that the conclusion of Theorem 7 holds true for every V
(i.e., the finite-dimensional distributions converge).
On H(δ) and for z ∈H(δ), define the measurable map
τz :f 7→
√
n(f − z).
Recalling the definitions from Section 1.2, consider Πn ◦τ−1
X(n)
, a Borel proba-
bility measure onH(δ). Let N be the Gaussian measure onH(δ) constructed
in Section 1.2 above.
Theorem 8. Fix δ > δ′ > 1/2, and assume Condition 3 for such δ′. If β
is the bounded Lipschitz metric for weak convergence of probability measures
on H(δ), then as n→∞, β(Πn ◦ τ−1
X(n)
,N )→ 0 in Pnf0-probability.
Proof. It is enough to show that for every ε > 0 there exists N =N(ε)
large enough such that for all n≥N ,
Pnf0(β(Πn ◦ τ−1X(n) ,N )> 4ε)< 4ε.
Fix ε > 0, and let VJ be the finite-dimensional subspace of L
2 spanned by
{ψlk :k ∈ Zl, l ∈ L, |l| ≤ J}, for any integer J ≥ 1. Writing Π˜n for Πn ◦ τ−1
X(n)
we see from the triangle inequality
β(Π˜n,N )≤ β(Π˜n, Π˜n ◦ π−1VJ ) + β(Π˜n ◦ π−1VJ ,N ◦ π−1VJ ) + β(N ◦ π−1VJ ,N ).
The middle term converges to zero in Pnf0 -probability for every VJ , by con-
vergence of the finite-dimensional distributions (Condition 3 and since the
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total variation distance dominates β). Next we handle the first term. Set
Q=M =M(ε2/4), and consider the random subset D of H(δ′) defined as
D = {g :‖g +W‖2H(δ′) ≤Q}.
Under Pnf0we have Π˜n(D) = Πn(Dn), where
Dn = {f :‖f − f0‖2H(δ′) ≤Q/n}
is the complement of the set appearing in (22). In particular, using Condi-
tion 3 and Markov’s inequality yields Pnf0(Π˜n(D
c)> ε/4)≤ ε2/ε= ε.
If Yn ∼ Π˜n (conditional on X(n)), then πVJ (Yn) ∼ Π˜n ◦ π−1VJ . For F any
bounded function on H(δ) of Lipschitz-norm less than one,∣∣∣∣
∫
H(δ)
F dΠ˜n −
∫
H(δ)
F d(Π˜n ◦ π−1VJ )
∣∣∣∣
= |EΠ˜n [F (Yn)− F (πVJ (Yn))]|
≤EΠ˜n [‖Yn − πVJ (Yn)‖H(δ)1D(Yn)] + 2Π˜n(Dc),
where EΠ˜n denotes expectation under Π˜n (given X
(n)). With ylk = 〈Yn, ψlk〉,
EΠ˜n [‖Yn − πVJ (Yn)‖
2
H(δ)1D(Yn)]
=EΠ˜n
[∑
l>J
a−1l (log al)
−2δ∑
k
|ylk|21D(Yn)
]
=EΠ˜n
[∑
l>J
a−1l (log al)
2δ′−2δ−2δ′∑
k
|ylk|21D(Yn)
]
≤ (log aJ)2δ′−2δEΠ˜n [‖Yn‖2H(δ′)1D(Yn)]
≤ 2(log aJ)2δ′−2δ[Q+ ‖W‖2H(δ′)].
From the definition of β one deduces
β(Π˜n, Π˜n ◦ π−1VJ )≤ 2Π˜n(Dc) +
√
2(log aJ)
δ′−δ
√
Q+ ‖W‖2H(δ′).
Since aJ →∞ as J →∞ we conclude that Pnf0(β(Π˜n, Π˜n ◦ π−1VJ ) > ε) < 2ε
for J large enough, combining the previous deviation bound for Π˜n(D
c)
and that ‖W‖H(δ′) is bounded in probability; cf. after (7) above. A similar
(though simpler) argument leads to Pnf0(β(N ◦π−1VJ ,N )> ε)< ε, using again
that any random variable with law N has square integrable Hilbert-norm
on H(δ′). This completes the proof. 
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3.4. The BvM theorem for product priors. Combining Theorems 5, 7
and 8 implies that for product priors the weak Bernstein–von Mises theorem
in the sense of Definition 1 holds. The following results can be seen to be
uniform (“honest”) in all f0 that satisfy Condition 1 with fixed constant M .
Theorem 9. Suppose the assumptions of Theorem 5 are satisfied and
that ϕ is continuous near {θ0,lk} for every k ∈ Zl, l ∈ L. Let δ > 1/2. Then
for β the bounded Lipschitz metric for weak convergence of probability mea-
sures on H(δ) we have, as n→∞, β(Πn ◦ τ−1
X(n)
,N )→Pnf0 0.
Proof. We only need to verify Condition 3 with some 1/2 < δ′ < δ so
that we can apply Theorem 8. From Theorem 5 with any such δ′ in place of
δ, we see that
nEnf0
∫
‖f − f0‖2H(δ′) dΠ(f |X(n)) =O(1),(23)
which verifies the first part of Condition 3 for some M large enough using
Markov’s inequality. The second part follows from verifying Condition 2 to
invoke Theorem 7: let V be arbitrary. If VJ is defined as in the proof of
Theorem 8, and if J is the smallest integer such that V ⊂ VJ , then
‖πV (f − f0)‖22 ≤ ‖πVJ (f − f0)‖22 ≤ aJ log(aJ )2δ
′‖f − f0‖2H(δ′)
so that the second part of Condition 2 follows from the estimate (23) and
again Markov’s inequality, for C a fixed norm ball in V of squared diameter
of order aJ log(aJ )
2δ′M2. The first part of Condition 2 follows from the fact
that Π◦T−1f0 is a product measure in V with bounded marginals ϕlk constant
in k, and from the continuity assumption on ϕ. 
Theorem 10. Suppose the assumptions of Theorem 5 are satisfied and
that ϕ is continuous near {θ0,lk} for every k ∈ Zl, l ∈ L. Let δ > 1/2 be
arbitrary, let Yn be a random variable drawn from Πn ◦ τ−1
X(n)
(conditional
on X(n)), and let f¯n be the (Bochner-) mean of the posterior distribution
Π(·|X(n)). Then E[Yn|X(n)] =
√
n(f¯n −X(n))→P
n
f0 0 in H(δ) as n→∞.
Proof. Note that
E[‖Yn‖2H(δ)|X(n)] =
∫
‖h‖2H(δ) dΠn ◦ τ−1X(n)(h)
≤ 2n
∫
‖f − f0‖2H(δ) dΠ(f |X(n)) + 2‖W‖2H(δ)
=OPn
f0
(1)
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by Theorem 5 and since ‖W‖H(δ) <∞ almost surely, as after (7). Moreover
Yn→N weakly in H(δ) in Pnf0 -probability, where N ∼N , by Theorem 9. By
a standard uniform integrability argument [using that {Yn :n ∈N} has H(δ)-
norms with uniformly bounded second moments and converges to N weakly],
and arguing as in the last paragraph of Section 4.1 below, we conclude
E[Yn|X(n)]→EN in H(δ) in Pnf0 -probability, which implies the result since
EN = 0. 
4. Remaining proofs.
Proof of Theorem 1. By Corollary 6.8.5 in [5] the image measure
N ◦ (‖ · ‖H(δ))−1 of N under the norm mapping is absolutely continuous on
[0,∞), so the mapping
Φ : t 7→ N (B(0, t)) =N ◦ (‖ · ‖H(δ))−1([0, t])
is uniformly continuous and increasing on [0,∞). In fact, the mapping is
strictly increasing on [0,∞): using the results on pages 213–214 in [37], it
suffices to show that any shell {f : s < ‖f‖H(δ) < t}, s < t, contains an element
of the RKHS L2 of N , which is obvious as L2 is dense in H(δ). Thus Φ has a
continuous inverse Φ−1 : [0,1)→ [0,∞). Since Φ is uniformly continuous for
every ǫ > 0, there exists δ > 0 small enough such that |Φ(t+ δ)−Φ(t)|< ǫ
for every t ∈ [0,∞). Now
N (∂δB(0, t)) =N (B(0, t+ δ))−N (B(0, t− δ)) = |Φ(t+ δ)−Φ(t− δ)|< 2ǫ
for δ > 0 small enough, independently of t. Using (26) below we deduce
that the balls {B(0, t)}0≤t<∞ form a N -uniformity class, and we can thus
conclude from Definition 1 and the results in Section 4.1 below that
sup
0≤t<∞
|Π(f :‖f −X(n)‖H(δ) ≤ t/
√
n|X(n))−N (B(0, t))| → 0
in Pnf0 -probability, as n→∞. This combined with (10) gives
N (B(0,Rn)) =N (B(0,Rn))−Π(f :‖f −X(n)‖H(δ) ≤Rn/
√
n|X(n)) + 1−α,
which converges to 1 − α as n→∞ in Pnf0 -probability, and thus, by the
continuous mapping theorem,
Rn→P
n
f0 Φ−1(1−α)(24)
as n→∞. Now using this last convergence in probability,
Pnf0(f0 ∈Cn) = Pnf0(f0 ∈B(X(n),Rn/
√
n)) = Pnf0(0 ∈B(W,Rn))
= Pnf0(0 ∈B(W,Φ−1(1−α))) + o(1)
=N (B(0,Φ−1(1−α))) + o(1)
= Φ(Φ−1(1− α)) + o(1) = 1−α+ o(1),
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which completes the proof of the first claim. The second claim follows from
the same arguments combined with ‖f¯n−X(n)‖H = oP (n−1/2) which implies
Pnf0(f0 ∈B(f¯n,Rn/
√
n))− Pnf0(f0 ∈B(X(n),Rn/
√
n))→Pnf0 0
as n→∞, regardless of whether Rn is defined via the centering Tn = X(n)
or Tn = f¯n; cf. (10). 
Proof of Corollary 1. By Theorems 9 and 10 this prior satisfies the
weak Bernstein–von Mises phenomenon in the sense of Definition 1, as well
as (6). The proof of coverage of C ′n is thus the same as in Theorem 1 noting
that by hypothesis on f0 the probability P
n
f0
(f0 ∈C ′n) in question equals
Pnf0(‖f0‖γ,∞ ≤M,‖f0 − f¯n‖H(δ) ≤Rn/
√
n) = Pnf0(f0 ∈B(f¯n,Rn/
√
n)).
To control |C ′n|2, pick two arbitrary functions f1, f2 in C ′n, and let g = f1−f2.
Then by construction and (24),
‖g‖γ,2,1 ≤ c‖g‖γ,∞ ≤ 2cM, ‖g‖H(δ) =OP (n−1/2).
Choosing Jn such that 2
Jn ∼ n1/(2γ+1),
‖g‖22 =
∑
l≥J0−1
2l−1∑
k=0
|〈g,ψlk〉|2
=
Jn−1∑
l=J0−1
l2δ2l2−ll−2δ
∑
k
|〈g,ψlk〉|2 +
∞∑
l=Jn
2−2lγ l222lγ l−2
∑
k
|〈g,ψlk〉|2
≤ 2JnJ2δn ‖g‖2H(δ) + 2−2JnγJ2n‖g‖2γ,2,1
=OP
(
2JnJ2δn
n
+2−2JnγJ2n
)
=OP (n
−2γ/(2γ+1)(logn)κ)
with constants independent of g, implying the same bound for |C ′n|22. 
Proof of Corollary 2. By Theorems 9 and 10 this prior satisfies the
weak Bernstein–von Mises phenomenon in the sense of Definition 1, as well
as (6). By (15) we have ‖f0‖γ,2,1 ≤Mn + 2δ + oP (1) and so Pnf0(f0 ∈C ′′n) =
Pnf0(f0 ∈B(f¯n,Rn/
√
n)) + o(1). The proof of asymptotic 1− α-coverage of
C ′′n is thus the same as in Theorem 1. Likewise, (15) implies Πn(C ′′n) =
1 − α + oP (1). To control |C ′′n|2, pick two arbitrary functions f1, f2 in C ′′n
and let g = f1− f2. Then by (15) we have ‖g‖γ,2,1 =O(Mn) =OP (1) and by
(24) also ‖g‖H(δ) =OP (n−1/2). The rest of the proof is the same as in the
previous corollary. 
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Proof of Theorem 2. Since f0 ∈L1∩Hs2 , we see by Fourier inversion
on the circle, the Cauchy–Schwarz inequality, and our assumption on the
equivalent Sobolev norm that
‖f ∗ f0‖∞ ≤
∑
m
|fˆ(m)|(1 + |m|)−s(1 + |m|)s|fˆ0(m)|
≤
(∑
m
|fˆ(m)|2(1 + |m|)−2s
)1/2(∑
m
|fˆ0(m)|2(1 + |m|)2s
)1/2
≤ C ′‖f‖H(δ)
for any δ > 0, in particular f ∗f0, for f ∈H(δ), f0 ∈Hs2 , defines a continuous
function on [0,1) (by Fourier inversion), and the mapping λ :f 7→ 2f ∗ f0 is
linear and continuous from H(δ) to C([0,1)); this argument is adapted from
Theorem 1 in [31]. By Definition 1 and the continuous mapping theorem we
thus have β((Πn ◦ τ−1
X(n)
) ◦ λ−1,N ◦ λ−1)→Pf0 0 as n→∞, where β is the
bounded Lipschitz metric for weak convergence in C([0,1)). Moreover from
Corollary 6.8.5 in [5] we deduce as in the proof of Theorem 1 that norm balls
{f :‖f‖∞ ≤ t}0≤t<∞ are N ◦ λ−1 uniformity classes for weak convergence,
and that the mapping Φλ : t 7→ N ◦ λ−1(f :‖f‖∞ ≤ t) from [0,∞) to [0,1) is
continuous and increasing. In fact, it is strictly increasing, using the results
on pages 213–214 in [37] combined with the fact that the RKHS of W ∗ f0,
equal to L2 ∗ f0, contains functions of arbitrary supremum norm. Denote by
Φ−1λ the continuous inverse of Φλ. As in the previous proofs, as n→∞
N ◦ λ−1(f :‖f‖∞ ≤Rn)− (Πn ◦ λ−1) ◦ θ−1
X(n)∗f0(f :‖f‖∞ ≤Rn)→
Pn
f0 0,
where θ
X(n)∗f0 :g 7→
√
n(g −X(n) ∗ f0) maps C([0,1))→C([0,1)).
Thus, using the hypotheses on f¯n and the posterior contraction rate, the
decomposition f ∗f−g∗g = 2(f−g)∗g+(f −g)∗(f−g) and the convolution
inequality ‖h ∗ h′‖∞ ≤ ‖h‖2‖h′‖2, we see
1− α=Πn ◦ κ−1(g :‖g − f¯n ∗ f¯n‖∞ ≤Rn/
√
n)
= Πn(f :‖f ∗ f − f¯n ∗ f¯n‖∞ ≤Rn/
√
n)
≤Πn(f : 2‖(f −X(n)) ∗ f0‖∞ ≤Rn/
√
n+ rn) + oP (1)
≤Πn(f : 2
√
n‖(f −X(n)) ∗ f0‖∞ ≤Rn + δn) + oP (1)
with δn = rn
√
n = o(1) as n→∞ by assumption. Using the weak conver-
gence property established above,
1−α≤Φλ(Rn + δn) + oP (1) and similarly 1−α≥Φλ(Rn − δn) + oP (1).
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From this we conclude Rn→P
n
f0 Φ−1λ (1−α) as n→∞. Now as above,
Pnf0(f0 ∗ f0 ∈Cn) = Pnf0(‖f0 ∗ f0 − f¯n ∗ f¯n‖∞ ≤Rn/
√
n)
= Pnf0(2‖(f¯n − f0) ∗ f0‖∞ ≤Rn/
√
n) + o(1)
= Pnf0(2
√
n‖(X(n) − f0) ∗ f0‖∞ ≤Φ−1λ (1− α)) + o(1)
= Pnf0(2‖W ∗ f0‖∞ ≤Φ−1λ (1−α)) + o(1)
= Φλ(Φ
−1
λ (1− α)) + o(1) = 1−α+ o(1)
completing the proof. 
Proof of Theorem 3. The proof is similar to the previous ones, using
the continuous mapping theorem for L :H(δ)→R, hence ommitted. 
Proof of Theorem 4. The following notation is used in the proof:
θ∗n =Ψ(f0) +
〈
Ψ˙f0 ,
W√
n
〉
and Φ∗(·) =N(0,‖Ψ˙f0‖22)((−∞, ·]).
By definition of the quantile µn it holds
α
2
= Πn ◦Ψ−1((−∞, µn]) = Πn(Ψ(f)≤ µn)
= Πn(Ψ(f)−Ψ(f0)≤ µn −Ψ(f0))
= Πn(〈Ψ˙f0 , f −X(n)〉 ≤ µn − θ∗n − [Ψ(f)−Ψ(f0)− 〈Ψ˙f0 , f − f0〉]).
The assumed contraction of the posterior in a L2-neighborhood of f0 at rate
rn together with (20) and the fact that
√
nrn = o(1) imply the existence of
δn→ 0 such that
α
2
≤Πn(
√
n〈Ψ˙f0 , f −X(n)〉 ≤
√
n(µn − θ∗n) + δn) + oP (1),
α
2
≥Πn(
√
n〈Ψ˙f0 , f −X(n)〉 ≤
√
n(µn − θ∗n)− δn) + oP (1).
Using the continuous mapping theorem and Definition 1,
βR(Πn ◦ τ−1
X(n)
◦ (DΨf0)−1,N ◦ (DΨf0)−1)→P
n
f0 0
as n→∞. Note that N ◦ (DΨf0)−1 has distribution function Φ∗. Since the
sets {(−∞, t], t ∈ R} form a uniformity class for weak convergence towards
a normal distribution, we obtain
α
2
≤Φ∗(
√
n(µn − θ∗n) + δn) + oP (1),
α
2
≥Φ∗(
√
n(µn− θ∗n)− δn) + oP (1).
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From this we deduce µn = θ
∗
n +
1√
n
Φ−1∗ (
α
2 ) + oP (1/
√
n). The quantile νn
expands similarly, with Φ−1∗ (
α
2 ) replaced by Φ
−1∗ (1− α2 ). By definition of θ∗n,
Pnf0(Ψ(f0) ∈ (µn, νn])
= Pnf0
(〈
Ψ˙f0 ,
W√
n
〉
∈
[
Φ−1∗ (α/2)√
n
+ oP
(
1√
n
)
,
Φ−1∗ (1−α/2)√
n
+ oP
(
1√
n
)])
= Pnf0(〈Ψ˙f0 ,W〉 ∈ [Φ−1∗ (α/2),Φ−1∗ (1−α/2)]) + o(1)
= 1−α+ o(1),
completing the proof. 
4.1. Some weak convergence facts. Let µ, ν be Borel probability mea-
sures on a separable metric space (S,d). We call a family U of measurable
real-valued functions defined on S a µ-uniformity class for weak convergence
if for any sequence µn of Borel probability measures on S that converges
weakly to µ, we also have
sup
u∈U
∣∣∣∣
∫
S
u(s)(dµn − dµ)(s)
∣∣∣∣→ 0(25)
as n→∞. Necessary and sufficient conditions for classes U of functions
or sets {1A :A ∈ A} to form uniformity classes are given in Billingsley and
Topsøe [4]. For any subset A of S, define Aδ = {x ∈ S :d(x,A)< δ} and the
δ-boundary of A by ∂δA= {x ∈ S :d(x,A)< δ,d(x,Ac)< δ}. A family A of
measurable subsets of S is a µ-uniformity class if and only if
lim
δ→0
sup
A∈A
µ(∂δA) = 0;(26)
see Theorem 2 in [4]. For classes of functions a similar characterisation is
available using moduli of continuity of the involved functions; see Theorem
1 in [4]. In particular the bounded Lipschitz metric
β(µ, ν) = sup
u∈BL(1)
∣∣∣∣
∫
S
u(s)(dµ− dν)(s)
∣∣∣∣
tests against the class
BL(1) =
{
f :S→R, sup
s∈S
|f(s)|+ sup
s 6=t,s,t∈S
|f(s)− f(t)|/d(s, t)≤ 1
}
,
a uniformity class for any probability measure µ. The metric β metrises
weak convergence of probability measures on S ([12], Theorem 11.3.3).
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We conclude with the following observation, which was used repeatedly in
our proofs: let P(S) denote the space of Borel probability measures on S, let
(Ω,A,P) be a probability space, let µn : (Ω,A,P)→P(S), n ∈N, be random
probability measures on S, and let µ ∈ P(S) be fixed. If β(µn, µ)→P 0 as
n→∞, and if U is a µ-uniformity class, then the convergence in (25) holds
in P-probability, as is easily proved by contradiction and passing to a.s.
convergent subsequences. Likewise, if (T,d′) is a metric space and F :S→ T
a continuous mapping, then β(µn ◦ F−1, µ ◦ F−1)→ 0 in P-probability.
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