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Besides the mechanism responsible for high critical temperature superconductivity, the grand un-
resolved issue of the cuprates is the occurrence of a “strange” metallic state above the so-called
pseudogap temperature T ∗. Even though such state has been successfully described within a
phenomenological scheme, the so-called Marginal Fermi Liquid (MFL) theory [1], a microscopic
explanation is still missing. However, recent resonant inelastic X-ray scattering experiments on
Nd1+xBa2−xCu3O7−δ and YBa2Cu3O7−δ films identified a new class of charge density fluctuations
(CDFs) characterized by low characteristic energies and very short correlation lengths [2]. These
CDFs are present over a very wide region of the temperature-vs-doping phase diagram and extend
well above T ∗. We investigated the consequences of CDFs on the electronic and transport properties
and found that they can be used to explain the MFL phenomenology. Therefore, charge density
fluctuations are likely the long-sought microscopic mechanism underlying the peculiarities of the
normal state of cuprates.
Among the different phases and orders populating the
phase diagram of superconducting cuprates, the region
where the Marginal Fermi Liquid (MFL) anomalous be-
haviour [1] takes place has a preeminent role for this class
of compounds over a rather wide doping range pivoting
around optimal doping (see Fig. 1). Experimentally, the
most evident benchmark of this region is represented by
the linear behaviour of the electrical resistivity ρ(T ) as a
function of temperature, from above a doping-dependent
pseudogap crossover temperature T ∗ up to the highest
attained temperatures. Such occurrence is less evident
in the underdoped regime, where T ∗ is almost as high as
room temperature (e.g., at p ≈ 0.11, see Fig. 1), while it
dominates the transport properties of the normal state
in its entirety around optimal doping (p ≈ 0.17 − 0.20,
see Fig. 1), where T ∗ decreases and merges with the su-
perconducting critical temperature Tc. Beyond such oc-
currence, the main deviations from the paradigmatic be-
haviour dictated by the Landau Fermi-liquid theory of
standard metals are the optical conductivity, following a
non-Drude-like frequency dependence σ(ω) ∼ 1/ω, and
the Raman scattering intensity, starting linearly in fre-
quency and then saturating into a flat electronic con-
tinuum, as expressed by the dependence of the charge
susceptibility, Imχ(ω) ∼ ω/max (T, |ω|).
MFL theory is based on low-energy excitations, medi-
ating a momentum-independent electron-electron effec-
tive interaction, giving rise to a linear dependence of the
imaginary part of the electron self-energy both in fre-
quency and temperature
Im Σ(k, ω) ∼ max (T, |ω|). (1)
A huge effort has been devoted along the years to identify
these excitations, mostly based on the idea of proximity
to some form of order: circulating currents [4], spin [5, 6],
or charge order [7–10], the phenomenological coupling to
incoherent fermions [11]. However, the observation of
circulating currents is as yet rather controversial, and
finite-momentum spin and charge density waves fail to
mediate a momentum-independent effective interaction.
A step forward in the identification of low-energy exci-
tations that might be responsible for the MFL behaviour
was recently taken by means of resonant X-ray scatter-
ing (RXS), performed on Nd1+xBa2−xCu3O7−δ (NBCO)
and YBa2Cu3O7−δ (YBCO) thin films [2]. These experi-
ments not only confirmed the occurrence of incommensu-
rate charge density waves (CDWs), correlated over sev-
eral lattice spacings, in the underdoped region and below
T ∗ [12–20], but, quite remarkably, also identified a much
larger amount of very short-ranged (2-3 lattice spacings)
dynamical CDFs (see Fig. 1). These CDFs are peaked at
a wavevector, along the (1,0) (0,1) directions, which is
very close to that of the intermediate-range CDWs, but -
differently from those - are quite robust both in tempera-
ture (they survive essentially unaltered up to the highest
explored temperatures, T ≈ 270 K) and doping. These
excitations are at low energy (≈ 15 meV in an optimally
doped sample with Tc = 93 K) and so short ranged that
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FIG. 1. Temperature-doping phase diagram of the superconducting cuprates. The region of the Marginal Fermi liquid,
encompassed between the pseudogap temperature T ∗ and the upturn temperature Tup of the resistance, has a leading role in
determining the properties of these compounds above the superconducting critical temperature Tc, in particular close to the
optimally doped regime (e.g., at p ≈ 0.17). Above T ∗ and Tup (red region), the MFL behaviour is revealed in the experimental
resistance R data by the presence of a linear temperature dependence, displayed as a red thick solid line in the R(T ) curves
above the phase diagram. In the underdoped regime (e.g., at p ≈ 0.11), below T ∗ (blue region) a downturn from the linear-in-T
resistance is observed, since additional mechanisms lead to deviations from the MFL regime. In the overdoped regime (e.g., at
p ≈ 0.21), below Tup (yellow region) an upturn from the linear-in-T resistance is instead observed, which is due to the setting
in of the Fermi-liquid regime. Recent RXS experiments [2] showed that also the charge order phenomenon is widespread in
the phase diagram. In particular, short-ranged dynamical CDFs (sketched by red waves in the circular panel on the right, and
observed in the striped area) populate the MFL region, while in the underdoped region, below the onset temperature TCDW,
they coexist with the usual longer-ranged slower CDWs (sketched by blue waves in the circular panel on the left, and observed
in the wavy area). TN is the Ne´el temperature. The R(T ) curves are adapted from [2, 3].
in reciprocal space they produce a very broad peak in the
RXS scans. CDFs not only provide a strong scattering
channel for the electrons, but all states on the Fermi sur-
face are nearly equally affected, resulting in an essentially
isotropic scattering rate [see Fig. 2(a)]. This isotropy is
a distinguished feature of the MFL state.
MFL behavior of the electron self-energy
Figure 2(a) shows a qualitative explanation of the inher-
ent isotropy of the scattering by CDFs: despite a well
defined incommensurate wave vector the overlap of the
Fermi surface with its translated and broadened repli-
cas is almost uniform, and no particular nesting condi-
tion is needed, contrary to the CDWs where the scat-
tering is peaked at the so-called hot spots [see fig.2(a),
right panel]. In a quantitative way, this is shown in Fig-
ure 2(b), where the actual scattering rate along the Fermi
surface has been computed. This feature makes these
CDFs an appealing candidate to mediate the isotropic
scattering required by the MFL theory. We therefore
test this expectation by explicitly calculating how the
CDFs dress the electron quasiparticles modifying their
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FIG. 2. (a) Sketch of the CDF and CDW mediated quasiparticle scattering. Owing to the broadness of CDFs in momentum
space, all the Fermi surface (thick black line) can be scattered by low-energy CDFs over other portions of the Fermi surface, and
no particular nesting condition is needed. The involvement of only the upper left branch of the Fermi surface in the Brillouin
zone is displayed for clarity: The scattered portions of the Fermi surface (broad reddish areas) essentially cover the whole
branch. Therefore the whole Fermi surface is affected in a nearly isotropic way. On the contrary, the CDWs are peaked in
momentum space and scatter the Fermi surface states in rather restricted regions of other Fermi surface branches (hot spots).
These occur where the bluish lines cross the thick black line. (b) Scattering rate [i.e., the imaginary part of the self-energy
at zero frequency Γ(φ) = Im Σ(φ, T, ω = 0)] at a given temperature T as a function of the position on the Fermi surface, as
identified by the angle φ defined in panel (a). The nearly isotropic red line is due to the CDFs scattering only, while the
blue dashed line includes the effects of scattering with CDWs. (c) Imaginary part of the electron self-energy as a function of
the (negative) electron binding energy, at different temperatures above TCDW, below which the CDW emerge to produce the
narrow peak in RXS. The coupling between fermion quasiparticles and CDFs is g = 0.188 meV. (d) Same as (c), but with
both frequency and self-energy axes rescaled by the temperature (kB is the Boltzmann constant), to highlight the approximate
scaling behaviour at low frequency
spectrum. In many-body theory, this effect is custom-
arily described by the electron self-energy, as reported
in the diagram of Fig. 9 of the Supplementary Informa-
tion (SI). In particular, the imaginary part of the electron
self-energy, Im Σ, provides the broadening of the electron
dispersion as measured, e.g., in angle-resolved photoemis-
sion experiments. We adopt the following strategy: a) we
extract from the experimental inelastic RXS spectra the
information on the dynamics of the CDFs (see the SI); b)
we borrow from photoemission experiments the electron
dispersion in the form of a tight-binding band structure
[21] (see the SI); c) we calculate the electron self-energy
resulting from the coupling between CDFs and the elec-
tron quasiparticles. The result of our calculation is re-
ported in Fig. 2. Clearly, Im Σ has a linear frequency
dependence up to 0.1−0.15 eV (comparable to the one re-
ported in the photoemission experiments of Refs. 22 and
23). At low frequencies Im Σ saturates at a constant
value that increases linearly with increasing T . This is
precisely the behaviour expected from the MFL expres-
sion of Eq. 1. This self-energy is reported along a specific
(1,1) direction, but it is crucial to recognize that it is
4also highly isotropic in momentum space. Fig. 2(c) in-
deed reports the scattering rate (i.e., the imaginary part
of the self-energy at zero frequency) Γ(φ) ≡ Γ0 + ΓΣ(φ).
An isotropic scattering rate Γ0 representing the effect of
quenched impurities has also been included. Our results,
not only share with the data of Ref. 22 a similar form, but
also display a scaling behavior, as reported in Fig. 2(d).
As mentioned in Ref. 1, the isotropic linear-in-frequency
self-energy behaviour, stemming from CDFs, is sufficient
to produce a MFL behaviour in physical quantities like
optical conductivity and Raman scattering.
The question then arises about the effects of the ad-
ditional scattering induced by CDWs responsible for the
well-known narrow peak (NP) observed by RXS [12] at
temperatures below TCDW ≈ 150−200 K. This additional
scattering is anisotropic and confined in a small region of
momentum space, as shown by the dashed blue curve of
Fig. 2(b), possibly leading to a departure from the MFL
behaviour below temperatures comparable with T ∗.
CDFs produce linear resistivity
Once the dynamics of the CDFs is identified by exploit-
ing RXS experiments, one can investigate their effects
on transport properties. The calculation of the electron
resistivity is carried out within a standard Boltzmann-
equation approach along the lines of Ref. 24 (for details
see the SI). From the electron self-energy we obtain the
zero frequency quasiparticle scattering rate along the
Fermi surface Γ(φ) defined above, and we use Γ0 as a
fitting parameter, obtaining values (≈ 30− 60 meV) that
are reasonable for impurity scattering. We also use the
anisotropic Fermi wavevector along the Fermi surface, as
obtained from the same band structure in tight-binding
approximation [21] used for the self-energy calculation.
Fig. 3(a) displays the ρ(T ) curve of the optimally
doped NBCO film (Tc = 90 K), studied in Ref. 2 (yel-
low curve). At high temperatures, the famous linear-
in-T behaviour of the resistivity is found and the data
are quantitatively matched. This behaviour stems from
the very isotropic scattering rate produced by the CDFs
[red solid line in Fig.2(b)], which, for this sample and
in this temperature range, are the only observed charge
excitations. At lower temperatures, below T ∗, a discrep-
ancy emerges between the theoretical expectation and
the experimental evidence, since the expected satura-
tion, due to the onset of a Fermi-liquid regime and to
(isotropic) impurity scattering Γ0, is experimentally re-
placed by a downturn of the resistivity. Such discrepancy
occurs gradually in T when entering the pseudogap state,
where other intertwined incipient orders set in (CDWs,
Cooper pairing, etc.). These effects, which are outside
our present scope, obviously lead to deviations from our
theory, which only considers here the effects of CDFs (for
the effects of CDWs see the SI). On the other hand, in
the overdoped YBCO sample (Tc = 83 K), the pseudogap
and the intertwined orders are absent, while the broad
peak related to CDFs is still present even at the lowest
temperatures (see, Fig. S9 in Ref. 2). Here, our theoreti-
cal resistivity, related to the scattering rate produced by
the CDFs, matches very well the experimental data, in
the whole range from room temperature almost down to
Tc [see Fig. 3(b)]. In particular, the agreement is rather
good even at the lowest temperatures above Tc, where
the upwards saturation due to onset of a Fermi-liquid
regime is visible in the experimental curve too.
Discussion and conclusions
The MFL behaviour has often been associated with
some form of criticality, because it requires some low-
energy scattering mechanism that could be provided by
quantum-critical collective modes scattering in nearly the
same way all the quasiparticles at the Fermi surface.
However, the situation is usually more involved. Namely
the quasicritical CDWs, observed below TCDW, cannot
be responsible for the MFL behaviour that persists up to
the highest temperatures (for instance, the linear resis-
tivity in LSCO or Bi2201 persists up to several hundreds
of K). Moreover, they mediate anisotropic scattering, as
it is usual for mediators with a finite modulation vector,
leading to hot spots on the Fermi surface, which is not
apt to produce the MFL behaviour [25]. This is instead
obtained from CDFs with shorter correlation length, and
low characteristic energy ω0 of the order of 15 meV, which
stays smaller than the temperature down to the lowest
T ≥ Tc, producing the linear resistivity. In some sense,
although CDFs are rather overdamped, quite different
from propagating phonons, the situation is similar to the
linear resistivity due to phonons when the temperature
is larger than the Debye temperature. The question is
then, why CDFs have such a low characteristic energy.
Although a full answer would require a microscopic the-
ory, that is outside the scope of the present work, we see
a relation to the proximity to the CDW quantum critical
point. This nearby criticality brings at low energy all the
charge collective fluctuations [26] (remember that CDFs
and CDWs have similar characteristic wave vectors, in-
dicating a close relationship), and even those which are
prevented from becoming long-ranged (i.e., the CDFs)
acquire a low characteristic energy.
The occurrence of CDW-mediated scattering below
TCDW opens an additional scattering channel that spoils
the linear resistivity. However, our calculations give rise
to an upturn of ρ(T ) below T ∗, at odds with the ex-
perimental evidence. In this case, we may conjecture
that CDWs induce Cooper pairing [27] and the conse-
quent paraconductivity fluctuations [28], together with
the CDW-induced opening of pseudogap, may be respon-
sible for the observed downturn of ρ(T ) below T ∗. To
support this conjecture we may observe that, in the range
of doping where CDWs are present, a crossover from the
MFL linear to a purely quadratic resistive behavior ap-
pears in the pseudogapped state [3, 29]. In particular,
above p = 1/8, the upper and lower bounds in tempera-
ture for such dependence have been associated to the on-
sets respectively of the CDW-related electronic nematic-
ity [30] and of the superconducting fluctuations [31].
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FIG. 3. (a) Experimental resistivity for an optimally doped (Tc = 93 K) NBCO sample (yellow thick curve) compared to the
theoretical result as obtained from the CDFs only (black solid line). The scattering rate includes an elastic scattering Γ0 due to
quenched impurities, Γ(φ) = Γ0 + Im Σ(φ, T, ω = 0). Here, Γ0 = 62 meV, and the coupling g = 0.188 eV between quasiparticles
and CDFs is the same as for the self-energy of Fig. 2. (b) Same as (a) for an overdoped YBCO sample (Tc = 83 K). Here,
Γ0 = 28.5 meV, g = 0.210 eV.
Such occurrence hints at a possible role/intertwining of
CDWs and Cooper pair fluctuations, which might be rel-
evant to explain the transport below T ∗.
We purposely avoided any assumption on the origin of
CDFs: Once the dynamics of the CDFs is extracted from
RXS experiments, we can well explain, with the same
parameter set, both the MFL behaviour of the electron
self-energy (therefore all the related anomalous spectral
properties observed, e.g., in optical conductivity and Ra-
man spectroscopy) and the famous linear-in-T resistivity
in the metallic state of high-temperature superconduct-
ing cuprates. We believe that our results provide a very
sound step forward in the long-sought understanding of
the important problem of the violation of the normal
Fermi-liquid behaviour in cuprates.
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Appendix: Methodological details
In this Appendix, we illustrate the main steps of our
procedure to extract information about CDWs and CDFs
from the experimental RXS data. Further details can be
found in the SI.
The CDW and CDF contributions to the RXS spectra
are captured by a density response-function diagram as
reported in Fig. 4 of the SI. In this framework we carry
out a twofold task: on the one hand we show that dynam-
ical CDFs and nearly critical CDWs account both for the
RXS high-resolution, frequency dependent, spectra, and
for the quasi-elastic momentum-dependent spectra. On
the other hand, from the fitting of these experimental
quantities, we extract the dynamical structure of these
excitations needed to calculate the physical quantities
discussed above.
According to this scheme, the CDW or CDF contribu-
tion to the low-energy RXS spectra is
I(q, ω) = A ImD(q, ω) b(ω) (2)
where b(ω) ≡ [eω/T − 1]−1 is the Bose distribution rul-
ing the thermal excitation of CDFs and CDWs, and A is
6a constant effectively representing the intricate photon-
conduction electron scattering processes [32]. In Eq. (2),
ImD(q, ω) is the imaginary (i.e., absorptive) part of the
dynamical density-density correlator, which can describe
either CDWs or CDFs. For both we adopt the standard
Ginzburg-Landau form of the dynamical density-density
correlator, typical of overdamped quantum critical Gaus-
sian fluctuations [7, 8, 26],
D(q, ω) ≡
[
ω0 + ν(q)− iω − ω
2
Ω
]−1
, (3)
where ω0 = ν¯ ξ
−2 is the characteristic energy of the fluc-
tuations, ν(q) ≈ ν¯ |q − Qc|2, ν¯ determines the disper-
sion of the density fluctuations, Qc ≈ (0.3, 0), (0, 0.3) is
the characteristic critical wavevector (we work with di-
mensionless wavevectors, measured in reciprocal lattice
units, r.l.u.) and Ω is a frequency cutoff. The sharper
CDWs have a nearly critical character, with a marked
temperature dependence of the square correlation length,
ξ2NP (T ). In particular, if these fluctuations had a stan-
dard quantum critical character around optimal doping
[7, 8, 26, 35], one would expect ξ2NP (T ) ∼ 1/T . The
CDFs have a similar Qc, the main difference being in the
behaviour of the correlation length, that, according to
RXS experiments, increases significantly with decreasing
the temperature and reaches up to 8-10 lattice spacings
for the nearly critical CDWs, while the CDFs have cor-
relation length in the range 2-3 lattice spacings, indepen-
dently of the temperature.
Although high-resolution spectra provide a wealth of
information, they are experimentally very demanding, so
that RXS data are more often available in the form of
quasi-elastic spectra corresponding to the frequency in-
tegration of the inelastic spectra, Eq. (2),
I(q) =
∫ +∞
−∞
Aω(
ω0 + ν(q)− ω2Ω
)2
+ ω2
b(ω) dω (4)
≈ AT ReD(q, ω = 0) = AT
ν¯ |q−Qc|2 + ω0 . (5)
The approximate equality holds provided T is large
enough so that b(ω) ≈ T/ω in the frequency range se-
lected by the density-density correlation function. Al-
though we checked that the parameters extracted from
the fits of the experimental spectra comply with this as-
sumption, we always fitted experiments with the exact
expression (4). Our first goal is to extract from the ex-
periments all the parameters entering the CDW and CDF
correlators, ω0, ν¯,Qc and Ω.
Since high-resolution and quasi-elastic spectra provide
different complementary information, we adopted a boot-
strap strategy in which we first estimated the dynamical
scale ω0 from high-resolution at the largest temperatures,
where the narrow peak due to CDWs is absent and all
collective charge excitations are CDFs. Then we used
this information to fit the quasi-elastic peaks to extract
the relative weight (intensity) of the narrow and broad
contributions. Once this information is obtained, we go
back to high resolution spectra at all temperature since
we now know the relative weight of the CDF and CDW
contribution at all temperatures.
More specifically, the quasi-elastic peak has a com-
posite character and, once the (essentially linear) back-
ground measured along the (1, 1) direction is subtracted
(see, e.g., Fig. 2 A-D in Ref. 2), the peak may be decom-
posed into two approximately Lorentzian curves, corre-
sponding to a narrow, strongly temperature dependent
peak due to the standard nearly critical CDWs arising
below T ∼ 200 K and to a broad peak due to the CDFs
with a temperature dependence only stemming from the
thermal excitation encoded in the Bose distribution. This
is the main outcome of the RIXS experiments reported
in Ref. 2. We thus fitted each of the two peaks with
equation (5). From the fits, one can extract the overall
intensity parameter A and the ratio ω0/ν¯ = ξ
−2. Since
only this ratio determines the width of the quasi-elastic
spectra, we need a separate measure to disentangle ω0
and ν¯, so we used the high-resolution information on ω0
for the broad peaks (BP) at T = 150 K and T = 250 K
to extract ν¯BP ≈ 1400 meV at these temperatures. The
same procedure cannot be adopted for the narrow CDW
peaks, which always appear on top of (and are hardly
unambiguously separated from) the broad CDF contri-
bution. Nevertheless, to obtain a rough estimate, we
investigated the high-resolution spectra at low tempera-
ture (see the SI), where the maximum intensity should
mostly involve the narrow peak to extract the charac-
teristic energy of the quasi-critical CDWs obtaining, as
expected, much lower values ωNP0 ≈ 1−3 meV (although
these low values are less reliable, due to the relatively low
resolution of the frequency-dependent spectra). These es-
timates allow to extract values of ν¯NP ≈ 800 meV for the
CDWs, comparable with those of the CDFs, suggesting
a common electronic origin of the two types of charge
fluctuations. To reduce the fitting parameters to a minu-
mum, although subleading temperature dependencies of
the high-energy parameters ν¯ and Ω over a broad temper-
ature range can be expected, we kept those parameters
constant. We also assumed a constant ω0 for the CDFs,
to highlight the non-critical nature of these fluctuations.
7SUPPLEMENTARY INFORMATION
I. EXTRACTING THE CDF AND CDW DYNAMICS FROM RIXS SPECTRA
A. The fitting strategy
As mentioned in the Appendix, the CDW or CDF contribution to the low-energy RIXS spectra is
I(q, ω) = A ImD(q, ω) b(ω), (6)
where b(ω) ≡ [eω/T−1]−1 is the Bose distribution of charge fluctuations and A is a constant effectively representing the
intricate photon-conduction electron scattering processes [32], while ImD(q, ω) is the imaginary part of the dynamical
density-density correlator describing either CDWs or CDFs. This contribution to RIXS spectra corresponds to the
Feynman diagram of Fig. 4(a). At q = Qc high-resolution RIXS spectra have the form reported in Fig. 4(b). Once the
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FIG. 4. (a) Feynman diagram schematising the contribution of a charge collective mode (wavy line) to the RIXS spectra.
The shaded rectangles represent the coupling between the incoming and outgoing photons (dashed blue lines) with the con-
duction electrons (solid blue lines). (b) Example of an high-resolution RIXS spectrum of an optimally doped (Tc = 90 K)
Nd1+xBa2−xCu3O7−δ sample at T = 250 K and at the critical wavevector for CDFs q = Qc ≈ (0.3, 0) r.l.u. (empty squares).
The contribution of phononic excitations and of the spin and particle-hole excitations are shaded in light blue and green,
respectively. The “pure” CDFs spectrum obtained subtracting these contributions is reported with solid squares.
spin and phonon contributions are subtracted, valuable information can be extracted to determine the dynamics of
the CDFs and CDWs. Specifically, using Eq. (6), one can fit the high-resolution spectra at high temperature (where
CDWs are not present) to find the dynamical scale ω0 of CDFs. Then this information can be used to fit the quasi-
elastic peaks and extract the relative weight (intensity) of the narrow and broad contributions at all temperatures.
Once this information is obtained, the relative weight of the CDF and CDW contribution at all temperatures is known,
and one can go back to high-resolution spectra at lower T .
The peak in the quasi-elastic RIXS spectra has a composite character and, once the background measured along
the (1, 1) direction is subtracted (see, e.g., Fig. 2 A-D in Ref. 2), the peak may be decomposed into two approximately
Lorentzian contributions. The narrow peak, a strongly temperature dependent peak, is due to the well-known nearly
critical CDWs arising below TCDW ≈ 200 K (for the sample at optimal doping), while a broad peak is also present
due to the CDFs, which decreases by lowering T , because of the thermal excitation encoded in the Bose distribution
8[see also Eq. (5) in the Appendix]. The identification of this broad peak is the main outcome of the RIXS experiments
reported in Ref. 2. We fitted the experimental data (blue points in Fig. 5) with Eq. (4) of the main text. Hereafter,
the labels NP and BP are used to mark the quantities that refer to the narrow and broad peak, respectively.
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FIG. 5. Quasi-elastic RIXS spectra along the (H,0) direction of an optimally doped (Tc = 90 K) Nd1+xBa2−xCu3O7−δ sample
(blue dots), at four different temperatures above Tc. The subtraction of the linear background measured along the (1,1)
direction has been performed. The fitting curve (black solid line is the sum of two contributions: a narrow peak (attributed to
nearly critical CDWs, green solid lines) and a broad peak due to CDFs (red solid line).
From the fits one can extract the overall intensity parameter A and the ratio ω0/ν¯. Since only this ratio determines
the width of the quasi-elastic spectra, we need a separate measure to disentangle ω0 and ν¯. Therefore for the optimally
doped sample with Tc = 90 K we used the high-resolution information on ω0 for the broad peaks at T = 250 K to
extract ν¯BP ≈ 1400 meV at these temperatures. The same procedure cannot be adopted for the narrow CDW
peaks, which always appear on top of (and are hardly unambiguously separated from) the broad CDF contribution.
Nevertheless, to obtain a rough estimate, we investigated the high-resolution spectra at low temperature, where the
maximum intensity should mostly involve the narrow peak to extract the characteristic energy of the quasi-critical
CDWs obtaining, as expected, much lower values ωNP0 ≈ 1− 3 meV (although these low values are less reliable, due
to the relatively low resolution of the frequency-dependent spectra).
These estimates allow to extract values of ν¯NP ≈ 800 meV for the CDWs in qualitative agreement with those of
the CDFs. This suggests that common electronic degrees of freedom (e.g., the Fermion quasiparticles in the approach
of Refs. [7, 8, 35]) underlie both kinds of charge density excitations. To reduce the fitting parameters to a minimum,
although subleading temperature dependencies of the high-energy parameters ν¯ and Ω over a broad temperature range
can be expected, we kept those parameters constant. We also assumed a constant ω0 for the CDFs, to highlight the
non-critical nature of these fluctuations.
This fitting procedure also allows to identify the relative intensity of the narrow and broad peaks, which is reported
in the inset of Fig. 6, where it is clear that the narrow peak arises below TCDW ≈ 200 K and grows at the expense of
the broad peak.
Once the fitting of the quasi-elastic spectra was carried out, we analysed the high-resolution RIXS spectra at lower
temperatures. At this stage, but for a common overall factor (the overall intensity of high-resolution spectra being
unrelated to the intensity of the low-resolution spectra, due to the different time and conditions of the corresponding
measures) we have no more free parameters to use because the characteristic energies and the relative weight of
90 100 200 300 400 500 600
temperature [K]
0
10
20
30
40
50
60
70
80
ω
0 
[m
eV
]
0 100 200 300
temperature [K]
0
20
40
60
80
in
te
ns
ity
 [a
.u.
]
BP
BP
NP
NP
FIG. 6. The fit parameters from Tab. I and the corresponding fitting functions Eqs. (7)−(10) which are used to calculate the
resistivity as a function of temperature.
the CDWs and CDFs were determined. Subtracting the phonon and spin/particle-hole excitations (as determined
from the high-resolution spectra at q ‖ (1, 1)), one obtains spectra where the contribution of CDFs and CDWs
is only (or predominantly) present. Then we obtained spectra and the fits of Fig. 7. These spectra are taken at
three representative temperatures: at high temperature (T = 250 K), where only CDFs are present, at intermediate
temperature (T = 150 K), where CDFs and CDWs coexist, and at low temperature (T = Tc = 90 K), where the
CDWs are more pronounced than CDFs (see also Fig. 5).
B. The parameters of the CDW and CDF dynamics
Tab. I reports the temperature dependence of the parameters which determine the CDW and CDF correlators and
which have been determined within the procedure discussed above and in the Appendix.
T ωBP0 Q
BP
c ABP νBP ω
NP
0 Q
NP
c ANP νNP ΩNP,BP
[K] [meV] [r.l.u.] [meV] [meV] [r.l.u.] [meV] [meV]
90 15 0.312 50 1400 0.9 0.310 20 800 30
110 15 0.325 50 1400 1.4 0.307 20 800 30
130 15 0.316 52 1400 1.6 0.307 18 800 30
150 15 0.312 56 1400 1.9 0.31 14 800 30
170 15 0.325 60 1400 2.6 0.325 10 800 30
190 15 0.325 64 1400 2.8 0.325 6 800 30
210 15 0.310 70 1400 30
250 15 0.317 70 1400 30
62 10 0.275 100 2000 30
TABLE I. Temperature dependence of the fitting parameters as discussed in the text. Above the double line the parameters
refer to the optimally doped sample with Tc = 90 K, while below the double line we report the parameters of the overdoped
sample with Tc = 83 K.
For the computation of the temperature dependence scattering function and resistivity the temperature dependent
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FIG. 7. High-resolution RIXS spectra of an optimally doped (Tc = 90 K) Nd1+xBa2−xCu3O7−δ sample. The fitting parameters
are taken from Tab. I and only a factor common to all theoretical curves for the overall intensity has been adjusted. The
horizontal axis of the experimental data has been slightly shifted (but within the estimated ±4 meV energy error bar) to match
the right part of the experimental and theoretical spectra in the region where the Bose distribution factor cuts the positive
excitation energies: −2 meV for the T = 90 K data, +4 meV for the T = 150 K data, and −2 meV for the T = 250 K data.
mass and intensity parameters of Tab. I have been fitted by the following functions
ωNP0 = 5.2 tanh
T − 39.8 K
254.3 K
meV (7)
ωBP0 = 15 meV (8)
ABP =

50 + 10
[
1 + tanh
T − 170 K
35 K
]
for T < 170 K
60 + 0.286 (T − 170 K) for 170 K < T < 205 K
70 for T > 205 K ,
(9)
ANP =

10
[
1− tanh T − 170K
35 K
]
for T < 170 K
10− 0.286 (T − 170 K) for 170 K < T < 205 K
0 for T > 205 K ,
(10)
which are shown in Fig. 6 together with the parameters from Tab. I.
II. CALCULATION OF THE RESISTIVITY
We evaluate the in-plane resistivity following the approach derived in Ref. 24. We obtain
1
ρ
=
e2
pi3~
2pi
d
∫
dφ
kF (φ)vF (φ) cos
2(φ− γ)
Γ(φ) cos(γ)
, (11)
11
where kF (φ), vF (φ), and Γ(φ) denote the angular dependence of the Fermi momentum, Fermi velocity, and scattering
rate along the Fermi surface (see inset of Fig. 8), and
γ = atan
(
1
kF
∂kF
∂φ
)
.
The scattering rate Γ(φ) ≡ Γ0 + ΓΣ(φ) includes an elastic scattering rate Γ0, and the scattering rate due to CDWs or
CDFs, ΓΣ(φ) ≡ Im Σ(kF (φ), ω = 0), where Σ(k, ω) is the electron self-energy (see below, Sec. III B).
The electron dispersion εk includes nearest-, next-nearest- and next-next-nearest-neighbor hopping terms generic
for cuprates [21]. The in-plane lattice constant for YBCO is taken as a = 3.85 A˚ and the c-axis lattice constant is
d = 11.7 A˚. The bilayer structure of YBCO is effectively taken into account by multiplying Eq. (11) by a further factor
of 2.
The imaginary part of the electron self-energy is [36]
ImΣ(k, ω) = g2
∫
d2q
(2pi)2
(ω − εk−q)[b(εk−q) + f(εk−q − ω)]
[ω0 + ν¯ ηq − (ω − εk−q)2/Ω]2 + (ω − εk−q)2
, (12)
where b(z) = [ez/T − 1]−1 is the Bose function, f(z) = [ez/T + 1]−1 is the Fermi function, g is the coupling between
electrons and CDFs or CDWs, and (2pi)2ηq = 4− 2 cos(qx −Qcx)− 2 cos(qy −Qcy) contains the information about the
CDW/CDF vector Qc. The function ηq is scaled by 1/(2pi)
2 because in the fit to RIXS the wavevector is defined in
r.l.u. (see Sec. I.A). For the evaluation of ΓΣ we sum over all 4 equivalent wavevectors (±Qc, 0) and (0,±Qc) with
Qc ≈ 0.3 r.l.u.
III. EFFECTIVE MEDIUM THEORY
A. Resistivity
As discussed above, in the main text, the RIXS spectra have a composite nature showing that CDFs and CDWs
are both present in the system below a crossover temperature TCDW . The question naturally arises about the origin
of the two peaks. The first possibility is that they arise from a single fluctuating mode, which is uniformly present in
the system, having a complex dynamical structure to reproduce the composite two-peak structure. The alternative
is that CDFs and CDWs simply occur in spatially separated regions. In this second case the composite character of
the spectra would be related to an inhomogeneous character of the systems: charge fluctuations would occur over
the whole system at low energy as a natural generic tendency to CDW quantum criticality, but only in a smaller
portion of the CuO2 planes they would find the favourable conditions (electron density, disorder, strain, ...) to fully
realise this criticality allowing the growth of correlations at longer and longer distances, i.e., smaller and smaller
characteristic energy. These regions would then give rise to the nearly critical CDWs responsible for the temperature
dependent narrow peak. However, over most of the sample, criticality would remain latent in the form of dynamical
(very) short-ranged CDFs. While for the first case it is not easy to identify a generic robust mechanism, it is much
simpler to describe a situation in which the broad and narrow peak may occur in different spatial regions (patches)
of the sample. In this case, we compute the resulting resistivity within an effective medium approach [37]. In each
patch the resistivity is derived from the scattering rate Γ(φ) due to the specific charge fluctuation dominant in that
patch, while, to reduce the number of parameters, we take the same elastic scattering and coupling to the self-energy
for broad peak and narrow peak patches. Denote with ρBP,NP the resistivity of broad- and narrow-peak patches,
respectively, and xBP,NP are the corresponding concentrations. Then, the solution of the equation∑
i=BP,NP
xi
ρi − ρ
ρi + ρ
= 0 (13)
yields
ρ =
1
2
{
(ρBP − ρNP )(xBP − xNP ) +
√
(ρBP − ρNP )2(xBP − xNP )2 + 4ρBP ρNP
}
. (14)
The concentrations of narrow and broad peak patches are obtained from
xBP =
ABP
ABP +ANP
,
xNP =
ANP
ABP +ANP
,
12
where ABP,NP are the intensities extracted from the fit of the RIXS data. While the main panel of Fig. 6 displays
the temperature dependence of the CDF (red symbols and lines) and CDW (blue symbols and lines) energy scales ω0,
the inset reports the fitted intensity of the broad and narrow peaks as extracted from the quasi-elastic RIXS spectra.
Assuming that the coupling of the scattered photons with the collective modes is the same for CDFs and CDWs, the
difference in the red and blue curves merely reflects the different volume fraction of the regions where CDFs (red) or
CDWs (blue) are present.
Once the above parameters are determined and the scattering rates are found from the calculation of the electron
self-energies (see below), the resistivity can finally be calculated. The results are displayed in Fig. 8.
A possible inhomogeneous scenario for magnetotransport in cuprates was recently proposed [11] and described
within the effective medium theory, indicating that also magnetotransport experiments may provide evidence in favor
of inhomogeneous landscapes in these systems. The effect of a magnetic field within our CDF/CDW scenario can be
studied along the same lines [38].
FIG. 8. Resistivity data and fit of an optimally doped (Tc = 90 K) Nd1+xBa2−xCu3O7−δ sample. The thick gray line is the
experimental curve, while the red solid line is the result of theoretical calculations with the CDF contribution only (as in
Fig. 3 of the main text). Below TCDW the additional scattering due to CDWs generically produce an increase of the resistivity
represented by the thick red-to-blue curve. Taking into account this additional scattering within the effective medium theory
with the relative weights of CDFs and CDWs of Tab. I, the red dashed curve is obtained. The relative contributions of CDFs
and CDWs to the scattering rate along the Fermi surface and (mediated on the Fermi surface) as a function of T are reported
in the insets (b) and (c), respectively.
Of course our theoretical approach disregards the possible effects of CDWs in inducing pairing (hence triggering
paraconductive fluctuations) and in modifying the quasiparticle spectrum leading to pseudogap opening and Fermi
surface modifications, that could account for the downward bending of the experimental resistivity, which is missed
by theoretical calculations.
B. Self-energy
We define the Green functions in the narrow and broad peak regions as
GBP (k, ω) =
1
ω − εk − ΣBP (k, ω) (15)
GNP (k, ω) =
1
ω − εk − ΣNP (k, ω) , (16)
13
FIG. 9. Feyman diagram of the electron self-energy at the lowest perturbative order. The solid lines represent the electron
propagator, while the wavy line represents either the CDF or the CDW correlator. (a) Electronic self-energy at T > TCDW
(black and blue solid lines) where only the CDFs contribute to the quasiparticle scattering. The dashed red and green lines
report instead the self-energy for T < TCDW , where also the anisotropic scattering due to CDWs is present. The coupling
between fermion quasiparticles and CDFs (and CDW for T < TCDW ) is g = 0.188 meV. The momentum is on the Fermi surface
along the diagonal (1,1) direction. (b) The rescaled self-energy has a characteristic collapse with a linear frequency dependence,
but with a larger slope for T < TCDW due to the additional CDW scattering.
where εk is the electron dispersion in the form of a tight-binding band structure as obtained from photoemission
experiments [21]. Of course the tight-binding parameters fitting the experimental dispersions already include the
effect of the real part of the self-energy and therefore we use these values just as parameters representative of various
cuprates in order to get the right order of magnitude of the energy scales in our single-band effective model.
We average Eqs. (15) and (16) to yield an effective Green function
Geff (k, ω) = xNP GNP (k, ω) + xBP GBP (k, ω) ≡ 1
ω − εk − Σeff (k, ω) , (17)
with xNP + xBP = 1. The last identity in Eq. (17) defines the effective self-energy Σ
eff (k, ω), which is then found by
means of Eqs. (15,16), yielding
Σeff (k, ω) = ω − εk −
[
xBP
ω − εk − ΣBP (k, ω) +
xNP
ω − εk − ΣNP (k, ω)
]−1
(18)
The results are shown in Fig. 9.
It is clear that the self-energy has a characteristic MFL behaviour up to energies of order 0.1-0.15 eV, with a linear
frequency dependence saturating at constant values at low frequency. These constant values increase with T , again
according to the customary MFL behaviour. We notice, however, that, while the self-energy above TCDW , due to the
large width in momentum of the CDFs scatterers is nearly the same over the whole Fermi surface, the self-energy
below TCDW changes along the Fermi surface due to the anisotropic CDW scattering, thereby violating the canonical
MFL behaviour.
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