A method for diagnosing Parkinson's disease is presented. The proposal is based on associative approach, and we used this method for classifying patients with Parkinson's disease and those who are completely healthy. In particular, Alpha-Beta Bidirectional Associative Memory is used together with the modified Johnson-Möbius codification in order to deal with mixed noise. We use three methods for testing the performance of our method: Leave-One-Out, Hold-Out and K-fold Cross Validation and the average obtained was of 97.17%.
Introduction
Parkinson´s disease (PD) was first described in a medical context in 1817 by James Parkinson, a general practitioner in London [1] . PD is the second most common neurodegenerative disorder after Alzheimer's disease. It has been suggested that the prevalence of the disease will double over the next 20 years [2] .
Parkinson's disease is not an infection but a disease of the brain [3] . It is a chronic condition, an imbalance resulting from a loss of dopamine.
There are four cardinal features of PD [4] that can be grouped under the acronym TRAP: Tremor at rest, Rigidity, Akinesia (or bradykinesia) and Postural instability. The signs of Parkinsonism [5] are showed in Table 1 .
There are treatments which help the patient to control PD in order to have a better way of life. But when there is not a previous diagnostic, the patient can suffer the consequences of the disease at an advanced stage, and in most of the time this can mean death. It is assessed that there is a 30% of patients without a diagnostic. However, PD is diagnosed on clinical criteria; there is no definitive test for diagnosis [4] . Certain tests may be done to help diagnose other conditions with similar symptoms. For instance, blood tests may be done to check for abnormal thyroid hormone levels or liver damage. An imaging test (such as a CT scan or an MRI) may be used to check for signs of a stroke or brain tumor.
Table 1. Signs of Parkinsonism
Another type of imaging test, called PET (Position Emission Tomography), sometimes may detect low levels of dopamine in the brain. However, PET scanning is not commonly used to evaluate Parkinson's disease because it is very expensive, is not available in many hospitals, and is only used experimentally.
Speech analysis is an alternative for diagnosing PD. Speech is the most complex of innately acquired human motor skills [5] , an activity characterized in normal adults by the production of about 14 distinguishable sounds per second through the coordinated actions of about 100 muscles innervated by multiple cranial and spinal nerves. The ease with which we speak belies the complexity of the act, and that complexity may help explain why speech can be exquisitely sensitive to nervous system disease. In fact, changes in speech can be the only evidence of neurologic disease early in its evolution and sometimes the only significant impairment in a progressive or chronic neurologic condition. In such contexts, recognizing the meaning of specific speech signs and symptoms can provide important clues about the underlying pathophysiology and localization of neurologic disease.
In the other hand, a number of rating scales are used for the evaluation of motor impairment and disability in patients with PD [4] , but most of these scales have not been fully evaluated for validity and reliability. The Hoehn and Yahr scale is commonly used to compare groups of patients and to provide gross assessment of disease progression, ranging from stage 0 (no signs of disease) to stage 5 (wheelchair bound or bedridden unless assisted). The Unified Parkinson's Disease Rating scale (UPDRS) [6] is the most well established scale for assessing disability and impairment. Studies making use of UPDRS to track the progression of PD suggest that the course of PD is not linear and that the rate of deterioration is variable and more rapid in the early phase of the disease and in patients with the postural instability gait difficulty (PIGD) of PD.
According to the World Health Organization [7] there are six millions of people affected by this disease in the world and fifty thousand in Mexico. The National Parkinson Foundation (NPF) [8] said that there are between 50 and 60 thousand new cases every year. Around de world, the incidence is from 20 to 25 new cases per year for every 100,000 citizens. A 2% from the affected people suffers the disease due to hereditary factors. Therefore, it is important to have the necessary means to classify Parkinson's patients.
Artificial Intelligence (AI) is an area which is extensively used for the classifying task. In medical diagnosis, a suitable classifier could be useful for an expert to increase the accuracy and reliability of the diagnostic and to minimize the possible errors.
Several works have been developed for diagnosing Parkinson's disease. Some of them use PET (Position Emission Tomography) or SPECT (Single Photon Emission Tomography) images as training data for Neural Network based systems [9] and Support Vector Machine based systems [10] . Another work analyzed the algorithms which model kinetics of dopamine by using the Laplace transformation of differential equations and by algebraic computation with the aid of Gröbner base constructions [11] . With the use of this method they obtained a rigorous solution with respect to the kinetic constants over the Laplace domain. Keijers et al. [12] use neural networks for the classification and rating dyskinesia as well as for extracting the important parameters to distinguish between dyskinesia and normal voluntary movements. An algorithm which combines a perceptron neural network with simple signal processing and rule-based classification [13] is used for automatic recognition and classification of walking patterns, in order to recognize disturbances during walking in PD patients.
Other related works used as training data the dataset introduced by Tsanas and Little [14] from the Oxford University. One approach for the classification of patients with Parkinson's disease is Neural Networks [15, 16] , another used Support Vector Machine algorithm [17] , while Gil [18] applied a combination of both approaches.
In this work, we use this dataset but Associative Models are applied as an alternative approach for classifying patients with Parkinson's disease. In particular, we used the Alpha-Beta Bidirectional Associative Memory [19] . The main feature of this model is its correct recall. It does not present the forgetting factor; every pattern trained is correctly recalled. The algorithm of the model is not an iterative process and has not stability problems. The correct recall is showed no matter the nature of the patterns.
In section 2, we present the basic concepts of Alpha-Beta associative memories, and we introduce the modified Johnson-Möbius code for avoiding mixed noise. Section 3 describes the main model used in this work. We present the results in section 4. Finally, conclusions are presented.
Alpha-Beta Associative Memories
An Associative Memory (AM) M is a system that relates input patterns, and outputs patterns. Two phases comprise the design of an AM: learning phase and recalling phase. In the learning phase, the memory is trained by associating input patterns x and output patterns y (see figure 1 ). Both input and output patterns can represent any association, for example: fingerprints with faces, names with telephone numbers, DNA sequences with names, etc.
Fig. 1. The learning phase for an Associative Memory
After the associative memory was trained, output patterns can be recalled by presenting the input patterns to the memory. This task is performed by the recalling phase (see figure 2).
Fig. 2. The recalling phase for an Associative Memory
In figure 2, one can observe that when an input pattern x k is presented to the AM its corresponding pattern y k must be recalled. Moreover, if a noisy version of an input pattern x k represented by is presented to the associative memory, the corresponding pattern y k should be recalled, if this happens then AM has a correct recall.
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Learning Phase
Formally, we can say that for a k integer and positive, the corresponding association will be denoted as (x k , y k ) . The associative memory M is represented by a matrix whose ij-th component is m ij . Memory M is generated from an a priori finite set of known associations, known as the fundamental or training set of associations.
If μ is an index, the fundamental set is represented as: {(x μ , y μ )| μ = 1, 2, …, p} with p the cardinality of the set. The patterns that form the fundamental set are called fundamental patterns. If it holds that x μ = y μ , ∀μ∈ {1, 2, …, p} , M is autoassociative, otherwise it is heteroassociative; in this case it is possible to establish that ∃μ∈ {1, 2, …, p} for which x μ ≠ y μ .
Alpha-Beta Associative Memories
Among the variety of associative memory models described in the scientific literature, there are two models that, because of their relevance, it is important to emphasize: morphological associative memories which were introduced by Ritter et al [20] , and Alpha-Beta associative memories. Because of their excellent characteristics, which allow them to be superior in many aspects to other models for associative memories, morphological associative memories served as starter point for the creation and development of the Alpha-Beta associative memory. The Alpha-Beta associative memories [21] are of two kinds (max and min-type memories) and are able to operate in two different modes. The operator α is useful at the learning phase, and the operator β is the basis for the pattern recall phase. The heart of the mathematical tools used in the Alpha-Beta model, are two binary operators designed specifically for these memories. These operators are defined as follows: first, we define the sets A={0,1} and B={0,1,2}, then the operators α and β are defined in Tables 2 and 3, respectively:   Table 2 . Alpha operator, α: A x A → B Table 3 . Beta operator, β:
The sets A and B, the α and β operators, along with the usual ∧ (minimum) and ∨ (maximum) operators, form the algebraic system (A, B, α, β, ∧,∨) which is the mathematical basis for the Alpha-Beta associative memories. We present the learning and recalling phases for an autoassociative memory because the proposed model is designed with this type of memory.
Learning Phase
Step 1. For each μ = 1, 2, ..., p, from the pair (x μ , x μ ) a matrix is built
Step 2. If the memory is max-type, the maximum operator ∨ is applied to the matrices obtained in step 1, therefore a max matrix Vis built. On the other hand, if the memory is min-type then the minimum ∧ operator is applied for building a min matrix Λ.
Recalling Phase
The goal of this phase is recovering the output pattern y ω from input pattern x ω which is presented to the associative memory. β operator is used in this phase. If at learning phase a max-type memory V was built then pattern x ω will operate with matrix V and the min operator ∧. Pattern x ω will operate with min-type memory Λ and the max operator ∨ if a min-type memory was built in learning phase.
Types of Noise
An associative memory that works with binary values can encounter three types of noise: additive, subtractive and mixed. Max and min-type Alpha-Beta memories can handle with additive and subtractive noise, respectively. However, none of the two types can handle with mixed noise (see figure 3) . Therefore, the patterns need a preprocessing in order to avoid the mixed noise. One way to avoid mixed noise is codifying the patterns using a code which allows the change of one bit. In the following section Johnson-Möbius code is presented. Fig. 3 . Types of noise: additive, subtractive and mixed. They could appear when we work with binary values. Max-type Alpha-Beta associative memories can handle additive noise while mintype memories can handle subtractive noise but none of them handle mixed noise.
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Johnson-Möbius Modified Code
Johnson-Möbius code is a binary code which allows the change of one bit between two consecutive numbers [22] . For representing a decimal number n with JohnsonMöbius code, n/2 bits are needed if n is even and (n+1)/2 bits are needed if n is odd. The following example shows the algorithm for the Johnson-Möbius code.
Johnson-Möbius Algorithm
Let be the set r = {2.5, 0.15, -0.1, 0.4, 1.4} ⊂ R
Step 1. We can observe that in the set there is a negative number (-0.1), then the set has to be turn into a new set by adding 0.1 to each element. The new set is t = {2.6, 0.25, 0.0, 0.5, 1.5}
Step 2. Choose a fixed number d of decimals and truncate each of the numbers of the new set to d decimals. The number d depends on the required accurateness for the specific problem we are resolving. In this example we will use d=1 then we obtain e = {26, 2, 0, 5, 15} where the maximum is e m = 26.
Step 3. As 26 is an even number it is not necessary to add 1.
Step 4. e m / 2 = 13.
Step 5. If e i < e m /2, then e m /2-e i zeros are generated and e i ones are added. In the contrary, e m -e i ones are generated and e i -e m /2 zeros are added. Table 4 shows the results. Step 1 and Step 2. The same process is performed.
Step 3. For each e i from the set e, e m -e i zeros are concatenated with e i ones. Table 5 shows the results. Even though more bits are needed for representing a decimal number with Johnson-Möbius modified code, this pre-processing has shown to be better than the original code for avoiding mixed noise.
Alpha-Beta Bidirectional Associative Memories
Generally, any bidirectional associative memory model appearing in current scientific literature could be draw as figure 4 shows.
Fig. 4. General scheme of a Bidirectional Associative Memory
General BAM is a "black box" operating in the next way: given a pattern x, associated pattern y is obtained, and given the pattern y, associated pattern x is recalled. Besides, if we assume that and are noisy versions of x and y, respectively, it is expected that BAM could recover all corresponding free noise patterns x and y.
Before going into detail over the processing of an Alpha-Beta BAM, we will define the following.
In this work we will assume that Alpha-Beta associative memories have a fundamental set denoted by {(x , the Alpha-Beta memory will be autoassociative; if on the contrary, the former affirmation is negative, that is ∃μ ∈ {1, 2, …, p} for which it holds that x μ ≠ y μ , then the Alpha-Beta memory will be heteroassociative.
Definition 1 (One-Hot). Let the set A be A = {0, 1} and p∈
Z + , p > 1, k∈ Z + , such that 1≤ k ≤ p.
The k-th one-hot vector of p bits is defined as vector h k ∈ A p for which it holds that the k-th component is and the set of the components are ,
∀j ≠ k, 1 ≤ j ≤ p.
Remark 1 In this definition, the value p = 1 is excluded since a one-hot vector of dimension 1, given its essence, has no reason to be.

Definition 2 (Zero-Hot). Let the set A be A = {0, 1} and p∈ Z
+ , p > 1, k∈ Z + , such that 1≤ k ≤ p.
The k-th zero-hot vector of p bits is defined as vector for which it holds that the k-th component is
and the set of the components are In both directions, the model is made up by two stages, as shown in figure 5 . For simplicity, we will just described the process necessary in one direction, x → y.
Remark 2. In this definition, the value p = 1 is excluded since a zero-hot vector of dimension 1, given its essence, has no reason to be.
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Definition 3 (Expansion vectorial transform). Let the set
The function of Stage 2 is to offer a y k as ouput (k = 1, ..., p) given a x k as input. Now we assume that as input to Stage 2 we have one element of a set of p orthonormal vectors. Recall that the Linear Associator has perfect recall when it works with orthonormal vectors. In this work we use a variation of the Linear Associator in order to obtain y k from a one-hot vector h k in its k-th coordinate. For the construction of the modified Linear Associator, its learning phase is skipped and a matrix M representing the memory is built. Each column in this matrix corresponds to each output pattern y μ . In this way, when matrix M is operated with a one-hot vector h k , the corresponding y k will always be recalled. The task of Stage 1 is: given a x k or a noisy version of it ( ), the one-hot vector h k must be obtained without ambiguity and with no condition. In its learning phase, stage 1 has the following algorithm: 
5. Create modified Linear Associator.
6.
Recall phase is described through the following algorithm:
1. Present, at the input to Stage 1, a vector from the fundamental set for some index μ ∈ {1, ..., p}.
Build vector:
3. Do expansion:
4. Obtain vector:
Do contraction:
If r is one-hot vector, it is assured that k = μ , then y μ = LAy ⋅ r. Stop. The process in the contrary direction, which is presenting pattern y k (k = 1, ..., p) as input to the Alpha-Beta BAM and obtaining its corresponding x k , is very similar to the one described above. The task of Stage 3 is to obtain a one-hot vector h k given a y k . Stage 4 is a modified Linear Associator built in similar fashion to the one in Stage 2.
Experiments and Results
The algorithm was implemented with the programming language Microsoft Visual C# 2008 Express Edition ® and was tested on a PC with Intel Pentium 4® processor and 1 GB of RAM memory, the operating system was Microsoft Windows XP Professional®. 
The information was taken from Oxford Parkinson's Disease Telemonitoring Dataset. This dataset is composed of a range of biomedical voice measurements from 42 people with early-stage Parkinson's disease recruited to a six-month trial of a telemonitoring device for remote symptom progression monitoring.
The description of the attributes is shown in Table 6 . The total number of recordings is 195, from which 147 belong to the Parkinson class (class 1) and 48 to the non-Parkinson class (class 2). The database was created in June 2008.
The first step for the classification task is the designing of the Alpha-Beta BAM. Therefore, the memory has to be trained with the set of patterns which are contained in the database. As we can observe in Table 6 , the attributes are represented by integer and real numbers, thus they have to be codified in order to obtain patterns with binary values. Each row in the database is binarized as follows (see figure 6 ): each feature is codified with the Johnson-Möbius code, and then they are concatenated to form a single vector which represents the input pattern x k , in this case k = 1, 2, …, n with n=195. In this work, the algorithm of the learning phase (introduced in Section 3) was just applied for one direction: x → y, because this application does not have a bidirectional behavior.
Due to Alpha-Beta BAM shows a correct recall for all the training patterns, we first trained the memory with the 195 records. In the recalling phase (introduced in Section 3), each pattern is codified using the process showed in figure 6 and presented to the Alpha-Beta BAM. As such as we expected every pattern was correctly classified.
For testing the performance of Alpha-Beta BAM algorithm, three methods were used: Hold-Out, K-Fold Cross-Validation and Leave One Out.
Hold-Out Test
The complete database was divided into two sets, one of them was the training set and the other was the testing set. We selected randomly the elements contained in each set. The size of the sets was varying from 2% for training and 98% for testing to 98% for training and 2% for testing. For each size we performed 15 calculations. Table 7 shows the results obtained.
Most of the works performing classification take the effectiveness with the size of the training set of 80%. In our case, we obtained a 98.13 % for that size. 
K-fold Cross-Validation Test
In this case, the whole database was divided into 10 sets (then K=10) with the same number of elements. We attempted to maintain the proportion of the number of the records in both classes because the database is not balanced. Therefore, we had 9 sets with 20 records: 15 from Parkinson class and 5 from non-Parkinson class, and 1 set with 15 records: 12 from class 1 and 3 from class 2. We took the first set K1 for testing and the remaining sets were for training, afterwards, the set K2 was used for testing and the others for training and so on. The same way, we performed 20 calculations for every test. Table 8 shows the results.
We can observe from the table that the worst effectiveness is equal to 96% while the best was of 100% giving an average of 98.2%.
Leave One Out Test
For this test, the training set contained all the records from the database but one, which was used for testing. Therefore, we performed 195 calculations. With this test, the effectiveness was of 95.19%. Table 9 shows the results. Table 9 . Results from Leave One-Out test Table 10 shows the results from the three testing methods. From Table 10 we can observe that the average of effectiveness of the 3 testing methods was of 97.17%. But we cannot assure this result is good without compare it with other classification algorithms. Therefore, in Table 11 the results from four other methods using the same database are showed. They used different approaches to the one used in this work: Probabilistic Neural Networks (PNN), Mutual Information (MI), Support Vector Machine (SVM) and a combination of Neural Networks (NN) with SVM. The work that used MI approach tested its algorithm with Leave-One-Out test obtaining 81.53% of classification. With the same testing algorithm we obtained the 95.19% of effectiveness. The result from PNN algorithm was of 81.74% of effectiveness using Hold Out test with 70% for training and 30% for testing. For the same test we obtained 96.87% of effectiveness. In the work where SVM is used, authors applied K-fold Cross-Validation varying K from 2 to 10, and they find the best result (62.217% of effectiveness) with K=10. Alpha-Beta BAM approach shows, with the same test conditions, an effectiveness of 98.2. Finally, the effectiveness of NN-SVM method was of 93.33% but the testing method is not mentioned. However, any of the results from the three testing methods achieved by Alpha-Beta BAM is higher than 93.33%.
Conclusions
Parkinson's disease has become a frequent neurodegenerative disease which has affected many people in the world. Therefore, it is important to rely on a system capable of diagnosing patients with Parkinson's disease.
Alpha-Beta Associative models have shown to be an option as a tool for many applications, and recently they have been used specifically as classifiers improving the results by means of Johnson-Möbius modified code.
We implemented Alpha-Beta BAM algorithm together with Johnson-Möbius codification to classify patients with Parkinson's disease. We tested Alpha-Beta BAM using three methods: Hold Out, K-fold Cross-Validation (K=10) and Leave One Out. We compared the obtained results with other different approaches: Probabilistic Neural Networks, Mutual Information, Support Vector Machine and a combination of Neural Networks and SVM. Our approach showed the best results of performance surpassing the Mutual Information approach with 13.66% of effectiveness and Probabilistic Neural Networks with 15.13% of effectiveness. The difference between SVM and our BAM was of 35.983% of accuracy, and Alpha-Beta BAM showed better results than NN-SVM.
These results reassert the fact that Associative Models are a good alternative for the task of classification over other conventional approaches.
