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We present an algorithm for learning parameters of Bayesian networks from incomplete data. By
using importance sampling we are able to assign a score to imputation proposals depending on the
quality of such a proposal in combination with the observed data. This in eﬀect makes it possible to
approximate the posterior parameter distribution given incomplete data by using a mixture distribu-
tion with a tractable number of components. The technique allows for diﬀerent imputation methods,
in particular we propose an imputation method that combines Gibbs sampling and a data augmen-
tation derivative. We evaluate our algorithm, and we compare the results to those obtained with
WinBUGS and the EM algorithm.
 2005 Elsevier Inc. All rights reserved.
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Bayesian networks is a convenient framework for representing, reasoning and manipu-
lating beliefs about the real world. In the context of data mining the graphical structure
(model) of a Bayesian network is an appealing formalism for visualising the relationships
between domain variables. The model also forms the basis of several algorithms (directly0888-613X/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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quantitative belief changes of variables when evidence is observed or revised for any subset
of variables. This is for instance used for diagnostic and prediction purposes in decision
support environments.
Learning (discrete) Bayesian networks from data amounts to learning the model and
the set of conditional probabilities. Learning from complete data has received consider-
able attention in the last decade. In practical learning problems one frequently has to
deal with incomplete data however. The occurrence of missing values leads to analytical
intractability and high computational complexity compared to the complete data sce-
nario. It is tempting to simply delete incomplete cases or ﬁll in (impute) missing values.
In general this leads to biased results, and in the case of imputing one single value for the
missing data, to an over-conﬁdence in the results of the analysis. We avoid such ad hoc
approaches, and develop a method that is statistically valid, and correctly reﬂects the
increased uncertainty due to missing data. We however do assume that the missing data
mechanism is ignorable as deﬁned by Little and Rubin [1] which entails that data should
be missing at random (MAR) or missing completely at random (MCAR). This essentially
means that the probability that some item (in the data) is missing may depend on
observed items, but not on missing items. Without the ignorability assumption it is
impossible to develop a fully automated procedure that produces statistically valid
results.
In this paper we conﬁne our attention to learning the parameters of Bayesian networks.
In Riggelsen and Feelders [2] we have developed an algorithm called eMC4 for learning
Bayesian network models from incomplete data which is based on the same considerations
and theory as presented in this paper.
This paper is organised as follows: In Section 2 we give a short review of previous
research on learning parameters from incomplete data. Section 3 introduces the notation
and in Section 4 our importance sampling technique for dealing with incomplete data is
discussed. We make some general remarks regarding imputation methods in relation to
our importance sampler in Section 5. In Section 6 we propose an imputation method that
complements importance sampling very well, and we present the IS-DA algorithm. The
algorithm is evaluated in Section 7 using a real-life data set and the results are compared
to those of the EM algorithm and to simulations run in WinBUGS. Finally conclusions
are drawn in Section 8.
2. Previous research
Two general iterative algorithms for learning (estimating) parameters of statistical mod-
els are the Expectation-Maximisation (EM) algorithm by Dempster et al. [3], and a Gibbs
sampler [4] called Data Augmentation (DA) introduced by Tanner and Wong [5]. EM was
studied in the context of graphical models by Lauritzen [6]. EM and DA are diﬀerent in the
sense that EM is a deterministic algorithm that converges towards the Maximum-Likeli-
hood (ML) parameter estimates (or the maximum aposteriori (MAP) estimates), and
DA is a non-deterministic technique cast in a Bayesian framework that converges towards
a posterior distribution on the parameter space. There are also EM derivatives that include
a stochastic element quite similar to DA (see for instance McLachlan and Krishnan [7]).
In a Bayesian network, the E-step in EM requires the performance of inference in order
to obtain the expected values of the suﬃcient statistics for the missing part of the data. It is
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suﬃcient statistics for the observed data, and calculates the ML-estimates. These ML-
estimates are taken as the parameters of the Bayesian network, and the E-step is
performed again, i.e. the expected values of the suﬃcient statistics for the missing data
is calculated by inference using the ML-parameters calculated from last M-step. Repeated
application will in the limit return the ML-estimates.
DA is quite similar, but instead of calculating the expected values of the suﬃcient sta-
tistics, a value is drawn from a predictive distribution and imputed (I-step). Similarly,
instead of calculating the ML-estimates, a parameter value is drawn from the posterior
distribution on the parameter space conditional on the most recent fully imputed data
sample (P-step). Based on Markov chain Monte Carlo theory this will in the limit return
parameter realisations from the posterior parameter distribution conditional on the
observed data.
An algorithm speciﬁcally tailored to Bayesian network parameter estimation from
incomplete data is Bound and Collapse (BC) by Ramoni and Sebastiani [8]. The bound
phase considers possible completions of the incomplete data sample. The suﬃcient statis-
tics for these bounds are used for computing an interval in which the actual parameter esti-
mate lies. The collapse phase computes a convex combination of these extreme parameter
bounds, where the weights of the convex combination are calculated from the observed
available cases of the data. BC seems to work for particular missing data mechanisms,
but unfortunately it is not guaranteed to return valid results for ignorable missing data
mechanisms in general. This is mainly due to the implicit assumptions made in the collapse
phase.
We advocate a Bayesian approach to missing data problems that is more related to DA
than EM. The reason for being Bayesian is for one related to the relatively small amount
of data that we often have at our disposal in practice. Secondly, with missing data, some
parameters may have a large variance because of a relatively large fraction of missing data
for variables required to determine the parameters in question. Being Bayesian oﬀers a
way of quantifying this uncertainty.
In contrast to DA where parameter realisations are obtained by building a Markov
chain, we model the entire posterior distribution. In general the exact posterior is a mix-
ture distribution with an exponential number of components, each component corre-
sponding to a diﬀerent completion of the data. The goal is now to approximate this
posterior by a mixture distribution with a tractable number of components. In a diﬀerent
context, Cowell et al. [9] review several methods for simplifying such a parameter posterior
through a Bayesian sequential approach. They consider deterministic rules such as frac-
tional updating and matched moments for collapsing components, making the functional
form of the posterior more suitable for analysis. They also consider some stochastic meth-
ods which eliminate the bias introduced by the deterministic methods. Although their con-
tribution is certainly relevant to the present paper, it is only vaguely related to the method
we propose. In our approach each component is assigned a weight which primarily is a
measure of the quality of the corresponding completion. These completions can be pro-
posed by any suitable method, for instance by the I-phase of DA. By only retaining the
components in the mixture with the largest quality, we can approximate the posterior;
the more components that are retained, the better the approximation. The approximation
of the distribution thus obtained can be saved for further analysis, summary statistics can
be calculated, one can simulate from it, and so on.
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We start by introducing some notation. Capital letters denote discrete random variables
and lower case letters denote states. Boldface denotes vectors and vector states. We use
Pr( Æ ) to denote probability distributions (or densities) and probabilities; the context makes
it clear what is meant. We are given a data sample D ¼ ðd1; . . . ; dcÞ with c i.i.d. cases. Each
record d i ¼ ðx1i ; . . . ; xpi Þ ¼ ðoi; uiÞ ¼ ðoi; ðu1i ; . . . ; urðiÞi ÞÞ is a p-dimensional vector, and has an
observed part oi and a r(i)-dimensional unobserved part ui. We write D ¼ ðO;UÞ to denote
the observed and the unobserved (missing) part of the data.
A Bayesian network (BN) for X = (X1, . . . ,Xp) represents a joint probability distribu-
tion. It consists of a directed acyclic graph (DAG) m, called the model, where every vertex
corresponds to a variable Xi, and a vector of conditional probabilities h, called the para-
meter, corresponding to that model. The joint distribution factors recursively according to
m as PrðX jm; hÞ ¼ Qpi¼1PrðX ijPi; hÞ ¼ Qpi¼1hX ijPi , where Pi is the parent set of Xi in m.
We assume that the model m is ﬁxed, and we leave it implicit everywhere. Since we learn
the BN parameter from a Bayesian point of view, the parameter is treated as a random
variable H. We deﬁne a product Dirichlet distribution on parameter space as follows:
PrðHÞ ¼ DirðHjaÞ ¼
Yp
i¼1
Y
pi
DirðHX ijpi jaÞ /
Yp
i¼1
Y
pi
Y
xi
Haðx
i ;piÞ1
xi jpi ;
where a is the hyper parameter, capturing prior knowledge in the form of prior observa-
tions (the counts). The product Dirichlet is conjugate for the multinomial sample D, i.e.
Bayesian updating is easy because the posterior once D has been taken into consideration
is again product Dirichlet, but with updated hyper parameters:
PrðHjDÞ ¼ DirðHjaþ sÞ / PrðDjHÞ  PrðHÞ; ð1Þ
where s is the vector of suﬃcient statistics from D, containing the counts from the data
sample.
The product Dirichlet captures the assumption of parameter independence [10], i.e. that
all conditional probability distributions are independent. The above rather simple belief
revision from prior to posterior product Dirichlet holds when all c records of D are fully
observed. In that case the individual parameter distributions of the BN can be updated
independently of each other using (1).
Summary statistics (expectation, variance, etc.) are easy to calculate for the Dirichlet,
and it follows from (1) that this remains easy in the light of complete data. Since summary
statistics are less informative than an entire distribution, our aim is to obtain (an approx-
imation of) the posterior distribution, which is in line with the Bayesian statistical
approach.
4. Incomplete data
In case of incomplete data, the likelihood of observed data, PrðOjHÞ is not a simple
product of parameters (conditional probabilities) anymore. When we replace the likeli-
hood of complete data with PrðOjHÞ in (1), the posterior generally exhibits parameter
dependence, i.e. updating the parameter distributions of the BN is not as easy as in the
complete data case. As previously mentioned, the exact posterior is in fact a mixture dis-
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makes it very unsuitable for further analysis.
Therefore, we propose to model PrðHjOÞ by way of approximation. We still represent
the posterior as a mixture distribution, but with a tractable number of components. A ﬁrst
step is to rewrite the posterior and essentially ‘‘sum’’ out U by way of ‘‘ﬁlling in’’:
PrðHjOÞ ¼
X
U
PrðHjO;UÞ  PrðU jOÞ. ð2Þ
The ﬁrst term is a posterior Dirichlet distribution given complete data. The second term is
the predictive distribution which we may consider the predictor of missing values given
observed data. The empirical approximation (also called the Monte Carlo approximation)
is calculated as:
PrðHjOÞ  1
n
Xn
i¼1
PrðHjO;UiÞ;
whereUi  PrðU jOÞ for i = 1, . . . ,n. In other words, if we could compute realisations from
the predictive distribution we could approximate the posterior arbitrarily close. Unfortu-
nately we are unable to use simple sequential Bayesian updating for determining PrðU jOÞ
due to parameter dependence as mentioned above. To circumvent the need for drawing
from this exact predictive distribution we deﬁne an approximate predictive distribution that
acts as a proposal distribution for suggesting imputations. This is possible because we can
rewrite the predictive distribution such that it can act as a quality measure for proposed
imputations. We achieve this by using importance sampling. Denote the approximate pre-
dictive distribution by Pr*(U) and rewrite (2):
PrðHjOÞ ¼
X
U
PrðHjO;UÞ  PrðU jOÞ
PrðUÞ Pr
ðUÞ.
Sample Ui  PrðUÞ for i = 1, . . . ,n and use that sample in the importance sampling
approximation:
PrðHjOÞ  1
W
Xn
i¼1
PrðUijOÞ
PrðUiÞ|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
wi
PrðHjO;UiÞ; ð3Þ
where W ¼Pni¼1wi is the normalising constant. Now rewrite the predictive distribution:
PrðUijOÞ ¼ PrðUi;OÞ  1
PrðOÞ .
Through normalisation the denominator PrðOÞ disappears as it is independent of U. It
therefore suﬃces to calculate the weights as:
wi ¼ PrðU
i;OÞ
PrðUiÞ . ð4Þ
The normalised weights, called the importance weights, compensate for the diﬀerences be-
tween the real predictive distribution and the approximate predictive distribution.
The denominator in the weight in (4) is the probability for having proposed imputation
Ui; in Section 6 we will discuss this in more detail.
74 C. Riggelsen / Internat. J. Approx. Reason. 42 (2006) 69–83The numerator in the weight in (4) is:
PrðUi;OÞ ¼
Z
PrðO;UijHÞ  PrðHÞdH; ð5Þ
which is the normalising factor in (1) for obtaining equality, i.e. the parameter space is
‘‘integrated out’’ with respect to the prior. Usually (5) is called the Bayesian Dirichlet score
(BD) and is used for scoring models in a model selection or averaging context. In the cur-
rent missing data context however, the model is assumed ﬁxed, and (5) is used for scoring
data instead. To clarify why the BD score is a suitable quality criterion for imputations
recall that when data is ignorably missing, missing data can be ‘‘restored’’ by way of sta-
tistical inference—the missing values can be predicted given the observed data. Way may
now observe that the BD score in fact can be considered a product of predictive measures,
one term per record:
PrðU;OÞ ¼ PrðDÞ ¼ Prðd1ÞPrðd2jd1ÞPrðd3jd1; d2Þ   Prðdcjd1; . . . ; dc1Þ
¼ Prðd3ÞPrðd2jd3ÞPrðd1jd3; d2Þ   Prðdcjd1; . . . ; dc1Þ
..
.
where the dots indicate any permutation of the records (due to the i.i.d. assumption). We
see that the score sequentially predicts the next record given the previous ones—a form of
cross-validation. In this fashion the BD score takes into account what has been ‘‘gathered’’
from the other records in order to measure the quality of an imputation for the current
record.
Cooper and Herskovits [11] and Heckerman et al. [12] derive a closed formula for the
BD score (5) as a function of the suﬃcient statistics s( Æ ) from D and prior counts a( Æ ):
PrðDÞ ¼
Yp
i¼1
Y
pi
CðaðpiÞÞ
CðaðpiÞ þ sðpiÞÞ
Y
xi
Cðaðxi; piÞ þ sðxi; piÞÞ
Cðaðxi; piÞÞ ; ð6Þ
where C( Æ ) is the gamma function.
As suggested above, the importance weights are considered a measure of how important
components are in the mixture distribution. By only retaining ‘‘the best’’ components
along with their mixture weights, followed by normalisation, we obtain an approximation
of the parameter posterior. Obviously, there is a trade-oﬀ between the number of compo-
nents kept, and the crudeness of the approximation.
Notice that we are only required to save the suﬃcient statistics for the n imputations
along with the suﬃcient statistics for the observed data and the weights wi to reproduce
the mixture approximation. We do not need the actual n augmented data sets. Also note
that we may at any time continue the quest for improvements of the approximation of the
posterior. The importance sampler will try to make the mixture ‘‘the best approximation
possible’’ given the imputations it has been presented with thus far.
The technique presented above is quite general. We are not limited to calculating the
posterior parameter distribution given O, but we are actually able to calculate the expec-
tation of any function of complete data. This is easy to see, since (2) is the deﬁnition of an
expectation with respect to the predictive distribution. For instance we could plug in the
(log-)likelihood argmaxHLðHjO;UÞ instead of PrðHjO;UÞ which would return the
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PrðM 0jOÞ (using imputation model m).
5. The proposal distribution
We can choose freely the approximate predictive distribution, but some choices are bet-
ter than others. Technically we just have to make sure that Pr*(U) has support when
PrðU jOÞ has support, so when Pr*(U) > 0 it is only a matter of choosing the right value
of n to get a decent approximation. Of course this may very well mean that n needs to
be huge. The real and the approximate distributions should preferably be close. If the mass
of the predictive distribution is located far from the mass of the approximate predictive
distribution, n needs to be large. Only then will the approximate predictive distribution
contribute with enough samples for the approximation to be good.
One can think of several imputation methods. The following criteria seem to make
sense when deciding on a method:
• The method should exploit independences represented by the model m. When using
a model less restrictive than m, we may have a hard time proposing qualiﬁed impu-
tations because the degree of freedom is too high. On the other hand, if we use a
more restrictive model, proposals will only be ‘‘accidentally’’ good. Of course, if we
have any information regarding the missing data mechanism, one may want to
take this information into consideration when deciding on the (in)dependence
restrictions.
• It should take advantage of O and perhaps U, where U can be a previous imputation.
Since the missing data mechanism is assumed ignorable, all available information rele-
vant to imputation (prediction) is implicitly contained in O, and therefore predictions
should at least depend on observed values.
• It should be relatively fast to compute realisations. Several imputations need to be
drawn, so the time needed to compute a proposal should preferably be kept low.
We do not really need a perfect ‘‘approximate prediction engine’’ such as a BN ﬁtted
using EM, from which random samples for the missing data are produced. Importance
sampling will compensate for the prediction ‘‘errors’’, so putting all computational eﬀort
into obtaining a perfect prediction engine is not required. For instance, non-converging
EM could be used, i.e. sample imputations from a BN where the parameters have not con-
verged fully to the actual ML-estimates. Employing the BC algorithm for parameter esti-
mation is another interesting possibility. It can be obtained reasonably fast and is reported
to often give reasonable results. Alternatively, a simple available cases analysis may prove
to be good enough, i.e. simply skip the missing items needed for estimating a certain
parameter by ML.
It is important to stress that no matter which method is used for building the approx-
imate predictive distribution, be it in the form of a BN or not, it is a requirement that one
is able to actually draw from it since the uncertainty due to missing data is in fact inferred
by simulation, i.e. by actually ‘‘trying out’’ how well particular imputations score com-
pared to each other. If indeed a BN is used as the approximate predictive distribution,
the actual sampling procedure can be performed using a Markov blanket Gibbs sampler
discussed in the next section.
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approximation of the posterior (see for instance Geweke [13]). This is especially so when
imputations are proposed in a region where the real predictive distribution is much larger
than the approximate predictive distribution. Because the proposals are (indirectly) com-
pared to each other through the importance ratio, the importance weight for a particular
proposal from such an area is then extremely large, basically taking possession of all the
mass of the remaining imputations. Similarly, when imputations lie far apart and the sur-
face of the real predictive distribution has many peaks as opposed to a more smooth sur-
face, only a few imputations may substantially contribute to the approximation. Most
imputations will then be assigned a large weight but the majority of imputations will have
weights near zero. The actual sample size will degrade to a few imputations which may lie
far from the number of proposed imputations n. Obviously this is not desirable because
the resulting approximation is then extremely crude, and at best we may only be able to
estimate the expectation of (a few) parameters—usually with a very large variance—rather
than the entire posterior distribution. To resolve this, we can increase n, or, even better, we
can design an approximate predictive distribution that better matches the real predictive
distribution in general, or at least a distribution that has relatively large mass in the area
of interest. This is would in general be in regions where the real predictive distribution has
large mass as well.
In addition, monitoring the running variance of the importance weights is useful
because it gives a good indication of the mutual diﬀerences between the quality of the pro-
posals. One can also apply a post-processing step and delete proposals whose weights are
too large. This should be done with some caution though: deletion will generally not intro-
duce bias if the large weight is due to a very small denominator (compared to the denom-
inator of the other weights). If it turns out that the deletion of a few large-weight proposals
results in a more sensible mass distribution over the remaining imputations, then this
indeed does indicate that the imputations just deleted were ‘‘accidental outliers’’ and
can be deleted without problem. On the other hand, if the numerator in a large-weight
sample is large (compared to the numerator of the other weights), one may want to keep
such a sample, since it then comes from a ‘‘region of relatively high impact’’ on the
posterior.
In Hesterberg [14] it is suggested to use a mixture distribution as proposal distribution
to overcome the problem pertaining to large importance weights. In the next section we
propose an approximate predictive distribution that is guaranteed to produce good pro-
posal in the limit, and we have to worry less about the issues mentioned here.
6. The proposed imputation method
We propose an imputation method related to DA which satisﬁes the criteria given in the
previous section. Consider the following, perhaps for the moment rather awkward,
MCMC Gibbs sampler: draw the t + 1th imputation:
Utþ1  PrðU jO; ðO;UtÞÞ ð7Þ
..
.
Thus a new imputation is drawn at time t + 1 based on the last completed data sample at
time t. According to Markov chain Monte Carlo theory the above procedure guarantees,
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realisations from PrðU jOÞ. In other words, in the limit this provides a method for produc-
ing realisations from the real predictive distribution. However, instead we suggest to deﬁne
this procedure as a way of producing samples from the approximate predictive distribution,
Pr*( Æ ), and then use all imputations sampled, not only those obtained once the chain has
converged. Importance sampling can exploit those slightly wrong samples in the burn-in
phase, and as an added bonus it is comforting to know that qualiﬁed imputations eventu-
ally will be produced. We do not have to rely on an approximate predictive distribution
that wanders around aimlessly suggesting imputations that are unqualiﬁed.
We can rewrite PrðU jO; ðO;UtÞÞ in (7) by exploiting the following general predictive
property of Bayesian statistics: assume that we want to predict a new case X once D
has been taken into consideration, i.e. we want to use what we have learned from data
up until now to predict future cases:
PrðX jDÞ ¼
Z
PrðX jH;DÞ  PrðHjDÞdH; ð8Þ
where PrðX jH;DÞ ¼ PrðX jHÞ ¼Qpi¼1HX i jpi due to the i.i.d. assumption. Eq. (8) reduces to
the deﬁnition of an expectation of the parameters of the BN with respect to the posterior
Dirichlet. This ﬁrst moment of the Dirichlet is given by:
h^X i jPi ¼ E½HX ijPi jD ¼
aðX i;PiÞ þ sðX i;PiÞ
aðPiÞ þ sðPiÞ ; ð9Þ
hence it follows that we can compute any (conditional) probability of X, and in particular
we can predict missing values given observed values per record using parameters learned
from a previous completed data sample. The Gibbs sampler from (7) then becomes:
Utþ1  PrðU jO;E½HjO;UtÞ ¼ PrðU jO; ðO;UtÞÞ ð10Þ
..
.
where the expectation is given in (9). The sampling procedure given in (10) is almost sim-
ilar to normal DA. However, instead of drawing from the posterior parameter distribution
as one would do in DA (the P-phase of DA), an expectation step can be performed instead
as a consequence of the Dirichlet assumption. In normal DA a dual (instrumental) chain is
set up for parameter realisations (draws from the Dirichlet), but we here see that we might
as well summarise the parameter realisations by an expectation. We thus only need to
focus on the primary chain (chain of interest), which is exactly the chain that returns
the imputations for the importance sampler.
The Gibbs sampler presented above draws completions for the entire incomplete part of
the sample. In practice we use a Gibbs sampler on the univariate level to create multivar-
iate realisations per record. The kth record for Ul is then sampled as follows:
u1;lk  PrðU 1k ju2;l1k ; . . . ; urðkÞ;l1k ; ok;E½HjO;UtÞ
..
.
urðkÞ;lk  PrðUrðkÞk j u1;lk ; . . . ; urðkÞ1;lk ; ok|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
evidence
;E½HjO;Ut|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
parameters
Þ
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evidence (the parents, the children and the parents of the children) drawing can be done
very eﬃciently because the variable to be drawn is independent of all variables outside
its Markov blanket. Again, based on Markov chain Monte Carlo theory, correlated mul-
tivariate realizations uk  PrðUkjok;E½HjO;UtÞ are obtained when l!1.
In practice it may not be necessary to update the parameter at all if the initial parameter
is chosen wisely. If for instance BC or non-converging EM is used for the construction of a
BN approximate predictive distribution, then the parameter is obtained (and thus ﬁxed) by
either algorithm. One may then use the Markov blanket Gibbs sampler as a simple method
for building multivariate realisations. When the fraction of missing data is small this may
produce enough samples in the region of mass.
Theoretically there is no need to wait for the Markov blanket Gibbs sampler to con-
verge before continuing, i.e. there is no need to have reached the joint distribution
PrðUkjok;E½HjO;UtÞ at every record k. The overall Gibbs sampler will still converge
towards the invariant distribution PrðU jOÞ although the Markov blanket Gibbs sampler
has not yet converged. For instance by only producing one single completion the invariant
distribution for the overall Gibbs sampler will (eventually) still be reached. However, it
may be a good idea to produce several full imputations by letting the above univariate
sampler run for some time thus producing several completions with a ﬁxed parameter.
This allows the ‘‘region’’ to be explored in more detail before doing a bigger move by
re-calculating the parameter expectation in the overall Gibbs loop.
As previously mentioned, imputations not contributing to the desired approximation
are assigned a small weight by the importance sampler, i.e. it determines the ‘‘importance’’
of all the realisations from the sampler, including those in the burn-in phase. It might very
well be that the Markov blanket Gibbs sampler with a certain parameter comes across
very good imputations before the overall Gibbs sampler has converged.
We are now able to create multivariate realisations using univariate draws, but we also
need to know the actual joint probability of these realisations. These are required in the
denominator of the importance weights. Fortunately we can calculate the importance
weights eﬃciently without explicitly having to compute these joint probabilities
PrðUtþ1jO;E½HjO;UtÞ ¼ PrðUtþ1jO; ðO;UtÞÞ. This can be seen by rewriting the importance
weights in (4):
wtþ1 ¼ PrðU
tþ1;OÞ
PrðUtþ1jO;E½HjO;UtÞ ¼
PrðUtþ1;OÞ
PrðUtþ1;OjE½HjO;UtÞ  PrðOjE½HjO;U
tÞ.Through normalisation of the weights, PrðOjE½HjO;UtÞ cancels out. If we write
h^ ¼ E½HjO;Ut, the likelihood is:
PrðUtþ1;OjE½HjO;UtÞ ¼
Yp
i¼1
Y
xi
Y
pi
h^
sðxi ;piÞ
xijpi ;
and it suﬃces to calculate the weights as:wtþ1 ¼ PrðU
tþ1;OÞQp
i¼1
Q
xi
Q
pi
h^
sðxi;piÞ
xijpi
;
Fig. 1. Pseudo-code of the IS-DA algorithm.
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tained because both probabilities can be computed eﬃciently in closed form as functions
of the suﬃcient statistics.
In summary, we can propose multivariate imputations eﬃciently on a univariate basis
without the need for exact inference, and, also without the need for exact inference, we
can compute the ‘‘quality’’ of such a proposal eﬃciently by only considering the suﬃcient
statistics. Additionally, when we apply the suggested DA derivative, we are guaranteed
that good imputations are obtained in the limit, yet we may collect all realisations ‘‘on
our way’’.
Fig. 1 contains the pseudo-code of the IS-DA algorithm (Importance Sampling–Data
Augmentation). Argument PA deﬁnes the number of times the parameter will be updated,
and argument GS deﬁnes the number of Gibbs sweeps for a ﬁxed parameter. The imputa-
tions and (unnormalised) importance weights are saved in line 9. Note that U and w are
assigned diﬀerent values as the algorithm is traversed. The initial parameter of the algo-
rithm can be obtained by an available cases analysis such that initial imputations will
be reasonable.
7. Experimental evaluation
In order to evaluate the proposed method we implemented the algorithm in C++ using
STL, and used a data set from Edwards and Havra´nek [16] about probable risk factors of
coronary heart disease. The data consists of 1841 records with 6 binary variables, A: smok-
ing, B: strenuous mental work, C: strenuous physical work, D: blood pressure under 140,
E: ratio b and a proteins less than 3, F: family anamnesis of coronary heart disease. The
model on the left in Fig. 2 is the ‘‘best’’ model describing the (in)dependences between the
variables.Fig. 2. Model to be ﬁtted (left) and the applied missing data mechanism (right).
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Fig. 2 on complete samples. This graph deﬁnes how response Ri of variable i depends on
observed variables. Since Ri only depends on completely observed variables, the missing-
ness mechanism is clearly ignorable. Three incomplete sets were generated with 10–20%,
30–40% and 40–50% missing values. The probability of non-response of variable i condi-
tional on a parent conﬁguration of Ri was selected from the speciﬁed interval.
The arguments of IS-DA were set to PA = 6 and GS = 600 and the initial parameters
were estimated using an available cases analysis. The running time was less than a minute
on a 2 GHz PC.
Table 1 contains the variance of the mixture distribution which can be regarded an
approximation of the variance of the actual posterior parameter distribution given
observed data. As is the case with mixture distributions (see [17]), these values were
obtained by combining the within variance:
I ¼
Xn
i¼1
wi  VariðHjO;UiÞ;
with the between variance:
B ¼
Xn
i¼1
wi  ðEi½HjO;Ui MÞ2;
where M ¼Pni¼1wi  Ei½HjO;Ui is the expectation of the mixture, Vari( Æ ) the variance and
Ei[ Æ ] the expectation of the ith Dirichlet component in the mixture (both summary statis-
tics are easy to compute). The total variance is then the sum:
VarðHjO;UiÞ ¼ I þ B.
This is very similar to the method used in Multiple Imputation for missing data by Rubin
[18], but in the case of our approximation more explicit since it follows directly from the
mixture representation.
As the table suggests, some parameters suﬀer more from missing data than others. The
parameter Pr(A) for instance does not suﬀer very much but PrðCjA; EÞ does. This is notTable 1
Variance of the mixture approximation
Parameter 10–20% 30–40% 40–50%
Pr(A) 0.00017 0.00016 0.00016
Pr(B jC) 0.00015 0.00014 0.00015
PrðBjCÞ 0.00023 0.00025 0.00034
Pr(C jA,E) 0.00069 0.00071 0.00068
PrðCjA;EÞ 0.00051 0.00052 0.00061
PrðCjA; EÞ 0.00075 0.00079 0.00088
PrðCjA; EÞ 0.00074 0.00082 0.00094
Pr(D jE) 0.00026 0.00025 0.00028
PrðDjEÞ 0.00035 0.00038 0.00046
Pr(E jA) 0.00041 0.00045 0.00049
PrðEjAÞ 0.00034 0.00034 0.00051
Pr(F jB) 0.00024 0.00027 0.00033
PrðF jBÞ 0.00013 0.00013 0.00013
Recall that HX i jPi ¼ PrðX ijPiÞ.
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order to determine PrðCjA; EÞ. The variance of parameter Pr(A) does not increase when
the fraction of missing data increases because there is still enough information left in
the observed part of the data to make a reliable prediction for the missing values of A.
Table 2 contains the absolute diﬀerences between the expectation of a few parameters
with respect to the mixture approximation and the estimates returned by EM with a con-
vergence threshold at 104. Due to the stochastic nature of our importance sampler thereTable 2
Absolute diﬀerences between EM and the expectation of the mixture approximation
Parameter 10–20% 30–40% 40–50%
Pr(A) 0.003126 0.011891 0.009758
Pr(B jC) 0.003248 0.002010 0.003309
PrðBjCÞ 0.002411 0.008433 0.011338
Pr(C jA,E) 0.003562 0.013012 0.038229
PrðCjA; EÞ 0.003104 0.018981 0.018328
Pr(D jE) 0.002097 0.008489 0.009120
PrðDjEÞ 0.002797 0.009109 0.008784
Pr(E jA) 0.003986 0.007493 0.011140
PrðEjAÞ 0.009118 0.009322 0.008133
Pr(F jB) 0.005235 0.012770 0.018219
PrðF jBÞ 0.001303 0.005444 0.009719
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Fig. 3. Posterior PrðHE¼0jA¼1jOÞ (top) PrðHF¼0jB¼1jOÞ (left) and PrðHA¼0jOÞ (right). The dots are the realisations
from WinBUGS, and the solid line is the posterior mixture approximation of the true parameter posterior
obtained via IS-DA.
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by the law of large numbers. The EM algorithm does exact inference in the BN and is gen-
erally slow to converge. However, for this relatively small model, the running time was
about the same as for the IS-DA algorithm. EM does not give an indication of the uncer-
tainty due to sample size and missing data.
Even with this small network, we are unable to calculate the true parameter posterior.
In order to get an impression of the posterior, we instead programmed WinBUGS [19] to
run pure Data Augmentation given the model constraints and the incomplete sample with
30–40% missing data. WinBUGS was run for 1000 iterations plus 500 burn-in iterations
taking about 2 min. Using the IS-DA algorithm with the arguments mentioned above,
we retained the 200 best components (largest importance weights) and afterwards the
weights were normalised. In Fig. 3, three conditional posterior distributions are plotted.
The plots from WinBUGS are based on parameter realisations for the continuous random
variable H from PrðHjDÞ, hence the density plots are slightly smoothed. The diﬀerence
between the distributions suggested by WinBUGS simulations and the IS-DA mixture
approximation is small.
In general, obtaining an approximation of an entire posterior distribution requires a
larger number of imputations than the approximation of the expectation of the posterior
parameters (on its own, a weak summary statistics of the distribution). The importance
sampler moves to regions of high posterior density fairly fast—regions that generally have
a substantial impact on the posterior expectation. Subsequent imputations will usually
only have smaller inﬂuences on the estimate.
8. Conclusion
We have developed a method for approximating the parameter posterior distribution of
Bayesian networks given incomplete data. In contrast to EM, which only returns the
parameter point estimates, the distribution returned by IS-DA is much more informative,
and can for instance be used to give an indication of the uncertainty due to missing data.
Of course, if only point estimates of the parameters are required, these can be obtained by
taking the expectation of the approximate posterior distribution. In general our approach
allows for the computation of any function of complete data, not necessarily in a Bayesian
network context.
Diﬀerent imputation methods are possible where importance sampling is used to correct
for inaccuracies of the actual imputation method used. With the IS-DA we have shown
how a DA derivative can be used as imputation method without the need for exact infer-
ence. Additionally, with our method all samples from the Markov chain can be exploited.
Full convergence before collecting imputations is not required per se as in traditional DA;
importance sampling will weigh all imputations according to their quality, including sam-
ples in the burn-in phase.
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