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Abstract
From Mason’s theorem on rational function fields (the progenitor of the abc-conjecture) we im-
mediately derive upper bounds for “syzygy gaps” (Theorems 3, 8, 11, and Corollary 9). These in turn
quickly give:
(1) The author’s conjecture Z(l), used in the study of Hilbert–Kunz series.
(2) A lower bound for certain “F -pure thresholds.”
(3) Han’s explicit description of the 3-dimensional p-fractal attached to x, y and x + y.
(4) Some apparently simple degree estimates, observed in the past but unproved until now (Corol-
lary 6 and Theorem 10).
© 2005 Elsevier Inc. All rights reserved.
Let k be an algebraically closed field and Fi (1  i  3) be nonzero homogeneous
elements of R = k[x, y], degFi = di . We assume that the Fi have no common factor, so
that the colength (denoted by deg I ) of the ideal I = (F1,F2,F3) is finite.
There is an R-linear map R3 → R taking (A1,A2,A3) to∑AiFi . The Hilbert syzygy
theorem shows that the kernel K of this map is free on 2 homogeneous generators of
degrees α and β; we may assume α  β . Set δ = δ(F1,F2,F3) = α − β; it is the “syzygy
gap” for F1, F2, and F3. Using the exact sequence 0 → K → R3 → R → R/I → 0 we
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374 P. Monsky / Journal of Algebra 303 (2006) 373–381find that the Hilbert polynomial, H , of the finite-dimensional graded ring R/I is (1− t)−2 ·
(1 −∑ tdi + tα + tβ).
Lemma 1.
(1) α + β = d1 + d2 + d3; consequently δ ≡ d1 + d2 + d3 (2).
(2) Let Q(r, s, t) = 2rs +2rt +2st − r2 − s2 − t2. Then deg(F1,F2,F3) = (Q(d1, d2, d3)
+ δ2)/4, where δ = δ(F1,F2,F3).
Proof. L’Hospital’s rule shows that the first and second derivatives of (1−∑ tdi + tα+ tβ),
evaluated at 1, are 0 and 2H(1) = 2 deg(F1,F2,F3), respectively. The lemma follows eas-
ily. 
We will also use the following easily proved properties of δ:
Lemma 2.
(1) If d3  d1 + d2, δ = d3 − d1 − d2.
(2) If U is homogeneous and prime to F3, δ(UF1,UF2,F3) = δ(F1,F2,F3).
(3) If l is homogeneous of degree 1, δ(lF1,F2,F3) and δ(F1,F2,F3) differ by 1.
Our goal is to use a well-known result of Mason to deduce properties of δ.
Theorem. (Mason) Let u and v be nonconstant rational functions on P1(k) with u + v +
1 = 0. Let S ⊂ P1(k) be the set consisting of the zeros and poles of u and v. If chark = 0,
degu  |S| − 2. If chark = p, either degu  |S| − 2, or u is a pth power in the field of
rational functions. (By degu we mean the degree of the divisor of poles of the rational
function u.)
Recall Snyder’s [6] elegant proof of this result. u has a zero, and we may assume that
some zero of u is the pole of x. Write u = A
C
, v = B
C
with A, B , C in k[x], having no
common factor. Since A+B+C = 0, A, B and C are pairwise prime. Since u has a zero at
the pole of x, degA< degB = degC = degu. We may assume that ABC =∏(x − bi)si .
Since the elements of S are the bi together with ∞, the number of bi is |S| − 1. Now
(x−b1)s1 divides either A, C or B . In the first 2 cases, (x−b1)s1−1 divides A and A′ (or C
and C′), and so divides CA′ − AC′, while in the third case it divides CB ′ − BC′; since
v′ = −u′ it divides CA′ −AC′ in this case as well. If CA′ −AC′ = 0, u′ = 0, so chark = p
and u is a pth power. If CA′ −AC′ = 0 then we note that it is divisible by∏(x − bi)si−1,
and compare degrees to conclude that deg(ABC) − (|S| − 1)  degA + degC − 1. So
degu = degB  |S| − 2.
Theorem 3. Suppose F1, F2 and F3 are pairwise prime, and let n0 = n0(F1,F2,F3) be
the number of distinct linear factors of F1F2F3; that is to say the number of principal
prime ideals of R containing F1F2F3. Suppose n0  2, chark = 0, and d1, d2, d3 satisfy
the triangle inequality. Then δ(F1,F2,F3) n0 − 2.
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mal. The module of R-relations between F1, F2 and F3 has generators of degrees α and β
with α  β; let
∑
AiFi = 0 be the degree β relation.
We claim that (F1,A2) = 1. For otherwise there is a linear form l dividing F1 and A2.
Then l divides A3F3, and so divides A3. Then A1(F1l )+ A2l (F2)+ A3l (F3) = 0 is a degree
β − 1 relation between F1
l
, F2 and F3, so δ(F1l , F2,F3) > δ(F1,F2,F3). Note also that
d1, d2 and d3 must satisfy the strict triangle inequality, since otherwise δ(F1,F2,F3) = 0
and F1,F2,F3 would not provide a counterexample to the theorem. So d1 − 1, d2, d3 also
satisfy the triangle inequality, and F1
l
, F2,F3 also provide a counterexample, contradicting
our choice of the Fi .
In like manner we show that (F1,A2A3), (F2,A1A3) and (F3,A1A2) are all 1. Also
(A2,A3) = 1. For otherwise some linear l divides A2 and A3, and so divides A1F1—since
l cannot divide F1 it divides A1, and we get a degree β −1 relation between F1, F2 and F3.
We conclude that the AiFi are pairwise prime. Then u = A1F1A3F3 and v =
A2F2
A3F3
may be
viewed as rational functions on P1(k) with u + v + 1 = 0. In the language of Mason’s
theorem, degu = β , while |S| deg(A1A2A3) + n0 = (β − d1) + (β − d2) + (β − d3) +
n0 = 3β − (α + β)+ n0. So β  |S| − 2 2β − α + n0 − 2, and δ = α − β  n0 − 2. 
Taking F1,F2,F3 to be xa1 , ya2 , (x + y)a3 we get:
Corollary 4. Suppose chark = 0 and a1, a2, a3 satisfy the triangle inequality. Then
δ(xa1 , ya2, (x + y)a3) = 0 or 1 according as ∑ai is even or odd. It follows that
deg(xa1 , ya2, (x + y)a3) = Q(a1,a2,a3)4 	 with Q as in Lemma 1.
Remark 5. There is a more computational approach to Corollary 4. It suffices to con-
sider the case of even
∑
ai , and this amounts to showing that a certain matrix of binomial
co-efficients is nonsingular. See [1, Lemmas 2.9 and 5.6] for a proof on these lines. ([2,
Theorem 2.14] gives yet another method, but the result is surely classical.)
Deeper is:
Corollary 6. Suppose chark = 0, and that h ∈ k[x, y, z] is a form of degree 2. Suppose
h is smooth, by which we mean that it defines a smooth projective plane curve. Then
deg(xa, ya, za, h) is:
(1) 3a22 or 3a
2
2 + 2 if a is even.
(2) 3a2−12 , 3a
2+1
2 , or
3a2+3
2 if a is odd.
Proof. There is a linear map taking h to z2 − xy and x, y, z to linear forms l1, l2, l3.
Mapping x, y and z to u2, v2 and uv gives an identification of k[x, y, z]/(z2 −xy) with the
even degree part of k[u,v], and the images, F1, F2 and F3, of l1, l2 and l3 span the degree
2 part of k[u,v]. So k[x, y, z]/(z2 − xy, la1 , la2 , la3 ) identifies with the even degree part
of the k[u,v] module B = k[u,v]/(F a,F a,F a). If H is the Hilbert polynomial of B , we1 2 3
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2
2 + 18δ(F a1 ,F a2 ,F a3 )2 + 12H(−1).
Furthermore 12H(−1) = 18 (1 − 3 ± 2) = 0 or − 12 .
It only remains to show that δ(F a1 ,F
a
2 ,F
a
3 ) = 0, 2 or 4. If two of the Fi , say F1
and F2, have a common linear factor l, then δ(F a1 ,F
a
2 ,F
a
3 ) = δ((l−1F1)a, (l−1F2)a,F a3 ) =
2a−a−a = 0. Otherwise, the Fai are pairwise prime, and since n0(F a1 ,F a2 ,F a3 ) 6, The-
orem 3 gives the desired result. 
Question 7. When h is smooth of degree d  3, results of Trivedi [7, Corollary 5.4],
combined with reduction to characteristic p, show that deg(xp, yp, zp,h) 3dp
2
4 + d(d−3)
2
4
for all large primes p. Is there any similar result for deg(xa, ya, za, h)?
We now consider fields k of characteristic p > 0. Once again suppose that F1,F2,F3 are
pairwise prime, and that n0 = n0(F1,F2,F3) 2. We shall prove a version of Theorem 3
with stronger hypotheses.
Theorem 8. Suppose l is a linear form appearing to an exponent prime to p in one of
the Fi , and that δ(F1,F2,F3) decreases when this Fi is replaced by lFi or l−1Fi . Then
δ(F1,F2,F3) n0 − 2.
Proof. Let
∑
AiFi = 0 be the relation of minimal degree β , between the Fi . We may
assume that l divides F1. If l divides A1 there is a relation of degree β between lF1, F2
and F3, so replacing F1 by lF1 makes δ increase, contrary to our assumptions. If l divides
A2 (or A3) it divides both A2 and A3, and this gives a relation of degree β − 1 between
l−1F1, F2 and F3. So replacing F1 by l−1F1 makes δ increase, contrary to assumption.
Thus l does not divide A1, A2F2 or A3F3.
Now let M be the g.c.d. of A1F1, A2F2 and A3F3. Since every irreducible factor of M
divides F1, F2 or F3, M = M1M2M3 with Mi dividing Fi . Let Gi = FiMi and Ui =
MiAi
M
,
so that
∑
UiGi = 0, and the UiGi are pairwise prime. u = U1G1U3G3 and v = U2G2U3G3 may be
viewed as rational functions on P1(k) with u+v+1 = 0. Since l does not divide U1, U3G3
or M , the exponents to which it appears in U1G1 and U3G3 are the exponent to which it
appears in F1, and 0 respectively; we conclude that u is not a pth power. Now degu =
deg(U1G1) = β −degM . And in the language of Mason’s theorem, |S| deg(U1U2U3)+
n0 = (β−degF1M2M3)+(β−degF2M1M3)+(β−degF3M1M2)+n0 = 3β−(α+β)−
2 degM+n0. So β−degM  2β−α−2 degM+n0 −2, and δ = α−β  n0 −2−degM ,
giving the theorem. 
Corollary 9. Suppose that H is homogeneous and that l appears to an exponent prime to p
in H . Let q be a power of p and suppose that δ(xq, yq,H) decreases when H is replaced
by either lH or l−1H . Then δ(xq, yq,H) n0(H)− 2.
Proof. When n0(H)  2 one sees easily that the hypotheses cannot be satisfied. So we
can write H = la11 la22 H0 where l divides H0 and (l), (l1) and (l2) are distinct. If a1 or
a2 is  q then l−1H , H and lH are in (xq, yq) and the hypotheses are not satisfied.
Now δ(xq, yq,H) = δ(lq, lq , la1 la2H0) = δ(F1,F2,F3) where F1 = lq−a1 , F2 = lq−a2 and1 2 1 2 1 2
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2 n0(H)− 2. 
If I is an ideal of finite colength in k[x, y] and H ∈ k[x, y] is divisible by some l,
then multiplication by l maps (I,l
−1H)
(I,H)
onto (I,H)
(I,lH)
, and it follows that 2 deg(I,H) −
deg(I, l−1H)− deg(I, lH) 0. But getting an upper bound for this quantity is more diffi-
cult, and the following consequence of Corollary 9 is interesting.
Theorem 10. Suppose that H is homogeneous and that the exponent to which the lin-
ear form l appears in H is prime to p. Then if q is a power of p, 2 deg(xq, yq,H) −
deg(xq, yq, l−1H)− deg(xq, yq, lH)max(0, n0(H)− 2).
Proof. Using Lemma 1 we see that the quantity in question is 14 (2 + 2δ(xq, yq,H)2 −
δ(xq, yq, lH)2 − δ(xq, yq, l−1H)2). This is 0 unless δ(xq, yq, lH) and δ(xq, yq, l−1H)
are each s−1, where s = δ(xq, yq,H). In this exceptional case 14 (2+2s2 −2(s−1)2) = s.
Furthermore our hypothesis and Corollary 9 show that s  n0(H)− 2. 
Theorem 10 gives a partial answer to a question raised in [5, p. 527].
Theorem 11. Let l1, . . . , lr be pairwise prime linear forms, r  2. Suppose 0 
a1, . . . , ar  q , where q > 1 is a power of p, and the ai satisfy the inequalities 2ai ∑
aj  2q . Then δ(xq, yq,
∏r
1 l
ai
i ) (r − 2)p−1q .
Proof. If there is a counterexample choose one with minimal q , and for this q take the
counterexample b1, . . . , br to have the largest possible value of δ(xq, yq,
∏
l
ai
i ). Since
b1, . . . , br is a counterexample, δ(xq, yq,
∏
l
bi
i ) > 0; it follows that b1, . . . , br satisfy the
strict inequalities 2ai <
∑
aj < 2q , and that b1 ± 1, b2, . . . , br each satisfy 2ai ∑aj 
2q .
Now δ(xq, yq,
∏
l
ai
i ) = δ(lq1 , lq2 ,
∏
l
ai
i ) = δ(lq−a11 , lq−a22 ,
∏r
3 l
ai
i ). So if we take F1 =
l
q−b1
1 , F2 = lq−b22 and F3 =
∏r
3 l
bi
i then δ(F1,F2,F3) = δ(xq, yq,
∏
l
bi
i ); furthermore our
choice of b1, . . . , br shows that this decreases when F1 is replaced by l1F1 or l−11 F1. If p
does not divide b1, l1 occurs with exponent prime to p in F1, and Theorem 8 tells us that
δ(xq, yq,
∏
l
bi
i )  n0(F1F2F3) − 2  r − 2 contradicting the assumption that b1, . . . , br
is a counterexample. So p divides b1, and we see similarly that p divides each bi . When
q = p each bi is 0 or p contradicting the inequalities 2bi <∑bj < 2p. And if q > p
we replace q and bi with qp and
bi
p
, getting a counterexample with smaller q; a contradic-
tion. 
Theorem 12. Suppose H = ∏41 hi with hi pairwise prime linear forms. For l < p2 ,
δ(xp, yp,H lh1h3) and δ(xp, yp,H lh2h3) cannot both be  2.
Proof. Let Axp + Byp + CHlh3 = 0 be the linear relation between xp , yp and Hlh3
of smallest degree, β . Theorem 11 tells us that δ(xp, yp,H lh3)  2, so it can only be 1.
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h2 divide C. So h1h2 divides C, there is a degree β relation between xp , yp and Hlh1h2h3,
and δ(xp, yp,H lh1h2h3) = 3. When l = p−12 , this last δ is (2p+1)−p−p = 1, and when
l <
p−1
2 , Theorem 11 shows that δ(x
p, yp,H lh1h2h3) 2, giving a contradiction. 
Theorem 12 is a special case of Conjecture Z(l) formulated in [4], which plays a role
in calculating the Hilbert–Kunz series of the polynomials zD −H(x,y).
We next prove Conjecture Z(l) in general. Suppose that λ and t are in k with λ = 0 or 1.
If t = 1, set F = x and G = y. If t = 1 set F = (x + y)2 and G = (x + λy)(x + ty). Let
H =∏hi where h1, h2, h3, h4 are x, y, x + y, x + λy. Conjecture Z(l) is the claim that
δ(Fp,Gp,H lh1h3) and δ(Fp,Gp,H lh2h3) cannot both be  2 when l < p2 .
When t = 1 this is just Theorem 12. Suppose t = 0. Then δ(Fp,Gp,H lh1h3) =
δ(Fp, (x + λy)p−lxp−l−1, yl(x + y)l+1) = 2p − (2p − 2l − 1) − (2l + 1) = 0. Suppose
t = λ−1. Then the k vector space spanned by Fp and Gp = (x + λy)p(x + λ−1y)p is the
same as that spanned by Fp and xpyp . So δ(Fp,Gp,H lh1h3) = δ(Fp, xpyp,H lh1h3) =
δ(Fp, xp−l−1yp−l , (x+y)l+1(x+λy)l) = 2p− (2p−2l−1)− (2l+1) = 0. So the result
holds for t = 0 and t = λ−1 as well as for t = 1.
We now fix t = 1, 0 or λ−1. For 0  j  p let δj = δ(Fp,Gp,Hj ). Note that δ0 =
δp = 0.
Lemma 13. If δj = 2, δj+1 = 0, 2 or 6. If δj  4, then δj+1 = δj + 4 or δj − 4.
Proof. Let AjFp + BjGp + CjHj = 0 and A∗jFp + B∗j Gp + C∗j Hj = 0 be the gener-
ating linear relations between Fp , Gp and Hj , of degrees αj and βj , with αj − βj = δj .
Note that Cj and C∗j generate (Fp,Gp) :Hj . Since δj > 0 and λt = 0 or 1, the proof
of Lemma 2.4 of [4] shows that H either divides C∗j or is prime to C∗j . In the first case,
βj+1 = βj and δj+1 = δj + 4. If we are in the second case and δj  4 then βj+1 = βj + 4,
and so δj+1 = δj − 4. And if δj = 2, then βj+1  βj + 2, so δj+1 cannot be 4. 
Theorem 14. Every δj , 0 j  p, is 0 or 2.
Proof. If the result is false, choose j with δj as large as is possible. Then δj  4, and
Lemma 13 shows that δj+1 = δj−1 = δj − 4.
Consider the function (a1, a2, a3, a4) → δ(Fp,Gp,∏41 haii ). The value of this func-
tion at (j, j, j, j) is δj , and the result of the last paragraph tells us that the values at
(j ± 1, j, j, j) are each δj − 1. Now δ(Fp,Gp,∏haii ) = δ((x + y)2p−a3 , (x + λy)p−a4 ×
(x + ty)p, xa1ya2). In particular, if F1 = (x + y)2p−j , F2 = (x + λy)p−j (x + ty)p and
F3 = xjyj then δ(F1,F2,F3) = δj , while δ(F1,F2, xF3) and δ(F1,F2, x−1F3) are both
δj −1. Since the exponent, j , to which x appears in F3 is not divisible by p, the hypotheses
of Theorem 8 hold, and δj  n0(F1F2F3)− 2 3, giving the result. 
Corollary 15. If l  p − 1 then δ(Fp,Gp,H lhihj ) = 0 or 2.
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more, in the relation AFp +BGp +CHl = 0 of smallest degree, hihj divides C. If follows
as in Lemma 13 that H divides C and δl+1 = δl + 4, contradicting Theorem 14. 
Theorem 16. If t = 1 and l  p− 1 then δ(Fp,Gp,H lh1h3) and δ(Fp,Gp,H lh2h3) are
not both  2. (Together with Theorem 12 this gives Conjecture Z(l).)
Proof. The discussion following Theorem 12 allows us to assume λt = 0 or 1. Suppose
the result is false. Then δ(Fp,Gp,H lh3) is 3 or 1. In the first case, δl = 2, and in the
relation AFp + BGp + CHl = 0 of minimal degree, h3 divides C. So H divides C and
δl+1 = δl + 4 contradicting Theorem 14. In the second case, since δ(Fp,Gp,H lh1h3) and
δ(Fp,Gp,H lh2h3) are each > δ(Fp,Gp,H lh3), the argument of Theorem 12 shows that
δ(Fp,Gp,H lh1h2h3) = 3. Making use of the automorphism of kx, y taking x to λy and
y to x, as in the proof of Lemma 2.4 of [4], we find that δ(Fp,Gp,H lh1h2h4) = 3. Corol-
lary 15 now shows that δ(Fp,Gp,H lh1h2) = 2 and an argument like that of Theorem 12
tells us that δ(Fp,Gp,H lh1h2h3h4) = 4, contradicting Theorem 14. 
Our next application is to the “F -pure thresholds” of Takagi, Watanabe and Hara. Sup-
pose that r  3 and that f =∏r1 leii , with li pairwise prime linear and ei > 0. We assume
2 max ej 
∑
ei and set d = degf =∑ ei . There is a continuous function ϕ on [0,1]
whose value at a
q
is q−2 deg(xq, yq, f a). One sees at once that ϕ is nondecreasing, and
that ϕ = 1 on [ 2
d
,1]. Hara has studied the inf, c(f ), of all t with ϕ(t) = 1. (In [3], he and
I proved rationality results for such “thresholds” in a more general 2-dimensional power
series setting.) Evidently c(f )  2
d
. We give a lower bound for c(f ). (Hara has obtained
the following theorem and other results overlapping ours by a different method.)
Theorem 17. c(f ) 2p−r+2
pd
.
Proof. Suppose t = a
q
 2
d
. By Lemma 1, 4ϕ(t) = q−2Q(q,q, da) + (q−1δ(xq, yq,
∏r
1 l
eia
i ))
2
. The first term is Q(1,1, dt) = 4dt −d2t2 = 4− (2−dt)2. Since 2 max(ej a)∑
eia = da  2q , Theorem 11 shows that the second term is  r−2p . So if ϕ(t) = 1,
2 − dt  r−2
p
, and t  2p−r+2
pd
. 
Remark 18. Suppose f is smooth of degree 4 and p = 2. Then δ(xp, yp,f (p−1)/2) is 0
or 2. In the first case it is not hard to see that δ(xq, yq, f (q−1)/2) is always 0; it follows that
ϕ(
q−1
2q ) = 1 − 1q2 , so that c(f ) = 12 . In the second (supersingular) case one calculates that
ϕ(
p−1
2p ) = 1. Applying Theorem 17 with d = r = 4, we find that c(f ) = p−12p .
We conclude this note with new proofs of results of Han [1]. She used these results to
calculate the Hilbert–Kunz function of xd1 + yd2 + zd3 .
Definition 19. T.d is the taxi-cab distance in R3; T.d(t, u) =∑31 |ti − ui |. δ∗ : [0,∞)3 →[0,∞) is the unique continuous function with δ∗( a1 , a2 , a3 ) = q−1δ(xa1 , ya2, (x + y)a3).
q q q
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|δ∗(t)− δ∗(u)| T.d(t, u). Also, if t1  t2 + t3, then δ∗(t) = t1 − t2 − t3.
Mason’s theorem leads to a quick proof of Theorems 2.25 and 2.29 of Han [1], which
give an explicit description of the function δ∗.
Definition 20. Lodd is the set of (a1, a2, a3) in Z3 with
∑
ai odd. Suppose s ∈ Z and
t ∈ [0,∞)3.
Es(t) = 1 − T.d( tps , u) if T.d( tps , u) < 1 for some u in Lodd (such u, if it exists, is
evidently unique).
Es(t) = 0 if no such u exists.
Remarks.
(1) If t1 > t2 + t3, psEs(t) = t1 − t2 − t3 for s large. For if ps  t1 and u = (1,0,0), then
T.d(t,psu) = ps − (t1 − t2 − t3), and so psEs(t) = t1 − t2 − t3.
(2) If t1, t2, t3 satisfy the triangle inequality, then psEs(t) = 0 for s large. (If ps  32 ×
max ti , then T.d( tps , u) 1 if u = (1,0,0), (0,1,0), (0,0,1) or (1,1,1).)
(3) If m> n and Em(t) = 0,En(t) = 0 then pmEm(t) pnEn(t). We may assume n = 0.
Take u,v in Lodd with T.d(t, u) = a in [0,1) and T.d( tpm , v) = b in [0,1). If the result
is false then pm(1 − b) < 1 − a, and so T.d(t,pmv) = pmb ∈ (pm + a − 1,pm). It
follows that T.d(u,pmv) ∈ (pm − 1,pm + a) and that∑31 |ui − pmvi | = pm. A con-
gruence mod 2 rules this out.
Lemma 21.
(1) If t1 > t2 + t3, maxs∈Z psEs(t) = t1 − t2 − t3.
(2) If t1, t2, t3 satisfy the triangle inequality then either all Er(t) = 0, or there is a largest
s with Es(t) = 0. In this case psEs(t) = maxr∈Z prEr(t).
(3) δ∗(t)maxr prEr(t).
Proof. (1) is immediate from Remarks (1) and (3), and (2) comes from Remarks (2)
and (3). To prove (3) we must show that δ∗(t) psEs(t) when Es(t) = 0. Take u ∈ Lodd
with T.d( t
ps
, u) < 1. Since |δ∗( t
ps
) − δ∗(u)| T.d( t
ps
, u) and δ∗(u) 1, δ∗( t
ps
)Es(t),
and δ∗(t) psEs(t). 
Theorem 22. δ∗(t) = maxr prEr(t). (The proof of this in Han [1] uses matrices of binomial
co-efficients.)
Proof. Since Er(pt) = Er−1(t), both sides multiply by p when t is replaced by pt . A con-
tinuity argument then allows us to assume that the ti are integers. Choose q max ti and
consider the function Δ : (a1, a2, a3) → δ(xa1 , ya2 , (x + y)a3) defined on {0,1, . . . , q}3;
Δ is just the restriction of δ∗ to this set. There is a point v = (v1, v2, v3) in this set such
that Δ(v) = Δ(t) + T.d(t, v), and such that Δ decreases whenever v is replaced by any
“adjacent”point in the set. Write v = psu where the ui are integers, and u1 (say) is not
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orem 8 shows that δ(xu1, yu2, (x + y)u3) 1. It must be 1, and so u ∈ Lodd. Furthermore
δ∗(v) = ps and δ∗(t) = ps − T.d(t, v) = psEs(t). Together with (3) of Lemma 21, this
gives the theorem. 
Han also stated her theorem in the following form, convenient for the calculation of
δ∗(t) as a function of p, when the ti are fixed rationals.
Corollary 23. Suppose t1, t2, t3 satisfy the triangle inequality. If there is an s in Z and u
in Lodd with T.d(pst, u) < 1, then there is a pair s, u with smallest such s, and δ∗(t) =
p−s(1 − T.d(pst, u)). If no such s and u exist then δ∗(t) = 0.
Proof. If no such s and u exist, every Er(t) = 0 and we apply Theorem 22. In the op-
posite case, (2) of Lemma 21 shows that there is a smallest s with p−sE−s(t) = 0, i.e.
with T.d(pst, u) < 1 for some u in Lodd, and that furthermore, p−s(1 − T.d(pst, u)) =
maxr∈Z prEr(t). Theorem 22 now gives the result. 
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