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Abstract 
Open distributed systems are computing systems that can be characterized by a heterogeneity 
of involved machine- and network architectures as well as of the data processed. They have to be 
able to integrate existing applications, to cope with the use of multiple programming-languages, 
and potentially high dynamics by joining and leaving components. 
The coordination language Laura is designed to facilitate the use and offer of services in 
such a system. It is based on a shared collection of forms describing offers, requests, and 
results of services, called the service-space. Laura’s operations permit the exchange of forms 
via the service-space, guided by a matching-rule based on a subtype-notion on service types. 
The uncoupled coordination paradigm inherited from Linda allows it to meet the requirements 
of open systems. 
An architecture for a distributed Laura-system is described. that is scalable and can be adjusted 
to organizational borders. The architecture has been implemented on top of the ISIS toolkit. 
With Laura, we apply Linda’s coordination paradigm to open systems. Based on an analysis 
of the issue of names in open systems, we introduce a new approach to typing of interfaces. 
The architecture we propose includes new extensions to a partial replication scheme that can 
cope with dynamically changing set of participating machines. 0 1998 Elsevier Science B.V. 
All rights reserved. 
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1. Open distributed systems 
Open distributed systems provide an infrastructure in which participants use and olTer 
services from and to others. They do so at a large scale ~ potentially world-wide ~ 
and with very few restrictions. The aim is to glue together resources that are already 
available for some users but not accessible for all. 
Whereas for a distributed system, a single application is distributed to several net- 
worked machines as in Fig. 1, an open distributed system is dynamically composed 
from non-dedicated hardware and software components, which may already be in use 
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for other applications, as in Fig. 2. Components are able to join and leave the open 
system without restriction. 
As these components work concurrently, communication and synchronization - in 
one word coordination - amongst them becomes necessary. A solution to the coordi- 
nation problem in open systems has to provide the “glue” that holds the components 
together. It has to deal with several characteristics of the hardware and software com- 
ponents, such as: 
- Heterogeneity of machine-, network- and operating-system architectures: The ma- 
chines on which the software components of an open system run, are of different 
machine architectures and from different vendors. They can include personal com- 
puters, workstations or mainframes. An open system has to deal with differences 
amongst them such as data representations. 
Coordinating open systems means to deal with these heterogeneities by making 
them transparent to the user and abstracting from their concrete outforms when 
designing a coordination system. 
- Heterogeneity of programming languages used for software components: The soft- 
ware used in the open system can be written in different programming languages. 
One cannot assume that a language is available across all hardware platforms in- 
volved or introduce a potentially world-wide restriction to use one language only. 
Coordinating open systems requires abstracting from the programming languages 
used for the software components and introducing linguistic means that focus on 
communication, synchronization, and services and are able to abstract from different 
models of computation materialized in languages. 
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- Potential high dynamics by unrestricted joining and leaving components: An open 
distributed system has no time of beginning or end. It is formed by the components 
that joined it. In an open system there should be no restriction for components on 
when they join or leave. Examples can be the interactive start of some user-interface 
component, or the replacement of a hard or software component by a newer one. No 
component should be forced to wait for some condition and no component should 
be hindered from leaving the system by some condition. 
Coordinating open systems means to avoid restrictions and to provide mechanisms 
that can deal with these dynamics. For example, no assumption on the availability 
of some component can be made. Even if it is in the system at some time, there is 
no guarantee that it does not leave quickly thereafter. 
In this paper, we present a coordination language, called Laura, which aims at coordi- 
nating services in open distributed systems. With the work on Laura presented in this 
paper, we explored the following issues. First, we analyze whether the Linda paradigm 
be applied with benefit to the coordination problem in open distributed system (Sec- 
tions 1 and 2). We answer that question with the design of Laura (Section 3) and 
a suited tuplespace like coordination model, called the service-space, with three basic 
operations (Section 5). 
Second, we extend the data-oriented matching mechanism of Linda to a service-type- 
oriented approach. For our type system, we analyze the qualitative characteristics of 
naming on open systems (Section 4) and formalize our approach to typing of service 
interfaces in Section 6. 
Finally, we develop an architecture which extends known Linda implementation 
strategies with mechanisms that cope with the dynamics found in open systems in 
Section 7. 
2. The Linda coordination paradigm 
Linda is a language for coordination in parallel systems that has been studied from 
about the mid 1980s [6]. The underlying view is that of an asynchronous ensemble, in 
which all work is performed by agents. Agents form an ensemble by coordinating their 
activity asynchronously via some media. The actual work is performed independently, 
asynchronously, and autonomously. 
Linda introduces an uncoupled communication paradigm which is based on the ab- 
straction of a tuplespace. It acts as a shared store of data which is kept as tuples that 
are addressed associatively by a pattern used in a matching-mechanism to retrieve a tu- 
ple. It is unknown, which agent put the tuple into the tuplespace, thus communication 
partners remain anonymous to each other. 
Linda as a coordination language is embedded in some computational language, 
which makes the coordination primitives available. out, in and rd deposit and retrieve 
tuples from the tuplespace. The selection of a tuple wrt. a given pattern provided for 
in- and rd-operations is governed by a matching-rule. 
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The following list identifies characteristic concepts of Linda that we take as key 
issues for solutions of the coordination problem in open systems: 
- Uncoupling of agents: The basic paradigm of communication is uncoupled in that 
the sending and receiving agents do not know about each other. This mechanism 
therefore needs no naming-scheme for agents, and is more abstract than a directed 
communication paradigm. 
_ Associative addressing: An agent willing to receive data uses a template to address 
is associatively. It therefore does specify, what data it is interested in, not what 
message is wants to receive. The template makes a semantic statement, whereas 
“deliver message #lo12 to me” is a syntactic statement. 
- Nondeterminism: Associative addressing by templates is nondeterministic, by not 
prescribing the choice of which data to select. But finally, during execution a deter- 
ministic choice has to be made for concrete coordination. However, the necessary 
choice is left to some mechanism “behind the stages”. This late decision is appro- 
priate to guide the choice by dynamic information. 
- Concurrency: Agents being coordinated in a system by Linda perform their work 
implicitly concurrently. There are no assumptions on the order of execution or 
communication. The only requirement is induced by the potential blocking of in/rd: 
Some agent must send date before it can be received. 
- Separation of concerns: Linda was of the first languages to focus on coordination 
solely. It demonstrates that this separation of concerns leads to a solution of a coor- 
dination problem independent of how computation is performed. The benefits of this 
separation are concentration on a single problem and abstraction from the solution 
of other problems such as computation. 
3. Service-based coordination with Laura 
In this paper we describe the language Laura providing the “glue” that enables us 
to coordinate an open system with the characteristics described. We understand the 
software components in an open system as agents that use and offer services according 
to their functions. Laura introduces the abstraction of a service-space shared by all 
agents which is a collection of forms. A form can contain a description of a service 
offer, a service request with arguments or a service-result with results. 
The operations of the coordination language Laura offer linguistic means to put and 
retrieve offer-, request- and result-forms to and from the service-space. When they are 
executed, a mechanism similar to Linda’s matching brings together offer-forms and 
request-forms and delivers the parameters to the service offerer. Result-forms are again 
matched with requests, so that results can be delivered to the requester. Fig. 3 illustrates 
this abstraction for a set of components involved in a travel ticket purchase system. 
A main characteristic of our approach shows in the illustration: There are no visible 
connections amongst agents that offer and request services. An agent knows only about 
the service-space where it exchanges forms. The service provider and the requester 
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Fig. 3. A service-space for a travel ticket purchase system. 
remain anonymous to each other. We claim that such an uncoupled coordination style 
is a well-suited paradigm for open systems because of the following reasons. 
In a conventional distributed system, one can assume that - due to its static nature 
_ an agent that performs some service can repeat this at some time in the future. 
Therefore, it can be efficient to establish a connection between agents for the passing 
of multiple requests along that connection. If more than one agent offers the same 
service, it may also be convenient to choose a particular one and to memorize its 
identifier for further requests. 
Both are impossible in open systems, since there is no guarantee that a known 
agent will be present at some later time. Establishing a connection hinders agents from 
leaving the system, which is an unwanted restriction. Memorizing a communication 
address for later use has the potential of leading to an error, because the agent could 
have left already. 
Moreover, uncoupledness is part of the nature of open systems. There can be mul- 
tiple offers of similar services by different agents. The decision on which particular 
service to use should be taken very late on the basis of information that is available 
at runtime only. With connections, the decision on what agent to communicate with 
is based on information about the past - the time of establishing the connection. This 
ignores new information such as the availability of a service offerer which is cheap to 
communicate with. 
The service-space hides the issue of connections from the agents, preventing them 
from having to cope with joining and leaving agents or with communication addresses 
and names - an issue discussed in the next section - and the details of communication. 
Also, the concrete selection of service providing agents is made by some mechanisms 
“behind the stages” to which up-to-date information about other agents is available. 
Laura puts emphasis in stating what service is requested, not on which agent is 
requested to perform it. Combined with our approach to naming, we introduce a higher 
abstraction compared to systems that rely on fixed naming schemes, or repositories of 
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service-names to service types. The identification of services is a central issue for Laura 
_ our approach is discussed in the next section. 
4. Identification of services 
The “glue” Laura uses to coordinate services is the exchange of forms via the service- 
space. As put, forms identify the service requested or offered and necessary information. 
In this section, we discuss the issue of naming in open distributed systems and develop 
a view on the relation between syntactic names and their semantics which is the basis 
for Laura’s type system. 
In Laura, a service is described by an interface consisting of a set of operation 
signatures. The signatures describe the types of the operations in terms of their names 
and their argument- and result-types. It is therefore a record of function-types. A form 
contains a description of this interface-type for service-identification. Putting a service 
request form into the service-space triggers the search for a service offer form so that 
the interface-type of the offer is in a matching relation to that of the request, We 
do not introduce names for service types, which is different to what is done in other 
approaches, such as direct naming and managed types, as we call them. 
ActorSpaces [l] use a direct naming system. Here, for some services named “mail”, 
“mail-fast” and “simple-mail”, the regular expression “*mail*” identifies any one 
out of those three. However, the name-portion “mail” still has to be known in advance. 
Such a scheme is not well-suited for open systems if no central control is introduced 
to keep track of the semantics of names used. For example, in the case of defined port- 
names for Internet services, a central institution - the IANA - is operated to assign 
names and numbers globally unique. For open systems which might require thousands 
of identifiers for a single system, such a central control is hard to implement, operate, 
and use. 
A more dynamic scheme is defined for the IS0 standard on open distributed pro- 
cessing ODP [7]. Here, a repository of type definitions is used to store interface types 
of services and relations amongst them. A subtype-relation on interface types can be 
explicitly declared or derived from subtyping rules. Offering or using a service is done 
by a trading function [8] that stores offers and their types. It uses the type repository 
to determine relations amongst offered and requested types and provides a requester 
with the identifier of an object offering an appropriate service. Our approach differs 
from the ODP scheme in that we do not introduce a repository of types and as there 
is no connection between offerers and requesters visible to the agents. 
In Laura, no names are used at all to identify services or the types of data involved 
in an operation. Instead, a service offered or requested is described by an interface 
signature consisting of a set of operation signatures. The operation signatures consist 
of a name and the types of arguments and parameters. 
Names can be understood as an encoding of the intended meaning in identify- 
ing objects and the objects themselves as the extension of this identification. For 
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a naming system in which all semantic objects are identified by a single name and 
each name identifies exactly one semantic object, we can justify a formal rule that 
requires a syntactical equivalence on names. For an open system without global and 
consistent knowledge, the same names can well be used for different semantic objects 
and different names can refer to the same object. 
We can represent a naming system by relations between names and semantic objects, 
where objects are represented by names. We call this relation .% and write MO when 
the name n represents the object o. Let .M be a relation on names that is used to 
determine if two names refer to the same semantic object. The four possibilities for 
objects ol and 02 and names n and m are: 
l Accidental mismatch m92ol A n92ol A T(mA!‘n) 
l Intended match rn.%Tol A nS?ol A m.An 
l Intended mismatch m.@ol A n&To2 A ~(mJln) 
l Accidental match rn9ol A n302 A rnJHn 
We can define two properties (similar to [3]): ~82’ is said to be sound if md&‘n + m92o A 
nBo and to be complete if m2oAn.%o +m.A’n. Soundness states that no accidental 
match will occur and completeness that no accidental mismatch occurs. .% is an abstract 
relation, today we have no means to derive ~2’ from it by some algorithm from a given 
set of names and objects. However, we can reason about the appropriateness of relations 
on names. We identify three outforms of .M that seem reasonable: 
(i) n.A’m H n = m. This is the above syntactic relation on names. 
(ii) n.A’m H s(n) = s(m). Here, s is a function on names that can provide some struc- 
tural information. For a record, s could be defined as the position of a name in 
a record. 
(iii) n&m = TRUE ignores names by defining all names pairwise matching. 
Note that all three forms are not sound, as accidental matches can occur. The last 
relation is complete, as no accidental mismatches can occur. The difference between 
form one and three represents the semantics of names, the difference between two and 
three the semantics of ordering. 
Based on this observation and the discussion at the beginning of this section, we 
deviate from standard approaches to the management of types in open systems for 
Laura in three ways. First, we abolish global names for interfaces for services and rely 
on matching of interface types as described below and formally defined in Section 6.3. 
Second, we ignore names of types and their definition following the last outform for 
any type names used for arguments or results of operations. Third, we use syntactic 
equivalence only for the names of operations appearing in an interface. 
This decision is a compromise between completeness - avoiding accidental mis- 
matches - and soundness - avoiding to increase the quantitative amount of accidental 
matches. We insist on the qualitative equivalence of our approach and present our 
definition as an alternative to standard typing in object oriented platforms for open 
systems. 
Similar to most approaches to interoperability, we use an interface description lan- 
guage to notate the interface of a service. This is necessary to facilitate the usage of 
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Se~~icr-T~pc,-l)ecla.ration ::= ( Signature ) where ‘rype-Ikrls 
%gnatrtre ::= Operation-Sig { OperabiokSig }. 
OperatiowSig ::= Operation-Name : Type-Names -> Type-Names. 
‘I’ylwNames ::= [ Type-Name ] { * Type-Name }. 
Tvp~Dcrls ::= Type-Decl { ; Typ+Decls }, 
T~pr~Dccl ::= Type-Name = Type-Definition. 
‘I’JJPIM ::= Predefiwd Type-Name / Type-Def { * Type-Lkf } 1 
( Type-Def { , Type-Def } )I C Type-Def { , Type-Def } 1. 
Pwdefined ::= string 1 character 1 number 1 boolean. 
Fig. 4. Abstract syntax of the service type definition language STL 
multiple programming languages. In Laura interfaces are notated in the service type 
language STL. Its abstract syntax is given in Fig. 4. 
To illustrate STL, we express the type of a service offered or used by a travel agency. 
It consists of the operations, getflightticket, getbusticket, and gettrainticket 
which take as arguments a credit-card number, a travel date and a destination. All op- 
erations confirm the purchase and result in a price. getbusticket also results in the 
name of a bus-company. The interface of this service - to which we will refer as the 
“large-agency” - is expressed as 
(getflightticket : ccnumber * date * dest -> ack * price; 
getbusticket : ccnumber * date * dest -> ack * price * line; 
gettrainticket : ccnumber * date * dest -> ack * price) 
where 
ccnumber = string; 
date =<day,month,year>; 
day = number ; 
month = number ; 
year = number ; 
dest = string; 
ack = boolean; 
line = string; 
price =<number,number>. 
In [ 10, 1 l] we formally defined a type-system which is used in the definition of the 
semantics of such interface definitions. This type-system includes rules for subtyping 
and this subtyping is the key for Laura’s identification of services: Given the interface 
descriptions in forms, a service offer matches a service request, if the type of the 
interface offered is a subtype of the one requested. In Section 6 we report on the 
formal basis for STL. 
For the traveling example, the typing allows it to have an agency that offers bus-, 
train- and flight-tickets, perform the purchase of a train-ticket when an agency is re- 
quested that offers bus- and train-tickets. It also rules out agencies offering bus- and 
flight-tickets to be selected for the purchase. When the following interface description - 
to which we will refer as the “small-agency” - is contained in a service-form, the form 
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matches a serve-form with the interface above, as their types are in a subtype-relation 
according to our type-system: 
(getflightticket : cardnumber * date * dest -> ack * charged; 
gettrainticket : cardnumber * date * dest -> charged) 
where 
cardnumber = string; 
date =<day,month,year>; 
day = number ; 
month = number; 
year = number ; 
dest = string; 
ack = boolean; 
charged =<number,number>. 
This subtyping relation is different from what is done in other object-based platforms 
for open systems, like ODP. There, for example, price and charged would have to 
be introduced as names types in some repository, and their equivalence would have to 
be declared explicitly. 
5. Laura’s operations 
We now review Laura’s operations. In the examples, we assume that the interfaces 
above are abbreviated as large-agency and small-agency, which are only locally known 
names and are no service-names or global identifiers. 
5.1. Operations for the service-provider 
A service is the result of an interaction between a service-provider and a service-user. 
In Laura, two operations coordinate this interaction for the service-provider, serve and 
result. An agent that is willing to offer a service to other agents puts a serve-form 
into the service-space. It does so by executing serve, which takes as parameters the 
type of the service offered and a list of binding rules that define to which program 
variables arguments for the service should be bound. For the example large-agency, 
the operation would be formulated as 
SERVE large-agency operation 
(getflightticket : cc * <day,month,year> * dest -> 
ack * <dollar,cent>; 
getbusticket :cc * <thedate.day, thedate.month, thedate.year>* 
dest -> ack * <dollar,cent> * line; 
gettrainticket : cc * <day,month,year> * dest -> 
ack * <dollar,cent>). 
SERVE 
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This states that a service with the interface large-agency is offered and that a code 
for the selected operation should be bound to the program variable operation. In 
the case of the operation gettrainticket, the arguments provided by the service- 
user should be bound to the program variables cc, day, month, year and dest. Note 
that in contrast to the names used only for convenience in the definition of a service 
interface, the names used in the binding lists are those of variables that have to be 
declared properly in the program text of the agent. The names used in the result-parts 
of the operations are ignored. 
When a serve is executed, a serve-form is built from the arguments. Then, the 
service-space is scanned for a service request form whose service type matches the of- 
fered service by being a supertype. The code of the requested operation and the pro- 
vided arguments are copied to the serve-form and finally bound to program variables 
according to the binding list. The serve-operation blocks as long as no matching 
request-form is found. After performing the service requested, the service-provider uses 
result to deliver a result-form to the service-space. This operation looks similar to 
serve: 
RESULT large-agency operation 
(getflightticket : cc * <day,month,year> * dest -> 
ack * <dollar,cent.>; 
getbusticket :CC * <thedate.day, thedate.month, thedate.year>* 
dest -> ack * <dollar,cent> * line; 
gettrainticket :cc * <day,month,year> * dest -> 
ack * <dollar,cent>) . 
RESULT 
Here, names used in the argument parts of the binding lists are ignored. A result-form 
is built consisting of the service interface and - depending on operation - a list of 
result values according to the binding list. For gettrainticket, these are taken from 
the variables ack, dollar, and cent. The agent is responsible to store the results 
properly in those variables. result is performed immediately by putting the form into 
the service-space. 
An agent that offers services usually operates in a loop consisting of the sequence 
serve-perform the service-result. However, Laura makes no assumptions on this 
behavior nor enforces it. This is due to the fact that no assumptions on the programming 
language used for the agent and its execution model can be made. It may well be that 
multiple services are performed concurrently or that the order of service provision does 
not match the order of requests. 
5.2. Using a service 
An agent that wants to use a service has to execute Laura’s third and last opera- 
tion, service. Its arguments are the service type requested, the operation requested, 
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arguments for the operation and a binding list. An example is 
SERVICE small-agency 
(getflightticket : cc * cthedate.day, thedate.month, thedate.year>* 
dest -> ack * <dollar,cent>;). 
SERVICE 
Here, a service with an interface small-agency is requested. The operation to be per- 
formed is getf lightticket. The binding lists from both the argument- and result-part 
are used to access the arguments stored in the program variables cc, thedate.day, 
thedate .month, thedate. year and dest. The results of the service should be bound 
to ack, dollar and cent. 
Up to now, we talked about a service request form for the sake of simplicity. In 
fact, executing service involves two forms: a service-put form and a service-get form. 
The first is constructed from the service interface and the arguments and then inserted to 
the service-space. If another agent performs a serve-operation and the service-put and 
serve-forms match, arguments are copied as described above and the service-provider 
can process the requested operation. 
The service-get form is constructed from the service interface and the binding list 
for the results. Then, a matching result-form is sought in the service-space and - when 
available - results are copied and bound to the program variables. When the request- 
form is entered to the service-space, it is matched with some serve-form, thus starting 
the execution of the requested service by some agent. When the result-form is retrieved, 
the results are bound to the local environment according to the binding list. 
The interaction of agents coordinating services with Laura consists either of putting 
a request for a service to the service-space, finding a matching offer form and copying 
of arguments or of trying to get the results of a service, by finding a matching result- 
form and copying of the results. This interaction is uncoupled, as service-provider and 
-user remain completely anonymous to each other. However, there remains the problem, 
that a result provides the results for a specific service. 
5.3. Form-transformations to establish logical connections 
Given that only two agents work on the service-space, the interaction described will 
always succeed. With more service-users and -providers, it may be that two identical 
services are requested and result-forms for them are emitted by providers - or a single 
provider that processes services concurrently - to the service-space. In this case the 
results of a service shall be given to the agent that requested it - which cannot be 
achieved if the interaction is implemented completely uncoupled and based on the 
matching of service types only. 
“Behind the stages” of Laura there has to be some mechanism that turns the logical 
uncoupling into a concrete coupling for the period of time between the choice of some 
service-provider, the invocation of operations of this agent and the delivery of the 
service-effects, i.e. the results, to the service-user. 
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service(J.o,a,?r) 
Requesting agent 
I A 
<J.o.a.r>..,“ice 
<r.?o,?a,?r*eNe <I.o.a.?r>Qe,“B <I.o.a.r>,~,,n 
serve(I,?o,?a,?r) result(I,o,a,r) 
Providing agent 
Fig. 5. Form involved when coordinating a service. 
It does so by form-transformations resulting in unique forms by the addition of some 
unique identifiers. When service is performed, Laura generates this unique identifier 
which extends the form. serve stores this identifier within a Laura-library - that has 
to be used by any agent - and extends the result-form with it. In this case there 
is only one result-form with that identifier and it can be retrieved by service. The 
resulting logical connection between provider and requester of a service is bound to the 
forms and does not require unique identifiers for agents. The logical connection does 
not imply a physical connection such as a communication channel but is manifested 
by the unique identifier in the form that then is used for the matching of unique 
forms. Fig. 5 shows a service interaction and the forms involved. The providing agent 
executes a serve with the offered interface I, a place holder for the operation code 
?o and binding rules for arguments ?a. The library transforms this serve-form into one 
with a place holder for a unique-identifier id prepended. 
The service-user executes service for an interface J, operation o with arguments 
a and binding rules for the results ?r. The library generates unique put- and get- 
forms from these which include the unique identifier id. Then a match occurs when 
I is a subtype of 3 in which case the arguments and o are copied. The put-form 
is removed from the service-space and the serve-form delivered to the provider with 
arguments filled in with a. The library strips off id, stores it and binds the values from 
o and a according to the binding rules ?o and ?a. 
The provider processes the service and performs result with results r. The library 
prepends the stored id and inserts the unique result-form to the service-space. A second 
match occurs with the unique get-form and the results r are copied. The result-form is 
destroyed and the put-form delivered to the service-user. The library strips off id and 
binds r according to the binding rules ?r. 
The following list highlights the characteristics of Laura and how they meet the 
requirements of service-coordination in open distributed systems: 
R. Tolksdorfl Science of Computer Programming 31 (I 998) 359-381 371 
_ Separated focus on coordination: Laura does focus on the coordination of services 
and introduces a complete language with respect to this task. Thereby, no assump- 
tions are made on programming languages that implement the processing of services 
or their execution models. This is necessary to allow the use of multiple languages 
in an open system. 
_ Uncoupled coordination: Laura requires no form of coupling amongst service-user 
and -provider. The logical connection with unique identifiers is hidden and induces 
no physical connections. This is necessary to cope with the dynamics of joining and 
leaving agents in open systems. 
_ Service identi$cation by typed interfaces and subtyping: In Laura services are iden- 
tified by the type of their interfaces solely and selected based on a subtyping relation. 
This is necessary to avoid a global naming mechanisms and to make use of multiple 
offers for similar services. 
6. A type system with subtyping 
The type-system we use for Laura is defined by a set of inference rules for type 
equivalence- and subtyping-relations. It consists of constants, three record-types with 
different treatment of names, products, three union-types, and function types. Type 
terms are generated by the following grammar, where al,. . . , a, are names and al,. . . , M, 
and b are type terms: 
dl::=(al:a,,...,a,:cc,)I(al:al,...,a,:cl,)ol(a,:a,,...,a,:a,)*lcL, X...Xc(,I 
[al:crl,..., a,:cc,]l[al:al,..., a,:a,]ol[al:U1,..., a,:a,]Alc(-+BIt. 
The different outforms of records and unions reflect the different forms of name- 
treatment as described in Section 4. (al : al,. . . , a, . a,) is called an exact record, in 
which the names are used for a syntactic matching, (al : ~(1,. . . , a, : an)0 an ordered 
record, where the names are unimportant and only the structural information on the 
order of fields is used. When working with an anonymous record - (al : al,. . . , a,, : a,,)~ 
_ both the syntactic and structural properties of the names are neglected. The rules be- 
low will make it clearer what exactly this means. We start with the rules for type 
equivalence. 
6.1. Rules for type-equivalence 
Equivalence of types is defined by the inference rules in Fig. 6. They establish an 
equivalence relation =, which is reflexive (E&FL), symmetric (ESYM) and transitive 
(ETRAN). 
For the records-types, the inference rules reflect the different outforms of a matching 
on names which we outlined in Section 4 on naming in open distributed systems. For 
ERncEx all names of the record fields have to be exactly matching, that is they have to 
be syntactical-equivalent. All types of the fields have to be pairwise identical. ERECORD 
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uses the structural information given by the position of a field as the matching criteria 
for names for an ordered record. All field names are renamed to their position and these 
renamed exact records have to be equivalent. Finally, E&CANON discards the name- 
information completely. Two anonymous records are equivalent if one can be permuted 
so that the permutation as an ordered record is equivalent to the other. The scheme 
(. . .) denotes the set of permutations over a record. 
EPROD infers equivalence of products from the equivalence on anonymous records. 
EUNIEX, EUNIORD and EUNIANON define equivalence for exact, ordered and anonymous 
unions similar to those for records. EUNIPERM reflects the fact that unions do not carry 
structural information per se. A union-type stands for the unordered union of fields, so 
that permutation of fields is allowed when inferring the equivalence of unions. The last 
rule EFUNC defines equivalence of function types as the equivalence of argument and 
result types. 
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Fig. 7. Rules for subtyping (I ). 
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Fig. 8. Rules for subtyping (2). 
6.2. Rules for subtypiny 
The rules for subtyping infer judgments on a subtype-relation by interpreting the 
rules in Figs. 7 and 8 relative to an environment r which contains assumptions on 
subtype relations. SASS defines how these judgments are made. 
I- denotes a set {tr < 0~1,. . , tn <OS,,} of subtyping assumptions on type variables 
from which judgments on subtype relations are based (SASS). With rule SREFL, SASYM 
and STRANS together with the minimal type I - no value is of this type - (SMIN) 
and T - all values are of this type - (SMAX), -CO is a partial order. As SREFL uses 
equality we had to introduce rules in figure 6 for all variants of records and unions 
existing in the type system. 
An exact record is a subtype of another if the types of fields with identical names are 
in the subtype-relation (SRECEX). The subtype can have more fields, making it possible 
to substitute a value of the subtype for its supertype by forgetting the additional fields. 
Rule SRECPOS defines the subtype relation for records ordered by the positions of 
fields. Here the names are replaced by their position in the record, thus using structural 
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information for the matching on names. As with the exact matching, additional fields 
can occur only at the end of the subtype record. 
Thus, the structural information “position” is too strong to what we intend. There- 
fore, rule SF&CORD is added to allow additional fields at any place of the subtype as 
long as the order of the fields also existent in the supertype is obeyed. The structural 
information used is “order” instead of “position” only. 
Finally, SRECANON discards names and structural information by defining subtyping 
on anonymous records by requiring one permutation of the subtype to be in the ordered 
subtype relation. As with the equivalence relation, subtyping on products is inferred 
from the subtype relation on anonymous records. 
For unions to be in a subtype relation that ensures substitutability, the subtype may 
not have more variants than the supertype. SUNIEX takes the syntactic name matching 
for exact unions into account. For ordered unions, SUNIORD discards the names but uses 
the positions of the variants. SUNIANON allows permutations to be used for anonymous 
unions. 
For function types, we define a contravariant subtyping by rule SFUNC. A function 
type is a subtype of another when its arguments are supertypes to those of its supertype 
and the results are subtypes to those of the supertype. Both to argument and result lists, 
SPROD is applied. By this, a subtyped function can safely replace its supertype function 
if the additional arguments and the additional results are discarded. In a system using 
applying this rule, a mechanism has to be provided by the system that discards these 
values transparently to the programmer. In our Laura implementation, this is performed 
by the library which binds values from forms to program variables. 
The type system we defined is underlying Laura’s service type concept. The seman- 
tics of expressions from Laura’s service type definition language as defined above are 
given in the next section. 
6.3. The semantics of Laura’s service-type definitions 
The semantics of a type expression is defined by interpreting it as a type in our type 
system. The interpretation is relative to a finite set r of definitions which associate 
type variables to types. r is required to be well formed, meaning that all type-variables 
of the expression have to be in the domain of r. 
For Laura and STL, there are no globally defined type-names except for the ground 
types. Thus r consists initially only of the type-variables string, character, number 
and boolean. The notation r(t) means the interpretation of t in the environment r. 
For a term t from STL, the type denoted by t is written z[t] and defined as de- 
picted in Fig. 9 with respect to the following set predefined: {string H string, charac- 
ter H character, number H number, boolean H boolean}. 
The semantics make specific choices w.r.t. the handling of names: Names introduced 
for compound types in arguments and results are resolved by the interpretation. By that, 
no global type repository is needed. The service interface type is unnamed - again 
avoiding a global type repository. By interpreting argument and result lists, as well 
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Fig. 9. Semantics of STL-expressions 
as compound types as anonymous as defined in the type system, the subtype relation 
exists also amongst permuted orders. This approach is motivated by the observation 
discussed in Section 4, that dealing with names and order is qualitatively equivalent to 
completely avoiding them. This approach is different to most object-oriented approaches 
and the novel effect of our specific design of the type system. 
Interpreting the example lavge-ayency from Section 4 uses the environment 
{string I--+ string, character H character, number H number, boolean ++ boolean, 
ccnumber H string, date H (number, number, number)*, day H number, 
month H number, year H number, dest H string, ack H boolean, line H string, 
price H (number, number)A } 
The interpretation results in the type 
(getflightticket: (string, (number, number, number)*, string)* + 
(boolean, (number,number)A)A, 
getbusticket: (string, (number, number, number)*, string)* + 
(boolean, (number, number)*, string)*, 
gettrainticket: (string, (number, number, number)*, string)* -+ 
(boolean, (number, number)*)*). 
Let another booking-agency offer a service with the following interface: 
(getflightticket :ccnumber * date * dest -> ack * cashed; 
getbusticket :ccnumber * date * dest -> ack * cashed; 
gettrainticket :ccnumber * date * dest -> ack * cashed) 
where 
ccnumber = string; 
date =<number,number,number>; 
dest = string; 
ack = boolean; 
cashed =<number,number>. 
Interpreting this definition results in the type 
(getflightticket: (string, (number, number, number)A, string)* ---) 
(boolean, (number, number)*)*, 
getbusticket: (string, (number, number, number)*, string)A + 
(boolean, (number, number)A)p,, 
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gettrainticket: (string, (number, number, number)*, string)* + 
(boolean, (number, number)*)*). 
Applying the subtyping rules on these types results in the judgment that the example 
type from Section 4 is a subtype of the one in Fig. 6. 
7. An architecture for Laura 
We have implemented Laura to perform experiments with our approach in a UNIX- 
environment. We used the communication infrastructure provided by the ISIS-toolkit 
[2]. Two embeddings of Laura’s primitives are provided, one for the programming 
language C and one for the script language of csh. A precompiler exists for these 
embeddings. External type-systems are provided by ISIS and by the external data rep- 
resentation XDR [9]. 
Components programmed in a language with a Laura-embedding connect to a Laura 
kernel on the same machine using UNIX sockets. Calls for Laura operations are trans- 
ferred via this socket connection, using XDR for data representation in forms to support 
components programmed in different languages. 
The Laura kernel keeps a local store of forms and performs matching on them. Be- 
sides serving the local components, it is connected to other kernels, running on distant 
machines. The distribution scheme allows coordination amongst distributed components 
by a partial replication scheme of forms. 
7.1. A distributed Laura 
The Laura kernel implements operations that work on a shared collection of forms. 
For the case of a centralized implementation on one machine, two pools of elements 
are held and operations on them suffice for the implementation. 
For a distributed implementation, the communication costs for replication and dis- 
tributed search have to be balanced for efficiency. We chose a replication scheme 
similar to the one originally proposed for the S/NET Linda-implementation [4]. The 
idea is to replicate elements only partially on subsets of all nodes. Within this subset, 
the search for an element can be performed locally. In contrast to a full replication, 
the costs for removing a replica decrease. In order to find an element from all subsets, 
only one node per subset has to be asked for a matching element. This decreases the 
communication costs. 
The distribution scheme works for a set N of nodes that participate in the system. 
Subsets of nodes form logical busses on which broadcasted messages can be sent and 
received. There is a set of logical busses A = (Ao, . . . , A,,), called add-busses and a set 
of logical busses R = (Ro, . . . , R,), called remove-busses. A node from N is a member 
of exactly one add- and one remove-bus, so that ni=, Aj = 0, fit, Rj = 8, lJf=, A, = N 
and ut, Ri = N. Add- and remove-busses are organized as a grid in which an add-bus 
intersects all remove-busses and vice versa. 
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Fig. 10. A partial replication scheme. 
Given that organization, the compromised replication scheme can be implemented 
by replicating an added element from some node over the add-bus which the node is 
part of and by trying to remove an element from the nodes on the remove-bus. As 
a remove-bus intersects all add-busses, the union of the replicas held by the nodes on 
it equals the union of all elements in the system. 
The organization also has the advantage of a localization - all add operations on 
distinct add-busses are independent. Also, searches on distinct remove-busses require 
no synchronization prior to the removal of a replica. 
A request for a remove on a remove-bus accesses all elements that are currently 
in the system. If the request fails, the remove-operation has to be stored in some 
remove-pool from which it is periodically re-issued. The delay between an add of an 
element and its removal in the next re-issuing-cycle can be accepted under the relaxed 
efficiency requirements given in open systems. 
The organization is depicted in Fig. 10 for an example system. The nodes are repre- 
sented by large circles with an element-storage contained in them. The lines represent 
logical busses as just described. The different layout of the element-stores reflects the 
fact that no distributed shared memory is established, as elements are not referenced 
by addresses. The local organization of this storage can be different from node to node. 
The organization also allows for a parallel removal of as many distinct elements as 
there are remove-busses, even with Laura kernels that operate sequentially. 
However, this organization always requires n . m nodes for n add- and m remove- 
busses, thus degenerating the system to one add- or remove-bus for - say - 7 nodes 
which, in turn, corresponds to the organizations with full or no replication. Also, in 
an open system the number of nodes involved cannot be chosen in advance to the 
execution. 
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Fig. il. The organization evolving by added nodes. 
As a new extension to the S/NET approach, we introduces a conception which is 
based on partial replication, but allows for a dynamically changing set of nodes which 
needs not to include n. m physical nodes. We introduce the notion of pseudo-nodes 
and design a protocol that handles joining and leaving nodes in order to maintain the 
described organization while meeting the requirements of open distributed systems. 
As described, a node is member of exactly one add- and one remove-bus. This 
requirement can be upheld for any number of nodes, if we allow a node to have 
multiple identities in the system. We speak of a pseudo-node for a member of a bus 
that is simulated by another member on the same add-bus. This simulation is easy to 
achieve, as the replication on the add-bus requires no overhead and the simulating node 
only has to join a second remove-bus and handle remove-operations from there, too. 
Fig. 11 shows the evolving structure of the grid as two nodes join. Here, solid bullets 
represent real nodes, while hollow bullets stand for simulated nodes. 
The removal of nodes leads to the start of new simulated nodes, and finally to the 
removal of busses on which only simulated nodes exist. 
Above we stated that we use the ISIS-toolkit as the communication-infrastructure for 
our experimental prototype. ISIS is a toolkit providing process groups and broadcasts as 
the basic mechanisms to implement communication and synchronization in a distributed 
environment. A process group is a collection of processes that can be located on 
any node in the ISIS-system. A process can join and leave symbolic named groups. 
Communication is performed by broadcasts of messages to groups which then are 
delivered to all group members. 
The distributed organization we outlined in this section, fits well on ISIS mechanisms. 
We can map the logical busses directly on process-groups. Broadcasts then are messages 
sent to a process-group. The fault-tolerance of ISIS ensures that no broadcasts will be 
lost, which would be disastrous for our organization. The synchronization mechanisms 
ease greatly the implementation of the protocols described in the next sections. 
7.2. Scaling and federation 
The distribution scheme outlined relies on a very uniform structure that is only 
relaxed by pseudo-nodes. This uniform structure cannot be guaranteed to be realizable 
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in the heterogeneity and scale of open distributed systems. Two requirements have 
to be met: first, an architecture for an open distributed system has to be scalable. 
Second, organizational borders - for example between enterprises participating in the 
same system - have to be reflected. But it shows that the chosen structure is not as 
uniform as it may look. 
As any node in the service-space has access to the complete storage of forms, it 
may well communicate with another node from some other grid of nodes. We call such 
a node federator. 
It can be implemented as depicted in Fig. 12. The federator node serves no local 
agents but has its purpose solely in connecting to another service-space. It answers 
remove-requests by issuing them on the remove-bus of its Laura kernel. In addition, it 
is able to forward requests to a node of the other service-space. As any node of a grid 
is able to satisfy remove-requests, forwarding a request can access all elements stored 
in another service-space. 
Such an organization satisfies the requirements we described. First, it becomes possi- 
ble to scale the service-space by connecting several smaller service-spaces with a grid 
of federators. The protocols for joining and leaving nodes remain untouched. Also, it 
is possible to take advantage of dedicated communication lines and protocols amongst 
the federators. 
8. Conclusion 
With Laura we applied the uncoupled coordination paradigm from Linda to the coor- 
dination problem in open distributed systems. Linda’s conception - originally developed 
for parallel systems - proved to be well suited w.r.t. the requirements in open systems. 
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We have introduced forms for service requests and offers as the coordination medium 
and defined three new operations in our coordination language. Laura incorporates 
a typing system for service interfaces and uses a matching routine that is based on 
a notion of subtyping amongst them. 
We paid special attention to the usage of names for types and introduced a novel 
approach which tries to avoid the usage of names and focuses on the structure of types. 
We have shown that this approach can be justified by the qualitative equivalence w.r.t. 
matches and mismatches on the semantics of names. Laura’s type system has been 
formally defined. 
We have developed an architecture for a distributed Laura system which introduces 
a conception for partial replication of forms with dynamically changing sets of nodes 
in the system. 
Laura has been reimplemented for the ESPRIT Open LTR project PageSpace in 
Java [5] to coordinate distributed applications on the Web. The Laura version used 
implements some extensions to the languages that will be studied further: 
_ Attributes in jbrms allow it to narrow the set of matching service offers in a request 
and to provide information about a provided service to the requestor. Also, attributes 
make it possible to establish state information between requestor and provider. The 
matching routine is extended by a matching on attributes. A set of standard attributes, 
such as a timeout, is defined for all forms. 
_ Explicit service offers replace the short-term service offers with the serve- 
operation by registering an offer with the service-space, providing it, and withdrawing 
the offer later. Thereby the overhead induced by serve for an agent continuously 
offering the same service is minimized. Besides that, we are able to have agents 
change the type of service they provide dynamically and probably autonomously. 
- Decoupling oj’service request and a blocking result retrieval allows it agents to be 
more flexible within one thread of control. Thereby service requests can be issued 
to the service-space in a nonblocking manner. 
PageSpace serves as a validation of the concept of service-based coordination with 
Laura. It shall be explored whether uncoupled coordination of services provides a su- 
perior alternative to coupled middleware coordination mechanisms such as CORBA 
or ODP. 
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