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ABSTRACT 
Populations in excess of 20 million people in southern Africa annually face food insecurity. 
This number increases appreciably when detrimental seasonal climate conditions lead to 
widespread reductions in crop harvests. This situation has led to the development of regional-
scale crop monitoring systems that incorporate crop-specific water balance (CSWB) models for 
early detection and warning of impending weather-related crop production shortfalls. Early 
warning of anticipated reductions in crop harvests facilitates early action in responding to 
potential crises. One such system, used by the Famine Early Warning Systems Network (FEWS 
NET) in southern Africa for crop monitoring, calculates the water requirements satisfaction 
index (WRSI) using a CSWB model. Operationally, CSWB models for calculating WRSI have 
used a static length of growing period (LGP) to bracket the period over which rainfall and 
evapotranspiration variations can affect crop yields. In the long term, concerns have been raised 
by some studies on the impact of rising air temperatures on crop production. There is therefore 
a need to incorporate the impacts of air temperature on crops directly into food security 
monitoring systems, in order to improve the accuracy of these monitoring systems in identifying 
and locating weather-related crop production shortfalls. This study sought to assess the potential 
improvements that can be introduced to the crop monitoring system in general and the WRSI 
in particular, by incorporating air temperature data into the CSWB model. To address this 
objective, daily maximum and minimum air temperature grids derived from a general 
circulation model reanalysis were used to generate thermal time estimates, expressed as 
growing degree day (GDD) grids for a maize crop. The GDDs were used to estimate the LGP 
of maize for each pixel of each summer season (which typically runs between around October 
and March) from 1982/1983 to 2016/2017 in southern Africa. The variable, temperature-driven 
LGP estimates compared favourably with LGP values obtained from literature for a few sample 
vi 
locations. The variable LGP was used to calculate the WRSI for 35 seasons, and the resultant 
WRSI showed improved correlation with historical yield estimates compared to the static-LGP 
WRSI, particularly after the farming practice of planting on multiple dates was taken into 
consideration. Various expressions of WRSI were considered in the analysis, including WRSI 
calculated assuming planting at the onset of rains, WRSI aggregated from varying number of 
separate planting dates, including three and six planting dates as test examples, and WRSI 
calculated using a modified soil water holding capacity to better capture local soil management 
practices. Historical maize yields for sub-national administrative units from seven southern 
African countries were correlated with the various WRSI expressions. Gridded GDD data that 
reflect the accumulated severity of extreme warm temperatures experienced during the crop 
growth period, referred to as extreme growing degree days, or eGDD, were also noted to have 
significant correlations with historical maize yields in several southern African countries. A 
number of variants of the eGDDs were tested, including eGDDs accumulated throughout the 
crop’s growth period, eGDDs that only occurred simultaneously with periods of crop water 
deficit, eGDDs that occurred during the crop flowering stage, and eGDDs scaled by the severity 
of crop water deficit. In several areas, the various eGDD expressions indicated higher 
correlations with yield than any of the WRSI variants indicated. The eGDD parameter showed 
strong correlations with WRSI, suggesting that the accumulated high temperatures were a 
reflection of the influence of low rainfall and low soil moisture during episodes of high 
temperature. More work is required to calibrate and refine the temperature-based monitoring 
parameters that were developed in this study, at local, sub-national scales. In particular, 
assumptions of the linearity of maize yield response for the various parameters should be tested. 
Potential improvements of the combined eGDD-water deficit parameter through the 
incorporation of prediction coefficients and constants should also be tested. A secondary aim 
of the study was to explore how readily available temperature-related datasets can be utilized 
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to derive air-temperature metrics. To this end, satellite-derived thermal infrared (TIR) 
brightness temperature data were analysed, and a method was developed for identifying cloud 
cover, while simultaneously estimating cloud-free diurnal brightness temperature curves, using 
a single TIR satellite channel. The diurnal brightness temperature curves were developed using 
a sinusoidal and exponential model for daytime and nighttime respectively, utilizing 
modifications that enabled the curves to be estimated from two known temperatures at any two 
given times with cloud-free brightness temperature scenes. Comparison of the cloud mask 
developed in this study with an existing operational cloud mask based on a methodology 
developed by the EUMETSAT Satellite Applications Facility for Nowcasting gave an accuracy 
of 85.4%, when the operational method was considered as truth in a confusion matrix analysis. 
Situations were identified in which the different cloud detection methods showed superior 
performance, and could therefore complement each other. A statistical method was also 
developed for calibrating the cloud-free brightness temperatures to station-observed 2-m air 
temperatures using relationships between the means and diurnal temperature ranges of the two 
datasets. This enabled the identification of periods of occurrence of extreme warm air 
temperatures with a coefficient of determination of 0.91, and demonstrated the potential for the 
usage of TIR data for generating estimates of useful air temperature metrics. The efficiency of 
the algorithms that were used for simultaneous cloud masking and generation of cloud-free 
brightness temperature should be improved, in order to enable the methodology to be scaled up 
to a regional or global gridded level of analysis. Further work for improving operational gridded 
air temperature datasets by combining station-observed temperature data, modelled data from 
global circulation models, satellite-derived modelled cloud-free brightness temperature data 
and cloud masks is recommended. 
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CHAPTER 1: INTRODUCTION 
1.1 Rationale  
Food insecurity negatively affects large populations in southern Africa, with millions of people 
assessed to be food insecure each year. Between 2011 and 2017, the lowest reported number of 
food insecure people for thirteen countries in the Southern African Development Community 
(SADC) region was over 22 million (SADC 2017). This number peaked at 40 million in 2016 after 
an El Niño-induced drought caused extensive crop failure and water shortages across the region. 
The Food and Agriculture Organization (FAO) of the United Nations (UN) identified four pillars 
of food security, being availability of food, access to food, utilization, and stability (FAO 2009). 
The availability pillar is primarily related to food production, and in southern Africa, maize 
production, due to its importance as the staple crop in most southern African countries.  
Several international and governmental organizations, including the Famine Early Warning 
Systems Network (FEWS NET), the World Food Programme (WFP) of the UN, the European 
Commission Joint Research Centre’s Monitoring Agricultural Resources (EC JRC MARS) 
activity, and Ministries of Agriculture for many African governments, help to promote food 
security by routinely monitoring crop conditions during the agricultural season. These 
organizations provide early warning of potential or impending episodes of food insecurity, thereby 
facilitating pre-emptive early action to minimize future food shortages in affected areas. The 
seasonal monitoring activities undertaken often rely on field assessment reports and 
agrometeorological indicators derived from in-situ, satellite and modelled data. The process 
enables analysts to assess crop conditions and generate estimates of expected relative crop 
production outcomes. Areas where crop production shortfalls may occur can therefore be quickly 
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identified, ideally well in advance of rigorous crop surveys. The importance of this process was 
demonstrated during the 2015/2016 El Niño-induced drought, when several agencies utilized 
available data to issue alerts that culminated in the issuance of a $2.4 billion humanitarian appeal 
(Magadzire et al. 2017). 
Global- and regional-scale meteorological datasets are required to run the agrometeorological 
models that are used for wide-area crop condition assessment. Due to the oftentimes limited or 
sparsely distributed in-situ meteorological data stations in sub-Saharan Africa (IEG 2013), analysts 
often use satellite data to operationally estimate meteorological parameters. These operational 
estimates have often been primarily focused on rainfall (e.g. Xie and Arkin 1996, Grimes et al. 
1999, Funk et al. 2015), with less effort having been directed towards operationally estimating 
daily air temperature. Daily air temperature variation however has a direct impact on crop 
developmental rate (Cleland et al. 2007), and crop yields are negatively impacted by extreme 
temperatures (Lobell et al. 2011). Thermal time, usually expressed in units of growing degree days 
(GDD), is used to model the effect of air temperature on the crop development rate (Wang et al. 
2002, Jones et al. 2003, Steduto et al. 2009). GDDs are calculated as the accumulated difference 
between the daily average air temperature and a base temperature below which no plant growth 
occurs (Moot et al. 2000). They are a good predictor for crop phenological development rate, as 
plant growth accelerates with increased air temperature, up to an optimum temperature. 
Temperature-related datasets with a long historical record are of particular interest in this field, 
due to the ability to analyse climatic trends, and determine their historical impacts on crop yields. 
Geostationary satellite-based thermal infrared (TIR) brightness temperature datasets hold the 
potential to be processed and converted into moderate-resolution, gridded air temperature 
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estimates, which would improve air temperature data availability. Statistical methods have already 
been developed to estimate land surface temperature (LST) from brightness temperature (Duguay-
Tetzlaff et al. 2015), and to estimate 2-m air temperature from LST (Janatian et al. 2017). In order 
for the satellite brightness temperature data to be thus used however, there is a need to screen out 
clouds and model the cloud-free equivalent brightness temperatures for pixels where cloud 
contamination occurred. The detection of clouds and subsequent generation of a cloud-dataset also 
promotes the possibility for incorporating cloud occurrence information into air temperature 
variability analysis. The relationship between air temperature and clouds has been demonstrated 
in previous studies (Karl et al. 1993, Dai et al. 1999). The development of methods for cloud 
detection and brightness temperature estimation using geostationary satellite TIR brightness 
temperature data is important for climatological analysis. Some of these geostationary satellite TIR 
datasets go as far back as 1980 (e.g. Knapp et al. 2011), and hold potential for enhancing the ability 
to understand long term trends in temperature variability. 
Much of southern Africa experiences a hot, wet summer season and a cool dry winter season. 
With some location-specific variation and inter-seasonal variability, the summer season generally 
occurs between October of one year, and March of the following year, while winter typically falls 
between April and September (WMO 2015). High temperatures characterize the summer months, 
especially during periods of low cloud cover when high solar insolation is received. During wet 
spells, cloud cover can obscure the sky for extended periods, and reduced temperatures prevail. In 
winter, most areas typically experience cloud free conditions.  
Extreme warm temperatures are known to have a negative effect on maize crop production. 
Maize yields have been noted to decrease inversely with increased duration and severity of 
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temperatures above 30 ℃, with greater impacts at the crop’s flowering stage and during dry periods 
(Lobell et al. 2011). Efforts to improve the operational detection of extreme warm daily 
temperatures using commonly available datasets such as satellite-based TIR brightness 
temperature data will therefore contribute to food security early warning efforts.  
One consideration that underlines the exigency of incorporating temperature analysis into 
operational crop monitoring is the climate change phenomenon, and in particular current and 
projected increases in temperature (Hansen and Lebedeff 1987, Stocker et al. 2013). In addition to 
increases in average temperature, the frequency and duration of extreme (warm) air temperature 
events have also been observed to increase over the last few decades (Panda et al. 2017), and are 
expected to continue increasing into the future (Stocker et al. 2013). The global increase in 
temperatures over the last few decades has had a negative effect on maize yields (Lobell and Field 
2007). Operationally modelling the effects of observed or estimated temperatures on crop growth 
and production may further improve the accuracy of food security early warning systems. 
The water requirements satisfaction index (WRSI) is one of the main agrometeorological 
indicators being operationally generated by several international agencies engaged in food security 
monitoring, including FEWS NET (Senay and Verdin 2003), and the Monitoring Agricultural 
Resources (MARS) Unit of the Joint Research Centre of the European Commission (Massart et al. 
2010). The WRSI is calculated from a crop-specific water balance (CSWB) model that uses rainfall 
and short grass reference evapotranspiration data to estimate the extent to which a crop’s water 
requirements are met. WRSI is correlated to maize yield in water-limited areas, providing potential 
for yield estimation in such areas. The inclusion of temperature information in the water balance 
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analysis, in particular its effect on phenological development and heat stress impacts could 
potentially increase the accuracy of the WRSI and its utility for food security monitoring.  
One of the parameters used in the CSWB model is the length of the growing period (LGP), 
which is defined as the length of time taken by the crop through all its development stages from 
planting to physiological maturity. In the operational CSWB model run by FEWS NET, the LGP 
is treated as a constant (Senay and Verdin 2003), which can be approximated using the crop 
seasonal rainfall and evapotranspiration cycle (Senay and Verdin 2002). The rate of phenological 
development for maize and other crops is known to be related in part to the ambient air temperature 
regime (McMaster and Wilhelm 1997, Trudgill et al. 2005, Cleland et al. 2007). The dependency 
relationship between the rate of phenological development and temperature is referred to as 
thermal time, measured in growing degree days. An exploration of the feasibility for using 
available gridded air temperature data to derive operational thermal time grids could provide useful 
information for seasonal crop monitoring. Using such thermal time grids to drive the CSWB model 
could improve the accuracy of LGP estimates, and ultimately the WRSI. Likewise, the 
development of methods to operationally identify the occurrence of extreme warm temperatures 
during the crop growing season, as well as their potential implications for crop production, would 
further improve model-based crop monitoring systems. Such innovations would in turn improve 
the ability of these monitoring systems to provide early warning of potential weather-related maize 
yield reductions that could adversely affect food security conditions in southern Africa. 
1.2 Research questions 
A number of important research questions are posed in this study. Can air temperature data metrics 
be derived from globally available satellite-derived temperature datasets? Can temperature 
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information be integrated into a crop-specific water balance analysis to accurately capture the 
influence of temperature on crop development and production? If so, does inclusion of temperature 
information into an operational, regional-scale crop monitoring system improve the ability of the 
system to assess crop yields?  
1.3 Aims and objectives 
The main aim of this research is to assess the feasibility and potential benefit of incorporating air 
temperature data into an operational, regional-scale crop monitoring system in southern Africa, 
based on water balance modelling. 
     The specific objectives of the work to be undertaken are as follows: 
 To develop a method of processing TIR brightness temperature data for cloud removal and 
generation of clear-sky brightness temperatures using techniques compatible with available 
long-term TIR brightness temperature data 
 To investigate methods of processing clear-sky brightness temperature datasets for the 
retrieval of air temperature data variables 
 To assess the utility of currently available, global-scale, modelled daily air temperature 
datasets for calculating regional-scale growing degree day grids  
 To improve crop-specific water balance model calculations using variable LGP grids 
derived from air temperature data 
 To determine the utility of the analysis of air temperature extremes for crop monitoring at 
a sub-national level in selected southern African countries 
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1.4 Thesis outline  
The thesis is structured as a set of chapters, with each chapter, excluding Chapter 1 and Chapter 5, 
comprising a stand-alone peer reviewed publication that is either in preparation or has been 
submitted to a journal. Chapters 2 to 4 contain most of the standard sections of a journal article, 
including an introductory literature review, materials and methods, results, discussion, and 
conclusion sections. Chapter 5 provides some overarching conclusions for the thesis. References 
for all the chapters have been included as a single section at the end of the thesis. The processing 
or use of temperature data is a theme that runs through all the chapters, culminating in its usage 
for food security monitoring in Chapter 4. The remainder of this chapter briefly describes the 
content of Chapters 2 to 4: 
Chapter 2 focuses on the processing of a readily available, medium resolution, satellite-based 
TIR brightness temperature to remove cloud contamination, and derive a spatially seamless, half-
hourly set of clear-sky, cloud-free brightness temperatures. This sets up methods for developing a 
potentially global dataset that can be related to air-temperatures, which can in turn be directly 
related to crop phenological development, extreme temperature impacts on crop yields. 
In Chapter 3, the cloud-free, clear sky brightness temperature estimates developed in Chapter 2 
are analysed, and their relationship with station-observed air temperature data is assessed. A 
methodology for identifying episodes of extreme warm air temperature using brightness 
temperature is developed, thereby enhancing the utility of brightness temperature in food security 
monitoring, given to the adverse effect of extreme warm air temperatures on crop yields. 
Chapter 4 focuses on the integration of air temperature data directly into CSWB models. The 
generation of GDD grids from air temperature data is described, and the use of the GDD grids in 
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a CSWB model to determine the LGP. The variation in LGP over a 35-year period is explored, 
and the performance of the resultant modified CSWB outputs is compared to the original WRSI 
values which do not use the improved LGP analysis. Parameters that provide an indication of the 
impact of extreme warm air temperature on crops are also developed and evaluated in this chapter. 
Chapter 5 synthesizes the research work described in Chapters 2 through 4, highlighting how 
the findings from the different components contribute to the overarching research goal. Special 
emphasis is placed on the conclusions and recommendations, especially for future research work.  
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CHAPTER 2: DETECTION OF CLOUDS AND MODELLING OF DIURNAL 
CLOUD-FREE BRIGHTNESS TEMPERATURE VARIATION USING A MULTI-
TEMPORAL TECHNIQUE ON A SINGLE THERMAL INFRARED DATA 
STREAM 
2.1 Abstract  
A system was developed for identifying clouds and modelling diurnal cloud-free brightness 
temperature variations using only a single thermal infrared (TIR) band. Clouds regulate both local 
and global temperature by altering the earth’s radiative balance. Their identification at a high 
spatial and temporal resolution, together with sub-hourly cloud-free diurnal temperature variation 
estimates, can aid local scale temperature analysis. Using a sinusoidal and exponential function 
for daytime and nighttime respectively, cloud-free diurnal temperature curves (DTC) of half-
hourly TIR brightness temperature were derived for four point locations in southern Africa. Clouds 
were identified by comparing the difference between the satellite-observed and cloud-free 
modelled temperatures with pre-defined thresholds. A number of rules were also used to further 
discriminate between clouds and cloud-free scenes. The process of DTC modelling and cloud 
identification was repeated iteratively to progressively refine the outputs, improving both the cloud 
mask and the cloud-free DTC estimates. Accuracy assessments identified a mean absolute error 
(MAE) of 1.1 ℃ for cloud-free observations, with 83.5% and 77.1% of all daytime and nighttime 
DTCs respectively having an MAE of less than 2 ℃. When compared with a cloud mask produced 
by the EUMETSAT Satellite Application Facility for Nowcasting (SAFNWC), the DTC-based 
cloud mask had an accuracy of 85.4%. The superiority of each method over the other varied 
depending on the situation, and combining the two techniques offers potential for improving the 
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DTC modelling. The DTC method’s use of a single TIR satellite band provides a uniform day-
night cloud masking scheme, and avoids the discontinuity between day and night associated with 
methods that utilize both visible and TIR satellite imagery for cloud masking. The new technique 
can be modified by the use of climatologically-based thresholds to make it more widely applicable 
to different climate regimes. 
 
Keywords: cloud mask; diurnal temperature; southern Africa; TIR; DTC 
2.2 Introduction 
As clouds alter the earth’s radiative balance, they play an important role in regulating climate, 
especially air and surface temperature at various scales from local to global. At a global scale, low-
level clouds increase the planetary albedo and reduce the global average temperature (Ramanathan 
et al. 1989). Karl et al. (1993) indicated a strong inverse relationship between diurnal air 
temperature range (DTR) and cloud cover. Dai et al. (1999) demonstrated that clouds, and in 
particular low-base clouds, can cause large reductions in DTR of up to 50%. On a longer time-
scale, there is evidence that global temperatures have risen over the last few decades, and are 
expected to continue rising (Stocker et al. 2013).  
High temperatures are known to have various negative impacts on human health and agriculture 
(Du Preez et al. 1990, Lobell et al. 2011, Wang et al. 2013). Datasets that can provide improved 
monitoring and analysis of temperature-related phenomena, such as cloud occurrence, are 
therefore important for enhancing the understanding of temperature variability at a local scale. 
Such datasets include satellite-based thermal infrared (TIR) data. Satellite TIR data can be used to 
derive information on cloud occurrence and estimate the equivalent cloud-free brightness 
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temperature (BT), once the timing and location of cloud cover has been determined. This is a 
precursor to the retrieval of land surface temperature (LST) which has uses in ecological and 
agricultural applications. Although various products are available for cloud detection, some of 
these have a reduced spatial and temporal resolution at global level (Rossow and Garder 1993, 
Rossow and Schiffer 1999) and many are not operationally available.  Some existing operational 
methods of cloud detection for geostationary satellites use both visible and infrared satellite bands 
for daytime and nighttime (Derrien and Le Gléau 2005). The use of visible channels in the cloud 
mask can lead to discontinuities and reduced accuracy in the cloud mask at dusk (Trepte et al. 
2005, Derrien and Le Gléau 2007, Hocking et al. 2011). Zhuge and Zou (2016) used four infrared 
(IR) bands from the Advanced Himawari Imager sensor, which became operational in 2015, and 
is thus unavailable for historical analysis. An operational cloud mask at high resolution using a 
single consistent infrared satellite band with a long historical record, together with sub-hourly 
cloud-free diurnal temperature variation estimates, could therefore provide improved analytical 
inputs supporting climatological and local scale temperature analysis. 
Several methods have been developed for cloud detection using satellite imagery (Minnis and 
Harrison 1984, Derrien et al. 1993, Rossow and Garder 1993, Feijt et al. 2000, Schädlich et al. 
2001, Derrien and Le Gléau 2005, Frey et al. 2008). Rossow et al. (1985) compared six methods 
for cloud detection and noted that a major factor affecting the accuracy of the methods depended 
on their ability to accurately identify cloud-free conditions, which were the basis for determining 
cloudy conditions. They further noted that while most algorithms could correctly identify the 
majority of cloudy conditions, many methods displayed reduced accuracy in cloud identification 
at the edges of large clouds, low clouds, thin, high-level cirrus clouds, or rapidly varying land 
surfaces. Rossow and Garder (1993) concluded that many cloud detection algorithms had 
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increased error when clouds had low contrast from the surface they overlay, either due to optical 
thinness of the clouds, partial and broken cloud cover, or low-level clouds. 
Minnis and Harrison (1984) used a combination of VIS (visible) and IR (infrared) band imagery 
from the Geostationary Operational Environmental Satellite (GOES) to detect clouds. As a first 
pass, the VIS band was used to detect areas with cloud-free daytime conditions using a minimum 
brightness threshold – all radiance values below the threshold were marked as cloud-free. This 
threshold, for land surfaces, was calculated for different geographic regions using models of 
reflectance based on the solar and viewing geometry, and calibrated using VIS observations 
presumed to be cloud-free. The corresponding temperature values for the pixels preliminarily 
defined as cloud-free (using the VIS approach) in each region were used to define the temperature 
threshold for cloudy pixels. Although the effect of emissivity and transmittance on measured 
radiances were acknowledged, they were not corrected for as they did not affect the results of the 
study. A truncated cosine curve was fitted by regression to the observed cloud-free temperatures 
to determine the sunset and sunrise temperatures, as well any missing daytime temperatures. 
Cloud-free nighttime temperatures were estimated from a power function or linear interpolation, 
using sunrise and sunset temperatures, depending on a predefined set of criteria. Further screening 
of clouds was done by using: (a) a minimum threshold temperature for land values, and (b) a 
maximum possible rate of change of temperature between consecutive time periods. They 
evaluated the accuracy of their technique using two data sources, namely surface observations and 
satellite photographs. For the surface observations, they used the mean monthly cloud amounts for 
each station in a region of interest, and calculated the average for the region. This value was 
compared with monthly mean cloud cover calculated for their method. Over land areas, they found 
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a mean percentage difference of 4.9% between the two methods, with a tendency for their satellite-
based method to under-estimate compared to the ground observations.  
Several studies have adopted similar approaches utilizing thresholding techniques on VIS and 
IR for cloud masking. Rossow et al. (1985) tested several cloud detection algorithms, one of which 
used a threshold method on both VIS and IR satellite imagery to distinguish cloud-free from cloudy 
pixels, with thresholds based on minimum reflectance and maximum BT calculated over a 15-day 
window. Rossow and Garder (1993) used both VIS and IR imagery to construct a series of tests 
for separation of clear from cloudy conditions. The tests included a spatial variability test which 
compared a pixel with nearby pixels in its neighbourhood defined by a moving window, and a 
temporal variability test which compared the BT at a pixel location on a given day with the BT for 
the corresponding time on the previous or the next day. The presence or absence of clouds was 
determined using predetermined thresholds. Schädlich et al. (2001) implemented a simple method 
for cloud detection that used thresholds based on monthly composite minimum VIS and maximum 
TIR  for each 30-minute time slot. Monthly composites derived in this manner were assumed to 
be cloud-free. Pixels were considered cloudy in cases where the VIS value was above the VIS 
threshold, and where the TIR threshold fell below the TIR threshold.  
Derrien and Le Gléau (2005) described a cloud masking methodology developed by the 
EUMETSAT Satellite Application Facility for supporting Nowcasting and very short range 
forecasting (SAFNWC) for use on Meteosat Second Generation (MSG) satellite data. The method 
required a minimum of four bands from the Spinning Enhanced Visible and Infrared Imager 
(SEVIRI) radiometer located on the MSG satellite. Several ancillary datasets were also required, 
including various climatological datasets. A series of tests were applied to the multiple satellite 
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image bands and combinations of bands, with various thresholds being used in each step of the 
series, and different tests using different thresholds were applied based on the time of day (daytime, 
nighttime or twilight) and the location of the pixel (land or sea, desert or not). The thresholds were 
based on pre-defined relationships of cloud/no-cloud thresholds with: (a) solar and viewing angles, 
as well as (b) surface temperature and total atmospheric water vapour content (TAWV) determined 
from numerical weather prediction models, as water vapour strongly attenuates thermal infrared 
radiation. Derrien and Le Gléau (2005) evaluated the system by comparing a 5 x 5 pixel window 
of the cloud/no-cloud classification to ground-observed cloud cover measured in octas, and found 
an accuracy of 91.7% for the method over areas in Europe and North Africa, particularly between 
25 and 55° N. 
Göttsche and Olesen (2001) described a method for modelling the diurnal temperature curve 
(DTC) of IR BTs from Meteosat infrared data, using a cosine function and an exponential term to 
model the daytime and nighttime temperatures respectively. Their algorithm assumed that a cloud 
screening mask had already been applied to the data, and that all observations used in fitting the 
model were cloud-free. Model fitting was done using a Levenberg–Marquardt method, which is 
generally used for fitting non-linear models. They developed maximum and median monthly 
composites of the BTs and fitted these composites to produce monthly composite DTCs. Their 
study was limited to the modelling of BTs rather than LST due to computational expense required 
for application of atmospheric corrections. 
Ground-based meteorological data may be considered as ‘truth’ when comparing with satellite-
based estimates, but this may not hold in the case of cloud cover. Kotarba (2009) noted that in 
most studies that compared satellite and ground-based cloud cover estimates, the former were 
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usually less than ground-based estimates, up to 15% less in the studies they cited.  The differences 
between satellite and ground-based cloud cover estimates can be due to several reasons including 
differences in perspective between the ground observer and the satellite sensor, parallax error, and 
potential human observation error (Derrien and Le Gléau 2005). Many cloud cover estimation 
validation techniques are therefore based on a comparison between two techniques, in which one 
technique is considered as accurate. 
This research explores a methodology for defining a height-sensitive cloud mask using a single 
TIR satellite image band. In our review of the existing literature on methods that used data from 
geostationary satellites to detect cloud cover, we did not encounter any methods that used only a 
single TIR band for cloud detection. Many methods used both visible bands and infrared bands. 
The visible band has the disadvantage that it is only usable during the daytime, and this creates a 
discontinuity between daytime and nighttime cloud estimates. The use of a single band for 
detecting cloud cover has an added advantage: the capability to use such an algorithm with the 
GridSat B1 infrared Climate Data Record (CDR), a dataset composited from several geostationary 
satellite sensors, with the TIR channel spectrally centred at approximately 11 𝜇m (Knapp et al. 
2011). The GridSat B1 data are used by the University of California Santa Barbara’s (UCSB) 
Climate Hazards Group (CHG) for climatic data analysis over a global extent (Funk et al. 2015), 
and spans back to 1981. The CHG is developing a similar dataset for temperature, and this work 
contributes to that effort. As part of the process for cloud cover detection, a method of estimating 
the cloud-free BT DTC from satellite TIR BT observations was derived. Similar to Göttsche and 
Olesen (2001), our methodology ignored emissivity and atmospheric effects on thermal radiance, 
as it focused on BT. 
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2.3 Data and methods  
2.3.1 Data 
Modelling of diurnal temperature was done using half-hourly TIR BT satellite observations from 
NOAA CPC (Janowiak et al. 2001). These data are operationally corrected for viewing angle 
effects, which are primarily geometric and radiative in nature, and result in reduction of the derived 
temperature off-nadir. The NOAA CPC TIR data are composited from several geostationary 
satellites. Over Africa, the NOAA TIR data uses the Meteosat IR sensor, which, spectrally is 
centred at 11.5 𝜇m (Janowiak et al. 2001). The TIR data, originally a quasi-global dataset (60° N 
to 60° S) were cropped to a southern Africa window (5 to 60° E, 6° N to 38° S) at the University 
of California Santa Barbara’s Climate Hazards Group. The TIR data had a 0.036 degree resolution. 
This is the same data used by the UCSB CHG in the CHIRPS rainfall archive (Funk et al. 2015). 
The Meteosat cloud mask developed by the SAFNWC (Derrien and Le Gléau 2005) was 
downloaded from the EUMETSAT Data Centre website (EUMETSAT 2018) for comparison with 
the cloud masking algorithms that we developed. The cloud mask data were in the Meteosat 
cartographic projection, which was incompatible with our data analysis algorithm. The cloud mask 
data were therefore reprojected from the Meteosat projection to a latitude-longitude coordinate 
system at 0.05 degree resolution, to facilitate extraction of point data from the extraction algorithm. 
The data derived from this cloud mask were referred to interchangeably in this work as the 
SAFNWC cloud mask or the SAFNWC cloud classification. The pixel values of the TIR data that 
were co-located with each of four Automatic Weather Stations (AWS) managed by the Southern 
African Science Service Centre for Climate Change and Adaptive Land Management (SASSCAL) 
Weathernet observation network (Kaspar et al. 2015) were extracted. The geographic coordinates 
and landcover and climate of these station locations are shown in Table 2.1, while a location map 
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is shown in Figure 2.1. The climate classification was based on the Köppen–Geiger climate 
classification system (Beck et al. 2018).  Data for January, April, July and October from 2014 to 
2016 were extracted to enable the analysis to be done separately for the hot, cold, wet and dry 
seasons. Further research reported in a Chapter 3 will relate modelled TIR time series to observed 
air temperatures at the selected AWS locations. 
 
Figure 2.1 Location map for the AWS locations used in southern Africa 
Table 2.1 AWS locations and descriptions. The land cover classification used was based on 
the USGS Global Land Cover Characterization (Loveland et al. 2000), while the local 
description is based on an analysis of the Google Earth interface 
Station 
name 
Country Longitude, 
Latitude 
(°E, °S) 
Altitude 
(m) 
Local description Land cover 
classification 
Köppen–Geiger climate 
classification 
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Kessua Angola 16.285,-
9.464 
1115 600 m away from a large (300 m 
width) seasonable river or 
floodplain. Surrounded by 
natural vegetation and fields, 
and a few buildings 60 m away 
Deciduous broadleaf 
forest/ Savanna/ 
Water body 
Aw: Tropical wet and dry 
or savanna climate 
Goodhope Botswana 25.427,-
25.460 
1275 Surrounded by sparse savanna 
grasslands and scattered 
buildings. Approximately 5 km 
away from large crop agriculture 
fields 
Grassland BSh: Hot semi-arid 
climate 
Serenje Zambia 30.215,-
13.227 
1395 Within 1000 m radius to large 
agricultural fields, savanna 
grasslands, urban settlement and 
small river 
Dryland cropland and 
pasture/ Savanna 
Cwb: Subtropical 
highland climate 
Zambezi Zambia 23.108,-
13.534 
1066 Located at airport, surrounded 
by large cleared area, small 
agricultural fields, housing 
settlement and large perennial 
river 1100 m away 
Savanna Cwa: Monsoon-
influenced humid 
subtropical climate 
 
2.3.2 Methods 
We adapted the method developed by Minnis and Harrison (1984) to allow the identification of 
cloud-free observations using only IR data rather than VIS data in order to ensure consistency 
between daytime and nighttime cloud estimates. Cloud estimation was based on modelling of the 
diurnal brightness temperature cycle (DBTC), using a modification of equations developed by 
Parton and Logan (1981) and used by Savage (2016) for modelling the DBTC. The output DBTC 
from this process was not an estimate of land surface temperature, as emissivity and atmospheric 
corrections were not applied, but rather an approximation of what the satellite-observed BT would 
have been under the day’s weather conditions, if cloud had not impeded the satellite observation 
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of the land surface directly. This quantity is alternately referred to as the cloud-free or the clear-
sky brightness temperature. Among other decision-tree classification rules, the main premise was 
that a large difference between the observed BT and the modelled land-surface-equivalent 
temperature would be due to cloud cover. We tested the method using 30-minute time interval 
data.  
The outputs of our DTC-based cloud masking methodology were validated using the SAFNWC 
cloud mask, which was considered as ‘truth’ for most purposes in this study, due to the results of 
validation work carried out by Derrien and Le Gléau (2005) on the SAFNWC algorithm. No 
comparison of the DTC-based cloud estimation with ground estimates was undertaken, due to 
potential limitations in compatibility between satellite- and ground-based cloud cover estimates 
(Derrien and Le Gléau 2005, Kotarba 2009).  
2.3.3 Determination of the cloud-free diurnal brightness temperature curve 
2.3.3.1 Theory 
Equations and algorithms based on Parton and Logan (1981) were developed to model the cloud-
free DBTC for each day where a minimum of two daytime and two nighttime cloud-free TIR 
satellite observations were available. Savage (2016) expressed three equations developed by 
Parton and Logan (1981) in terms of time intervals.  
𝑇(𝑡) = 𝑇n + (𝑇ss − 𝑇n) exp [
−𝑏(𝑡−𝑡ss)
24−𝐷
], (2.1) 
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𝑇(𝑡) = 𝑇n + (𝑇x − 𝑇n) sin [
𝜋(𝑡−𝑡sr−𝑐)
𝐷+2𝑎
], (2.2) 
 
𝐷 = 𝑡ss − 𝑡sr, (2.3) 
where  𝑇(𝑡) is the air temperature 𝑇 at time 𝑡 
 𝑇n is the minimum air temperature for the current day 
 𝑇x is the maximum air temperature 
 𝑇ss is the air temperature at sunset 
 𝑡ss is the time of sunset 
 𝑡sr is the time of sunrise 
 𝐷 is the day length, in hours 
 𝑏 is a constant for modifying the exponential curve to change the rate of cooling 
 𝑎 is a constant, expressed in hours, that enables truncation of the sine curve 
 𝑐 is the amount of time in hours between occurrence of minimum temperature and 
sunrise. 
Equations (2.1) and (2.2) model the nighttime and daytime air temperature curves respectively. 
Nighttime cooling is modelled as an exponential decay; daytime warming as a sine function. These 
equations and their inherent concepts were modified for use with TIR-satellite data for modelling 
the DBTC. In this analysis, all temperatures referred to in equations (2.1) and (2.2) are adapted to 
refer to the TIR BT, instead of 2-m air temperature. The purpose of modelling the DBTC was to 
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remove the effects of cloud observations, which reduce the BT compared to the equivalent cloud-
free temperatures, and capture the influence of the diurnal heating and cooling of the land surface 
on the BTs.  
As equation (2.1) relies on the knowledge of 𝑇ss and 𝑇n, which data may not always be available 
due to cloud cover, equation (2.4) was developed as a new exponential function that could use any 
two cloud-free temperature measurements.  
𝑇(𝑡) = 𝑇𝑚2 + (𝑇(𝑡1) − 𝑇𝑚2) exp [
−𝑏𝑡(𝑡−𝑡1)
𝑡2−𝑡1
], (2.4) 
where 𝑇𝑚2 is given by: 
𝑇𝑚2 =
𝑇(𝑡2)−𝑇(𝑡1) exp (−𝑏𝑡)
1−exp (−𝑏𝑡)
, (2.5) 
and where 𝑇(𝑡1) and 𝑇(𝑡2) are temperatures at any two different nighttimes 𝑡1 and 𝑡2 on the same 
night. The constant 𝑏𝑡 controls the rate of nighttime exponential decay, with values that can range 
between 0.1 for a near-linear decay, to 3 or more for a faster exponential decay. 
The cloud-free nighttime temperature curve was determined using equations (2.4) and (2.5). 
The nighttime BT 𝑇(𝑡1) used in equations (2.4) and (2.5) was determined daily as the highest 
observed BT at 𝑡1 between 𝑡ss + 0.5 h and 23h00 local time, while 𝑇(𝑡2) was the highest BT 
observed at 𝑡2 between 01h00 local time and 𝑡sr + 0.5 h. Only BTs greater than a pre-defined 
lowest possible temperature were considered in the analysis. Cases in which too few non-cloud 
temperature observations were available were marked as missing. 
22 
Equations (2.6) through (2.10) were developed to enable determination of 𝑇n and 𝑇x for equation 
(2.2). Given any two daytime temperatures 𝑇(𝑡1) and 𝑇(𝑡2) that occur at times 𝑡1 and 𝑡2 on the 
same day, we can write: 
∆𝑇nx =
𝑇(𝑡1)−𝑇(𝑡2)
sin 𝜏1−sin 𝜏2
, (2.6) 
𝑇n = 𝑇(𝑡1) − ∆𝑇nx sin 𝜏1, (2.7) 
𝑇x = 𝑇n +
𝑇(𝑡1)−𝑇n
sin 𝜏1
, (2.8) 
where 
∆𝑇nx = 𝑇x − 𝑇n, (2.9) 
and 
𝜏𝑖 = 𝜋 ×
𝑡𝑖−𝑡sr−𝑐
𝐷+2𝑎
, (2.10) 
The estimated daytime cloud-free BT curve was determined using equation (2.2), and equations 
(2.6) through (2.10) as required. The daytime BTs 𝑇(𝑡1) and 𝑇(𝑡2) used in equations (2.6) through 
(2.10), together with their corresponding times 𝑡1 and 𝑡2 were determined iteratively on a daily 
basis, as those temperatures that produced a DTC with the lowest mean absolute error (MAE) 
23 
when compared against all the observed potentially cloud-free BTs. The equations were fitted to 
cloud-free observations, which were also identified through an iterative process. 
2.3.3.2 Modelling of DTCs and cloud cover 
Diurnal temperature curves and cloudiness were modelled through an iterative process that 
progressively improved both the DTCs and the identification of cloudy conditions. The process 
was run at a monthly scale, for each month and year of available data. Firstly, the monthly 
maximum BT at each 30-minute time slot was determined using a simple statistical maximum 
value analysis. The resultant chronological series of maxima were fitted to a maximum monthly 
composite DTC using equations (2.2) to (2.10), as appropriate. After determining the monthly 
maximum DTC, the DTC for each day of the month was processed. This began with a preliminary 
identification of clouds on the day in question using the following criteria: A TIR observation was 
judged to be cloudy if:  
 the BT was less than a predefined lowest acceptable cloud-free temperature threshold. 
This predefined temperature was set to -5 ℃ during the austral winter, and 0 ℃ at any 
other time of the year. These threshold values were observed to be lower than the lowest 
values observed on days with smooth curves typical of expected clear-sky DTCs, in the 
locations analysed 
 any of the five observations made immediately before it, as well as any of the five 
observations made immediately after it, had higher BTs than the observation in 
question, while allowing for an uncertainty epsilon value of 2 ℃. This phenomenon 
was referred to as an eleven-point moving window temporal-thermal depression 
 for nighttime observations, any later observation was at least at least 2 ℃ warmer than 
the observation in question 
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 BTs were rising at fast rate, greater than 10 ℃ per hour 
The observations that had been preliminarily determined as cloudy were excluded from the next 
step, which was the first estimation of the daytime and nighttime DTCs. All possible combinations 
of the cloud-free observations were tried, using them as 𝑇(𝑡1) and 𝑇(𝑡2) in equations (2.5) and 
(2.6) for nighttime and daytime DTC estimation respectively, thus generating several candidate 
DTCs for each day. For both daytime and nighttime, 𝑡2 was set to be always later than 𝑡1, and for 
nighttime analysis, 𝑇(𝑡2) could not be higher than 𝑇(𝑡1), as the exponential nighttime function 
was expected to be monotonically decreasing. Combinations of 𝑇(𝑡1) and 𝑇(𝑡2) that did not meet 
this criteria were excluded from the analysis. Candidate DTCs had to meet a number of criteria for 
consideration, including:  
 the DTC-calculated sunset and sunrise BTs could not be lower than the predefined 
lowest acceptable cloud-free BT 
 the DTC-calculated minimum BT could not be more than 5 degrees lower than the 
lowest observed BT of the day 
 the calculated sunset BT had to be lower than the highest observed BT of the day 
 for nighttime DTCs, the calculated sunset BT had to be higher than the sunrise BT 
For each day, the MAE for each candidate DTC generated was calculated using all the 
observations of the day that had been determined as cloud-free, and the DTC with the lowest MAE 
was selected as the best preliminary DTC of the day. The selected DTC was subjected to an MAE 
and cloudiness-based threshold test in order to determine if the DTC could be considered reliable. 
DTCs having a lower MAE and a higher number of cloud-free observations (i.e. less cloudy) were 
judged to be more reliable. Varying MAE thresholds, dependent on the number of cloud-free 
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observations, were used in this test. The thresholds were varied such that days with more cloud-
free observations had higher MAE thresholds, while those with less cloud-free observations had 
more stringent MAE threshold requirements. For example, a DTC with more than 20 cloud-free 
observations needed an MAE below 3 ℃ to be considered reliable; while a DTC with between 15 
and 20 cloud-free observations required an MAE of less than 2 ℃ to pass the reliability test. This 
approach was adopted after noting that days with a low number of cloud-free observations were 
prone to producing implausible DTCs while maintaining a moderately low MAE. All the days of 
the month with acceptably reliable DTCs, according to the criteria just outlined, were used to 
calculate a monthly median composite DTC. 
The results of the DTC reliability test, together with the availability of the monthly median and 
maximum composite DTCs, enabled the application of a number of additional criteria to further 
improve the selection of daytime DTCs, including:  
 if the previous night's DTC was determined to be reliable, the difference between the 
daytime-modelled sunrise BT and the previous night's modelled sunrise BT could not 
be greater than 1 ℃ 
 the DTC-modelled sunrise and sunset BTs could not be greater than the sunrise and 
sunset BTs of the monthly maximum composite DTC, respectively 
 the modelled midday BT should be greater than modelled sunrise and sunset BTs 
The preliminary DTCs that had passed the reliability test were used to further refine the cloud 
identification, based on DTC residuals that were calculated as observed BT minus DTC-modelled 
BT. All residuals less than -8 ℃ were classified as cloudy. Residuals between -4 and -8 ℃ were 
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classified as partially/possibly cloudy, while residuals greater than -4 ℃ were classified as cloud-
free. Additional criteria used for the refined cloud identification algorithm included: 
 all daytime observations before 𝑡sr + 𝑐 (as defined in equation (2.2)) were classified as 
cloudy 
 when observations had been classified as possibly/partly cloudy, and at least 2 of the 
other surrounding observations within a 5-point moving window were also classified 
possibly/partially cloudy, then the observations were re-classified as cloud-free 
 if an observation was classified as cloud-free, but its residual was more than 2 ℃ lower 
than the average of the residuals of the four surrounding time slots, then it was 
reclassified as possibly/partially cloudy 
After reclassifying the cloudy observations based on these additional criteria, the MAE-based 
identification of the best DTC was re-done using the procedures previously described, and 
incorporating the newly-identified cloud-free observations. 
In cases where the MAE or the number of cloud-free observations did not pass the reliability 
threshold tests, the model parameters of temporally close DTCs (i.e. DTCs estimated in days just 
before or after the day in question) were used in the second pass. For daytime, the set of DTC 
model parameters producing the best statistics (greater than pre-determined thresholds) within a 
seven-day window were used for selecting the model parameters 𝑎 and 𝑐. If no DTCs within a 7-
day window passed the acceptable thresholds, then the monthly median composite DTC’s model 
parameters were used instead. This was referred to as a proxy DTC. A similar approach was used 
for the nighttime DTCs, for determining the 𝑏 parameter. The proxy DTCs were constrained such 
that their maximum BTs could not be higher than the maximum BT of the monthly maximum 
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composite DTC, and on days with extensive cloudiness, the maximum BT could not be higher than 
the maximum BT of the monthly median composite DTC. Parameters used to supplement the 
proxy DTC included the sunset and sunrise BTs from preceding and following DTCs as 
appropriate, the BT range, and the difference between sunset and sunrise temperatures for selected 
DTCs. 
Once the proxy DTCs had been established for each day, the cloud identification procedure 
previously described was undertaken again to produce a final cloud mask. 
2.4 Results 
2.4.1 Determination of clouds by modelling DTC of TIR brightness temperature 
2.4.1.1 Diurnal brightness temperature curves 
Visual inspection of graphed outputs (Figures 2.2 to 2.4) suggested that DTC models of cloud-free 
TIR BT, and the subsequent cloud classifications, identified comparatively high temperatures as 
cloud-free BTs, while most temporal-thermal depressions were generally identified as clouds. 
Figures 2.2 to 2.4 show the diurnal variation of several weather parameters for selected days and 
station locations, to illustrate some typical patterns observed in the model. The dashed black line 
is the observed TIR BT. The thick red solid line is the modelled cloud-free temperature for the 
day. The solid purple line is the monthly median temperature curve, calculated using observations 
for each 30-minute time slot, from all the days for which a DTC was successfully estimated using 
that day’s observations. The solid green line is the monthly maximum temperature curve, 
calculated from using the maximum observed temperature of the month at each time slot. All 
temperatures are in ℃. The solid blue line is the cloud/clear-sky classifications for the TIR-based 
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model: values of -5 indicate clear-sky cloud-free conditions, values of -10 indicate possible/partial 
cloud, values of -15 indicate warm cloud, while -20 indicates cold cloud. The solid orange line is 
the SAFNWC cloud classification, for which values of -4 indicate cloud-free conditions, while 
values of -14 indicate cloudy conditions. The values used for the cloud classification are nominally 
selected, and unitless. The estimated solar irradiance in dashed green provides visual 
differentiation between daytime and nighttime, with a value of 0 indicating nighttime, while values 
above 0 indicate daytime. Solar irradiance is represented on the graph in Wm−2 divided by fifty 
in order for the solar irradiance curve to correctly display on the same graph as the temperature 
curves.  
 Days exhibiting a smooth variation of TIR BTs, and few, short-term temporal-thermal 
depressions, such as shown in Figure 2.2a, generally displayed close correspondence between the 
raw, cloud free TIR BTs (dashed black lines) and the modelled DTC (solid red lines). Even in 
cases where there were several short temporal-thermal depressions, the algorithm closely modelled 
the peaks between each depression (e.g. nighttime part of Figure 2.2b). 
The modelled DTC also displayed close correspondence with cloud-free portions of the original 
TIR BT, even in cases with several hours of continuous cloud (e.g. Figures 2.3a and 2.3b), 
particularly when cloud-free observations were available at key times of the day. When the start 
of the TIR BTs daytime sinusoidal temperature increase was delayed by a few hours (e.g. in Figure 
2.3b), potentially due to early morning fog or low-level cloud cover, the DTC algorithm similarly 
delayed the start of daytime temperature increase, and often showed close correspondence with 
ensuing cloud-free TIR BTs. In such instances, the modelled daytime DTC often started increasing 
before the observed BTs, as shown in Figure 2.3b. 
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Some days displayed noisy BT diurnal sequences, with several spikes and temporal-thermal 
depressions characterizing the day’s observations, as shown in Figure 2.4a and 2.4b. In such cases, 
the ability of the model to estimate a DTC was influenced by the number of BT observations close 
to or higher than the monthly median temperature curve. When several observations met this 
criteria, the DTC was successfully estimated, as shown in Figure 2.4a. However, where much of 
the day’s TIR BT were much lower than the monthly median temperature curve, then the monthly 
median curve was assumed (e.g. Figure 2.4b). 
 
(a) 
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Figure 2.2 Observed and modelled DTCs, cloud/clear-sky classifications, and estimated 
solar irradiance divided by fifty for sample days and locations with low and short-duration 
cloud cover, namely (a) Zambezi on 8 October 2014 and (b) Goodhope on 6 July 2015 
 
(b) 
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Figure 2.3 Observed and modelled DTCs, cloud/clear-sky classifications, and estimated 
solar irradiance divided by fifty for sample days and locations with consecutive hours of 
cloud cover, namely (a) Goodhope on 16 April 2015 and (b) Kessua on 12 July 2015 
(b) 
(a) 
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Figure 2.4 Observed and modelled DTCs, cloud/clear-sky classifications, and estimated 
solar irradiance divided by fifty for sample days and locations with noisy BT diurnal 
sequences, namely (a) Serenje on 5 January 2016 and (b) Zambezi on 19 January 2016 
(b) 
(a) 
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A total of 53,929 TIR observations across all years, months and stations were analysed. Of 
these, 33,636 observations were determined to be non-cloudy or possibly/partly cloudy. The MAE 
of the modelled non-cloudy and possible/partly cloudy temperatures was 0.9 ℃ (non-cloudy) and 
5.4 ℃ (possibly/partly cloudy) and 1.1 ℃ overall. 
Of the 1131 days (nights) analysed, 71.5% (75.4 %) produced daytime (nighttime) DTCs for 
TIR BT with a MAE of less than 2 ℃, 11.9% (7.0%) had a MAE of between 2 and 4 ℃, while 
4.2% (1.9%) had MAE above 4 ℃. The remainder of the days (nights) did not have any cloud-free 
observations, and their MAE was therefore not calculated. The majority of DTCs passed the 
reliability test, 63% (67%) of all daytime (nighttime) DTCs. These DTCs were developed using 
concurrent daytime (nighttime) data, while the remainder of the DTCs were developed using the 
statistics of nearby DTCs or the monthly median as described in the methodology section. Of the 
reliable daytime (nighttime) DTCs, 95.3% (99.1%) had an MAE of less than 2 ℃. The daytime 
(nighttime) DTCs with the best statistics occurred in July, with 95.0% (99.7%) of all fitted July 
DTCs having a MAE of less than 2 ℃. For January, the worst performing month, 48.1% (39.6%) 
of January daytime (nighttime) DTCs had a MAE of less than 2 ℃, while 28.9% (44.4%) of 
January daytime (nighttime) DTCs had insufficient cloud-free observations to allow calculation of 
a MAE. January had an average daytime (nighttime) cloud cover of 8.9 (8.1) hours, while July had 
0.9 (0.4) hours of daytime (nighttime) cloud cover on average. 
For the daytime DTCs, the average 𝑎 and 𝑐 parameters as defined in equation (2.2) were 
calculated as 0.31 and 0.68 respectively, with coefficients of variation of 2.61 and 0.96 
respectively. For the nighttime DTCs, the average 𝑏𝑡 parameter defined in equation (2.10) and 
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(2.11) was 1.69, with a coefficient of variation of 1.33. Parton and Logan (1981) used 2.2 for the 
parameter 𝑏 (as defined in equation (2.1)) for air temperature at 2 m. 
2.4.1.2 TIR-based cloud mask 
There was general correspondence observed between TIR-based cloud cover estimates (e.g. Figure 
2.2 - 2.4, blue line) and SAFNWC-based cloud estimates (e.g. Figure 2.2 - 2.4, orange line). In 
particular, TIR BTs at low temperatures were identified by both methods as cloud (e.g. Figure 2.3a 
and Figure 2.4a). However, a number of differences were also noted in the two classifications. For 
example, observations classified as cloud by the TIR-based system due to the presence of a 
temporal-thermal depression were sometimes classified as cloud-free by the SAFNWC system 
(e.g. Figure 2.2a (daytime) and Figure 2.2b (nighttime)). In other cases, observations classified as 
cloud-free by the TIR-based system were classified as cloud by the SAFNWC system (e.g. Figure 
2.2a (nighttime) and Figure 2.3b). The TIR-based analysis further differentiated between cold 
cloud, warm cloud, and possible cloud, although this separation of cloud levels was not subjected 
to further analysis. A confusion matrix analysis comparing TIR-based cloud cover estimates with 
SAFNWC-based cloud estimates (Table 2.2) was produced. The SAFNWC-based cloud estimates 
were regarded as the true values. The analysis showed an accuracy of 85.4%, a misclassification 
rate of 11.7%, a true positive rate of 78.6% and false positive rate of 7.6% (Table 2.3). The 
classification of possible cloud was not included in the calculations except as part of the totals. 
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Table 2.2 Confusion matrix comparing TIR-based cloud classifications with SAFNWC cloud 
mask for all available time slots at 30-minute intervals 
 TIR-Based  
S
A
F
N
W
C
 C
lo
u
d
 M
a
sk
 
 Cloud Non-
Cloud 
Possible 
Cloud 
Total 
 
Cloud 
12530 2835 580 15945 
 
Non-Cloud 
1808 21288 569 23665 
 Total 14338 24123 1149 39610 
Table 2.3 Statistical performance comparing TIR-based cloud classifications with SAFNWC 
cloud mask, based on results of confusion matrix (Table 2.2) 
Statistical Performance Percentage 
Accuracy 85.4% 
Misclassification rate (error rate) 11.7% 
True positive rate (sensitivity) 78.6% 
False positive rate 7.6% 
Specificity 90.0% 
Precision 87.4% 
Prevalence 40.3% 
An explanation on the interpretation of the statistics used in Table 2.3 is included in Appendix A. 
36 
A total of 815 daily graphs (of the type shown in Figure 2.2 - 2.4) were produced for days and 
station locations that contemporaneously had TIR data, SAFNWC mask data, and SASSCAL 
observations data. Forty-three of these graphs showed a particular difference in the cloud 
classification done using the two methods: in each of these cases, the TIR DTC showed at least 
one large temporary decline in temperature of over 5 ℃ from an otherwise smooth DTC in the 
temperature. This decline was interpreted as a cloud by the TIR-based cloud detection algorithm, 
while the SAFNWC-based cloud algorithm did not contemporaneously detect a cloud. Figure 2.2a 
highlights one such instance. 
2.4.2 Monthly aggregations of DTC models and data  
At each 30-minute time slot throughout the day, the monthly median cloud-free TIR BT was 
calculated for each month analysed between 2014 and 2016 inclusive, namely January, April, July 
and October, for each of the four locations. The monthly median DTC-modelled BT was similarly 
calculated, but using all the data available, rather than only that determined as cloud-free. A 
comparison between the median monthly DTC for cloud-free TIR temperature and modelled TIR 
temperature calculated as explained above suggests that the modelling, which was performed at a 
daily time-step, produced outputs that closely corresponded to the original cloud-free TIR 
temperatures, when the results were aggregated to a monthly time-step. The coefficient of 
determination between the monthly median-aggregated cloud-free observed TIR BT and the 
monthly median-aggregated modelled TIR temperatures was 0.98 (Figure 2.5). The slope of the 
fitted linear equation, at 1.01, was very close to the ideal value of 1, while the equation constant, 
at -0.45 ℃, was close to the ideal value of 0 ℃. 
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Figure 2.5 Scatterplot of the monthly median-aggregated modelled TIR temperatures 
against the monthly median-aggregated cloud-free observed TIR BT for all available data 
for each station, between 2014 and 2016 for January, April, July and October. Each dot 
on the graph represents a monthly median temperature at one of the 30-minute time slots 
of the day, for a given month, year and location. The dashed blue line is the least-squares 
fitted linear regression line 
The monthly median-aggregated modelled temperatures, which were calculated using all the 
modelled TIR temperature estimates, were also compared to monthly median satellite TIR BTs 
that were calculated using all TIR temperature observations (without screening for clouds). This 
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provided greater comparability between the number of data points used to calculate the median for 
each dataset. In this case, the regression statistics are markedly worse than the case in which the 
cloud screening is applied. The coefficient of determination between the monthly median-
aggregated observed TIR BT and the monthly median-aggregated modelled TIR temperatures was 
0.42 (Figure 2.6). The slope of the fitted linear equation was 0.96, while the equation constant was 
-6.30 ℃. The scatterplot shows several data points that are below the regression line, while the top 
edge of the scatterplot, indicated by the red dashed line in Figure 2.6, has a relatively flat shape. 
 
 
Figure 2.6 Scatterplot of the monthly median-aggregated modelled TIR temperatures 
against the monthly median-aggregated observed TIR BT for all available data for each 
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station, between 2014 and 2016 for January, April, July and October. Each dot on the 
graph represents a monthly median temperature at one of the 30-minute time slots of the 
day, for a given month, year and location. The dashed blue line is the least-squares fitted 
linear regression line. The red line is manually inserted to highlight the top edge of the 
scatterplot 
2.5 Discussion 
Despite the generally high correlation between the TIR and SAFNWC-based cloud detection 
methods, several errors were identified in the outputs from each method. For example, it was 
observed that the DTC-based cloud detection algorithm performed poorly on mornings with 
prolonged periods of low-level cloud cover or fog. TIR temperature profiles that exhibit near-
constant temperatures for several observations immediately following sunrise, instead of the 
typical early daytime sinusoidal temperature rise, are likely to be due to the presence of low-level 
cloud cover. Figure 2.3b shows an example of this phenomenon. In most instances when this 
occurred, the SAFNWC-based cloud mask indicated a classification of cloud cover during these 
episodes, which typically ended when TIR temperatures showed a sudden increase in temperature, 
followed by a sinusoidal DTC until sunset. As the DTC-based cloud mask for such episodes was 
based primarily on the mathematical difference between observed and modelled temperature, the 
DTC-based cloud detection system tended to misclassify observations that occurred soon after the 
modelled time of start of daytime temperature increase. Despite this limitation, the remainder of 
the modelled daytime DTC followed an expected sinusoidal pattern. Temperature increase 
typically started even before the complete clearance of cloud, due to the diffuse radiation reaching 
the surface. The rapid increase in TIR temperature that occurred at the end of the period of near-
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constant temperature, usually around mid-morning, typically coincided with the end of cloudy 
conditions, as determined from the SAFNWC-based cloud mask. The remainder of the daytime 
cloud-free TIR observations generally matched well with the modelled temperature. The error 
described above can be addressed in future work: as the DTC-based cloud classification framework 
used here combines the use of equations and decision-tree rules, a more rigorous set of rules can 
be introduced into the process to reduce the occurrence of this error. 
Comparison between the SAFNWC-based cloud mask and the raw TIR BTs suggests some 
limitations in the accuracy of the SAFNWC mask. Two of these cases are illustrated in Figures 
2.2a, 2.2b and 2.3b. One expression of potentially inaccurate cloud detection occurred when 
sudden large reductions in TIR BTs were classified as cloud-free by the SAFNWC method. 
Instances of such occurrences were highlighted in Figures 2.2a and 2.2b. Such large decreases in 
BT appear to be due to the movement of small, low-level clouds, and were identified as cloud 
cover by the DTC-based cloud detection algorithm. A second type of potential cloud 
misclassification by the SAFNWC cloud masking algorithm occurs when cloud-free observations 
are incorrectly classified as cloud. This happens when daytime observations that closely follow a 
sinusoidal curve, or nighttime observations that closely follow an exponential curve, are 
misclassified as cloudy conditions. The expectation is that under these conditions, the introduction 
of any cloud cover at 100 m or more above the ground surface would result in a reduction in BT 
of at least 1 °C, based on the dry adiabatic lapse rate, or approximately 0.5 °C for a typical moist 
adiabatic lapse rate (Minder et al. 2010). Such instances are highlighted in the nighttime curves of 
Figures 2.2a and 2.3b, when the SAFNWC algorithm detected cloud cover, although the BTs were 
closely following an exponential curve. As the SAFNWC cloud algorithm discriminates clouds 
from clear-sky conditions using only temperature thresholds at night, the error likely arises when 
41 
the TIR BTs are close to the algorithm's pre-determined temperature thresholds, more so during 
nighttime when the SAFNWC algorithm does not use reflectance data (Derrien and Le Gléau 
2005). 
The cloud masking algorithm used pre-defined temperature thresholds and threshold ranges 
based on a priori knowledge of the study area and seasonality. These thresholds may not apply for 
other areas with different climatology, for example where temperatures climatologically decrease 
below the thresholds used for the study area (Section 2.3.2). In order to successfully generalize the 
methodology to a wider range of geographic locations, climatology fields would need to be first 
developed for those areas where the masking algorithm is to be applied, and dynamically used in 
setting the thresholds required at different locations, rather than fixed thresholds. 
The cloud classifier and DTC modelling showed higher inaccuracy under more extreme cloud 
conditions, with January, the cloudiest of the four months analysed, having the highest errors for 
both the DTC modelling and the cloud masking, while July, the least cloudy month had the lowest 
errors. The assumption that the monthly median DTC could represent the daily DTC during 
extensively cloudy conditions, such as on overcast days, was not always valid, as demonstrated by 
Figure 2.4b, which shows the temperature and cloud variations for the Zambezi station location on 
19 January 2016. In this example, two observations that had relatively high TIR temperature 
(compared to temporally close TIR observations) fell well below the median temperature curve, 
and below the assumed daily temperature curve, but were identified as non-cloudy by the 
SAFNWC cloud mask. A combination of both SAFNWC-based and DTC-based cloud classifiers 
for identifying non-cloud conditions may improve the accuracy of the DTC modelling. Physics-
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based modelling to simulate the potential impact of continuous cloud cover on BT may also 
provide an improvement over the assumption for median temperatures on overcast days.  
The methodology used in this study was tested over four locations with a tropical, sub-tropical 
or semi-arid climate. These locations included some of the typical locations where summer-
cropping is practiced in southern Africa. Many of these areas do not include areas where snow or 
ice occurs seasonally, or where persistent cloud cover may occur for consecutive days or weeks. 
As such, the performance of the DTC modelling and cloud masking algorithm has not been 
determined in such areas. Given the reliance of the methodology on the use a few cloud free 
observations every day, it is expected that the DTC estimation would exhibit low accuracy over 
areas where extended periods of cloud cover. The model in its current form is applicable to 
southern Africa summer-cropping areas and locations with similar climates. More testing and 
development work would be required for application to other climates. However, such work was 
beyond the scope of this study. 
Part of the differences observed between the SAFNWC- and DTC-based cloud masks may be 
attributed to the difference in resolution of the two datasets (0.050 and 0.036 respectively). 
However, the consistency and explicability of many of the differences observed suggests, together 
with the small difference in resolution, suggests that this may be a minor factor. 
The DTC modelling used in this study relied on an iterative procedure for finding the model fit 
with the lowest MAE. This proved computationally expensive, and alternative methods were 
considered. The Levenberg-Maquaart (LM) algorithm has been used in previous DTC modelling 
attempts (e.g. Göttsche and Olesen 2001) and can provide a quick solution with high convergence. 
This approach was found limiting in terms of (1) the requirement for a close approximation of the 
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initial values in order to produce an accurate model and (2) the complexity of incorporating 
decision-tree type rules in the classification in which the identification of clouds is an iterative part 
of the process. 
The high level of correspondence observed between the median monthly DTC for cloud-free 
TIR temperature observations, and the DTC-modelled TIR temperature for all time slots (Figure 
2.5), suggests that cloud-free temperature estimates generated by the DTC-estimation algorithm 
accurately represent the statistically calculated cloud-free DTC at a monthly time scale. This 
finding has more relevance given that the median for the modelled TIR DTCs was based on 
estimates for all days and all time slots, even in the presence of persistent cloud cover such as that 
observed in Figure 2.4. When all satellite BTs (with no cloud screening) are similarly compared 
with all DTC-modelled temperatures (Figure 2.6), a much lower correlation is observed. The large 
number of data points that are well below the regression line in Figure 2.6 are likely due to the 
influence of clouds when calculating the monthly median satellite temperatures. Cloud top 
temperatures are generally lower than co-located ground temperature due to the lapse rate, which 
causes the calculated monthly median temperature to be lower than the cloud-free median 
temperature, when any clouds are present. The dots close to the top edge of the scatterplot (dashed 
red line) likely represent observations that were cloud-free for most of the month (e.g. in July), an 
explanation supported by the relatively flat shape of that section of the scatterplot, as well as the 
general parallelism between the top edge and the regression slope which is very close to 1.0. 
While the analysis used in this study only covered four distinct months of the year, for the years 
2014 to 2016, the method has the potential to be applied to the entire archive of TIR data processed 
and maintained by NOAA CPC from September 1999 (Janowiak et al. 2001). The DTC cloud 
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masking method incorporates the use of BT thresholds to preliminarily distinguish cloudy from 
potentially clear-sky observations, and these thresholds vary from summer (e.g. October and 
January using thresholds of 0 °C) to winter (e.g. July using a threshold of  -5 °C). In a scheme in 
which each month of the year from January to December is to be processed, decisions would need 
to be incorporated on which months to change from a summer BT threshold to a winter BT 
threshold, and the thresholds can differ from the two thresholds of 0 °C and –5 °C used in this 
study. Such monthly varying thresholds can be estimated at a pixel level using the data, for 
example as a function of the maximum BT calculated for each time step of each month.  This time-
step-based threshold has similar aspect to the method used by Schädlich et al. (2001). A detailed 
treatment of this proposed methodology is beyond the scope of this study.  
While the NOAA CPC dataset used in this study extends back to 1999 (Janowiak et al. 2001), 
another TIR data, the GridSat B1 infrared Climate Data Record (Knapp 2008), extends further 
back to 1982 over Africa, potentially extending the application of the DTC-based cloud masking 
algorithm even further. The GridSat B1 data however comes with a temporal resolution of 3 hours, 
a significantly lower resolution than the 0.5 hour resolution on which the DTC methodology was 
developed. As such, additional tests would be required on the 3-hour resolution data to determine 
the applicability of the DTC cloud-masking methodology on this lower-resolution data. 
 
2.6 Conclusions 
A novel technique for cloud masking using a single thermal band on a geostationary satellite 
instrument has been developed. The technique utilizes a combination of a series of decision 
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classification rules, and fitted sinusoidal and exponential equations for daytime and nighttime 
analysis respectively. This method produces comparable results to the Satellite Application 
Facility for Nowcasting (SAFNWC) cloud mask product (Derrien and Le Gléau 2005), an existing, 
validated, operational technique. By using a dynamic thresholding technique, the cloud masking 
technique identifies likely cloud in some scenarios where the operational SAFNWC cloud mask 
misses them, thereby providing a supplemental technique which can potentially improve existing 
cloud-masking methods. Our method also uses a single satellite band in the thermal infrared part 
of the spectrum, thus providing a uniform day-night cloud masking scheme, and facilitating an 
alternate mechanism for cloud masking of long-term climate data records like the GridSat B1 IR 
dataset. In contrast, several past methods have relied on both thermal and visible satellite imagery 
for daytime cloud masking, and thermal only satellite imagery for nighttime masking, thereby 
creating a discontinuity between the two time periods.  
The cloud masking method doubles as an algorithm for modelling the cloud-free diurnal 
temperature curve (DTC), using a feedback iterative approach. The preliminarily identified clouds 
were used as a cloud mask to model a cloud-free DTC, which was then used as a cloud mask to 
refine the cloud mask, and so on. A comparable method in the literature for producing satellite-
based DTC relied on an existing cloud mask to model the DTC using identified cloud-free 
observations, without accounting for errors in the cloud mask. By coupling the development of the 
cloud mask and the DTC modelling in this innovative approach, increasingly accurate estimates 
of both the cloud mask and the cloud-free DTC can be produced.  
Improvements in the methods developed in this study can be incorporated through several 
refinements that can be applied in future work. Firstly, additional rules can be applied to improve 
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the identification of cloud under conditions of early morning low-level cloud or fog. Secondly, the 
cloud masking algorithm can be combined with a priori information from alternative cloud 
masking schemes such as the SAFNWC cloud mask, to produce an improved mask, using findings 
from this study which suggested that the different cloud masks perform better under different 
conditions. Thirdly, the estimation of the DTC under prolonged cloudy conditions, which was done 
using the monthly median DTC as a proxy in this study, can also be improved upon by 
incorporating physics-based principles to simulate the potential impact of continuous cloud cover 
on BT, relative to cloud-free conditions that were modelled with high levels of accuracy. Further 
research will relate these modelled cloud-free temperature estimates to air temperature station 
observations. 
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CHAPTER 3: USE OF GEOSTATIONARY THERMAL INFRARED  
DATA FOR IDENTIFYING TEMPERATURE EXTREMES 
3.1 Abstract  
Climate change has caused an increase in extreme warm air temperatures and is expected to 
continue to do so into the future. These high air temperatures can have an adverse effect on human 
health, livestock and agricultural yields. Air temperature data required for monitoring the 
occurrence of extreme air temperature events, however, are inadequate due to sparse 
meteorological station networks with inconsistent reporting, and opportunities exist for 
supplementing extreme air temperature monitoring using satellite data. Statistical relationships 
between modelled, cloud-free thermal infrared brightness temperature (BT) data and 2-m air 
temperatures were explored in this study, focusing on four months of the year, at four 
representative locations in southern Africa. Variations were observed in the relationship between 
the diurnal temperature range (DTR) of the modelled BTs and the 2-m air temperatures, with the 
BTs tending to show a much larger range under dry conditions. Regressions between the monthly 
modelled BTs and 2-m air temperatures indicated R-squared values of 0.73 and 0.61 for the mean 
and the DTR respectively. A linear function was developed using the BT and air temperature 
monthly statistics to calibrate the modelled BTs to 2-m air temperatures. The frequency of 
occurrence of temperature > 30 ℃ was calculated for the uncalibrated and calibrated BTs, and then 
compared with the frequency of occurrence for the original 2-m air temperature data. High 
temperature frequency estimates for the calibrated BTs had an R-squared of 0.91 when compared 
with the 2-m air temperature equivalent, and a Heidke skill score of 0.50. A Monte Carlo approach 
was used to examine the effect of using lower accuracy temperature data to calibrate the BTs. 
Modest reductions in accuracy (10%) still resulted in reasonably accurate frequency estimates. The 
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use of simple statistical techniques for calibration of BTs averts the high computational power 
required for radiative transfer models traditionally used for land surface temperature (LST) 
retrieval. The differential effects of atmospheric attenuation due to water vapour can be 
incorporated to reduce inter-seasonal variation in the air temperature/BT relationship. 
 
Keywords: air temperature extremes; brightness temperature; calibration; diurnal temperature 
range; southern Africa 
3.2 Introduction 
Climate change will likely result in an increased frequency of extreme warm air temperatures 
(Stocker et al. 2013). Climate trend analysis at a global scale has shown an increase in the number 
of days in which maximum air temperatures exceed the 90th percentile (Seneviratne et al. 2012). 
Panda et al. (2017) observed an increasing trend in the frequency and duration of heat waves in 
India between 1951 and 2011. Climate projections by the IPCC (Stocker et al. 2013) estimate that 
at a global scale, the frequency and duration of such warm spells and heat waves are “very likely” 
to increase by the late 21st century.  
These extremes can affect crops, livestock, and pregnant mothers, and increase mortality rates. 
Over 2000 excess deaths were recorded in England in August 2003 during a heat wave which 
lasted several days (Johnson et al. 2005). Wang et al. (2013) found an increase in the percentage 
of preterm births in Australia during heat waves. Heat stress, as expressed by temperature-humidity 
indices, negatively affects the performance of livestock such as dairy cattle (West 2003). Large 
parts of South Africa and Namibia have been estimated to be at risk of livestock heat stress (Du 
Preez et al. 1990). Excessive air temperature also affects maize production. Maize is a staple crop 
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for most countries in southern Africa. By comparing data from over 20,000 maize trials with 
concurrent daily weather data, Lobell et al. (2011) showed that maize experienced yield reductions 
of between 1 and 1.7% per each growing degree day above the optimal air temperature of 30 ℃. 
Examining health data, Grace et al. (2015) found significant relationships between an increased 
number of days with warm temperatures and increased frequencies of low birth weight deliveries, 
while Davenport et al. (2017) found that increased warm days were associated with increased rates 
of childhood stunting. 
Unfortunately, monitoring extreme temperatures in sub-Saharan Africa remains a significant 
challenge. Good meteorological observation networks and high temporal resolution air 
temperature datasets are important for analysing the historical trends of air temperature extremes, 
thereby allowing the development of appropriate policy response options. Operational observation 
networks also enable the monitoring of these extreme events, facilitating timely emergency 
response. Much of Africa, however, has sparse networks of meteorological observation stations, 
many of which do not report regularly on the World Meteorological Organization’s Global 
Telecommunications System, and the number of observing stations has been decreasing over the 
last few decades due to a diverse set of challenges (Snow et al. 2016). Accessibility and usage of 
the available data is sometimes further restricted by the sale of data (Vickery 2011), which many 
national meteorological agencies implement as part of a policy of cost recovery (Anderson et al. 
2015). 
Given the current poor state of in-situ observation networks, better satellite-based monitoring 
can assist in improving disaster risk reduction processes and mechanisms. For example, use of the 
CHIRPS global precipitation dataset (Funk et al. 2015) facilitated recognition that the 2015/2016 
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southern Africa drought was the driest that had been experienced in over 35 years across large 
swaths of the region, thus effectively contributing to a coordinated regional emergency appeal 
(Magadzire et al. 2017). 
There are many products which use geostationary thermal infrared (TIR) data to estimate 
precipitation, but few estimate air temperature. The recently developed Climate Hazards Group 
Tmax (CHTmax) global temperature dataset (Funk et al. in internal review) shows that monthly 
maximum brightness temperatures (BT) in December 2015 were several standard deviations 
higher than the mean, indicating the occurrence of an extreme event (Figure 3.1). However, no 
datasets are available to show the number of days or hours for which BTs or air temperatures were 
above a critical threshold for various functions such as human safety and animal or plant 
productivity. 
In this work, we explore applications of TIR data to map areas that experienced very warm 
conditions. We perform a detailed analysis of the relationships between the TIR data and 
automated weather stations (AWS) data at a few representative locations, and develop a 
methodology for estimating the frequency of high air temperature events (per month) that can 
negatively impact agricultural production. 
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Figure 3.1 CHTmax estimate of maximum BT for December 2015, expressed as a z-score 
3.2.1 Cloud-free TIR-based brightness temperature 
The presence of clouds in satellite TIR data restricts the effective use of BTs for observing and 
analysing land-surface related variations in temperature. A system was developed in Chapter 2 for 
masking out clouds and modelling the cloud-free diurnal temperature curve (DTC) using half-
hourly TIR BTs processed by the National Oceanic and Atmospheric Administration, or NOAA 
(Janowiak et al. 2001). This system used sinusoidal and exponential functions to model daytime 
and nighttime temperature variation respectively, and its validated results indicated a mean 
absolute error (MAE) of 1.1 ℃ when compared with cloud-free satellite BT data. The work 
undertaken in this chapter will build on the modelled DTC variations. 
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3.2.2 Effects of emissivity and atmospheric radiance on temperature 
Satellite sensors that provide estimates of temperature measure scene radiance which is converted 
into temperature using the inverse of the Planck function (Weinreb and Han 2011). As the scene 
radiance measured by the sensor incorporates all the interactions from the surface and the 
atmosphere, it is referred to as top of atmosphere (TOA) radiance. The temperature thus derived 
is not the surface temperature, but the BT. The conversion from BT to land surface temperature 
(LST) using physical principles necessitates incorporating the effects of emissivity, as well as 
atmospheric transmittance, emission and scattering using radiative transfer functions. Li et al. 
(2013) provide a thorough treatment of this topic, including several different physics-based 
methods that have been used for LST retrieval. The atmospheric and emissivity effects are sizeable. 
Schädlich et al. (2001) found LST errors to increase with increasing LST and decreasing 
emissivity. Caselles et al. (1997) stated that atmospheric transmittance associated with water 
vapour can range from over 90 to under 40% for a dry and a humid atmosphere respectively. 
Radiative transfer modelling software such as MODTRAN (Berk et al. 1999) have traditionally 
been used to derive land surface temperature from TOA BT (Schädlich et al. 2001, French et al. 
2003), using inputs such as the total atmospheric water vapour content (TAWV) to derive the 
atmospheric radiative influence. These methods are however computationally intensive, making 
them less practical for large scale operational work (French et al. 2003). More recently, statistical 
methods have been successfully used to derive LST (Duguay-Tetzlaff et al. 2015). Statistical 
methods have also been used to estimate 2-m air temperature from LST (Janatian et al. 2017).  
This work continues on the current research trend of using statistical techniques to investigate 
relationships between BT, LST, and air temperature. In particular, we explore simplified statistical 
methods for deriving air temperature-related parameters directly from BT.  
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3.3 Data and methods 
3.3.1 Data 
Cloud-free modelled half-hourly TIR BT developed in Chapter 2 with NOAA CPC satellite TIR 
BT data (Janowiak et al. 2001) were used at the locations of four AWS from the Southern African 
Science Service Centre for Climate Change and Adaptive Land Management (SASSCAL) 
Weathernet station network (Kaspar et al. 2015). DTCs for TIR BT were derived in Chapter 2. 
Table 3.1 provides background information on these stations. Data for the months of January, 
April, July and October were used, thereby enabling the representation of the major seasons of the 
year. The data were for the years 2014 through 2016 inclusive, excluding January 2014 and 
October 2016 for some of the locations, in order to match contemporaneous availability of the 
SASSCAL data. 
Table 3.1 Weather station locations and descriptions (used from Table 2.1) 
Station name Country Longitude, Latitude 
(°E, °S) 
Altitude 
(m) 
Local description Land cover 
classification 
Kessua Angola 16.285,-9.464 1115 600 m away from a large (300 m width) 
seasonable river or floodplain. 
Surrounded by natural vegetation and 
fields, and a few buildings 60 m away 
Deciduous 
broadleaf forest/ 
Savanna/ 
Water body 
Goodhope Botswana 25.427,-25.460 1275 Surrounded by sparse savanna grasslands 
and scattered buildings. Approximately 5 
km away from large crop agriculture 
fields 
Grassland 
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Serenje Zambia 30.215,-13.227 1395 Within 1000 m radius to large 
agricultural fields, savanna grasslands, 
urban settlement and small river 
Dryland cropland 
and pasture/ 
Savanna 
Zambezi Zambia 23.108,-13.534 1066 Located at airport, surrounded by large 
cleared area, small agricultural fields, 
housing settlement and large perennial 
river 1100 m away 
Savanna 
 
3.3.2 Methods 
3.3.2.1 Exploring statistical relationships between brightness temperature and air temperature 
Monthly median values for each half-hourly time step were calculated for cloud-free satellite-
observed TIR BTs, modelled TIR BTs, and observed SASSCAL 2-m air temperatures, for each 
month of each year, and each of the four station locations used in the study. Median values were 
used in preference to mean values in order to reduce the influence of extreme values which would 
be included in the mean. A total of 38 data points were available for the stations, months and years 
analysed, with a data point being represented by a station-month-year combination. Months which 
had observations missing in the SASSCAL data were excluded from the analysis. The SASSCAL 
data used was at a half-hourly time step, for comparability with the BT data. No quality control 
procedures were applied on the SASSCAL data, apart from checking the highest and lowest values 
in the data series, which were found to be within an acceptable range. Correlations between the 
SASSCAL 2-m air temperature and modelled TIR BTs were calculated, for both mean monthly 
temperature, and monthly temperature range, expressed as the difference between the 5th and 95th 
percentile temperatures. 
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3.3.2.2 Calculating frequency of extreme temperature events 
For each month, year and station location the total number of half-hourly observations that were 
above a threshold of 30 ℃ were counted and calculated as a fraction of the total number of half-
hourly observations. This frequency of warm temperature occurrences was calculated for 2-m air 
temperature data as well as modelled TIR BT. A calibration function was developed using the 
ratios of the monthly temperature ranges for the 2-m air temperature and the modelled TIR BTs, 
as well as the monthly mean 2-m air temperature and monthly mean TIR BTs.  
𝑘 =
𝑇𝑆95−𝑇𝑆05
𝑇𝑀95−𝑇𝑀05
, (3.1) 
 
𝑇𝑀𝐶 = 𝑇𝑆 + 𝑘 × (𝑇𝑀𝐵 − 𝑇𝑀), (3.2) 
 
where 𝑘 is the scale factor for calibrating BT to air temperature, 𝑇𝑆95 and 𝑇𝑆05 are the 95th 
percentile and 5th percentile observed station temperatures respectively for the month, 𝑇𝑀95 and 
𝑇𝑀05 are the 95th percentile and 5th percentile modelled TIR-based BT respectively for the month, 
𝑇𝑀𝐶 is the modelled and calibrated TIR BT, 𝑇𝑆 is the mean station temperature for the month, 𝑇𝑀 
is the mean modelled TIR BT for the month, and 𝑇𝑀𝐵 is the modelled BT. The calibration 
parameters were calculated separately for each station, month and year. 
A Monte Carlo approach was used to examine sensitivities to uncertainties in the estimates of 
the 'true' local mean and standard deviation of the air temperatures. In this approach, the mean and 
56 
standard deviations of the underlying station observations were randomly perturbed by 10 or 20 
percent, then the frequency of warm temperature occurrence was re-calculated using modelled TIR 
BT DTC temperatures based on the perturbed statistics. These perturbed estimates were developed 
to simulate the usage of air temperature means and standard deviations at points where local 
stations are not available, the normal scenario in remote sensing applications. 
3.4 Results 
Considerable variations were observed in the relationship between modelled TIR BTs and station 
2-m air temperature, from month to month, and between stations.  
For the Goodhope station, the monthly median TIR diurnal temperature range (DTR) was 
consistently larger than the 2-m air temperature range, the TIR maximum temperature was 
consistently higher than the 2-m air maximum temperature, and the TIR minimum temperature 
was lower than the minimum 2-m air temperature, for all the months for which Goodhope data 
were analysed, namely Jan, Apr, Jul and Oct. Figures 3.2a and 3.2b depict this pattern for Jan and 
Jul 2015 respectively. In contrast, Serenje, Kessua and Zambezi stations showed greater month-
to-month variability, with a tendency for larger DTR for TIR BTs than for 2-m air temperature in 
July and October. TIR DTCs frequently had a higher maximum and a lower minimum temperature; 
while the TIR BT and 2-m air temperature DTRs for these stations were comparable in January 
and April. This is illustrated by Figures 3.2c and 3.2d. The January 2014 Serenje (Figure 3.2c) TIR 
DTR had a similar magnitude to the 2-m air temperature DTR, with a TIR DTC consistently lower 
than the 2-m air temperature DTC, while the TIR DTR for Serenje in October 2015 (Figure 3.2d) 
was much larger than that for the 2-m air temperature, with a lower minimum temperature and a 
higher maximum temperature. Large variations in DTR were also observed within the same month 
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at different locations, as illustrated by Figures 3.2e and 3.2f, which show the monthly average 
DTCs for April 2016 for Goodhope and Kessua respectively: in this instance, Goodhope’s TIR 
DTC had a larger DTR than the 2-m air temperature DTC, while Kessua’s DTRs are similar, with 
a TIR DTC consistently lower than the 2-m air temperature DTC. In other cases, the relationship 
between TIR and 2-m air temperature DTCs for a given station and given month exhibited inter-
annual variation, as illustrated by Figures 3.2g and 3.2h, in which Zambezi’s January 2015 TIR 
DTC was consistently lower than the equivalent 2-m air temperature DTC, with a comparable 
DTR, while the January 2016 TIR DTC was larger than the contemporaneous 2-m air temperature 
DTR, with a lower minimum temperature and a higher maximum temperature. In all cases 
analysed, at a monthly scale, the TIR minimum temperature was less than that for air temperature, 
except for July in Zambezi. The full set of median monthly DTC for observed station air 
temperature, cloud-free TIR temperature, and modelled TIR temperature that were developed for 
this study is presented in Appendix B.  
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Figure 3.2 Comparison between median monthly DTC for observed station air 
temperature, cloud-free TIR temperature, and modelled TIR temperature for selected 
station locations and months, namely (a) Goodhope in January 2015 and (b) July 2015, (c) 
Serenje in January 2014 and (d) October 2015, (e) Goodhope in April 2016, (f) Kessua in 
April 2016, and Zambezi in (g) January 2015 and (h) January 2016 
(e) (f) 
(g) (h) 
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Figure 3.3 Scatterplot of monthly 2-m air temperature (observed) and modelled monthly 
TIR temperature for (a) monthly mean temperature and (b) monthly temperature range 
(a) 
(b) 
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The TIR-based modelled BTs were well correlated with 2-m air temperature. A comparison of 
the monthly modelled TIR BTs with monthly 2-m air temperatures, for both mean temperatures 
(Figure 3.3a) and temperature range (Figure 3.3b) produced R-squared values of 0.73 and 0.61 
respectively, both of which were significant at p < 0.01.  
Modelled BT overestimated the frequency of warm temperature occurrences when compared 
with station data (Figure 3.4a). The slope of the regression line was 1.86, with a statistically 
significant R-squared value of 0.70. After calibrating the modelled BTs as outlined in equations 
(3.1) and (3.2), the frequency of warm temperature occurrences estimated from calibrated BTs 
resulted in an R-squared of 0.91 against the station-derived frequencies (Figure 3.4b), with a 
regression slope of 1.20, indicating lower rates of overestimation. Figure 3.5 shows a comparison 
of frequencies of warm temperature occurrences for January, April, July and October, based on 
the different estimates of temperature. While the calibration was done using monthly aggregated 
statistics, the comparison of frequencies was based on half-hourly data. 
A table of contingency statistics comparing warm temperature occurrence frequency derived 
from station data analysis, with estimates based on the raw and calibrated versions of the TIR-
based temperatures, showed an improvement in most statistical parameters as a result of the 
calibration of the TIR-based temperatures (Table 3.2). The definitions and formulae of statistics 
shown in Table 3.2 are included in Appendix C. The raw TIR-based frequency estimates had a 
Heidke skill score (HSS) of 0.44, while those developed from calibrated TIR had a HSS of 0.50. 
Frequency estimates produced using calibrated TIR based temperatures developed with perturbed 
station mean and standard deviations had HSS of 0.48 and 0.18 for simulated uncertainties of 10% 
and 20% respectively. 
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Figure 3.4 Scatter plots of observed fraction of temperature above 30 ℃ (a) before and (b) 
after calibrating TIR BT 
(a) 
(b) 
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Figure 3.5 Frequency of temperature greater than 30 ℃ for the four different sites and 
months for observed air temperature in the solid black line, TIR BT in the orange dashed 
line, and calibrated TIR BT in the thin blue line. The different months are alternately 
colour-coded in the graph background as gray and white 
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Table 3.2 Contingency statistics for the amount of time (in half-hour periods) over 30 ℃ for 
raw TIR BT, adjusted (calibrated) TIR BT, and noise-adjusted TIR BT, using station-
observed air temperature data as truth, for all months, years and locations studied 
 
TIR 
 
TIR-Adj 
 
TIR-
Adj+10% 
noise 
TIR-
Adj+20% 
noise 
Total 54184 54184 54184 54184 
Hits 2357 2007 2205 1033 
Misses 827 1177 979 2151 
False Alarms 4189 2290 3082 4240 
Correct Negatives 46811 48710 47918 46760 
Accuracy 0.91 0.94 0.93 0.88 
Hit Rate 0.74 0.63 0.69 0.32 
Frequency Bias 2.06 1.35 1.66 1.66 
False Alarm Rate 0.08 0.04 0.06 0.08 
False Alarm Ratio 0.64 0.53 0.58 0.80 
HSS 0.44 0.50 0.48 0.18 
3.5 Discussion 
The correlation of 0.73 between modelled TIR BTs and 2-m mean air temperature can be explained 
by the considerable variations observed in the relationship between the two parameters, from 
month to month, and between stations (Figure 3.2). One likely explanation for the variation in TIR 
temperature/2-m air temperature relationships is the difference in precipitable water content. 
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Analysis of NCEP Reanalysis sub-daily precipitable water content data (Kalnay et al. 1996) at 
pixels closest to the SASSCAL station locations was undertaken to explore this explanation. The 
average monthly precipitable water content (PWC) ranged from 9.2 to 33.6 kg m-2. Using a 
MODTRAN (Berk et al. 1999) demonstration website (Spectral_Sciences_Incorporated) to plot 
the relationship between precipitable water content and atmospheric transmittance, unit conversion 
constants obtained in Liang (2005), and radiance-temperature equations developed for the 
Meteosat Second Generation (MSG) SEVIRI sensor (Tjemkes 2005), the PWC ranges observed 
in the NCEP data equated to atmospheric transmittances ranging from 0.61 to 0.91, and 
consequently, transmittance-induced temperature differences of between 6.4 and 36.8 °C given 
top-of-atmosphere radiances equivalent to 300 K. While this current study was only exploratory 
in nature, future work can improve the TIR – air temperature relationships by further developing 
the use of simple relationships that estimate the impact of atmospheric attenuation and radiance. 
Another aspect explaining the variability between TIR and 2-m air temperatures relates to the 
air and surface properties. Seasonal swings between a dry and wet state affect the behaviour of 
surface heating properties due to the partitioning of incoming radiation between latent and sensible 
heat flux. Given the same amount of incoming solar radiation, the relative proportions of latent 
and sensible heat fluxes differ under varying soil moisture regimes, with lower levels of soil 
moisture resulting in an increase in sensible heat. The seasonal variation of vegetation abundance 
and greenness also attenuates the surface energy balance characteristics, including absorption and 
emittance of radiation (Arya 2001). The presence of vegetation and soil moisture both have the 
effect of reducing the diurnal surface temperature range (Arya 2001). These principles were 
observed in Figure 3.2, where a generally smaller TIR DTR was observed at higher rainfall stations 
such as Zambezi and Serenje in January, during the peak of the rainfall season, than in the dryer 
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months of July, April and October. The differences in specific heat capacities of air, wet soil and 
dry soil also play a role in the observed differences in DTCs: Farouki (1981) listed the specific 
heat capacities of various constituents of soil, indicating that soil mineral particles have the lowest 
specific heat capacity, followed by air, then soil organic matter, and finally water having the 
highest specific heat capacity. As a result, dry soil heats up faster than air, and very wet soils heat 
up the slowest. Wind and air turbulence also affect air temperature due to the influence of heat 
convective transfer. Land surface emissivity also affects the relationship between TIR BT and 
LST, which in turn influences near-surface air temperature primarily by conduction, and by 
convection under conditions of moderate to high wind speed. Land surfaces with lower emissivity 
values would have an underestimation of LST, if emissivity is not explicitly incorporated. 
Emissivity has been shown to increase with the normalized difference vegetation index, or NDVI 
(Van de Griend and Owe 1993), and therefore vegetation. This implies seasonal influences on the 
BT-air temperature relationship, as NDVI decreases during the winter season due to senescence. 
Parton and Logan (1981) also noted a larger DTR for the soil surface, compared to measurements 
taken at 1.5 m. This finding is similar to the observations made in several graphs in Figure 3.2. 
However, seasonal and inter-annual variations are apparent, as observed in Figure 3.2, due to the 
reasons explained above. 
Despite the variable relationship between 2-m air temperature and TIR BT, the monthly means 
of the two datasets showed high levels of correlation (Figure 3.3a). The temperature ranges for the 
two datasets (Figure 3.3b) also showed significant correlation, although more scatter was apparent, 
and confirmed by the lower coefficient of determination. These high correlations occur despite the 
difference in the spatial measurement scale between the 2-m air temperature data, which is 
measured at a point on the order of magnitude of a few centimetres, and the TIR BT data, which 
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has a pixel size of 0.0363783, a spatial resolution of approximately 3.5 to 4.0 km in the study area. 
This difference is acceptable for temperature analysis, given that past studies have used distance 
lags of 25 km, and analysing air temperature semivariance for distances exceeding 500 km (e.g. 
Holdaway 1996). The monthly mean temperatures of the modelled TIR had an almost 1:1 
relationship (Figure 3.3a) with monthly mean station temperature, with a regression slope of 0.98, 
suggesting that when observations are taken over the long term, modelled TIR BTs average out to 
similar values to those observed in air temperatures, which may be due to the conservation of 
energy, among other factors. The higher variability observed in the relationships between the 
temperature ranges of the two datasets (Figure 3.3b) is due to the factors discussed above such as 
vegetation and soil moisture, and is a key to the development of calibration relationships expressed 
in equations (3.1) and (3.2). 
Of the 54,184 temperature observations that were analysed for the 4 stations, only 5.9 % of 
these observations had temperatures above 30 °C. This qualifies the occurrence of temperatures 
above 30 °C as a rare event, and the identification of these rare events is analogous to rare event 
forecasting evaluated by Doswell et al. (1990), for which they noted the HSS to be a good 
prediction skill assessment measure, with a value of 0 being no skill (chance) and a highest possible 
value of 1. In our study, the HSS for the detection of temperatures over 30 °C was calculated as 
0.44, which improved to 0.50 after calibration using equations (3.1) and (3.2). Although we 
examined several measures of model performance, some, such as the accuracy (Table 3.2), 
overstated the performance due to the large number of temperatures below the threshold, while the 
objective of the analysis is the high temperatures, which are relatively rare events.  
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Our study used 2-m air temperature station data to calibrate the modelled gridded TIR 
temperatures at specific pixels for which co-located station data were available. While this 
approach produced accurate results, station data are not available to separately calibrate each pixel 
on a gridded dataset. Instead, proxy datasets such as monthly gridded interpolated station datasets, 
or downscaled reanalysis fields, could be used for a pixel-by-pixel analysis. These datasets 
typically have a lower accuracy than station data; uncertainty in interpolated data sets increases 
with distance from the nearest station, being dependent on the number and distance to nearby 
stations (Phillips and Marks 1996). Reanalysis fields use both station data and general circulation 
model fields, and the uncertainty in the fields is also dependent on the density of the input stations 
(Compo et al. 2011). As a sample indicative of reanalysis uncertainty, an ensemble spread 
(standard deviation) for 2-m air temperature for the NOAA-CIRES twentieth century reanalysis 
for 1st of January 2001 at 00 Z (Compo et al. 2011) accessed through the NOAA Earth Systems 
Research Laboratory Physical Sciences Division website (NOAA_ESRL), produced results in the 
range of 0.3 to 2 K over most parts of Africa. Barsi et al. (2003) reported errors of approximately 
2 K for air temperatures in global forecasts produced by the National Centers for Environmental 
Prediction. With simulated uncertainties of 10%, the HSS decreased to 0.48, which was still an 
improvement on using the modelled TIR temperatures without any calibration. Simulated 
uncertainties of 20% resulted in a large HSS decrease to 0.18, which was worse than using the raw 
TIR, but still better than chance. In all cases of the actual and the simulated calibrations, the 
frequency bias was lower than that for the uncalibrated modelled TIR temperatures, suggesting 
that calibration, even with low accuracy datasets, provides some improvement to the analysis. 
The statistical approach used in this study to estimate half-hourly air temperatures frequency 
effectively lumps together the conversion from BT to LST, then LST to air temperature for specific 
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temperature thresholds, into a statistical model based on monthly-aggregated parametrization. This 
approach introduces a few shortcomings into the study, when compared with dynamical 
approaches. First, sub-monthly variations in factors that influence the BT-LST relationship, such 
as atmospheric transmittance and emissivity, can reduce the accuracy of the monthly statistical 
models at sub-monthly level. Emissivity is affected by vegetation greenness (Van de Griend and 
Owe 1993), which changes significantly at season green-up and senescence. Emissivity is also 
affect by soil moisture (Mira et al. 2007),  which changes constantly during the growing season as 
a function of temporal rainfall distribution and evapotranspiration. Atmospheric transmittance is 
affected by the total atmospheric water vapour content (TAWV), which can change over a few 
days, thus in turn potentially changing the BT-LST relationship over the course of the month. 
Secondly, a number of weather variables may affect the LST-air temperature relationship. Gallo 
et al. (2011) found that differences between LST and air temperature were much larger under clear-
sky than in cloudy conditions. Wind speed, wind direction, and frontal systems are other factors 
that may affect the LST-air temperature relationship at a sub-monthly time scale which may not 
be detected by a monthly-scale statistical model. In contrast, dynamical models incorporating these 
factors, as well as some diurnal-scale statistical models could incorporate the factors listed above 
to derive an improved accuracy air temperature estimation model. 
Several improvements, which were not implemented as they were beyond the scope of this 
exploratory study, can be made to the methodology in future work. One of these is a more in depth 
study of the influence of atmospheric attenuation and atmospheric radiance on the model, to 
determine if this can result in an improvement in the identification of extreme temperatures. 
Rudimentary analysis of reanalysis TAWV data at the study sites indicated large swings in the 
TAWV from month to month which results in large changes in the atmospheric transmittance and 
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hence the at-sensor BTs. Additionally, calibration of the TIR brightness temperatures at sub-
monthly intervals such as 10-day or 5-day calibrations may also result in improved accuracy in 
extreme temperature identification, as the TAWV changes referred to above also occur at sub-
monthly levels due to the movement of weather systems. 
3.6 Conclusions 
A method for identifying 2-m air temperature extremes was successfully developed and 
demonstrated using thermal infrared brightness temperatures (TIR BTs). This was despite various 
physics-based factors that convolute the relationship between TIR BTs and land surface 
temperature, and further still between land surface temperature and 2-m air temperature, which 
was the primary focus of this study. The methods used showed, at a monthly level of aggregation, 
a high level of correlation between modelled TIR BT means, and 2-m air temperature means. The 
monthly mean diurnal temperature ranges of the two datasets also exhibited strong correlations. 
The TIR brightness vs air temperature relationships that were determined in this study have 
important implications for the generation of new temperature data products that can be used to 
analyse historical temperature trends and events as well as for operational monitoring, at the 
moderate spatial resolution used by geostationary satellites. In particular, the ability to identify 
temperature extremes at a moderate spatial resolution will be useful for informing decision-making 
in agriculture and health, where high temperatures can have severe impacts. The ability to translate 
TIR BTs into measures of extreme temperature occurrence frequency using simple statistical 
techniques also means that the method would be easily applicable to many systems without 
requiring high computational power typical of radiative transfer models traditionally used to 
convert BT to land-surface temperature (LST). 
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CHAPTER 4: INCORPORATING THE EFFECTS OF TEMPERATURE INTO A 
SIMPLE, REGIONAL-SCALE, CROP-SPECIFIC WATER-BALANCE MODEL 
AND SEASONAL MONITORING SYSTEM 
4.1 Abstract 
Crop-specific water balance models are regularly used for seasonal monitoring of crop conditions 
to provide early warning of impending weather-induced yield reductions, and subsequent potential 
increase in food insecurity. One such model run by the Famine Early Warning Systems Network 
(FEWS NET) uses rainfall and evapotranspiration as meteorological inputs to produce the water 
requirements satisfaction index (WRSI), with a static length of growing period (LGP) 
approximating the period from planting to physiological maturity. In this study, gridded minimum 
and maximum air temperature data were used to estimate the growing degree days (GDD), and 
consequently, maps showing the growth duration (in dekads) of a maize crop from planting to 
maturity, for each summer season in southern Africa from 1982/1983 to 2016/2017. A dynamically 
variable LGP based on GDDs was thus created and integrated into the WRSI calculation. A 
comparison between the variable LGP generated by the analysis, and literature documenting LGP 
in a few southern Africa countries suggests that the new method produced reasonable LGP 
estimates. A number of variants of the WRSI were calculated, including WRSI based on planting 
at the onset of rains, and WRSI aggregated from several different planting dates. Correlations 
between historical maize yield in seven southern Africa countries and the different variations of 
WRSI suggest that the use of a variable, GDD-based LGP in the water balance calculation 
improves the ability of WRSI to estimate yield, especially after incorporating multiple planting 
dates into the model scheme, to better simulate local farming practices. Calibration of the soil 
water holding capacity was also found to improve the variable-LGP-based WRSI’s performance 
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relative to historical yield in some instances. An accumulation of GDDs developed using extreme 
air temperatures of at least 30 ℃ was noted to have significant correlations with historical yields 
across several sub-national administrative units, and also indicated high correlations with WRSI. 
A compound parameter that integrates water stress and heat stress impacts was developed, and 
indicated high correlations with yield. Several of the temperature-based parameters indicated 
improved correlations with yield, compared to the original, static-LGP-based WRSI. More work 
is required to calibrate and refine the temperature-based monitoring parameters at local, sub-
national scales. 
 
Keywords: calibration; extreme temperature; growing degree days; length of growing period; 
thermal time; water requirements satisfaction index; WRSI; CSWB; southern Africa 
4.2 Introduction 
Simple, inexpensive and moderately accurate agrometeorological methods for monitoring crop 
growing conditions and their implications for crop yields, are an essential component of early 
warning systems for food insecurity assessments in developing countries.  The water requirements 
satisfaction index (WRSI) calculation is one such method: based on a simple, crop-specific water 
balance (CSWB) model for assessing the effect of rainfall distribution and atmospheric moisture 
demand on crop performance, the index is calculated as the ratio between cumulative seasonal  
crop water supply and demand, expressed as a percentage (Senay and Verdin 2003). The Famine 
Early Warning Systems Network (FEWS NET) operationally runs the CSWB model and uses the 
WRSI for routine seasonal monitoring, enabling the detection of drought conditions that may 
potentially reduce crop yields (Senay and Verdin 2003). The CSWB model for calculating WRSI 
uses rainfall and short grass reference evapotranspiration (ETo) as the primary meteorological 
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inputs. The crop evapotranspiration (ETc) is deduced from ETo using crop coefficients that define 
the ratio between ETo and ETc at different stages of the crop’s phenology (Allen et al. 1998). A 
fixed crop length of growing period (LGP) for the crop, such as 120 days is generally used in the 
calculation of the WRSI, as in Verdin and Klaver (2002),  Senay and Verdin (2003), and Mukhala 
and Hoefsloot (2004). In their operational CSWB model for calculating the WRSI, USGS (2007) 
use a static LGP calculated for each pixel as the period for which the climatological rainfall is 
greater than a set fraction of the climatological potential evapotranspiration. The crop coefficients 
for the different crop growth stages are assigned to the model based on the fraction of the crop 
cycle length that has elapsed (Senay and Verdin 2003). WRSI has been used both as a qualitative 
indicator of yield (Rojas et al. 2005), as well as for quantitatively estimating crop yields (Manatsa 
et al. 2011). Reynolds et al. (2000b) noted the use of a fixed LGP as one limitation of the CSWB 
model, and suggested the use of temperature information from Meteosat satellite images to 
estimate crop cycle length.  
The impacts of air temperature on plant phenological development rate and consequently crop 
cycle length are well documented (McMaster and Wilhelm 1997, Trudgill et al. 2005, Cleland et 
al. 2007). Thermal time, referred to in some literature as heat units (McMaster and Wilhelm 1997), 
and typically expressed in units of growing degree days (GDD), or just ℃ day (Soler et al. 2005) 
is the accumulated difference between the daily average air temperature and a base temperature 
below which no plant growth occurs (Moot et al. 2000). Plant growth accelerates as temperature 
increases between the base temperature and an optimum temperature (Cleland et al. 2007), making 
thermal time a good predictor for phenological development rate. As the plant development rate is 
retarded above the optimum temperature, the GDD value in some models decreases linearly with 
air temperature above the optimum temperature threshold, until it  reaches zero at a critical 
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temperature above which no plant development occurs (Jones et al. 2003, Harrison et al. 2011). 
The effect of air temperature on crop phenological development is often used in deterministic crop 
simulation models such as AquaCrop (Steduto et al. 2009), APSIM (Wang et al. 2002) and DSSAT 
(Jones et al. 2003). A base temperatures of 10 ℃ and an optimum temperature of 30 ℃ are used in 
a number of applications (Reynolds et al. 2000b, Vina et al. 2004). Relationships that have been 
established between GDD accumulations at different crop stages, such as described by Yang et al. 
(2004), facilitate the modelling of crop growth through the different stages given only one 
published GDD parameter for a variety. 
Using a simplified thermal time approach that utilizes daily maximum, minimum and mean air 
temperature averaged over each of the main crop phenological stages, Harrison et al. (2011) 
demonstrated potential reductions in crop growth period of up to 7 days in parts of Mozambique, 
from a 1.2 ℃ seasonal average increase in air temperature. Physical experiments by Hatfield and 
Prueger (2015) suggested that maize plants which experienced increased temperatures had a 
shortened crop cycle, with subsequent reductions in yields, particularly if extreme temperatures 
occurred during the grain-filling period. However, they also concluded that changes in air 
temperature that occurred during the vegetative period did not affect maize yields. By comparing 
data from over 20,000 maize trials in southern and eastern Africa, with concurrent daily weather 
data, Lobell et al. (2011) demonstrated that maize experienced yield reductions of between 1 to 
1.7% per each GDD above the optimal temperature of 30 ℃, depending on the levels of moisture 
stress experienced during the flowering period. Their analysis showed little sensitivity of maize 
yield to temperature increase provided air temperatures remained below the optimal temperature 
and under conditions of optimal water availability; however, in trials where maize crops were 
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subjected to water stress during flowering and grain filling stage, any increase in air temperature 
resulted in a predictable reduction in yield.  
Hansen and Lebedeff (1987) observed global increases in air temperature between the late 19th 
century and the late 20th century of 0.5 ℃ to 0.7 ℃. In this century-long analysis, they observed 
periods of both positive and negative fluctuations, but noted an increase of approximately 0.3 ℃ 
in the 20 years between 1965 and 1985. Stocker et al. (2013) quoted a global average air 
temperature rise between 1951 and 2012 of 0.12 ℃ per decade. An analysis of global monthly 
mean air temperature data compiled by Matsuura and Willmott (2015) for the period 1971 to 2014 
showed an average increase of 0.12 ℃ per decade for the Dec-Mar (DJFM) period in mainland 
southern Africa, south of the 15 ° south latitude (Figure 4.1a). Climate projections by the IPCC 
(Stocker et al. 2013) suggest that global surface temperatures during the 2016-2035 period may be 
0.3  to 0.7 ℃ warmer than the 1986-2005 reference period. Although these climate trend studies 
and the climate projections by the IPCC show slow changes in temperature over the long-term, the 
inter-seasonal variability is much higher; DJFM air temperature averages based on the Matsuura 
and Willmott (2015) dataset showed a range of 4.0 ℃ (Figure 4.1b) and a standard deviation of 
1.0 ℃ in parts of southern Africa, between 1971-2014 period. The effect of this large inter-seasonal 
range in air-temperature on crop phenological development can be illustrated by considering two 
hypothetical seasons for a location X; season A with an average air temperature of 24 ℃, and 
season B with 28 ℃ average air temperature. A crop requiring 1600 GDD (base temperature 10 
℃) to reach physiological maturity would take 25 days less to reach maturity in season B than it 
would in season A. Late onset of seasonal rains sometimes delay planting of rainfed crops by as 
much as two months or more. When this happens, crops grow in a temperature regime different 
from the climatological conditions that occur when crops are planted closer to the average date of 
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planting. A short analysis of the Matsuura and Willmott (2015) dataset shows that in parts of 
southern and eastern Zambia, for example, crops growing in the October-November-December 
(OND) period on average experience seasonal average air temperatures 2 ℃ to 3 ℃ warmer than 
crops growing in the January-February-March (JFM) period (Figure 4.1c). Assuming 
corresponding 3-month average air temperatures of 24 ℃ and 26 to 27 ℃ in seasons C and D 
respectively, a 1600 GDD crop would take 14 to 20 days longer to reach maturity in season C than 
in scenario D. Using generated weather data run through a crop simulation model, Abraha and 
Savage (2006) showed that 2 to 4 ℃ increases in air temperature potentially reduced the crop cycle 
length by approximately 30 days and 50 days respectively, a result comparable with the rough 
calculations undertaken with the Matsuura and Willmott (2015) air temperature data. 
   
                
(a) (b) 
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Figure 4.1 Potential causes for changes in the average air temperature conditions under 
which crops grow. (a) Rate of temperature change (per decade) between 1971/72 and 
2013/14 for the DJFM period (b) Range of average DJFM temperatures between 1971/72 
and 2013/14. (c) Changes in average seasonal temperature that occur from OND to JFM 
The simplified scenarios presented above, based on the potential inter-seasonal variations in air 
temperature, illustrate the necessity for incorporating the impact of air temperature into the CSWB 
model for improved WRSI accuracy.  
The CSWB model identifies four distinct stages of crop growth in which the crop coefficient, a 
constant defined as the ratio of a crop’s water requirement to the reference evapotranspiration, can 
be calculated. The crop coefficient differs among crops and phenological stages. The four growth 
stages used in the CSWB model are the initial, vegetative (also referred to as crop development), 
reproductive (or mid-season) and ripening (or late season) stage (Allen et al. 1998). We refer to 
this schema as the descriptive crop growth schema. Allen et al. (1998) defines the initial stage as 
the time from planting until the crop covers approximately 10% of the ground area; the crop 
(c) 
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development stage from 10% coverage until the crop reaches full coverage, which, for many crops 
coincides with the start of flowering; the mid-season stage from the start of full coverage to the 
onset of maturity (often signified by the onset of senescence); and the late season stage is through 
to harvest or complete drying of the crop, whichever comes first. An analysis of crop calendars for 
maize grain crops growing in six different parts of the world (Allen et al. 1998) suggests that for 
maize grain, the initial stage occurs over approximately the first 18% of the crop’s full cycle, while 
the late season stage covers approximately the last 23% of the crop’s full cycle. 
An alternative method for describing the development of maize through various phenological 
stages is the leaf collar method, which is based on a count of the number of leaves on the plant 
with visible collars, (Nafziger 2009, Abendroth et al. 2011). The crop stages in the leaf collar 
method are denoted as various vegetative stages and reproductive stages. The vegetative stages 
described by Abendroth et al. (2011) and Nafziger (2009) were prefixed by the letter “V”, followed 
by a number denoting the number of leaves with visible collars. The exceptions are VE, which 
indicates plant emergence from the soil, and VT which indicates the emergence of maize tassels. 
The reproductive stages were denoted by the letter “R” followed by a stage number one through 
six, and represent the silking (R1) through to grain filling and maturity (R6) stage. Nafziger (2009) 
listed the estimated GDDs required for each stage of a maize crop that needs 2700 GDD, calculated 
in degrees Fahrenheit (which translates to 1482 GDD in degrees Celsius), to reach maturity. 
Moeletsi (2017) noted that 1340 GDD were required for an early-maturing maize variety to reach 
physiological maturity, 1420 GDD for a medium variety, and 1480 GDD for a medium-to-late 
variety. 
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Kranz et al. (2008) noted that the amount of water used by the maize crop starts to increase 
from around the V8 crop stage, reaching a maximum near the VT stage, and starts to reduce again 
around R4. This description compares well to the changes that occur in the crop coefficient at 
various crop stages, as described by Allen et al. (1998). 
This research integrates temperature effects into the CSWB by using a GDD-based variable 
crop-growing period, accumulating thermal time from the date of planting, in order to facilitate 
determination of the phenological stages and calculation of the associated crop water requirements 
dynamically. Correspondence between the leaf collar method and the descriptive crop growth 
schema is established to enable the use of GDD values in the CSWB model. Relationships between 
extreme temperature-based GDDs, yield and WRSI are explored in order to determine methods 
for integrating high temperature impacts into a seasonal crop monitoring system. 
4.3 Data and methods 
4.3.1 Data  
Gridded maximum and minimum 2-m air temperature data from the Climate Forecast System 
Reanalysis (CFSR) dataset (Saha et al. 2010) for the period 1979 to 2010, and from the Climate 
Forecast System version 2 (CFSv2) dataset (Saha et al. 2014) for the period 2011 to 2017, were 
used to calculate GDDs for the period 1979 to 2017. The CFSR and CFSv2 datasets are jointly 
referred to as CFS data in this study. A number of differences in the two datasets exist as described 
by Saha et al. (2014). However, this study only used data from both CFSR and CFSv2 at time lags 
at or very close to the datasets’ initial conditions, and minimal differences between the two are 
expected. The fact that CFSv2 retrospective forecasts use CFSR data as initial conditions further  
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underlines the similarity between the two datasets (Saha et al. 2014). The data were downloaded 
at a 6-hourly time-step and composited to a daily time-step. The CFS minimum and maximum 2-
m air temperature data were compared with Global Surface Summary of the Day (GSOD) data 
(NOAA_NCEI 2018), a global dataset of daily weather observations compiled from hourly and 
synoptic data, archived by the National Oceanic and Atmospheric Administration (NOAA) 
National Centers for Environmental Information (NCEI). The GSOD data were interpolated using 
inverse distance weighting interpolation to facilitate comparison with gridded CFS data at the 
station location. Daily composites of 10-m wind speed, surface downward and upward longwave 
and shortwave surface radiative flux, pressure, and relative humidity were also processed from the 
6-hourly CFS data, and were used in conjunction with the maximum and minimum 2-m air 
temperature CFS data to calculate daily reference evapotranspiration (ETo) for the period 1979 to 
2017. The 10-m wind speed data were converted to 2-m wind speed estimates after Allen et al. 
(1998), before using the wind speed data in the ETo calculation. The Climate Hazards Infrared 
Precipitation with Stations (CHIRPS) rainfall data (Funk et al. 2015) for the 1982/1983 to 
2016/2017 season was used in conjunction with ETo from the same period for driving the CSWB 
model. Data grids of soil water holding capacity (WHC) and LGP for running the CSWB model 
were provided by USGS. The soil WHC grid was originally derived from the Food and Agriculture 
Organization (FAO) digital soil map of the world (Senay and Verdin 2003), while the LGP grid 
was developed from a climatological analysis of rainfall and ETo data (USGS 2007). Historical 
sub-national maize yield data from the FEWS NET Data Warehouse (FDW) (www.fews.net) were 
used to compare the predictive power of different WRSI and temperature-based model variations. 
The yield data were de-trended before they were further used for analysis.  
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4.3.2 Methods 
4.3.2.1. Calculation of GDDs 
Based on a comparison of the leaf-collar method and descriptive crop growth schema, an 
approximate correspondence between the two methods was established as outlined by Table 4.1. 
This correspondence allowed the determination of GDD fractions at critical phenological stages 
used in the descriptive crop growth schema, based on crop-stage specific GDD information 
presented by Nafziger (2009) for the leaf-collar method. This approach enabled the calculation of 
cumulative GDD requirements for different crop varieties, for each phenological stage (as outlined 
in the descriptive crop growth schema). Crop coefficients for the calculation of ETc were 
subsequently estimated for each dekad of crop growth, by using cumulative GDDs and 
interpolating between the end-points of each phenological stage. 
Table 4.1 Relationship between descriptive crop growth schema and the leaf-collar method 
Descriptive crop growth 
schema (Allen et al. 1998) 
Leaf-collar method 
(Abendroth et al. 2011) 
Percentage of GDD at 
maturity 
(Nafziger 2009) 
End of initial stage V6-V8 20-26 (average=23) 
End of crop development stage V18-VT 45-49 (average=47) 
End of mid-season stage R4 (Dough Stage) 81 
End of late-season stage R6 (Maturity) 100 
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The GDD approach used was a combination of approaches described by Abendroth et al. (2011) 
and Harrison et al. (2011). Calculation of GDDs was primarily done using equation (4.1), as 
described by Abendroth et al. (2011). 
𝐺𝐷𝐷 = (
𝑇𝑥 + 𝑇𝑛
2
) − 𝑇𝑏 (4.1) 
 
where 𝑇𝑛 = 𝑇𝑏   if   𝑇𝑛 < 𝑇𝑏  
and 𝑇𝑥 = 𝑇𝑜   if   𝑇𝑥 > 𝑇𝑜 
and where 𝑇𝑥 is the daily maximum air temperature, 𝑇𝑛 is the daily minimum air temperature, 𝑇𝑏 
is the base temperature and 𝑇𝑜 is the optimum temperature, which is the upper limit for 
accumulation of GDDs. In this study, the values of 𝑇𝑏 and 𝑇𝑜 for maize were set to 10 ℃ and  
30 ℃ respectively, after McMaster and Wilhelm (1997) 
In addition to the approach described by Abendroth et al. (2011), an extreme temperature limit 
𝑇𝑒 was defined, above which plant growth rate was assumed to linearly decrease to zero at a critical 
temperature 𝑇𝑐, after the method described by Harrison et al. (2011), and represented by equation 
(4.2).   
𝐺𝐷𝐷 = [𝑇𝑜 − 𝑇𝑏] − ([𝑇𝑜 − 𝑇𝑏] × [
𝑇𝑎 − 𝑇𝑒
𝑇𝑐 − 𝑇𝑒
]) (4.2) 
  
where  𝐺𝐷𝐷 is the thermal time in growing degree days 
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 𝑇𝑜 is the optimum temperature, as defined in equation (4.1) 
 𝑇𝑏 is the base temperature for accumulation of GDDs 
 𝑇𝑒 is the extreme temperature limit above which photosynthesis starts to decrease  
 𝑇𝑎 is the average temperature, calculated as an average of 𝑇𝑥 and 𝑇𝑛 
 𝑇𝑐 is the critical temperature above which no photosynthesis occurs 
and 𝑇𝑎 = 𝑇𝑐   if   𝑇𝑎 > 𝑇𝑐 
The values of 𝑇𝑒 and 𝑇𝑐 were set to 34 ℃ and 45 ℃ respectively. Equation (4.2) was only valid 
when 𝑇𝑎 > 𝑇𝑒 
GDDs were thus calculated on a daily time step using equations (4.1) and (4.2) for the CFSR 
and CFSv2 modelled data for 1979 to 2010 and 2011 to 2017 respectively. The calculated GDDs 
were summed to dekadal totals, for compatibility with the CSWB model, which is run on a dekadal 
time step. To assess the feasibility of attaining reduced data storage and improved computational 
efficiency in the calculation, growing degree dekads (GDDekads) were calculated using equations 
(4.1) and (4.2) on a dekadal time step. To this end, dekadal 𝑇𝑥 and 𝑇𝑛 were calculated as averages 
of all the daily maximum and daily minimum temperatures, respectively, in the dekad. The dekadal 
𝑇𝑥 and 𝑇𝑛 values were then used in equations (4.1) and (4.2) to calculate the GDDekads. The 
calculated GDDekads were compared with GDDs summed to a dekadal time step. Data was 
extracted for each dekad from January 1979 to December 2017 at 25 selected point locations 
spread across varying elevations and ecologies, for a total of 35,100 data points. The locations of 
the points are shown in Appendix D 
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4.3.2.2 Calculation of the CSWB model output parameters and comparison with crop yield 
The CSWB model was run in a gridded analysis environment using two primary variations that 
were subsequently compared. The first variation replicated the methodology used in the USGS 
operational CSWB model (USGS 2007). Characteristics of this methodology included the use of 
(1) dynamic calculation of the onset of rains, based on a 3-dekad rainfall analysis, for triggering 
planting of the crop in the model, (2) gridded rainfall and ETo grids as meteorological inputs to 
the model, (3) soil WHC derived from the Food and Agriculture Organization (FAO) digital soil 
map of the world, (4) FAO-defined crop coefficients for calculating crop water requirement, and 
(5) a static LGP determined from climatological analysis of rainfall and ETo data. The second 
variation used all the other aspects of the first variation except the LGP. In the second variation, a 
variable LGP was calculated by accumulating GDDs from the planting dekad until the dekad when 
the heat units required to reach crop maturity were met.  
Extreme temperature GDDs (eGDDs) for highlighting the cumulative impact of very high 
temperatures on crop productivity were also calculated using equation (4.1), as described by Lobell 
et al. (2011), setting 𝑇𝑏 to 30 ℃ and 𝑇𝑜 to ∞. The calculated eGDDs were categorized as follows 
for each season 
 Cumulative eGDDs for the growing season 
 Cumulative eGDDs occurring during periods of crop water deficit 
 Total eGDDs for each crop stage, namely initial, vegetative, flowering and 
ripening stage of the crop growth 
 Total eGDDs during periods of crop water deficit for each crop stage 
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In addition to the above-mentioned parameters, a new parameter was developed by multiplying 
the water deficit expressed as a percent of the crop water requirement, by the eGDD. For the 
purposes of this study, this parameter was referred to as deficit-adjusted eGDD, or DxeGDD. The 
DxeGDD were accumulated for each season from 1982/1983 to 2016/2017. 
The historical crop yield data that was obtained from the FDW is aggregated at the level of 
administrative units such as districts and provinces, while the CSWB model outputs were gridded 
data. This necessitated further processing of the CSWB model output parameters, in order to make 
them directly comparable with the administrative-unit-wide crop yield data. The processing 
required entailed calculating the district or province-wide weighted spatial average value of a 
model parameter such as WRSI and GDD. The weighting was based on the fraction of cultivated 
area in each pixel in the administrative unit. The fraction of cultivated area per pixel of the analysis 
model was derived from the Globeland30 land cover map (Chen et al. 2015), a high resolution 
land cover map produced at 30 m pixel size. The Globeland30 map was first resampled to 500 m 
pixel resolution using a nearest neighbour resampling approach to improve data processing, then 
the number of 500 m pixels in each 0.1 degree grid cell was calculated. The Global Administrative 
Unit Layers (GAUL) maps (http://www.fao.org/geonetwork/srv/en/main.home) compiled by the 
Food and Agriculture Organization (FAO) of the United Nations (UN) were used to calculate the 
spatial averages for each administrative unit. The correlation of outputs from the different model 
variations with the FDW maize yields was assessed for Botswana, Lesotho, Malawi, South Africa, 
Swaziland, Zambia and Zimbabwe. 
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4.3.2.3 Incorporating variability in planting dates and soil management into the CSWB 
The LGP is generally considered as the period over which there is sufficient moisture for crops 
to grow successfully, often defined as the number of days for which rainfall is higher than some 
fraction of evapotranspiration (De Pauw et al. 1996). This method, used by Senay and Verdin 
(2003) to run the CSWB model and calculate WRSI, results in length of growing periods of up to 
180 days over most parts of Mozambique (Figure 4.4a). In contrast, Harrison et al. (2011) noted 
that some modelled late maturing maize varieties grown in Mozambique took between 100 and 
120 days from sowing to maturity, while short-season varieties took approximately 90 days. The 
apparent disparity between these two approaches is resolved when considering that farmers in 
some parts of southern Africa tend to plant over a period of time that can span two months or more 
(Rurinda et al. 2013). To simulate this effect in the model, the CSWB modelling approach 
described by Senay and Verdin (2003) was modified to process a series of CSWB model runs 
using up to six different planting dekads each season: with the first planting coinciding with the 
onset of rains, and each subsequent planting dekad occurring when dekadal total rainfall exceeded 
25 mm. The CSWB model runs for the different planting dates were then aggregated to calculate 
a single WRSI value per pixel, representative of the average field conditions over much of the 
humid period for the season of interest. Aggregations were tested over (a) a set of three different 
planting dates, and (b) a set of  six different planting dates. 
Soil compaction reduces the water available to crops by reducing infiltration as well as limiting 
root growth (Lipiec and Hatano 2003). Taylor and Brar (1991) noted a 50% reduction in water 
intake by maize in compacted fields compared to non-compacted fields, citing a study by Tardieu 
and Manichon (1987). Many conventional agricultural practices, including the use of draft animals, 
88 
implements, and tractors, cause soil compaction (Soane and Van Ouwerkerk 1994). These 
agricultural practices are commonly used in many parts of southern Africa. This implies that crop 
growing conditions under common conventional agriculture may have access to less soil moisture 
than implied by a CSWB model run using soil WHC estimates derived from pedo-transfer 
functions. WHC estimates obtained from the FAO soil map of the world (Verdin and Klaver 2002, 
Senay and Verdin 2003) were divided by 50, to simulate the 50% reduction in water availability 
for compacted soils noted by Taylor and Brar (1991). This approach facilitated a preliminary test 
of potential improvements that could be introduced into CSWB modelling by WHC calibration. 
Such improvements would allow better evaluation of the various CSWB-model-based yield 
estimation approaches. 
4.3.2.4 Summary of CSWB-related parameters analyzed 
Overall, the following parameters were analysed by comparison with yield statistics: 
 WRSIstatic_LGP: WRSI calculated using a static LGP grid 
 WRSIvariable_LGP: WRSI for a single planting dekad calculated using a variable LGP based 
on GDD accumulation  
 WRSIvariable_LGP_6onsets: WRSI aggregated from CSWB model runs for six different planting 
dekads, calculated using variable LGP based on GDD accumulation   
 WRSIvariable_LGP_3onsets: WRSI aggregated from CSWB model runs for three planting 
dekads, calculated using variable LGP based on GDD accumulation   
 WRSIvarLGP_halfWHC_3onsets: WRSI aggregated from CSWB model runs for three planting 
dekads, calculated using variable LGP based on GDD accumulation, and 
using a soil WHC equal to half the WHC of the USGS’ operational model  
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 eGDD3onsets: Total eGDD over the complete crop’s growth period, for CSWB model runs 
based on three different planting dates 
 eGDDDry_3onsets: Total eGDD’s occurring during periods of crop moisture deficit, over the 
complete crop’s growth period, for CSWB model runs based on three 
different planting dates 
 eGDDFLW_3onsets: Total eGDD’s occurring during flowering period of the crop’s phenology, 
for CSWB model runs based on three different planting dates 
 DxeGDD3onsets: Total DxeGDD over the complete crop’s growth period, for CSWB model 
runs based on three different planting dates 
Regional summaries of the performance of the different parameters were compiled for all the 
administrative units that had significant correlations between the de-trended yield index and WRSI 
values, for the different WRSI variations generated. Similar analyses were carried out for eGDD-
yield correlations, and for DxeGDD-yield correlations. To allow regional level correlations to be 
calculated, the yield, WRSI, eGDD and DxeGDD parameters for each administrative unit were 
standardized by subtracting the mean and dividing by the standard deviation. 
Correlation between WRSI and eGDD was also calculated in order to evaluate the covariance 
between the two variables, both of which had the potential to estimate yield. 
4.4 Results 
Daily Tmin (minimum air temperature) and Tmax (maximum air temperature) data derived from 
the CFSR (1979-2010) and CFSv2 (2011-2017) were compared with observed interpolated air 
temperature data from the GSOD stations. The results are shown in Table 4.2.  
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Table 4.2 Summary of validation of CFSR and CFSv2 minimum and maximum air 
temperature data using GSOD data 
Parameter Period 
[years] 
R-
squared 
P-
value 
RMSE 
[℃] 
MAE 
[℃] 
Mean 
bias 
Slope Intercept 
[℃] 
Number  
of 
points 
Tmin 1979-1990 0.77 0 2.74 2.17 -0.57 0.95 0.32 568392 
Tmin 1991-2000 0.78 0 2.76 2.21  0.95 0.10 566943 
Tmin 2001-2010 0.82 0 2.60 2.04  0.93 0.71 708769 
Tmin 2011-2017 0.81 0 2.74 2.37  0.94 -0.39 780795 
Tmax 1979-1990 0.63 0 3.38 2.60 -0.07 0.99 0.24 568685 
Tmax 1991-2000 0.66 0 3.46 2.64  1.07 -1.78 567090 
Tmax 2001-2010 0.69 0 3.42 2.61  1.08 -2.71 709046 
Tmax 2011-2017 0.72 0 3.18 2.68  1.04 -2.69 780987 
The data were validated in groups of ten to twelve years for all but the last seven years in the 
dataset, which were validated for the period 2011-2017. The data was split into these groups of 
years due to limitations in Microsft Excel, the main software that was used for statistical analysis. 
Excel cannot handle more tha 1,048,576 rows of data at a time, and the groups of data analysed 
contained between 550,000 and 780,000 data points each. The coefficients of determination and 
mean absolute errors for 2-m minimum air temperature for each period of validation were all 
higher and lower respectively, than those for 2-m maximum air temperature. The CFSv2-based 
daily minimum and maximum air temperature captured 81% and 72% of the variation observed in 
the GSOD minimum and maximum air temperature data respectively. This result was comparable 
with the CFSR data verification, which gave R-squared values that ranged between 0.77 and 0.82 
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for minimum air temperature, and between 0.63 and 0.69 for maximum air temperature. The 
regression slope was close to 1 in most cases (Table 4.2). The regression intercept was close to 0 
℃ in most cases for minimum air temperature, while it ranged between -2 and -3 ℃ for the 
maximum air temperature. 
A scatterplot of over 780,000 daily data points for Tmin and Tmax data comparing CFSv2 and 
GSOD data for the period are shown in Figure 4.2. 
   
 
Figure 4.2 Scatterplots of (a) daily minimum and (b) daily maximum air temperature for 
the period 2011 to 2017, comparing interpolated GSOD station data and CFSv2 modelled 
data at co-located points 
The comparison of dekadal total GDDs and GDDekads indicated a high coefficient of 
determination of 0.996 between the two parameters (Figure 4.3). The GDDekads indicated an 
overall mean bias of 0.92. The GDDekads tended to underestimate low GDDs, and overestimate 
(a) (b) 
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high GDDs. GDDekads between 0 and 100 had a mean bias of -0.52 when compared with dekadal 
accumulated GDDs, while those between 101 and 200 had a mean bias of 1.58. 
 
Figure 4.3 Scatterplot comparing dekadal total GDDs and GDDekads. The solid orange 
line is the 1:1 line 
The LGP based on comparison between climatological rainfall and evapotranspiration (Figure 
4.4a), which is the one used in the operational USGS WRSI version of the CSWB model, was 
found to be, in most areas, longer than that calculated based on accumulation of GDDs for both 
the early maturing (Figure 4.4b) and late maturing (Figure 4.4c) maize varieties. The operational 
CSWB’s LGP was 18 dekads (approximately 180 days) in many parts of Angola, Democratic 
Republic of Congo, Lesotho, Madagascar, Malawi, Mozambique, South Africa, Swaziland, 
Tanzania and Zambia. In contrast, the early maturing model produced LGPs of nine to ten dekads 
in many areas. In nearly all the countries in the analysis areas, excluding Lesotho and South Africa, 
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most places had GDD-calculated LGP shorter than 14 dekads for the medium-to-late maturing 
varieties. 
 
Figure 4.4 (a) Static LGP used in operational USGS CSWB model, compared with (b) 
average variable LGP for an early maturing maize variety with a total GDD requirement 
of 1340 and (c) average variable LGP for a medium-to-late maturing maize variety with a 
(a) (b) 
(c) 
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total GDD requirement of 1482 GDD. The average variable LGP maps were calculated 
using air temperature data for 35 agricultural seasons from 1982/1983 to 2016/2017  
Over the 35-year time series of LGP grids that was generated, some inter-seasonal variation 
was observed. The shortest LGP noted in the 1482 GDD analysis in most areas was between 9 and 
11 dekads (Figure 4.5a), while the longest modelled LGP was at least 13 dekads in most areas, 
with many parts of Angola, Zambia and Zimbabwe having longest LGPs of over 14 dekads. Large 
parts of South Africa and Lesotho had longest LGPs of over 18 dekads (Figure 4.5b).  
           
Figure 4.5 (a) Minimum and (b) maximum calculated LGP for 35 seasons, from 1982/1983 
season to 2016/2017 main agricultural season. The LGP was calculated for a maize crop 
with a 1482 GDD requirement 
Large differences in the LGP extremes were observed in some cases, with range in LGP 
(maximum minus minimum) of greater than 9 dekads in parts of South Africa, Lesotho, Malawi 
(a) (b) 
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and Tanzania, although it was less than 4 dekads in most areas (Figure 4.6a). The inter-seasonal 
variability as estimated by standard deviation (Figure 4.6b) was much lower, with most areas 
having a standard deviation of less than 2 dekads. 
 
Figure 4.6 (a) Range and (b) standard deviation of LGP calculated for 35 seasons, from 
1982/1983 season to 2016/2017 main agricultural season. The LGP was calculated for a 
1482 GDD maize crop 
Changes in LGP were noted to coincide with increased delay in planting dates (Figures 4.7 and 
4.8). Earlier onset generally coincided with shorter LGP, while late planting resulted in longer 
LGP for many areas. The increase in LGP with delay in onset was particularly characteristic of 
specific areas, including Zimbabwe, parts of Zambia and Malawi, Botswana, South Africa, eastern 
Madagascar and Namibia. In other areas, including much of Mozambique, Angola, Tanzania and 
western Madagascar, little to no change in LGP occurred with delay in planting.  
 
(a) (b) 
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Figure 4.7 Potential consecutive planting dekads averaged over the period 1982/1983 to 2016/2017. Figure 4.7a shows the onset 
of rains, following the methodology described by Senay and Verdin (2003). Figure 4.7b to 4.7e show the first four dekads after 
the onset in which at least 25 mm of rainfall is received 
 
Figure 4.8 Average LGP associated with the average planting dates defined in Figure 4.7, based on a crop requiring 1482 
GDD. Figure 4.8a is the average LGP calculated for planting dates summarized by Figure 4.7a; Figure 4.8b LGPs match 
Figure 4.7b planting dates, Figure 4.8c LGPs match Figure 4.7c planting dates, Figure 4.8d LGPs match Figure 4.7d planting 
dates, and Figure 4.8e LGPs match Figure 4.7e planting dates 
(a) (b) (c) (d) (e) 
(a) (b) (c) (d) (e) 
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The LGP was generally stable over the 35 year period between 1982 and 2016, as suggested 
by a trend analysis over this period (Figure 4.9). Most areas had an average change in LGP of 
less than 0.5 dekads per decade. A few areas of north-eastern Tanzania, eastern Madagascar, 
eastern South Africa and central Namibia had a shortening of the LGP of at least 0.5 dekads per 
decade. In contrast, areas around Botswana and central Zimbabwe showed an average increase 
in the LGP of greater than 0.5 dekads per decade. 
 
Figure 4.9 Average change in LGP in dekads per decade, calculated for the period from 
1982 to 2016 
The trend analysis of the eGDD for the 35-year period between 1982 and 2016 (Figure 4.10a) 
showed minor changes in the long term average eGDD. The change per decade was less than 
10 GDD in most areas. Exceptions included eastern South Africa and eastern Madagascar where 
there was an average increase in the eGDD. An average decrease in the eGDD was also noted 
in southern Angola, northern Namibia and southern DRC. When compared to the 35-year 
average and standard deviation of the eGDD (Figures 4.10b and 4.10c respectively) the change 
in eGDD was generally low. 
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Figure 4.10 Analysis of eGDD data for the period 1982 to 2016, showing (a) average 
change in eGDD (trend), (b) average eGDD and (c) standard deviation of eGDD 
Values of R-squared for various WRSI, eGDD and DxeGDD parameters with crop yield 
statistics were calculated. Nine different parameters were analysed for each of 183 sub-national 
administrative units, with correlations for eight of these shown in Figures 4.11 and 4.12. Out of 
(a) (b) 
(c) 
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the 183 administrative units analysed, the number of regressions that were statistically 
significant for the different parameters ranged from 43 to 74 (for the eGDD and the DxeGDD 
parameters respectively), being 23% to 40% of the total number of administrative units (Table 
4.3). Overall, the DxeGDD3onsets, WRSIvarLGP_halfWHC_3onsets and WRSIstatic_LGP parameters had 
the highest number of statistically significant correlations with yield (Table 4.3). While most 
countries analysed had a larger number of WRSI-related parameters with a greater percentage 
of statistically significant correlations (Table 4.4), eGDD-related parameters for Botswana had 
stronger relationships with yield than WRSI parameters.  
 
     
(a) (b) 
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Figure 4.11 Correlation between historical sub-national maize yield and (a) WRSI 
based on a static LGP, (b) WRSI based on a variable, GDD-determined LGP, (c) 
average WRSI for three consecutive plantings, based on a variable, GDD-determined 
LGP, and (d) average WRSI for six consecutive plantings, based on a variable, GDD-
determined LGP. All WRSI calculations were for a 1482 GDD maize crop. Regions in 
which the correlation coefficient is significant at the 0.05 level are shown without 
hatched lines. Hatched lines indicate those regions where the correlation coefficient is 
not significant at the 0.05 level 
 
(c) (d) 
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Figure 4.12 Correlation between historical sub-national maize yield and (a) total eGDD, 
(b) total eGDD occurring during dry periods of crop water deficit, (c) DxeGDD and (d) 
total eGDD during the flowering period. All GDD calculations were based on CSWB 
(a) (b) 
(c) (d) 
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model runs for a 1482 GDD maize crop, run for three consecutive planting dates. 
Regions in which the correlation coefficient is significant at the 0.05 level are shown 
without hatched lines, while hatched lines indicate those regions where the correlation 
coefficient is not significant at the 0.05 level 
Table 4.3 Number of administrative units for which different WRSI and eGDD 
parameters indicated significant correlation with maize yield 
Parameter 
Number of admin 
units with significant 
correlation 
Percent of admin 
units with significant 
correlation 
WRSIstatic_LGP 67 37 
WRSIvariable_LGP 56 31 
WRSIvariable_LGP_6onsets 62 34 
WRSIvariable_LGP_3onsets 64 35 
WRSIvarLGP_halfWHC_3onsets 70 38 
eGDD3onsets 43 23 
eGDDDry_3onsets 49 27 
eGDDFLW_3onsets 52 28 
DxeGDD3onsets 74 40 
Best parameter (combined) 103 56 
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Table 4.4 Percentage of administrative units in each country with statistically significant correlations between maize yield and each of the 
parameters analysed. Each value in the table is a percentage of the total number of administrative units in the country that were analysed 
Parameter Botswana  Lesotho  Malawi  South Africa  Swaziland  Zambia  Zimbabwe  
WRSIstatic_LGP 0 20 39 63 100 7 72 
WRSIvariable_LGP 0 10 0 63 50 10 70 
WRSIvariable_LGP_6onsets 13 20 22 63 100 11 63 
WRSIvariable_LGP_3onsets 0 20 17 63 75 10 74 
WRSIvarLGP_halfWHC_3onsets 13 30 43 63 100 10 68 
eGDD3onsets 25 0 4 63 50 1 54 
eGDDDry_3onsets 25 0 9 63 75 3 60 
eGDDFLW_3onsets 25 0 22 63 75 3 60 
DxeGDD3onsets 25 0 43 63 100 17 70 
Best Parameter 25 33 70 63 100 31 88 
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For each administrative unit, the parameter with the highest correlation to yield was 
identified and mapped (Figure 4.13). From the compilation of highest correlations, 103 of the 
183 administrative units, or 56%, had statistically significant correlations between the best 
parameter and yield (Table 4.5). Of the 183 administrative units, 34 units, or 19% had the 
original WRSI parameter based on a static LGP as the best predictor of yield. A total of 79 
administrative units, or 43%, had a parameter based on variable-LGP WRSI as the most 
predictive parameter, while 46 administrative units, or 25% had a parameter based on the eGDD 
as the best predictor, and 24 administrative units, or 13%, had the DxeGDD parameter as the 
best predictor. 
At a country level, Lesotho, at 3 out of 9 administrative units, had the highest percentage of 
administrative units with the original static LGP-based WRSI as the best predictor of yield, 
while none of the Swaziland’s 4 administrative units identified the original WRSI as the best 
predictor (Table 4.6). South Africa and Lesotho had only 1 administrative unit each (out of 8 
and 9 districts respectively) identifying a eGDD-based parameter as the best predictor, while 
Swaziland had 3 out of 4 and Botswana had 4 out of 8 of their administrative units having their 
best yield predictors being one of the eGDD-based parameters. 
105 
 
Figure 4.13 (a) Model parameters with the highest R-squared values against maize 
yields for each administrative unit and (b) the corresponding R-squared values 
(a) 
(b) 
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Table 4.5 Summary of performance of different model parameters showing the number 
of administrative units in which they displayed the highest correlations with maize yields 
Parameter 
 
Number of admin 
units with highest 
correlation 
Number of statistically 
significant highest 
correlation admin units 
WRSIstatic_LGP 34 21 
WRSIvariable_LGP 20 14 
WRSIvariable_LGP_3onsets 16 11 
WRSIvariable_LGP_6onsets 26 14 
WRSIvarLGP_halfWHC_3onsets 17 12 
eGDD3onsets 11 4 
eGDDDry_3onsets 10 4 
eGDDFLW_3onsets 25 10 
DxeGDD3onsets 24 13 
Total 183 103 
Table 4.6 Summary of a selected set of the best parameters for predicting yield by country 
Country 
 
Number 
of admin 
units 
analysed 
 
 
 
Number of 
admin units 
with 
WRSIstatic_LGP 
as best 
parameter 
 
Number of 
admin units 
with eGDD-
based 
parameters as 
best parameter 
 
Number of 
admin units 
with 
DxeGDD as 
best 
parameter  
 
Percent of 
admin units 
with 
WRSIstatic_LGP 
as best 
parameter 
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Botswana 8 1 4 2 13 
Lesotho 9 3 1 1 33 
Malawi 24 7 9 1 29 
South 
Africa 8 2 1 4 25 
Swaziland 4 0 3 1 0 
Zambia 71 10 20 9 14 
Zimbabwe 57 11 8 6 19 
 
Correlations between standardized de-trended yield index (hereafter referred to in this 
section as “standardized yield) and different version of various standardized WRSI- or eGDD-
based parameters all indicated R-squared values of between 0.22 and 0.40 (Figure 4.14). The 
standardized, variable-LGP WRSI indicated an R-squared value of 0.30 against standardized 
yield (Figure 4.14b), but this improved substantially to 0.40 when optimal number of planting 
dekads (between 1 onset, 3 onsets or 6 onsets) were considered (Figure 4.14c), which was also 
the highest R-squared value indicated. The correlation between standardized yield and 
standardized static-LGP WRSI indicated the second-best R-squared value of 0.35 (Figure 
4.14a), among the parameters analysed. The standardized eGDD had the lowest R-squared 
against standardized yield at 0.22 (Figure 4.14d), while the standardized DxeGDD had a 
moderate R-squared value of 0.33 against standardized yield. When only administrative units 
which indicated significant correlations were considered for each parameter, the WRSI-related 
correlations with yield all ranged between 0.38 and 0.40, however only 53 administrative units 
were considered for the single-onset, variable-LGP WRSI, followed by 67 administrative units 
for the static-LGP WRSI, and 75 administrative units for the multi-onset WRSI. A lower 
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number of administrative units compensated for the decrease in R-squared that occurred when 
more administrative units were considered. The eGDD-yield correlation indicated an R-squared 
of 0.35 when only administrative units indicating significant correlations were considered. 
Linear regression analysis between standardized multi-onset variable-LGP WRSI and 
standardized yield gave equation (4.3) 
𝑌𝑖𝑒𝑙𝑑𝑠𝑡𝑑 = 𝑊𝑅𝑆𝐼𝑣𝐿_𝑚𝑢𝑙𝑡𝑖_𝑠𝑡𝑑 × 0.635 (4.3) 
where 𝑌𝑖𝑒𝑙𝑑𝑠𝑡𝑑 is the standardized yield and 𝑊𝑅𝑆𝐼𝑣𝐿_𝑚𝑢𝑙𝑡𝑖_𝑠𝑡𝑑 is the standardized variable-LGP 
multi-onset WRSI 
For all scatterplots of the different versions of WRSI against yield, the spread of the points, 
which indicates the variability in the data, was small for lower WRSI values, while higher 
WRSI values showed more spread. (Figure 4.14 a-c). In contrast, the eGDD-related scatterplots 
against yield had less spread at higher values of eGDD, and more spread at lower values of 
eGDD. 
The eGDD indicated a moderately high R-squared of 0.37 when correlated against WRSI 
(Figure 4.14f). This was a comparable coefficient of determination to those observed when the 
various WRSI expressions were correlated against yield (Figure 4.14 a-c). Unlike with the 
eGDD-yield or WRSI-yield scatter plots, there was no notable change in variability from low 
to high values of either eGDD or WRSI. 
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Figure 4.14 Region-wide scatter plots for all 1422 data points from 75 administrative 
units that indicated significant correlation between yield and the multi-onset WRSI 
parameter. Scatterplots are shown between standardized yield and (a) standardized 
WRSI calculated using static LGP, (b) standardized WRSI calculated using variable, 
GDD-based LGP for planting with the onset of rains (c) standardized WRSI calculated 
using variable, GDD-based LGP for optimal number of planting dates, (d) standardized 
(a) (b) 
(c) (d) 
(e) (f) 
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eGDD, and (e) standardized DxeGDD. Correlation between standardized eGDD and 
standardized WRSI is shown in (f) 
A multiple linear regression model for estimating maize yield using standardized eGDD and 
standardized WRSI as predictors was tested to check the extra value that eGDD adds to crop 
monitoring analysis. Table 4.7 shows the R-squared values for each parameter and both 
parameters when correlated with yield. The inclusion of eGDD in the regression of WRSI with 
yield resulted in a marginal increase in R-squared from 0.40 to 0.41. 
Table 4.7 R-squared values for regressions between standardized values of yield, WRSI 
and eGDD for 1422 data points from 75 administrative units 
R-squared: WRSI vs yield R-squared: eGDD vs yield Multiple R-squared: 
[WRSI and eGDD] vs yield 
0.40 0.22 0.41 
 
4.5 Discussion 
The CSWB modelling done in this study utilized a gridded approach, with water balance 
calculations being run for each pixel. As a result, gridded datasets such as the CFSR and CFSv2 
were used for temperature analysis. The statistics obtained from the validation of the CFS air 
temperature data using GSOD air temperature, including high r-squared values of between 0.63 
and 0.82, regression slopes close to 1, and regression intercepts between 0 and -3 ℃ data suggest 
that the use of CFS data for temperature analysis allows reasonably accurate tracking of the 
variations in temperature. The same validation statistics however also suggest potential for 
111 
improvement in the CFS data, given to the inherent error in the CFS, as suggested by the 
validation statistics (e.g. r-squared values of 0.63 in some cases). Such improvements can be 
implemented by merging the gridded CFS data with available observed daily station data such 
as the GSOD, using any number of existing techniques for combining raster and point data (e.g. 
Myers 1982, Nalder and Wein 1998, Budde et al. 2014, Li and Heap 2014). Future research can 
consider the use of existing techniques for combining these datasets, and additionally 
incorporating other data with strong influence on temperature, such as cloud masks, which may 
further improve the gridded temperature data.  
Dekadal GDDs calculated from dekadal maximum and dekadal minimum air temperatures 
(GDDekads) showed a high correlation with daily GDDs summed to a dekadal timestep (Figure 
4.3). The high correlation between the two versions of dekadal thermal time suggests that 
extreme temperatures, by definition, rarely occur during the dekad, and that weather systems 
generally do not experience sudden sub-dekadal changes. A large difference between dekadal 
summed GDDs and GDDekads would occur when several days within the dekad have 𝑇𝑥 > 𝑇𝑜 
or 𝑇𝑛 < 𝑇𝑏 (as defined in Equation 4.1) but the dekadal average falls well between 𝑇𝑏 and 𝑇𝑜. 
The difference between GDDekads and dekadal-summed GDDs is likely to be more 
pronounced when large temperature swings occur during the dekad, for example due to the slow 
passage of frontal systems through an area. The high correlation further suggests that dekadal 
temperature data sets can be used for calculating GDDs and running the variable-LGP CSWB 
model, which would reduce computer disk space and processing time required to run the model. 
However, the use of GDDs calculated using dekadal temperature data could sometimes result 
in an underestimation of eGDDs, especially for dekads in which maximum temperatures had 
high variability over the course of the dekad (e.g. due to the development of a weather system 
during the dekad that could cause maximum temperatures to change abruptly). 
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The extent to which the crop coefficient method and the thermal time method can be 
integrated has some limitations, in part due to differences in the definition of the different stages 
in the descriptive crop growth schema which utilizes crop coefficients, and the leaf collar 
method which uses GDDs. For example, the end of the initial stage, which is defined as the 
time the crop attains 10% ground coverage, will be to some extent dependent on the plant 
population, as the time to which 10% of ground coverage is attained will depend on the plant 
density as well as rate of vegetative development.  
The LGPs calculated under various scenarios (Figures 4.4 and 4.8) were found to be 
comparable to those mentioned in various literature. For example, Harrison et al. (2011) noted 
LGP in Mozambique ranging from 90 to 120 days, similar to GDD-calculated LGP in this study. 
Pannar (2017) noted that the LGP for their early maturing maize varieties ranged from 110 to 
150 days in warm and cool areas respectively. In comparison, the GDD-based methodology 
observed the early maturing variety to range from 100 to 160 days (Figure 4.4b) in the main 
maize growing areas of South Africa, located primarily in central parts of South Africa, north 
of Lesotho. Ngwira et al. (2014) observed the crop growing period for a medium-maturing 
maize variety at Chitedze, an agricultural research station in Malawi between 2007 and 2013, 
and noted it to range between 137 days and 144 days. Comparatively, our model calculated the 
average GDD-based LGP at the same location at 13 dekads. To further validate the accuracy of 
the LGP estimates made in this study, future studies can compare data measuring days to 
maturation, sourced from field trials at a more spatially representative distribution. As the 
determination of LGP was not the primary objective of this study, a rigorous validation of LGP 
calculations was not carried out. 
The LGP standard deviation (Figure 4.6b) suggested that in most areas under study, the LGP 
is within 1 dekad of the mean LGP for 67% of the seasons.  However, when there are extremes 
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in temperature, the LGP can vary by up to 3 dekads in many areas, and by 4 or more in some 
areas including parts of Botswana, Malawi, Namibia, South Africa, Zambia and Zimbabwe, as 
suggested by the LGP range (Figure 4.6a). Large variations in LGP were also noted to occur 
with changes in planting dates (Figures 4.7 and 4.8). The general increase in LGP associated 
with delay in planting was also noted by Moeletsi (2017) in Free State Province of South Africa; 
in our analysis of the model results over Free State, an average change of onset of 5 to 6 dekads 
(e.g. from dekad 2 of November to dekad 2 of January) resulted in an average increase in LGP 
by 3 to 5 dekads. This variability in LGP underlines the importance of consistent monitoring of 
temperatures and estimation of LGP, as these factors can affect the accuracy of WRSI due to 
timing of dry, wet and warm spells relative to the crop phenology, as well as the timing of 
harvest, which can have implications on food availability and food security. These findings 
align with the note made by Reynolds et al. (2000b) on the use of a static LGP as one limitation 
of the CSWB model, and highlights the importance of a variable LGP solution. The results also 
tie in with demonstrations by Harrison et al. (2011) of the potential reductions in crop growth 
period in Mozambique with increase in air temperature, and with experiments by Hatfield and 
Prueger (2015) that suggested maize plants had a shortened crop cycle when they experienced 
increased temperatures. 
There were some administrative units noted where none of the WRSI-based or eGDD-based 
parameters showed significant correlations with historical yield. These included much of 
Zambia and northern Malawi. A study of climatological temperature and rainfall in these areas 
indicated that rainfall tended to be high, and maximum air temperature relatively low. For 
example, in Mpongwe, Zambia, the long-term average rainfall for the December to February 
(DJF) period, based on CHIRPS is 751 mm, while long-term average maximum air temperature, 
based on CFS data, is 26.9 ℃. Similarly, Mzimba in Malawi has average rainfall and maximum 
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air temperature of 617 mm and 25.9 ℃ respectively for the DJF period. This suggests that in 
both these areas, and many like them, neither rainfall nor extreme temperatures are factors that 
would tend to negatively impact maize yields, except during rare events. In contrast, Free State 
in South Africa had average rainfall and maximum air temperature of 247 mm and 31.3 ℃ 
respectively for the DJF period.  
Given that WRSI works best as an indicator of crop yield in water-limited areas (Reynolds 
et al. 2000b, Verdin and Klaver 2002, Senay and Verdin 2003), it is unsurprising that the high 
rainfall areas such as those noted in countries like Malawi and Zambia did not have statistically 
significant WRSI correlations with yield. However the number of administrative units in which 
WRSIvarLGP_halfWHC_3onsets was the most predictive, including some of the high rainfall areas in 
Malawi and Zambia, suggests that further calibration of the WRSI by adjusting the soil WHC 
and consequently changing water limitations, may improve the accuracy of the model. WHC 
values derived from soil maps can be generated using pedo-transfer functions (e.g. Reynolds et 
al. 2000a). While we arbitrarily tested a reduction of half the FAO-based WHC, assuming a 
50% reduction in water availability under conditions of sub-surface compaction (Taylor and 
Brar 1991), various factors can increase or decrease the retention of water in soils to varying 
degrees, including soil organic matter, and management practices such as mulching, tillage 
practices, and use of cover crops (Minasny and McBratney 2018). A rigorous step-wise 
calibration to determine the effective WHC would improve the accuracy of the WRSI.  
Changes in the LGP based on the temperature regime also improved the WRSI’s predictive 
capability, given that 43% of all the administrative units had a parameter based on variable-
LGP WRSI as the one most predictive of yield. Of these variable-LGP WRSI parameters, 75% 
were based on multiple onsets, effectively simulating the planting of crops by farmers on 
different dates over a planting window, which is a common occurrence in farming practice 
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(Rurinda et al. 2013). Only three variations in number of onsets were tested, namely 1, 3 and 6 
onsets, and different number of onsets gave the best results in different areas. The optimum 
number of onsets may be a function of the timing of the onset of rains, the maturation period of 
the variety grown, and the climatological humid period over which crops can be grown. A full 
calibration can be undertaken with the first estimate based on calculating the above-mentioned 
function, then increasing or decreasing the number of onsets starting from the first estimate. 
Although the effect of multiple onsets was simulated by simply averaging the resultant WRSI 
values from the different planting dates, this result can be improved in future work by 
developing a probability distribution function of the fraction of total planting done as a function 
of time from the beginning of the planting window in different areas. Such a product would 
allow a weighted average of WRSI values from the different planting dates, based on the 
expected planting prevalence on each date. Additionally, reviewing the different WRSI values 
generated for each planting date enables the analysis of crop condition expectations for farmers 
who planted at different dates. In an operational crop monitoring system, information on 
planting dates may have been gathered early during the season, but various constraints may 
prevent regular visits to physically check the crop condition. 
The eGDD shows the cumulative temperature stress experienced by a crop throughout the 
growing season. This can help to explain why it showed high, statistically significant correlation 
with crop yields in several administrative units. Analogous to the appropriateness of WRSI for 
water limited areas, the eGDD is expected to best predict yield in areas where extreme 
temperatures frequently occur during the crop-growing season, causing more frequent incidents 
of crop heat stress. This was borne out in Botswana, where, with a long-term average CFS-
calculated maximum air temperature of 34 ℃, four out of eight of its admin units had a eGDD-
based parameter as the most predictive of yield (Table 4.6), while another two admin units were 
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based on the DxeGDD parameter. Despite this limitation, the eGDD method for monitoring of 
extreme temperatures can nonetheless be used as an indicator for highlighting areas that may 
be negatively affected by high temperatures, whose impacts can be worsened as the duration of 
a hot spell increases (Lobell et al. 2011). It holds significant potential as a temperature-based 
crop monitoring indicator. The possibility of scaling it for different phenological stages to 
capture the differential effects described by Lobell et al. (2011) can also be explored. Finally, 
eGDD alert levels can be identified in order to help operational users recognize eGDD values 
that can cause serious damage to crops.  
The DxeGDD, a rudimentary parameter combining both moisture stress and heat stress 
effects through a simple multiplication, gave the highest correlation with yield amongst all the 
parameters tested, in 13% of the admin units analysed. The approach of scaling eGDD by the 
percentage water deficit is in line with observations made by Lobell et al. (2011) that the impact 
of extreme temperatures on crop yield was higher under conditions of crop water stress. While 
a linear relationship between DxeGDD and crop yield was assumed for demonstration purposes, 
more work is required to determine if a linear relationship is optimal, and if any constants and 
coefficients should be applied in order to make the parameter more robust and predictive. 
The methodology applied of standardizing the de-trended yield index and the various WRSI 
and eGDD parameters enabled development of a robust regional regression model based on 
over 1400 data points from 75 different administrative units (Figure 4.14c, Equation 14.3). To 
allow comparability between the different parameters, a single set of administrative units was 
used for all parameters, although not all the administrative units indicated significant 
yield/model-parameter correlations for all the different parameters tested. When applying a 
specific model, it would be necessary to develop it and apply it to only those administrative 
units where significant yield-model parameter correlations are indicated.  
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The scatterplots of the various WRSI and eGDD parameters with yield displayed a tendency 
for the yield spread to increase with increasing WRSI and with decreasing eGDD. This suggests 
that higher variability in yield can be expected for higher WRSI values and lower eGDD values. 
This can be explained by the fact that when WRSI is high, and in particular, consistently high 
for most seasons, rainfall is not a limiting factor and other factors unrelated to rainfall deficit 
(such as pests and diseases, availability of inputs, waterlogging etc.) can cause large changes in 
yield, but without reflecting similar changes in the WRSI. However, increasingly low values of 
WRSI will be associated with larger rainfall deficit-related yield reductions due to greater crop 
moisture stress. The reverse scenario holds for eGDD, as increased duration of higher 
temperatures (defining eGDD) have increasingly negative impacts on crop yields due to 
increased heat stress reflected by the high eGDD. At low temperatures however, other factors 
unrelated to temperature may have a comparatively larger influence on crop yields. 
WRSI was noted to be inversely well correlated with eGDD. Three possible reasons for this 
correlation can be postulated. The first is that through the Penman-Monteith equation, air 
temperature is an input for the calculation of reference evapotranspiration (Allen et al. 1998), 
which in turn is one of the two main meteorological factors that affect WRSI. Thus an increase 
in temperature would result in an increase in reference evapotranspiration and hence a decrease 
in WRSI if the increased temperature event is not preceded by or concurrent with sufficient 
rainfall to provide adequate soil moisture to equal atmospheric demand. The second possible 
reason is that high temperatures could be caused by increased solar irradiance in turn caused by 
little cloud cover, given the relationships between cloud cover and temperature (Karl et al. 1993, 
Dai et al. 1999). The lack of cloud cover would result in reduced rainfall, and therefore lower 
WRSI values if the dry spell extends for an appreciable length of time. Trenberth and Shea 
(2005) noted that temperature and precipitation are strongly inversely correlated. A third reason 
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is that high temperature could be an indication of low soil moisture levels, which would cause 
a reduction in evaporative cooling and thus high temperatures (Dai et al. 1999). This discussion 
suggests that eGDD is not just a sign of heat stress, but is also likely an indicator for high 
evapotranspiration, low rainfall and low soil moisture, which all (especially the latter) cause 
crop water deficit. Its high correlation with WRSI also suggests that it would have limited utility 
as an additional parameter in multiple regression of WRSI with yield. However, it shows 
potential utility as an independent indicator of low rainfall and soil moisture conditions. Thus 
a high eGDD value may be used as a flag for closer inspection of crop conditions, as well as a 
cross-check for WRSI. An additional strength of the eGDD is its simplicity and limited 
assumptions, which represents lower opportunity for incorrect assumptions. 
One challenge noted with the approach of testing various crop monitoring parameters by 
correlating them with official historical yield data is the uncertainty in the yield data quality 
due to various limitations in some of the crop yield forecasting and estimation methods used. 
Fermont and Benson (2011) noted a number of factors that can confound the accuracy of crop 
yield estimates for smallholder farming, including large spatial variations in yield that may be 
difficult to capture statistically, inter-cropping – with more than one crop planted in a field, and 
large differences between planted area and harvested area – resulting in large differences in 
calculated yield, depending on whether planted area or harvested area is used to calculate yield. 
Jayne and Rashid (2010) made mention of a number of weaknesses in the two main types of 
crop yield and production estimates used by many countries, of which one type is generally 
designed and led by ministries of agriculture, being reliant on the experience of their field staff, 
while the other type is based on crop surveys undertaken by national statistical agencies, and 
how these sometimes lead to inaccurate crop production estimates. The inherent errors in crop 
estimates are likely to vary amongst countries, based on the specific implementation used 
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therein. Evaluations of crop estimations parameters done using crop statistics should therefore 
be interpreted cautiously, and low correlations should not necessarily be dismissed as poor 
performance of the CSWB model-derived parameter. However, it is unlikely that errors in the 
historical crop production statistics would result in high and significant correlation with 
independent CSWB model-based parameters, and those administrative units where high, 
significant correlations between crop yields and the crop monitoring parameters were indicated 
provide supportive evidence for the utility of those parameters for crop monitoring. 
4.6 Conclusions 
The study demonstrated that the ability of a water requirements satisfaction index (WRSI) based 
on a crop-specific water balance model (CSWB) to estimate crop yield, can be improved 
through the use of simple temperature-based analytical techniques. In particular the use of 
growing degree days (GDD) for modelling the length of the growing period, improved the 
accuracy of the WRSI. Due to the tendency of farmers to plant on different planting dates and 
effectively cover the span of the humid period, which in many areas was much longer than the 
typical crop maturity period, it was found necessary to simulate multiple sowings and aggregate 
the seasonal WRSI from several planting dates. Different areas exhibited highest accuracy for 
differing numbers of plantings, and it is recommended to calibrate each area separately to the 
required number of plantings. Improved accuracy was also observed when the model was 
concurrently calibrated for soil water holding capacities, which can differ from those predicted 
by pedo-transfer functions due to local agricultural management practices.  
The GDD methodology applied on extreme temperatures (eGDD) using a base temperature 
of 30 ℃ showed utility in identifying the cumulative impacts of extreme air temperatures on 
crop yields. High correlations were obtained in several administrative units. The use of multiple 
onsets due to local farmer practices and due to differences with the humid period improved 
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correlation between eGDD and maize yield in several administrative units. Statistically 
significant correlations between these temperature based products and crop yields were 
obtained, despite the use of a coarse modelled temperature dataset. Potential exists for 
improvement by incorporating accurately observed temperature into the analysis methodology, 
through the development of methods such as those proposed in Chapters 2 and 3 of this thesis. 
The eGDD methodology may be limited as a predictive parameter to areas where air 
temperatures regularly exceed extreme thresholds, but still retains the ability for highlighting 
areas where extreme temperatures may negatively impact crop yields, which would be a useful 
addition to the suite of monitoring tools used by the Famine Early Warning System Network 
(FEWS NET) for seasonal monitoring in support of food security analysis. The high correlation 
between eGDD and WRSI, as well as the limited additional value of including the eGDD in a 
multiple linear regression with WRSI and yield however suggests that eGDD may be expressing 
conflated effects of rainfall and soil moisture availability on temperature. While this reduces 
the potential utility of specifically measuring heat stress impacts on crops, it also presents an 
opportunity for the eGDD to be used as a cross-check for WRSI, due to the independent 
assumptions underpinning the eGDD-soil water balance relationship. However, more work is 
required in better understanding the eGDD.  The DxeGDD, combining both water stress and 
heat stress effects, has potential as a crop monitoring tool in selected regions, but further 
analysis and calibration is required before it can be used as a regular monitoring tool. 
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CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS 
 
5.1 Introduction 
Millions of people in southern Africa face conditions of food insecurity each year, and this 
number increases sharply when adverse weather conditions during the summer growing season 
affect crop conditions, resulting in reduced crop production. The ability for governments and 
relevant international agencies to provide a timely response to weather-induced crop production 
shortfalls is contingent on early and accurate identification of areas where crop production has 
been affected. The improvement of crop models, and generation of data parameters, that can 
provide accurate proxy information on crop conditions, is an important contribution in the fight 
against hunger and food insecurity. The motivation for this research was to explore ways of 
improving large-area, regional-scale food security early warning applications by developing 
models and indicators with improved accuracy and correlations with crop yields.  
5.2 Aims and objectives revisited 
The main aim of this research was to assess the feasibility and potential benefit of incorporating 
temperature data into an operational, regional-scale crop monitoring system in southern Africa, 
based on crop-specific water balance modelling, in order to improve the capability of 
operational crop condition monitoring systems to identify weather-related reductions in maize 
yields. 
The specific objectives of the work to be undertaken were as follows: 
 To develop a method of processing thermal infrared (TIR) brightness temperature (BT) 
data for cloud removal and generation of clear-sky BTs using algorithms compatible 
with long-term TIR data 
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 To investigate methods of processing clear-sky brightness temperature datasets for the  
retrieval of air temperature data variables 
 To assess the utility of currently available, global-scale, modelled daily temperature 
datasets for calculating regional-scale growing degree day grids and derivative length 
of growing periods (LGP) for selected crops 
 To improve crop-specific water balance (CSWB) model calculations using variable 
LGP derived from air temperature data 
 To determine the utility of parameters based on analysis of air temperature extremes for 
crop monitoring at a sub-national level in seven southern African countries 
5.3 Contributions to new knowledge 
This study successfully demonstrated the improvement that can be attained in a commonly used 
CSWB model by integrating temperature data into the model’s calculation procedures. 
Correlations between water requirements satisfaction index (WRSI) and maize yield data 
improved in several administrative units of selected southern African countries when the LGP 
was calculated dynamically each season using daily minimum and maximum air temperature 
data. The study identified that calibration of the number of plantings that occurred during the 
season was required in order to account for the difference between: (a) the number of days the 
crop grew from planting to maturity, and (b) the total number of days the crop could potentially 
be grown from onset to cessation of rains. Additionally, calibration of the soil water holding 
capacity (WHC) to better reflect ground conditions due to soil management practices offered 
potential for further improving the WRSI’s CSWB model.  
A new parameter was developed for highlighting the severity of extreme warm temperatures 
that could negatively affect crop yields. This parameter, an accumulation of thermal time 
associated with extreme warm temperatures known to negatively impact crop yields, was 
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referred to as extreme growing degree days (eGDD).  The eGDD parameter was noted to have 
high correlations with WRSI, suggesting that the high temperature accumulations were 
conflating the effects of rainfall and soil moisture availability on crop productivity. The eGDD 
is unlikely to be related only to the cumulative heat stress experienced by a crop, as it adds 
limited value to WRSI in a multiple linear regression involving eGDD, WRSI and maize yield. 
The eGDD was indicated to have high correlations with crop yield in administrative units in 
several southern African countries. A number of variants of the eGDD were developed, 
including the DxeGDD, which scaled the eGDD by the water deficit experienced by a crop 
contemporaneously with extreme warm temperature events. The DxeGDD was found to have 
the highest correlation with crop yields among all the parameters considered in several 
administrative units. In many cases, the DxeGDD’s correlation with maize yield were higher 
than those of WRSI, which is one of the standard parameters used for crop monitoring. 
The potential for development of useful air temperature metrics from a readily available 
dataset was also successfully demonstrated. The frequency of exceedance of air temperature 
above an extreme value was calculated by calibrating a satellite-based TIR BT dataset using 
monthly diurnal air temperature range and monthly mean air temperature from station 
observations at four representative locations in southern Africa. The calibrated TIR-based air 
temperature metrics were made possible by the generation of diurnal temperature curves of 
clear-sky, cloud-free BT estimates using a sinusoidal and exponential model for daytime and 
nighttime respectively. The generation of sinusoidal and exponential curves was based on new 
techniques developed during this study, which modified the approach originally proposed by 
Parton and Logan (1981), so that any two times during daytime (nighttime) with known 
temperatures could be used to fit the sinusoidal (exponential) curve. 
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5.4 Challenges 
One of the main challenges encountered in the study was that significant computational 
resources were required for generating cloud-free TIR BT estimates, due to the complexity and 
number of iterations in the algorithm developed. As no high performance computing resources 
were available, processing the data on a normal laptop computer took large amounts of time. 
The iterations thus typically required in a research and development process of this nature, to 
produce a draft solution, review it, and refine the process, was curtailed. In particular, the heavy 
computing requirements hindered the generation of regional-scale grids for testing the 
algorithm at a large scale, spatially and temporally, but instead testing was done for selected 
representative locations and selected months.  
A second challenge met was the lack of availability of phenological data for undertaking a 
rigorous evaluation of the temperature-based LGP. Most data providers contacted, who had 
data from agricultural test sites, only had phenology data up to the date of silking, and not up 
to the date of physiological maturity. This prevented the research from providing an 
authoritative conclusion on the accuracy of the LGP products, but rather relied on comparison 
with documentation that had been made in the literature for a few locations within the study 
area. 
5.5 Future research possibilities 
A number of improvements can be made on the work presented in this research. Key among 
these is the further development of the processing of BTs into a fully gridded, computationally 
efficient algorithm. Such gridding and algorithmic streamlining could cover the full spectrum 
of BT-related processes implemented in this study, including the identification of clouds, 
generation of cloud-free BT estimates, and estimation of occurrence of extreme, warm air 
temperatures. With the development of gridding operations for estimating cloud-free BTs, the 
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seasonal and geographic limitations of the technique need to be established, as there are likely 
to be areas and seasons where continuous cloud cover may constrain the capability to estimate 
cloud-free diurnal brightness temperatures curves. The gridding concept is particularly 
important, as the final result of this study deals with gridded datasets. The gridding of the BT 
processes described in Chapters 2 and 3 would therefore further open up opportunities for their 
integration into gridded crop monitoring operations.  
An accurate and reliable dataset is one of the underpinnings in a modelling exercise, and in 
this study, temperature is key. Various temperature-related datasets from various sources were 
used in this study, but the primary variables of interest are daily minimum and maximum air 
temperature. Research can be undertaken to develop ways of operationally producing improved 
minimum and maximum air temperature data by combining the various available datasets, 
including accurate, in-situ air temperature data from weather stations, readily available but 
coarse gridded modelled air temperature data such as that available from reanalysis datasets, 
cloud-free satellite BT data, and cloud data. The demonstrated capability for using BT for 
ultimately identifying occurrence of extreme air temperature using simple statistical techniques 
suggests that cloud-free, TIR-based BT estimates can contribute to the improvement of air 
temperature estimates. Other studies have also shown strong relationships between temperature 
and cloud cover, and such relationships can be explored further to determine how to incorporate 
cloud cover into interpolation of temperature in conjunction with correlated datasets such as 
reanalysis, using techniques such as co-kriging.  
The study demonstrated ways in which estimates of high air temperature occurrence, similar 
in concept to the eGDD approach, can be derived. The correlation between the satellite-based 
high temperature occurrence parameter and the eGDD should be further analysed, as this 
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presents opportunities for exploring the direct usage of the former in crop monitoring, in similar 
ways to those identified for the eGDD.  
The application of WRSI and eGDD parameters in yield estimation may be improved by 
testing the validity of a number of assumptions made in this study. For example, the relationship 
between the various parameters tested and crop yields was assumed to be linear. Although this 
approach produced good correlations, further work can be undertaken to test this assumption, 
and identify whether non-linear approaches may not provide better correlations. Additionally, 
while this research focused on a uniformly composed seasonal accumulation of eGDD 
parameters, future work can assess whether weights can be assigned to different crop stages, 
similar to the crop coefficient approach used in the CSWB model. Likewise, the DxeGDD was 
developed by simply multiplying moisture stress and heat stress indicators. This approach can 
be improved upon by testing the effect of constants and coefficients in the composition of the 
DxeGDD, in particular, whether this results in improvement in the robustness and predictive 
ability of the DxeGDD for yields.  
Some preliminary calibration of the input parameters used in the CSWB modelling system, 
particularly the number of planting dates, and the soil WHC was done during this study. A full 
calibration of these CSWB model parameters will facilitate greater operational benefits of the 
work presented here. This includes calibration for the effective soil WHC, which is influenced 
by various soil management practices. The optimum number of planting dates for each area 
should be calibrated locally, and the composite WRSI derived can be based on weights 
dependent on the temporal clustering of planting dates, rather than the simple average that was 
used in this study. Weighted composites such as these, however, rely on the collection of data 
on planting practices, and a determination will be required on whether significant inter-seasonal 
variability occurs, or whether a single value can be used. Field data on crop phenology from 
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planting to physiological maturity should also be collected, in order to allow a full validation 
of the variable LGP product that was developed during this study. 
5.6 Final comments  
The incorporation of the methodologies that were designed during this research into operational 
seasonal monitoring procedures represents an opportunity for improvement of food security 
early warning systems. A new method for identifying 2-m air temperature extremes from 
thermal infrared brightness temperatures using simple statistical techniques was proposed and 
developed. The ability to identify temperature extremes at a moderate spatial resolution will be 
useful for informing decision-making in agriculture and health, where high temperatures can 
have severe impacts. The use of simple statistical techniques for these temperature estimates 
also means that the method would be easily applicable to many systems without requiring high 
computational power typical of radiative transfer models traditionally used to convert BT to 
land-surface temperature (LST).  
A modified method for calculating WRSI using a variable-LGP was developed as part of 
this research. The use of this method within an operational crop monitoring system will improve 
the accuracy of the calculated WRSI values, especially when implemented within a framework 
of multiple planting dates. The improved accuracy of this important index will potentially 
enhance the capacity of early warning institutions to identify impending incidents of food 
insecurity. 
Additionally, a number of new parameters were developed for this research that can be 
incorporated into operational food security early warning systems. In particular, the eGDD 
parameter and all its variants are useful temperature-based crop monitoring indicators. These 
parameters can be used not only as predictors of crop yield, but also for monitoring and 
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highlighting periods of high air temperature, which may be related to moisture and heat stress 
during the crop’s growth cycle. This will be particularly useful given the increases in 
temperature that have been observed globally since the 1970s, as well as the increase in 
incidence of warm spells noted in some areas. From an operational perspective, the 
temperature-related seasonal monitoring grids that were developed in this study can be 
generated every ten days and made available to analysts and other researchers for testing and 
assessing their value. The system will thus be able to, in new ways, contribute to the provision 
of early warning regarding potential, weather-related causes of food insecurity. 
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APPENDIX A: DEFINITION OF CONFUSION MATRIX STATISTICS 
Table 2.3 of Chapter 2 lists a number of statistics for evaluating the performance of the TIR-
based cloud classifications, using the SAFNWC cloud mask as truth. The statistics used in the 
evaluation are explained in this appendix. For quick reference, Table 2.3 has been included 
below. 
Table 2.3 Statistical performance comparing TIR-based cloud classifications with 
SAFNWC cloud mask, based on results of confusion matrix  
Accuracy 85.4% 
Misclassification rate (error rate) 11.7% 
True positive rate (sensitivity) 78.6% 
False positive rate 7.6% 
Specificity 90.0% 
Precision 87.4% 
Prevalence 40.3% 
 
The statistics show in Table 2.3 are calculated based on the outcome of a confusion matrix 
comparing a model-estimated classification with an observed classification. In the case of cloud 
classification, a positive classification is defined as the presence of cloud, while a negative 
classification is the absence of cloud. Any one of four possible scenarios is possible. : 
1. True positive (TP): the model correctly identified a positive classification (in 
this case, cloud was correctly identified) 
2. True negative (TN): the model correctly identified a negative classification (in 
this case, absence of cloud was correctly identified) 
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3. False positive (FP): the model made a positive classification, but observations 
made a negative classification 
4. False negative (FN): the model made a negative classification, but observations 
made a positive classification 
Positively classified observations, or cloudy observations are denoted as OP, while 
negatively classified observations, or clear-sky conditions are denoted as ON. Modelled 
positive classifications are denoted as MP, while modelled negative classifications are denoted 
as MN 
Using this criteria, the statistics used in Table 2.3 as follows: 
Accuracy: the number of all correct classifications, both positive and negative (i.e., TP and TN, 
in this case, both cloudy conditions and clear-sky conditions respectively) as a fraction of the 
total number of classified observations, TO.  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, (A1) 
Misclassification rate: The total number of incorrectly classified observations (i.e., FP and FN) 
as a faction of the total number of classified observations 
𝑀𝑖𝑠𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
𝐹𝑃+𝐹𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, (A2) 
 
True positive rate: The fraction of all positively classified observations (i.e. observed cloudy 
conditions) that were correctly classified by the model 
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𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝑇𝑃
𝑂𝑃
, (A3) 
 
False positive rate: The fraction of all negatively classified observations (i.e. observed clear-
sky conditions) that were incorrectly classified as positive (i.e. cloudy) by the model 
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝐹𝑃
𝑂𝑁
, (A4) 
 
 
Specificity: The fraction of all negatively classified observations (i.e. observed clear-sky 
conditions) that were correctly classified by the model 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁
𝑂𝑁
, (A5) 
 
Precision: The fraction of all modelled positive classifications that were correctly classified  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑀𝑃
, (A6) 
 
 
Prevalence: The fraction of all observations that are positively classified observations  
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𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒 =
𝑂𝑃
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, (A7) 
 
 
The different statistics are used to ascertain various aspects of the quality of the modelled 
classification. For example, the accuracy gives an indication of the model’s overall ability to 
correctly classify both positive and negative conditions, while the false positive rate and the 
specificity both analyse the model’s capability to identify negative, or in this case, clear-sky 
conditions. 
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APPENDIX B: MEDIAN MONTHLY DTC 
Figure 3.2 provided a subset of median monthly DTC for observed station air temperature, 
cloud-free TIR temperature, and modelled TIR temperature. The full set of median monthly 
DTCs that were developed for this study is presented in this appendix.  
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APPENDIX C: DEFINITION OF CONTINGENCY STATISTICS USED IN 
TABLE 3.2 
Table 3.2 of Chapter 3 lists a number of statistics for evaluating the performance of various 
versions of TIR-based temperatures in estimating the occurrence of temperatures over 30 ℃, 
using air temperature observations as truth. The following statistics were used in evaluating the 
different estimators: hit, miss, false alarm, correct negative, accuracy, hit rate, frequency bias, 
false alarm rate, false alarm ratio, Heidke skill score (HSS). Several of these statistics can be 
cross-referenced to those used in Appendix A, but using a different nomenclature. The 
nomenclature used here is typically used in categorical forecasting. The definitions and 
equations used in this appendix are adapted from WMO (2014) and modified to fit this study. 
The statistics generally differentiate between a positive and negative classification. In this 
instance, a positive classification is one of temperatures over 30 ℃, while a negative 
classification is one of temperatures under 30 ℃. These terms are defined below: 
 
Hit: the estimator correctly identified a positive classification (temperatures above 30 ℃). A hit 
is the same as a “True Positive” (TP) in Appendix A 
 
Miss: the estimator made a negative classification, but observations made a positive 
classification. A miss is the same as a “False Negative” (FN) in Appendix A 
 
False alarm: the model made a positive classification, but observations made a negative 
classification: A false alarm is the same as a “False Positive” (FP) in Appendix A 
 
Correct negative: the model correctly identified a negative classification (temperatures below 
30 ℃). A correct negative is the same as a “True Negative” (TN) in Appendix A 
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Accuracy: the number of all correct classifications, both positive and negative (i.e., TP and TN) 
as a fraction of the total number of classified observations, TO.  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, (C1) 
 
Hit rate: The fraction of all positively classified observations (i.e observed temperatures above 
30 ℃) that were correctly classified by the estimator. Defined as the True positive rate in 
Appendix A. 
𝐻𝑖𝑡 𝑅𝑎𝑡𝑒 =
𝑇𝑃
𝑇𝑃+𝐹𝑁
, (C2) 
 
Frequency bias: A ratio of the number of times that an event is estimated (in this case, positive 
classification by the estimator) to the number of times that the event actually occurs.  
𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝐵𝑖𝑎𝑠 =
𝑇𝑃+𝐹𝑃
𝑇𝑃+𝐹𝑁
, (C3) 
 
False alarm rate: The fraction of all negatively classified observations that were incorrectly 
classified by the estimator as false alarms.  
𝐹𝑎𝑙𝑠𝑒 𝐴𝑙𝑎𝑟𝑚 𝑅𝑎𝑡𝑒 =
𝐹𝑃
𝑇𝑁+𝐹𝑃
, (C4) 
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False alarm ratio: The fraction of all estimated positive classifications that were false alarms 
𝐹𝑎𝑙𝑠𝑒 𝐴𝑙𝑎𝑟𝑚 𝑅𝑎𝑡𝑖𝑜 =
𝐹𝑃
𝐹𝑃+𝑇𝑃
, (C5) 
 
Heidke Skill Score (HSS): An indicator that provides an indicator of the quality or skill of a 
forecast (or estimator). A HSS of 0 indicates a forecast with no skill, meaning the forecast is 
similar to a random selection. A HSS value less than 0 indicates a forecast that performs worse 
than random selection, while an HSS of 1 is a perfectly accurate forecast. The formulae for HSS 
are shown in equation C6 and C7 
𝑍 =
(𝑇𝑃+𝐹𝑃)×(𝑇𝑃+𝐹𝑁)+(𝐹𝑁+𝑇𝑁)×(𝐹𝑃+𝑇𝑁)
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
, (C6) 
 
𝐻𝑆𝑆 =
𝑇𝑃+𝑇𝑁−𝑍
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁−𝑍
, (C7) 
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APPENDIX D: LOCATION MAP FOR POINTS SELECTED IN 
COMPARISON OF GROWING DEGREE DAYS AND GROWING DEGREE 
DEKADS 
For section 4.3.2.1, a new parameter, growing degree dekads (GDDekads), was developed to 
facilitate reduced data storage and computation required for calculation of variable length of 
crop growing period based on thermal time. The location points shown in Figure D1 were 
developed to facilitate comparison of growing degree days (GDDs) summed to dekadal totals 
with GDDekads. The points were selected to cover a large area of southern and central Africa 
and Madagascar, as well as a variety of elevations and ecologies, based on a visual assessment 
of a digital elevation  
 
Figure D1. Location map for points selected to facilitate comparison of growing degree 
days and growing degree dekads 
 
