INTRODUCTION
In the 10 years since the first review on quantum Monte Carlo (QMC) methods in this publication (1) , these methods have made significant advances toward larger systems and higher accuracies. For systems of a few electrons, the accuracies achieved have inspired statements such as "... the results presented are impressive but seem unnecessarily precise for chemistry" (2) . For systems with more than a few atoms, the accuracies achieved have inspired statements such as "... fixed-node DMC [diffusion Monte Carlo] is already much more accurate than any competing method" (3) .
In this review we consider only the larger systems-those with more than a few atoms ... those which range from ∼10 electrons (or particles) as for positron complexes [NH 2 ,Ps] ... to C 20 isomers with 120 electrons ... to silicon crystal structures of 250 atoms and 1000 valence electrons. We first introduce briefly the several available QMC methods, and then we focus on selected representative applications to large systems in different fields of physical chemistry and chemical physics.
Since the earliest days of quantum mechanics, the usual way of treating quantum effects in chemistry has been the reduction of all problems to one-body problems.
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In the Hartree-Fock (HF) method, the complicated electron distribution of molecules is reduced to the movement of one electron in the mean field of the others. And for a normal-mode analysis, the interatomic forces are simplified such that onedimensional vibrational equations result. Although these approximations lead to helpful visualizations of the orbitals and of the normal modes, quite often they lack quantitative agreement with experimental data. Many improvements based on one-body or one-dimensional theories, such as perturbation methods, have been developed. In classical theories, such as molecular dynamics or classical Monte Carlo, the many-body problem is directly attacked. In QMC methods, a "quantum simulation" is used to transfer this approach to quantum mechanical many-body problems. Quite generally, QMC methods may be applied advantageously to quantum systems with many coupled degrees of freedom. Consequently, QMC has been applied to electron correlation in molecules and solids and to vibrational motion in weakly bound systems. QMC methods have been described in detail in a monograph (4) and a number of recent review articles that focus on electronic-structure (2, 5-9) and vibrationalstructure (10) calculations. The use of random numbers in Monte Carlo calculations results in a statistical uncertainty, so that energies and other properties obtained with QMC methods have characteristic statistical error bars. In general, this statistical error decreases only slowly, as 1/ √ N , with the number N of evaluations, but it does not generally depend on the dimensionality of the problem. This is the reason that the computational effort for QMC methods typically scales favorably with the system size. The various QMC methods differ in the application of the random numbers.
The scaling of computational effort with system size for QMC methods in general has been examined in several studies (3, 11, 12) . For fixed-node diffusion QMC (FN-DQMC), the most often used method for large systems, the computation effort is primarily expended in evaluating determinants of size N × N, where N is the number of electrons, and the scaling is very close to N 3 . This scaling behavior is observed for FN-DQMC calculations for clusters of 2-10 carbon atoms, as shown in Figure 1 .
The scaling of effort with system size may be compared for several different types of electronic-structure calculations in Table 1 . This table is adapted from a review in 1996 by Head-Gordon (13), and we have added the row for QMC. As noted by Head-Gordon, the scalings listed are very approximate. We note that linear scalings have been proposed for several methods. Thus, the table must be considered qualitative at best. Nevertheless, QMC is one of the very few methods that are useful for large systems.
DIFFUSION QUANTUM MONTE CARLO
The most widely used QMC method in chemistry is the diffusion QMC method DQMC (14) . It is based on the mathematical equivalence of the time-dependent 
Schrödinger equation in imaginary time
with a generalized diffusion equation
Here D is identified as the diffusion constant in Fick's second law and k(r) as the position-dependent rate constant of a first-order rate equation. Fermi not only noticed, according to Metropolis & Ulam (15) , the equivalence between Schrödinger's equation and the diffusion equation, but suggested also that a random walk in which a particle diffuses and simultaneously multiplies based on the rate constant would eventually give the ground-state wave function. Fermi's conclusion can be seen from the formal solution of the Schrödinger equation above, as follows:
After expanding the initial wave function in eigenfunctions of H, the time-dependent solution is obtained in terms of eigenfunctions
The contributions from higher states decay exponentially compared with the ground state. When a random walk satisfying the diffusion equation is constructed, the ground-state wave function is obtained exactly, after a sufficiently long time, as a distribution of random walkers. Quantum mechanical expectation values can be obtained as statistical expectation values. In this form, the DQMC method can be applied to obtain zero-point energies and ground-state wave functions of vibrational Schrödinger equations. When this method is applied to electronic-structure problems, two difficulties are met; the Coulomb singularities in the electronic Hamiltonian prohibit an efficient simulation of the rate part, and the Pauli principle leads to nodes in the wave function for the ground state of systems with more than two electrons. The first problem is solved with an importance-sampling transformation (16) of the original Schrödinger equation, in which a guide function G is introduced that guides the random walk toward regions where G is large. The random walk then consists of a diffusion step as before, a new drift step with a velocity ∇ G / G , and a reaction term with the rate constant now E loc = H G / G (17) . Umrigar et al could further improve the DQMC algorithm with a modified drift and multiplication step (18) .
The second problem, the node structure of the physical ground-state wave function, is a manifestation of the general fermion sign problem. An approximation to the true ground state is obtained when the nodes of a nodal function are imposed on the random walk-the FN-DQMC (19) . It can be shown that the resulting fixednode energy is variational, that is, E FN ≥ E 0 . Typically, the importance-sampling guide function G serves also to define the nodes. If G satisfies the Pauli principle, then so too will the FN-DQMC solution 0 . A more accurate, but less efficient solution can be obtained in principle when the nodes are released from their fixed locations in released node QMC (20) .
The error caused by the fixed-node approximation is smaller when the guide function is closer to the exact ground-state function. In many DQMC calculations, G is of the form
where det ( k ) is a Slater determinant of HF or local density approximation (LDA) orbitals and U is a "Jastrow" term, depending explicitly on the electron-electron distances
to satisfy the electron cusp condition. Because the dynamic electron correlation is accounted for by e U , one or only a few determinants in G are used. The parameters of U are optimized by variance minimization with Monte Carlo methods (21) . With guide functions of this type, >90% of the correlation energy is routinely obtained with FN-DQMC.
The efficiency of the DQMC method for atoms and molecules can be improved further through the use of pseudopotentials to replace the core electrons (PP-DQMC). Pseudopotentials work for DQMC in the same way as for other ab initio methods, but they have the additional benefit of reducing the statistical variance caused by the high-energy core electrons. Pseudopotentials in QMC have been introduced independently by Hurley & Christiansen (22) and by Hammond et al (23) .
A further variant of DQMC is the rigid-body DQMC method (RB-DQMC), for vibrational motion in clusters, by Buch (24) . To separate the high-frequency intramolecular modes from low-frequency intermolecular modes, a purely intermolecular Hamiltonian is used,
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This equation contains the kinetic energy of the centers of mass of the monomers, the rotational energy of the monomers, and the intermolecular potential. The corresponding random walk without importance sampling consists of a diffusion step for the centers of mass, a random rotation about the axes of inertia, and a multiplication step that corresponds to the intermolecular potential. From the RB-DQMC calculation, the intermolecular zero-point energy and the vibrationally averaged geometry are obtained.
VARIATIONAL QUANTUM MONTE CARLO
An efficient QMC variant is the variational QMC method (VQMC). Here the Rayleigh-Ritz quotient,
is evaluated with Monte Carlo integration. The energy E is variational: E ≥ E 0 .
Usually, but not necessarily,
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T is sampled with the Metropolis algorithm (25) . In this from, VQMC was first used by Conroy (21) for small molecules and by McMillan (26) for the ground state of liquid helium. In current VQMC applications, the generalized Metropolis algorithm (27) is used, thereby allowing directed steps such as the drift/diffusion step from the importance-sampled DQMC algorithm. This not only increases the efficiency of the VQMC method considerably, but it also makes DQMC and VQMC algorithms very similar, with VQMC being more efficient and less accurate. Because of its efficiency, VQMC is the method used for the largest QMC applications. In electronic-structure calculations, the trial function T is often of the same form as the guide function G in DQMC.
GREEN'S FUNCTION QUANTUM MONTE CARLO METHOD
The Green's function QMC method is based on the time-independent Schrödinger equation. This equation can be transformed into an integral equation (28, 29) 
The Green's function G(r, r ) is known and can be sampled stochastically by using an ingenious algorithm from Kalos (29) . In this way G(r, r ) is interpreted as a transition probability, and the integral equation can be realized with a random walk step. Iteration of the integral equation yields the ground state wave function. This algorithm has been used primarily for highly accurate calculations of few-electron systems.
REACTION PATHS FOR OXIDATION OF CYCLOPENTADIENE (36-VALENCE ELECTRONS)
Cyclopentadiene C 5 H 6 is formed during the combustion process of aromatic compounds such as benzene (30, 31) . Its further oxidation is a matter of great interest for the elucidation of combustion processes. In a recent study, Grossman et al (32) examined the oxidation of cyclopentadiene to 2-cyclopentenone and 3-cyclopentenone, which have been found in trace amounts during combustion. The authors used the PP-DQMC and the VQMC methods, as well as several density-functional methods and the coupled-cluster with perturbative triple excitation [CCSD(T)] method. In an earlier paper, the authors presented detailed PP-DQMC calculations on the cyclopentadiene reactant (33) . The reaction path considered in this study starts with the addition of a triplet oxygen to one cyclopentadiene double bond and reaches one of two possible diradical intermediates (Figures 2 and 3) .
The reaction proceeds in each of the two channels via an intersystem crossing toward a singlet transition state and finally reaches the products 2-and 3-cyclopentenone. Grossman et al (32) used several ab initio methods to characterize the adduct, the diradicals, the transition states, and the products. The methods included PP-DQMC, CCSD(T), HF, and several density-functional (DFT) methods, based both on the local density approximation (LDA) and the generalizedgradient approximation, as well as the hybrid method B3LYP.
The geometries were optimized with a smaller basis set, but for the two highlevel methods, CCSD(T) and PP-DQMC, an optimization was unfeasible, and the B3LYP DFT method was used instead. In calculations of the energies along the reaction path, results strongly varied with the method. Although the CCSD(T) method did not yield converged results, the PP-DQMC method was used to produce high-level energies for the diradicals and the transition states. Each of the methods shows 2-cyclopentenone to be ∼6 kcal/mol more stable than its isomer, although the energy of reaction varies strongly with the method.
In an assessment of the methods used in this study, it can be concluded that PP-DQMC provides highly accurate results, whereas CCSD(T) as a method of comparable accuracy could not be successfully applied for a system of this size. HF and DFT methods do not satisfactorily account for the electron correlation energy that contributes very importantly to the energetics of reactions for which the bonding pattern changes.
Assuming the PP-DQMC result as the most accurate in this study, the preferred formation of 3-cyclopentenone can be explained with the more stable diradical precursor and the smaller barrier.
INVERSION OF CYCLO-OCTATETRAENE (40 VALENCE ELECTRONS)
Cyclo-octatetraene (COT) with its eight π electrons is not aromatic and thus has a nonplanar D 2d structure. It has long been known that COT can undergo inversion between the degenerate D 2d structures. With new techniques it is now possible to measure barrier heights experimentally to high accuracy-thereby challenging theoretical methods. The difference between the D 2d ground state of COT and its planar D 8h transition state has been measured to an accuracy of >2 kcal/mol (34) . These configurations are shown in Figure 4 and Figure 5 .
Grossman & Mitas (35) recently carried out PP-DQMC calculations for a number of different reaction systems to assess the accuracy of the method in predicting barrier heights for chemical reactions. Included among these was the D 8h barrier height for the COT inversion. An additional difficulty for the COT system is presented by the existence of an open shell singlet and a triplet transition state for the COT inversion. To account properly for the open shell singlet state, a generalized valence bond (GVB) trial wave function, a simple multideterminant function, was used for QMC. The QMC result is compared with the GVB method and several DFT methods. The system was too large for calculations with the high-level CCSD(T) method, using sufficiently large basis sets. The results in Table 2 show perfect agreement of the QMC calculation with the experimental data, whereas GVB and DFT methods give the wrong order of singlet and triplet. 
C 20 ISOMERS (120 ELECTRONS)
Carbon clusters of various sizes-and particularly the C 20 clusters-provide an interesting and challenging testing ground for the variety of theoretical methods available to the physical chemist. In the range of C 4 to C 32 , there exist several low-energy structures of each size, probably metastable, that differ in energies by only a few electron volts. The prediction of the lowest-energy, most stable structure requires accuracies in energy that are difficult to achieve for clusters larger than about C 10 . Several reviews of experimental and theoretical work on carbon clusters are available (36) (37) (38) . The clusters C 8 and C 10 are small enough for most of the electronic-structure methods listed in Table 3 (39) (40) (41) (42) (43) (44) (45) (46) (47) (48) . High-level Møller-Plesset perturbation (MP2 and MP4), configuration interaction singles, doubles, and triples [CISD(T)], and coupled-cluster CCSD(T) calculations, as well as PP-DQMC and all-electron FN-DQMC calculations, agree very well with each other in predicting the relative energies of the isomers of C 8 and C 10 (12) .
At the size of C 20 , the effects of scaling of computational effort with system size limit the accuracies one may achieve with any of the methods. Some of the potentially accurate methods are limited to relatively small basis sets. Throughout the 1990s, the several methods gave conflicting results in predicting the relative energies for isomers of C 20 .
The most stable isomers of C 20 are the ring, bowl, and cage structures shown in Figure 6 . Results from a variety of calculations for the relative energies of these three structures are listed in Table 3 . In general, HF calculations favor the ring, MP2 favors the cage, simple DFT theory favors the cage, higher-level DFT We are perhaps not unbiased, but we believe the results of the two QMC calculations to be the most reliable. The QMC methods used for C 20 are essentially the same as those found to be successful for C 8 and C 10 .
Additional PP-DQMC calculations have been reported recently for carbon clusters C 24 , C 26 , C 28 , and C 32 (49) .
DOPED HELIUM CLUSTERS (TO 500 PARTICLES)
Small superfluid 4 He droplets have attracted increasing interest recently. Molecules can be picked up (adsorbed or absorbed) easily by helium droplets in molecular beams to form doped helium clusters. With laser spectroscopic techniques, the dopant molecules can then be studied with high resolution at extremely low temperatures. Experiments show free rotor spectra for the molecules picked up by 4 He N droplets, in contrast to nonsuperfluid fermionic 3 He N clusters for which rotationally resolved spectra could not be obtained (50) (51) (52) (53) . With this technique it has become possible to form and study spectroscopically van-der-Waals clusters inside helium droplets (53, 54) .
In a thorough theoretical description of doped helium clusters, the quantum nature of the clusters and the intrinsic many-body interactions inside the cluster pose a serious challenge. The QMC method is particularly well suited for this task, and it allows one to obtain the ground-state wave function exactly, provided that the interactions inside the cluster are known. Besides the determination of the structure of doped helium clusters, QMC-based methods can be used to investigate the influence of the cluster environment on the spectral properties of the dopant. 4 He N SF 6 was the first cluster explored with high-resolution spectroscopy (50) , and it has sparked several theoretical studies of the question of the location of SF 6 inside the cluster and of the spectral shift of its vibrational modes. In both VQMC and DQMC calculations, Barnett & Whaley (55) found SF 6 to be near the center of the He cluster although increasingly delocalized with increasing cluster size, a fact confirmed by later studies with cluster sizes up to N = 499 (56) . The central location of the dopant is in agreement with the fact that the SF 6 -He interaction is about sixfold as strong as the He-He interaction. It was also found that the first, fairly strongly bound solvation shell comprises ∼22 He atoms. In VQMC and DQMC calculations, the zero-temperature structure is obtained, but path integral calculations can yield the temperature-dependent structure of clusters. Such calculations have been carried out by Kwon et al (57) for the cluster 4 He 39 SF 6 . In these, the central dopant location was confirmed for T = 0.625 K and T = 1.25 K, and it was found that, despite the small cluster size and the strong SF 6 -He interaction, the cluster showed superfluid behavior at the lower temperature.
Lee et al (58) reported calculations of the rotational spectra of 4 He N SF 6 clusters with 1 ≤ N ≤ 20, using a new DQMC variant called fixed-frame diffusion Monte Carlo, in which the rotationally excited states are obtained in the fixed-node approximation. The excitation energies are calculated with correlated sampling. In this work the decrease of the rotational constant B with the cluster size was calculated, and it could be shown that the experimental value B = 0.033 cm −1 for droplets with N ≥ 1000 is already obtained with a cluster size of N = 8 and is constant for larger N. The conclusion, backed by analysis of the wave function, is that only a fraction of the first solvation shell can follow the SF 6 rotation and that this fraction consists of those atoms close to the minima of the potential energy surface, which are eight sites along the threefold axes of the SF 6 octahedron.
Other doped helium clusters have been calculated with QMC methods as well. Using VQMC, Barnett & Whaley (59) investigated 4 He N H 2 and found the hydrogen molecule being delocalized in clusters larger than N ≈ 20 and behaving like an He atom. This can be rationalized by the fact that the He-H 2 interaction energy is comparable with the He-He interaction energy.
A dopant studied by several groups is the chlorine molecule Cl 2 . Its interaction strength with the helium atom is half that of SF 6 , and thus a stronger delocalization is expected. Bacic et al (60) for clusters with N > 100. This is in excellent agreement with the measured shift of 2.65 ± 0.15 cm −1 (62) for clusters with >1000 atoms. To summarize, the QMC methods allow an accurate investigation of structure and spectral properties of doped He N clusters with N ≤ 500.
POSITRON COMPLEXES [OH,Ps], [CH,Ps], AND [NH 2 ,Ps] (8-10 ELECTRONS AND 1 POSITRON)
The leptonic structures and stabilities of the ground state and several excited states of positronium hydride PsH (where Ps = e + , e − ) have been successfully treated in several VQMC and DQMC studies (63) . The ground states of several positronmolecule and positronium-atom complexes involving first-row atoms have been similarly treated in VQMC and FN-DQMC studies (64, 64a ). An example of these kinds of calculations is the work recently reported by Bressanini et al (65) Table 4 ). The calculations were carried out with explicitly correlated guide functions consisting of Slater determinants for the electrons, along with Schmidt-Moskowitz (72) correlation functions and, as required, an additional electron-positron correlation term. The guide function is given by
where e U is the electron-electron correlation term and is the electron-positron correlation term. Optimizations of the correlation functions were accomplished by minimizing the variances of the local energies for fixed sets of configurations.
The nuclear geometries for the neutral molecules and their anions were obtained from either experimental information or from independent ab initio calculations. The nuclear geometries for the positron complexes were specified as those of the anions. Results are listed in Table 4 .
The results permit the calculation of the vertical positron affinity for each neutral species and the binding energy for each of the complexes, as well as the electron affinity for each of the neutral species. The latter permits an assessment of the accuracy of the calculations through comparisons with experimental values of the electron affinities. These are all listed in Table 4 . 2 ,Ps] is also found to be stable (but less so, and possibly unstable after consideration of zero-point energy). Compared with earlier calculations of several types, these QMC calculations have greater recoveries of correlation among electrons and between electrons and the positron. For this reason, one may expect the QMC-based predictions of the stabilities of the complexes to be the most reliable.
METALLO-CARBOHEDRENES (16 OUTER ELECTRONS FOR TiC)
The discovery of the titanium carbon cluster Ti 8 C 12 by Guo et al (73) has initiated a large number of experimental (74, 75) and theoretical (76) (77) (78) investigations of this and similar compounds that have become known as metallo-carbohedrenes (Met-Cars). The proposed structures for this and related clusters, a cagelike pentagonal dodecahedron and a tetracapped tetrahedral cage structure, can explain their unusual stability (73, 78) .
While electronic-structure calculations on Met-Cars are possible with DFT methods, the number of electrons is currently too large for high-level ab initio methods such as CCSD(T), multireference configuration interaction (MRCI), or FN-DQMC. The diatomic TiC is the simplest compound for studying bonding in Met-Cars and comparing methods as an initial step toward reliable theoretical investigation of Ti 8 C 12 and similar clusters.
The diatomic TiC has been investigated with CCSD(T) and MRCI by Hack et al (79) and with PP-DQMC by S. Sokolova and A. Lüchow (80) . Because electronicstructure calculations of transition metal compounds are much less standard than such calculations for first-and second-row elements, an assessment of the accuracy of the different ab initio methods is necessary. Owing to the lack of experimental data for TiC itself, the comparison of calculated and experimental excitation energy for the Ti atom is very valuable. The experimental ground state is 3d 2 4s 2 3 F and the 3d 3 4s 1 5 F state is known to be only 0.69 eV above the ground state (81) . Although several DFT methods predict the quintet state as the ground state and a calculated HF energy difference is fortuitously in agreement (0.8 eV) with the experiment (79), the high-level MRCI and CCSD(T) methods overestimate the energy gap by >50% (79) despite large and carefully chosen basis sets. In the PP-DQMC calculations (80) for Ti and TiC, a neon core was used for Ti, and thus 12 of the Ti electrons were treated explicitly. Except for node-location error, there is no basis set error for DQMC, and >90% of the electron correlation energy has been obtained consistently with this method. The good agreement of the PP-DQMC excitation energy of 0.77 (2) eV with the experimental value is thus probably not due to fortuitous cancellation of errors. Both the 1 and the 3 states of TiC have been calculated with the same methods as for the Ti atom. The singlet state has low lying excited states and cannot properly be described with one determinant. The use of several determinants poses no problem to the PP-DQMC method. With multideterminant PP-DQMC, the 3 state is 0.5 eV more stable than the 1 state, whereas MRCI calculates a gap of only 0.16 eV. The dissociation energy D e for both states is 0.5 and 0.3 eV, respectively, larger with PP-DQMC than with MRCI, which may hint to an insufficiently saturated basis set for the MRCI calculations.
WATER CLUSTERS [TO (H 2 O) 10 ]
Water clusters have been the focus of considerable interest in recent years. One of the objectives is to understand how the properties of (H 2 O) n evolve toward the condensed phase. Small water clusters offer unique opportunities to study in detail, experimentally and theoretically, the structure and dynamics of the hydrogenbonded network that determine the properties of liquid water. On the experimental side, new techniques have made it possible to obtain rotational constants for small water clusters, with vibration-rotation-tunneling spectroscopy (82, 83) and infrared spectra in the OH stretch region (84) (85) (86) . On the theoretical side, much progress has been achieved in the quest for an accurate water-water potential. In addition, the development of the rigid-body (RB) variant of the DQMC method by Buch (87) has allowed evaluation of the effect of the intermolecular zero-point motion on structure and energetics of small water clusters.
Gregory & Clary (88) applied the RB-DQMC method to the water hexamer and calculated exactly the zero-point energy for the given potential. They found the cage structure (Figure 7 ) of the hexamer to be more stable than a prism structure when zero-point energies were included. Neglect of the zero-point energies leads to a prism structure as the most stable structure. The cage structure calculated by Gregory & Clary is in agreement with the rotational constants from the experiments by Liu et al (83) . The water hexamer is thus the smallest noncyclic water cluster.
Larger water clusters (H 2 O) n up to the decamer (n = 10) have been investigated with the RB-DQMC method by Buch and coworkers (85, 86, 89) . As for the water hexamer, the zero-point energy differences contribute considerably to the relative stabilities. The heptamer was found to be rather flexible and "liquid-like," whereas the octamer was found to be more crystalline in behavior.
For each water cluster structure, many identical structures can be obtained by exchanging hydrogen atoms. Some of these exchange paths are physically feasible and lead to tunneling splittings in the IR spectra. In particular, the torsional motion of free OH can lead to identical structures with low barriers (90) . QMC can be efficiently used for calculating tunneling splittings when the node on top of the tunneling barrier is enforced via the fixed-node method. QMC was first applied to the tunneling splitting of (HF) 2 (91, 92) . For the cyclic water trimer (Figure 7 ), Gregory & Clary used the RB-DQMC variant to calculate the tunneling splitting for different tunneling pathways (88) .
More generally, DQMC can be used for the calculation of low-lying excited states in the fixed-node approximation provided that good approximate node locations are available. With DQMC, all intermolecular degrees of freedom are treated as fully coupled, thereby allowing the investigation of expected and unexpected couplings of normal modes. Severson & Buch (93) applied FN-DQMC to the intermolecular vibrational states of the water hexamer, using nodal functions based on normal coordinates. They optimized the node locations and found strong reduction of several vibrational frequencies compared with the corresponding harmonic frequencies.
Finally, QMC has been used to study the effect of the zero-point motion on the dipole moment of the water molecule within water clusters (94) . Because the average dipole moment of the water molecule in liquid water is ∼40% larger than its value in the gas phase, the detailed investigation of its dipole moment within clusters is of considerable interest. The RB-DQMC method allows the determination of the effect of vibrational averaging on the magnitude and the direction of the dipole moment vector (95) .
BAND STRUCTURE OF SILICON (64 VALENCE ELECTRONS)
In recent years, the QMC method has increasingly been applied to solids. QMC has many features that make it attractive for solid-state calculations: it scales reasonably with the number of explicitly treated electrons, and it can reliably calculate >90% of the electron correlation energy. It can be expected that QMC yields accurate cohesive energies. In QMC, as in other methods, the infinite nature of the solid is accounted for by periodic boundary conditions.
In the first QMC calculations for solids, Fahy et al (96, 97) were able to calculate the cohesive energy of diamond, graphite, and silicon with the variational QMC method. To determine the band structure of a solid, excitation energies have to be calculated. Mitas & Martin (98) used DQMC for calculating an energy gap in solid molecular nitrogen, and Mitas (99) calculated the 25 → X 1c and 1v → X 1c excitations in diamond. The states in these examples are special because they are the lowest states of their respective symmetry. For these, a guide function G of appropriate symmetry is sufficient for the calculation of the lowest state of this symmetry within the FN-DQMC approximation. Although in most QMC applications, the ground-state wave function is calculated, excited states can also be calculated provided that an appropriate trial wave function is available (for VQMC) or approximately correct node locations for the excited state can be constructed (for DQMC). Williamson et al (100) calculated the band structure of silicon with the FN-DQMC method at the , X, and L wave vectors. They constructed the guide wave functions for the excited states by replacing an orbital in the Slater determinant with a conduction band orbital. The orbitals are obtained from LDA calculations.
The guide function in this work (100) is more general than that of previous QMC calculations for solids (101) . This approach has been termed "special k point method" and leads to smaller fixed-node errors. The results for the band energies of silicon are shown in Table 5 , in comparison with calculations that use the LDA, HF (102) , and GW (103) methods and to experimental data (104) . Recently, a different approach for obtaining excitation energies with QMC has been developed (105) , in which the extended Koopmans' theorem (106, 107) is used. This approach requires the density matrix ρ(r, r ) to be expanded in terms of LDA orbitals. The matrix elements ρ ij of the density matrix are calculated as Monte Carlo expectation values during a VQMC run (105) . With this VQMCbased method, many band energies for silicon have been calculated (105) , in very good agreement with the previous DQMC results (100) and experimental data.
CUBIC BORON NITRIDE CRYSTALS (216 VALENCE ELECTRONS)
Malatesta et al (108) have carried out VQMC calculations to investigate the cohesive properties of cubic boron nitride crystals. These PP-VQMC calculations were made for simulation regions of 2 × 2 × 2 and 3 × 3 × 3 unit cells of two atoms (B-N) with totals of 64 and 216 valence electrons, respectively. The properties calculated were found in good agreement with experiments.
Cubic boron nitride is a prototypical heteropolar system, similar in many ways to diamond. The calculation procedures that were successful in earlier calculations for diamond were similarly successful for boron nitride. The pseudopotentials were of the Hamann-Schlüter-Chiang type (109) used in earlier calculations for diamond. The boron nitride crystals lack the inversion symmetry of diamond and required somewhat different Jastrow terms for the Slater-Jastrow importancesampling functions. Results are listed in Table 6 and include ground-state energies for the free atoms B and N, as well as those for 2 × 2 × 2 and 3 × 3 × 3 primitive unit cells of the equilibrium crystal lattice for the VQMC and companion LDA density functional calculations. Finite-size corrected values, with the corrections derived from the LDA calculations, are also listed. The cohesive energies determined for the BN pairs are listed and may be compared with that derived from experiments (110) . The lattice constant that is determined from the VQMC calculations is 3.58 ± 0.04Å, which is in good agreement with the experimental value (110) of 3.615 ± 0.002Å.
The VQMC calculations of cohesive and structural properties for this system of two different atoms were found to give excellent results.
DIAMOND STRUCTURE SILICON (TO 1000 VALENCE ELECTRONS)
The largest system treated to date in QMC calculations is a 250-atom extended system of silicon atoms in a diamond structure. These calculations were carried out first by Williamson et al (111) with VQMC calculations, using pseudopotentials and a plane wave basis set for the four valence electrons of each atom. Simulation cell sizes were varied in n × n × n multiples of the primitive unit cell with n = 2, 3, 4, and 5 corresponding to 16, 54, 128, and 250 atoms or 64, 208, 512, and 1000 electrons, respectively. With these calculations, Williamson et al tested a new model periodic Coulomb interaction and found it to be far superior to the Ewald model in eliminating Coulomb finite-size effects for VQMC calculations (as well as for HF calculations).
DQMC calculations for the same silicon structure and simulation with n = 1, 2, 3, 4, 5, and corresponding to 2, 16, 54, 128, and 250 atoms or 8, 64, 208, 512, and 1000 electrons, respectively, were reported by Kent et al (112) in early 1999. The calculations were fixed-node calculations with pseudopotentials representing the inner-shell electrons. In this case, Kent et al (112) extended the model periodic Coulomb interaction to all Coulomb interactions in the system. With DQMC, the model interaction required the charge density in advance of a calculation, but this was approximated without difficulty. Results for the ground state are shown in Figure 8 .
The total energies in the DQMC calculations of Kent et al were determined with a statistical accuracy of ± 0.02 eV per atom. That is <1 millihartree per atom.
The cohesive energy obtained for silicon was 4.63 (2) eV per atom-a value very close to the experimental value of 4.62 (8) eV per atom-indicating that the DQMC method can give cohesive energies within 0.1 eV for such systems (3). That is an accuracy of 5 millihartree per atom for 1000 atoms.
We note that one effect of the calculations with 1000 electrons was to show that the extended model periodic potential of Kent et al (112) gives accurate results with fewer electrons.
(110) SURFACE OF GALLIUM ARSENIDE (192 VALENCE ELECTRONS)
The gallium arsenide surface has been investigated in VQMC calculations by Bahnsen et al (113) , as reported in 1999. These calculations represent the first attempts at treating GaAs, which serves as a prototype for semiconductor surfaces of all types. The system considered was a cell of six layers, each containing four Ga and four As atoms for a total of 48 atoms and 192 valence electrons. The inner-shell electrons were included with nonlocal pseudopotentials.
Similar systems have been treated previously with DFT, using the LDA or one of the generalized-gradient approximations. The complex inhomogeneous nature of surfaces and the absence of detailed experimental information on these surfaces make it very difficult to judge the success of DFT for these systems. QMC offers an alternative.
The calculations were carried out for the geometry of the relaxed (110) surface of GaAs, in the geometry proposed by Duke et al (114) . The boundaries were those of a "finite-layer geometry" with periodic conditions parallel to the surface and a finite number (six) of layers that are perpendicular to the surface. A twodimensional Ewald summation technique was used, and finite-size effects were not investigated.
The trial wave function for the VQMC was of the Slater-Jastrow type, with the Slater determinant consisting of doubly occupied orbitals similar to those of earlier bulk calculations (115) but with alterations to incorporate dangling bond orbitals. The several parameters of the wave function were optimized sequentially to minimize the expectation value of the energy. Although the authors were able to make a qualitative interpretation of the physics involved, for example, in terms of the direction of the dangling bonds, a more detailed analysis would require more lengthy calculations of higher accuracy. Nevertheless, they have provided a successful first attempt at treating surfaces such as these by QMC methods.
CONCLUDING REMARKS
The success of QMC methods for systems both large and small has led Foulkes et al (3) to point out that "...the accuracy of the VMC and DMC methods is systematic: the same accuracy pattern has been demonstrated for atoms, molecules, solids, and surfaces." Perhaps one might anticipate that, as any general method approaches exact solutions to the Schrödinger equation, the accuracy pattern becomes systematic. We are indeed fortunate to be able to be consider such questions.
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