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Abstract
Student modeling is an important issue in telematics learning environments, e.g. learning
resources can be adapted based on the students’ information. An emergent area of
student modeling is the inclusion of affective information. The improvement of emotion
detectors based on the students’ events in different telematics learning environments is
an open issue. Moreover, there is a need of proposing and evaluating new visualizations
involving affective information, and proposing generic solutions for the recommendation
of learning materials based on the affective information.
This PhD proposes two different models for the detection of emotions in two different
telematics learning environments. The first model uses a Hidden Markov Model to
infer the emotions in a programming learning environment in which students should use
different tools to learn how to program. The second model uses a set of rules to infer
the emotions in a Massive Open Online Course platform in which students should solve
exercises and watch videos.
An evaluation of the first model for the detection of emotions was performed using
a controlled experiment, comparing the results of the model with the students’ answers
regarding their emotions in different instants of times. The results showed that the model
was not able to detect accurately the students’ answers regarding their emotions. Other
models of the literature applied in other learning environments were tested and they were
not able to predict accurately the students’ answers regarding their emotions. Therefore,
the detection of emotions based on students’ events in these types of environments might
not be feasible, or the reference data of students’ answers to a survey with different
questions about emotions should be redefined.
Moreover, this PhD proposes a set of affective-related visualizations for learning en-
vironments. Some of these visualizations only involve affective information, while others
combine this affective information with other related to the students’ activities with the
learning platforms. Some of these visualizations were evaluated with real students and
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results showed a good usability, usefulness and effectiveness.
Finally, this work proposes a generic framework for enabling the recommendation of
learning resources based on affective information. The solution includes an Application
Programming Interface for the definition of the different possible events. A specific
implementation of this recommender has been developed as a plugin of the ROLE SDK
platform.
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Learning analytics can be defined in a broad way as the science for the collection, trans-
formation, analysis and interpretation of educational data with the purpose of improving
the learning process [1].
In the last years, the popularity of learning analytics has increased with the emer-
gence of big amounts of educational data in platforms such as MOOCs and with the
possibilities of new applications. From 2011 the series of conferences about learning an-
alytics started with LAK 20111. Moreoever, there was an intensive previous of research
in related areas such as educational data mining [2].
The different phases of the learning analytics process can be explained as a life cycle,
in which first the data is collected from different educational environments, next this raw
data can be transformed and combined with other information into useful information
and finally this information can be used by different actors (teachers, students, managers,
etc.) through different actuators, such as visualizers, recommenders or generators of
reports [1].
The data that are generated by the learning environments include students’ events
in the platform about the user, the type of actions, the time, or the application where
the action took place. This data are in the form of logs and each event is stored as a
log. This data are meaningless by themselves. But from these data many things might
be inferred. A selection of important aspects that can be inferred is the following:
1. Students’ cognitive states. The knowledge level of each student in different skills
can be inferred and their effectiveness and efficiency with the different educational
1https://tekri.athabascau.ca/analytics/
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materials.
2. Students’ meta-cognitive states. The meta-cognitive skills of the students can be
inferred such as the help-seeking behavior or their capacity for setting goals.
3. Students’ behaviors and preferences. Behavioral patterns and preferences might
be inferred from their actions.
4. Students’ emotions. Different types of students’ emotions might be inferred.
5. Students’ engagement and motivation.
There are very diverse learning environments with their own characteristics such as
Learning Management Systems (LMSs), MOOCs ad-hoc environments for using specific
tools to be learnt, or Intelligent Tutoring Systems (ITSs). Depending on the learning
environment that is used, the inference of some indicators might be possible or not, and
the way of inference depends on the semantics of such environment.
1.1 Motivation
The emotions and affective states that a person experiences have implications in the way
they think, behave and act. The reverse relationship is also true in the sense that the way
a person thinks and behaves as well as their own experiences lived have an implication
in their emotions and affective states. The educational process implies students’ actions
and behaviors so the students’ affective states will have implications in the learning
process.
For example, if a student is frustrated, he/she can answer incorrectly a set of ques-
tions that he/she would know in normal conditions, and he/she can do inappropriate
actions in the system. Or if a student is very happy, he/she can do his/her best and
answer correctly a difficult question for him and do the proper steps in the platform to
get the correct solution. Therefore, the students’ affective states have implications in
the way how students learn and behave in educational systems.
Theories of self-awareness emphasize the importance of the students to know about
their own features during the learning process and interpret them to act accordingly [3].
In this context, it is important that students can be aware of their own emotions, their
evolution and their relationship with other important indicators of the learning process.
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In addition, it is also important that teachers and other stakeholders can track and
be aware of their students individually, but also as groups and as a whole, so that they
can take the proper decisions during the learning process. The inclusion of affective
information in these decisions is a key issue as the way how students learn can be
considerable improved if the affective information is known and teachers make proper
decisions taking also into account pedagogical implications.
Adaptive learning is also a well known strategy in which contents are adapted and
personalized to each student depending on their features and characteristics [4]. The
adaptation is done based on user models that can consider a lot of variables related
to the students. One important aspect that can be considered for the adaptation of
the contents is the emotions and affective states. As the students acts and behaves
differently depending on the emotions they experience, the way they learn can be adapted
considering these affective states to improve the learning process.
Therefore, an important issue is how to detect the students’ emotions and affective
states in each moment. First attempts to do this were based on students’ surveys
where students had to fill in their emotions. This method might not be reliable enough
because some students can cheat or not knowing their affective states. In addition,
other approaches are based on different sensors that capture parameters such as the
body temperature, the pressure or the EGM signals. These approaches are too intrusive
as they require that students must have different devices in their bodies when they are
learning. Finally, there are approaches that try to detect the students’ emotions just
based on the own actions of the student with the system. Different detection methods
have already been proposed for Intelligent Tutoring Systems (ITSs) but much more effort
is required to propose detectors for other learning environments such as Massive Open
Online Courses (MOOCs) or ad-hoc environments for learning different tools by practice
(e.g. programming environments with the use of the compiler, editor, memory checking
tools, etc.). One of the challenges is the accuracy of these detectors in order to try to
detect the students’ emotions, since depending on the environments this information
might be difficult to infer because of the semantics of the learning environment.
Moreover, useful, effective and usable visualizations should be provided to students
and teachers about the emotions and their relationship with other indicators. There is
a need of proposal of a set of visualizations related to emotions and their evaluation to
validate them.
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In the direction of adaptive learning, the design and implementation of recommenders
enable to give personalized educational resources depending on the students’ profiles.
Although there are generic architectures that can be applied for personalized learning
and recommendations, much more can be done for the definition of specific architectures
that take into account the affective information but being generic enough to be applied
to different scenarios with the use of affective information.
1.2 Objectives
In this dissertation, we aim at making several contributions in different phases of the
whole life cycle of learning analytics applied to emotions and affective states. Specifically,
the objectives of this dissertation are the following:
1. Provide detection models of emotions and affective states in different learning
environments using only the information of the students’ events with the learning
environments (e.g. without use of external devices for capturing the face or body
signals) and implement detectors of these detectors in the considered learning
environments:
(a) Provide detection models and implement detectors of emotions and affective
states in a learning environment in which students should use different tools
that they should learn and interpret. These tools (their use, analysis and
interpretation) are part of the learning process.
(b) Provide detection models and implement detectors of emotions and affective
states in a MOOC learning environment with a high student interaction with
videos and exercises. The contents of the learning activities should be learnt
but not the use of the activities themselves, as difference with the previous
learning environment.
2. Evaluate the proposed detection models of emotions and affective states of the
previous point to know if they are accurate for the detection of the students’
emotions and affective states, and compare the proposed detection models with
other detection models of the literature based only on students’ events that worked
well in other different learning environments.
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3. Propose a set of visualizations related to emotions and affective states, which are
not connected to a specific learning environment, which might be useful for the
learning process.
4. Evaluate the usefulness, usability and effectiveness of the proposed visualizations
about emotions and affective states presented in the previous point.
5. Propose and implement a framework for the recommendation of learning resources
based on emotions and affective states.
Related to the presented learning objectives, there are the following research ques-
tions:
• Can detection models of emotions and affective states be provided based on events
of students for different learning environments based on pedagogical background,
good practices, previous expertise, etc.?
• Can the proposed models of emotions and affective states proposed be accurate
enough to really detect the students’ states?
• Can general visualizations involving emotions and affective states be proposed to
give nice insights about the learning process?
• Are the proposed visualizations related to emotions and affective states useful,
usable and effective?
• Can we provide a general API and recommendation framework to manage emo-
tional and affective students’ states?
1.3 Structure of this document
The document is divided into seven chapters, which are described as follows:
• CHAPTER 1: INTRODUCTION. This is the present chapter in which the moti-
vation is presented as well as the objectives of this dissertation.
• CHAPTER 2: RELATED WORK. This chapter makes a review of the different
methods of detection of emotions in learning environments, the accurate of this
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detection, visual analytics tools for learning environments, and recommenders in
technology enhanced learning.
• CHAPTER 3: DETECTION OF EMOTIONS IN NEW LEARNING ENVIRON-
MENTS. This chapter proposes two different models of detection of emotions based
only on the students’ events for two different learning environments for which the
detection of emotions was not previously covered: a programming learning envi-
ronment and a MOOC based one.
• CHAPTER 4: VISUALIZATIONS OF EMOTIONS IN LEARNING ENVIRON-
MENTS. This chapter makes a contribution with the proposal of different visual-
izations related to emotions and affective states and their relationship with other
important learning indicators.
• CHAPTER 5: EVALUATION. The evaluation will be divided into three main
topics: evaluation of the accuracy of the detection of emotions in one learning
environment, evaluation of the relationship of the affective information with some
relevant learning indicators and the evaluation of some of the proposed visualiza-
tions.
• CHAPTER 6: RECOMMENDATION BASED ON AFFECTIVE INFORMA-
TION. This chapter proposes a recommendation framework for the use of affective
information, including the definition of an API.
• CHAPTER 7: CONCLUSIONS AND FUTURE WORK. The last chapter will
include some conclusions, the related publications and research projects to this




The topic of student modeling has been worth of extensive research in the last decades.
A student can be modeled based on very different features and characteristics. Initial
research on student modeling focused mainly on skill modeling of students while other
features such as emotions, engagement or gaming the system have been included more
recently. A book that reviews student modeling from different points of view can be
found in [5].
Modeling of students can be used for different purposes. For example, teachers can
provide better feedback to their students, students can be aware of themselves or au-
tomatic personalized systems can be implemented that adapt the learning resources
depending on the specific students’ features and needs. An overview of Adaptive Hy-
permedia Systems with different possible techniques of adaptation is presented in [6].
Different personalization and adaptation frameworks and systems have been presented
in the last years [7, 8, 9, 10, 11].
A analysis of different aspects that can be modeled in data mining and education
is presented in [12]. A classification of the different aspects to be modeled is provided
next:
• Cognitive skills. A skill can be defined such as anything that a student needs
to have a certain performance. A skill can be a specific topic, misconception or
procedure among others. The probability to know a specific skill for each student
can be identified.
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• Meta-cognitive skills. These skills are related to know certain strategies about how
to learn. Engagement and motivation. This is the commitments to have a specific
behavior based on several factors. Affective states and emotions. These are the
feelings that a person experiments such as happiness, frustration, angry, surprised
or scared.
• Engagement and motivation. These are stats in which learners are interested on
the subject they are studying and eager to work on the topic.
• Learning styles. The learning styles are based on the concept that different students
differ in the way they learn and that people can learn better using a specific set of
features or procedures. For example, one type of learning style might be related to
the type of resources students can use to learn better, classifying students among
visual, auditive or kinesthetic.
• Gaming the system. This is a student attitude to try to obtain a good final result
in a learning environment but instead of a process of learning as a result of taking
advantage of some system vulnerabilities.
• Social interactions. The way a student interacts with other peers and teachers in
order to learn. These social interactions might usually include tools such as forums
or chats.
• Other behaviors. Any other behaviors in learning platforms can be modeled such
as the way of interaction with gamification elements.
Each of these aspects is analyzed in each of the following subsections while the
affective states are covered in detailed in the next section.
2.1.1 Cognitive skills
Different approaches have been taken for the modeling of cognitive skills. A review of
these approaches can be found at [13]. Some of the more usual are the following:
• Item Response Theory (IRT). This probabilistic model defines a unique latent
trait, which is a variable representing the student knowledge level of a topic as a
whole [14]. This is a continuous variable. Therefore, there is only one skill in this
model instead of a division in skills. In addition, there is an Item Characteristic
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Curve (ICC) for each question that provides the probability that a student solve
the question correctly depending on the student knowledge level. This ICC curve
can be only defined by one parameter (the difficulty of the item), two parameters
(the difficulty and the slope) or three parameters (the difficulty, the slope and the
probability of guess). Depending on the students’ answers to the questions, the
skill latent trait is updated. The IRT method allows the estimation of the student
knowledge in a skill as a whole. The IRT methodology has been applied in works
such as [15] or [16].
• Bayesian Networks (BN). The bayesian networks are graph models in which the
nodes represent random variables. In the case of skill modelling these nodes usually
represent the student knowledge level in different skills or the answer of students
to different questions. The nodes usually represent binary variables, being e.g. 0
as not mastering a skill and 1 as mastering a skill; or 0 as answering a question
incorrectly and 1 as answering a question correctly. In addition, the bayesian
networks include arcs which represent a relationship between two nodes of the
graph. The graph of a bayesian network must be acyclic. A property of a bayesian
network is that the probability density function of a variable is independent of the
other variables of the network if the value of the parent node variables are known.
In order to define a bayesian network, the prior probability of the nodes without
parents should be provided and the conditional probability tables of each node
with parents should be provided. A good review of bayesian networks applied to
learning environments can be found at [17]. The bayesian networks have been
applied in different e-learning systems for the detection of skills based on the
evidence of answering different questions. Some examples include Andes [18] in a
fine-grained modeling or in Assisstment [19] in a less fine- grained modeling.
• Knowledge Spaces (KS). The most known system that uses the Knowledge Spaces
theory is ALEKs [20]. The Knowledge Spaces theory does not define the specific
skills but just the different items are represented in a graph and there are blocking
relationship, so if an item is not mastered by a student, the student is not able
to go to the following items of the graph. Some approaches including skills in the
Knowledge Spaces theory have been proposed such as [21] in which definition of
competencies are established.
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• Deterministic models. Some models are not based on probabilistic models but on
deterministic models such as [22] that takes into account the relationship among
items in order to calculate the effectiveness. Approaches based on semantic web
techniques usually take deterministic techniques for the calculation of the different
skills and these skills are incorporated in an ontology and can be used as part of
the decisions for adaptation [23].
2.1.2 Meta-Cognitive skills
Meta-cognitive skills are skills about how to acquire cognitive skills. Therefore, it can
be viewed as the skills of a student for learning a course, concepts, etc. in a proper way.
Some examples of meta-cognitive skills are the capacity of a student of self-awareness
and recognize errors in his/her learning process, help-seeking behavior as the capacity
of a student for requesting for help when he/she needs it, or the capacity of a student
for setting goals.
In some learning environments some of the meta-cognitive skills can be detected such
as the help seeking behavior or unreflective users [24, 25].
2.1.3 Engagement and motivation
Motivation and engagement are key in learning environments because if students are
motivated and engaged, they might learn better and they will have a desire to interact
and complete activities in the platform.
A good review of measuring of engagement in learning environments is presented
in [26] where the calculation of engagement in the literature is divided on different
indicators in different categories: behavioral, cognitive and emotional.
Different proposals for measuring motivation have been proposed such as in [27].
2.1.4 Learning styles
Learning styles affect the way of how students learn [28]. This has implications in e-
learning systems since e.g. we can try to adapt the learning materials according to the
student features and characteristics. For example, a student with a visual learning style
might receive videos instead of audios. Or for example, a student with collaborative
learning style might receive more collaborative activities during the learning process.
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There are a big amount of learning styles that can be defined according to different
dimensions. The work [29] presents a global review of the last years about learning
styles.
Specific implementations of systems that recognize and use learning styles have been
proposed such as [30] or [31].
2.1.5 Gaming the system
Some students try to overcome the rules of learning systems in order to game the system,
so that e.g. these students can get a good scoring result in the system even if they do
not know the topics covered but just because they know how to exploit some system
capabilities, e.g. answering a multiple choice question several times until the system
gives them the correct answer.
Different works have implemented detectors of gaming the system for students such
as [32].
2.1.6 Social interactions
The social interactions of students with learning platforms are very important since they
can give very useful information such as which students are connected, if students liked
to answer other peers, etc.
A proposal of open social model for learning environments has been proposed [33].
2.2 Emotion detection in learning environments
According to different theories, the actions of people are a result of their affective states.
Using technological means in order to infer the current affective state of a person is part
of the field known as affective computing [34].
The detection of emotions in learning environments can be done in very different
ways looking at their attitude and behavior. The following elements have been used for
the detection of emotions in these scenarios:
• Cameras. The image of students can be used for detecting affective states, focus-
ing on aspects such as face gestures or their posture. Initial studies in this area
by Ekman [35] concluded the features related to each of the denominated basic
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emotions (happiness, disgust, fear, surprise, anger and sadness). An example of
these types of methodologies for detecting emotions is presented in [36].
• Audio. Microphones have added a input channel to infer emotions in technological
environment. Sounds like laughter, screams and their voice characteristics, like
pitch, tone and volume provide relevant background information of the locutor
state. An example of the analysis of audio to detect affective state is provided in
[37].
• Physical sensors. Sensors to measure heart rate or skin conductance have been used
to help in the detection of emotions in learning environments [38]. Another kind
of sensors focuses on the pressure applied to any device while learning; common
examples are senors on the computer mouse to detect the strength of the grasp
and sensors on the chair to detect the learner’s posture.
• EEG signals. EEG signals are voltage signals which can be measured on the scalp
and give insights about the neuronal activity of the learners. Some examples of
use of these techniques can be found in [39] and [40].
The use of physical sensors, cameras, audio or EEG signals require an intrusive
methodology in which students should be put with different devices during the learning
experience. In addition, it might not be feasible to have the different devices avail-
able to be used in all the learning experiences. For these reasons, other non-intrusive
methodologies might improve these practical aspects of the detection of emotions even
at the price of losing accuracy in the prediction. The detection of emotions based on the
learner’s actions is a prominent area.
Research work related to the detection of emotions from learner’s actions in educa-
tional environments can be analyzed from three perspectives: 1) inferring emotions from
observations in computer-supported educational settings; 2) studies on the relationship
between learner’s emotions and their performance; and 3) research related to the analy-
sis of behavior in an educational programming environment. We provide a summary of
prior studies that fit into each perspective.
The first perspective includes studies with the goal of detecting emotions of a learner
from the analysis of her actions while using an educative computer application. Most of
the studies in this area involve the use of educational games or ITS. Sabourin et al. [41]
define a dynamic Bayesian network for the detection of emotions in the game-based
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learning environment Crystal Island. When compared to a baseline, the accuracy of
their model was 10 points above in emotion detection and 18 points in valence accuracy.
For the case of ITS, D’Mello et al. [42] have worked on the prediction of emotions
from dialogs in the ITS AutoTutor. They were able to recognize confusion, eureka and
frustration emotions based on the analysis of the dialogue maintained with the student.
Another study on the line of ITS was done by Arroyo et al. [43] where they used
both a sensor and a sensor-less approach to detect student emotions while working
with Wayang Outpost, a geometry ITS. Finally, Baker et al. [44] have worked on the
detection of emotion in an algebra ITS called Cognitive Tutor Algebra 1. They were
able to improve previous results in the recognition of engaged concentration, confusion,
frustration and boredom.
The second perspective involves studies that analyze the relation between student’s
emotions and their performance in the learning activity. In this line of research, Craig et
al. analyzed the correlation between a set of six emotions with the presence of learning.
Their study concluded that confusion and flow correlate positively with learning gains,
while boredom presents a negative correlation [45]. In a similar line, Baker et al. found
that the emotion of boredom tends to make students to game the system, i.e. look for
shortcuts to advance in the ITS [32]. The observation of this behavior had previously
been associated with poorer learning [46]. More recently, Pardos et al. presented an
approach to study the effect of emotions on scores of tests conducted at the end of the
academic year. The results of this study agree with prior reports: engaged concentra-
tion and frustration correlate positively with the scores, while boredom and confusion
correlate positively in scenarios with scaffolding and negatively without it [47].
Studies involved in the third perspective analyze the actions of students during a
learning activity in the domain of computer programming. Lee et al. analyzed the logs
generated by students learning to program the language Java to label whether the student
was confused. They found a negative association of student achievement with prolonged
confusion and a positive association with confusion that is resolved [48]. Another study
of interest was conducted by Blikstein and consisted in the collection and analysis of
a set of metrics of student’s actions in NetLogo, a programming environment. The
metrics analyzed included the size of the code, time between compilations, error rate,
and compilation attempts [49].
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2.3 Visualizations in technology enhanced learning
The use of graphs or visualizations to present information has been a topic of study
during the last decades. One of the shortcomings of several educational systems is the
difficulty for presenting powerful but at the same time easy to understand visualizations
for the stakeholders about the inferences that are the result of certain processing of
data. Research about how to obtain easy to use and interpret visualizations for involved
stakeholders in these systems has been addressed in several works.
Visualizations related to the learning process are an important issue of study in
recent years. Different works presented useful visualizations for various aspects in the
field of technology enhanced learning. Examples of these visualizations include resource
accesses over time [50], detailed information about the interactions with exercises and
hints, activities on an LMS [51], number and types of events and items [52, 53, 54] or
social interactions [55].
Mazza and Dimitrova were among the first to propose the application of information
visualization to education with CourseVis [56] and then continued with the GISMO
Tool [57]. The tool provided visualizations of behavioral data obtained from the logs of
a Learning Management System (LMS). An instructor was able to see graphs reporting
the students’ accesses to the course (see Fig. 2.1), either as a time line or in a histogram.
Another graph presented the discussion performed by a learner in the course and a
visualization of the submission time for course assignments. Authors provided a case
study to illustrate the application of GISMO Tool in the day-to-day activity of an online
course. This tool has also been used by Petropoulou et al. as part of the Learning
Analytics Enriched Rubric (LAe-R) [58] to assess learners’ performance. A case study
proved the tool to be usable and accepted by practitioners as it provided guidance by
including performance indicators obtained from the analysis of learners’ interactions and
behavior.
Visualizations have also been often used in collaborative learning environments to
present the interactions between all stakeholders and also between learners and educa-
tional resources. Juan et al. have proposed an information system model that generates
weekly reports to monitor learners’ and groups’ activities [59]. Their system, called
SAMOS, presents four visualizations: a group risk classification tool, an individual risk
classification tool, an evolution of group activity, and an activity graph for group mem-
bers. Authors have designed the visualizations so that individuals and groups with low
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Figure 2.1: Students’ access to the course report in GISMO.
activity levels are identified promptly. They also propose to use the tool as an indicator
of potential problems which would allow an instructor to forecast collaboration issues
and act accordingly to avoid them.
Also in the scope of collaborative learning, Brooks et al. proposed applying informa-
tion visualization to identify aggregations of learners as part of a data-assisted approach
to build intelligent TEL environments [60]. The authors argument how instructors can
derive meaning from visualizations in order to improve their pedagogical practice. Their
study represented the interaction of learners in a discussion forum through sociograms,
graph-based structures where nodes symbolize a participant and arcs the a message be-
tween participants. In this format, nodes can be formatted to show distinct attributes,
like amount of participation through the size or participant role through its color. Au-
thors described use cases that applied this type of visualizations in three contexts: online
small courses, face-to-face large courses, and comparison based on granularity.
Continuing with proposals of visualizations as early-warning systems, Mcfadyen and
Dawson provided a proof of concept in which they obtained 15 variables that correlated
highly with student achievement [61]. Among the results of their work they present
the variables that had the highest correlation: total number of messages posted on the
forum, number of finished assessments, and amount of mail messages sent. In addition,
they present a set of network visualizations with a color-coded design to show the final
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grade of the learner with the color of the node that represents her.
On the same track, Dyckhoff et al. presented in [62] the design and implementation
of the system eLAT (exploratory Learning Analytics Toolkit). eLAT allows teachers
to explore user properties and behavior, including usage of learning objects. Among
the requirements of the toolkit there are generic characteristics like usability, usefulness,
extensibility and, reusability, plus properties tightly connected to large amounts of data:
interoperability, real- time operations, and data-privacy. The visualizations presented
in the toolkit are organized in a dashboard with a monitoring view with four widgets:
usage, performance, behavior, and communication. Each of the widgets has a number
of tabs that presents a specific visualization. The instructor is also able to configure the
visualization through a configuration of filters in the analysis view.
Gaudioso et al. presented the positive results of providing instructors with a tool
to monitor the activity and behavior of learners [63], mainly decreasing the drop rate
and increasing the passing rate. Instructors were provided with a reporting and data
analysis tool which included reports on predefined indicators, and reports with results
of automated analysis. Predefined indicators included results of an initial questionnaire,
individual profile, and group performance. The automated analysis consisted of clus-
tering techniques to group learners according to data such as background, interaction
patterns, and usage of learning resources. A capture of the reporting tool is shown in
Fig. 2.2.
In addition to provide feedback to the instructor, visualizations have also been studied
as a resource for self-assessment. An example is provided by Melero et al. by generating
visualizations from logs of a mobile learning design [64]. Displayed information included
the time dedicated by the learners to perform each activity, geographic information of
routes followed by learners, the frequency in which each activity was done, and the
score obtained during the activity. Their study concluded that visualizations were in-
deed able to highlight aspects of the learning design that could be improved. Moreover,
learners that used the visualizations made a better diagnosis of their performance. An-
other conclusion of their work is the need to limit the amount of information provided
to stakeholders for the visualizations not to generate a cognitive overhead during the
activity.
Continuing on approaches that apply visualizations for self-assessment or self- re-
flection, Schmitz et al. introduced the tool CAMera to monitor and report on learning
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Figure 2.2: Capture of Reporting and Data Analysis Tool by Gaudioso et al.
behavior [55]. The tool collects behavior metadata from several applications, stores it
and makes it available to the learner through two applications. First, an email-analyzer
processes data related to receiving and sending emails; the interaction is then repre-
sented as a social network in which senders are shown as nodes and messages as arcs.
The second application is MACE Zeitgeist, a set of web services that provide an overview
of activities within a federation of architectural learning repositories.
The use of several graphs or visualizations as an overview of learning performance
and activities status has been highlighted in studies focusing on learning dashboards [65].
Verbert et al. presented an exhaustive overview of these tools to support awareness,
reflection, sense-making and learning impact [66]. The study concludes there is a need
to assess the usefulness of dashboards and the information they present. There is also a
need for completeness of data through a diverse set of sensors. Moreover, they highlight
the complexity to evaluate these tools, their dependency on the learning setting and
the surge of research communities following data-driven methodologies in educational
technology.
The challenge of identifying information valuable by the stakeholders in learning ac-
tivities has been approached by Stephens-Martinez et al. in [67]. They work focuses on
identifying information that would allow instructors of MOOCs to understand the dy-
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namics of their class. Thee authors obtained comments and insights from 92 instructors
that were surveyed about their background information, details about a MOOC they
had taught, course monitoring goals, and opinion on visualization mockups. Instructors’
responses show a high use of discussion forums, class surveys, and direct feedback from
students and assistants as the main resources for course monitoring. On the other ex-
treme, quantitative information like pattern of students activity and chat room logs were
used the least. Regarding the visualization mockups, instructors expressed their interest
to use them while the course is running rather than to prepare new course material.
In addition to serve as an observation tool, visualizations can be used for other
purposes. Using visualizations as a means of evaluation of educational resources is
proposed by Krystalli et al. in [68]. Authors present the application of infographics,
a specific subcategory of visualizations with appealing and communicative design, to
present the evaluation of serious games for foreign language learning.
Visualizations have also been proposed as a pedagogical resource. For example, Chiu
and Linn [69] propose the use of topic-specific visualizations to enhance an inquiry-
oriented online curriculum. Their proposal is applied in the field of chemistry to connect
concepts, symbols and molecular representations of chemical reactions. They used inter-
active dynamic visualizations of atomic molecular motion, provided by chemistry scene
investigators. An empirical evaluation consisted on a pilot study that compared the
performance of learners using the visualization- enhanced inquiry unit against learners
following a traditional methodology. Their work presented positive results as learners
that used visualizations showed a higher performance and were able to form more con-
nections. On a similar approach, the application of visualizations as domain-specific
resources, in this case to learn programming, is presented in [70]. The authors propose a
conceptual framework to apply a visual representation of a program to better understand
its control and data flow.
Other uses of visualizations can be mentioned, not fully centered in learning envi-
ronment but still applicable in the field. For instance, an improved visualization method
for self-organizing map is proposed for making easier to understand the related informa-
tion [71], or some techniques have been applied for visualization of blogs [72].
Nevertheless, only few works have addressed the visualization of emotions in a learn-
ing context. Most of the existing works represent emotions as a color palette that
matches each emotional state with a different color [73]. In addition, most works focus
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on the detection of emotions in texts based on semantic analysis [74]. In this line, Sky-
nesketch [74] is a tool integrated in Moodle that recognizes emotions from text and is
able to represent some emotions during time.
2.4 Recommendations in technology enhanced learning
Recommender systems are among the instruments used to provide learning environments
with personalization. This occurs by suggesting learning resources that are most suitable
for the characteristics and behaviors of the learner. For example, a learner that has
accessed material to learn the basics of Spanish may be interested in other resources
related to the subject. Later, she may benefit from being offered with material of
intermediate Spanish. Manouselis et al. [75] describe the approaches followed so far
to implement and deploy recommender systems in Technology Enhanced Learning.
On the other hand, the adoption of cloud computing has risen constantly during the
last years [76]. This trend also is observed in the educational arena where research on
cloud in learning technologies has increased in last few years. This increase of inter-
est on cloud in learning technologies has enabled a shift from monolithic systems into
flexible e-learning services [77] and the proliferation of service- oriented e-learning envi-
ronments [78] where e.g. personalized educational services are given in a distributed way
but not in a unique central Learning Management System. In this section we present
some of the most recent works regarding the application of cloud technology into the
learning domain.
Cloud technologies are a set of easily accessible and virtualized resources that can be
dynamically adapted allowing an optimum resource utilization [79]. A cloud technology
allows users access onto different services on Internet through diverse devices. It also
provides service providers with several advantages, such as availability, integration of
multiple services, flexibility and scalability [80]. This makes cloud technology an attrac-
tive option for deploying applications that require a high level of computational power.
Hence cloud technology has taken into account to support services that offer educational
resources to academic communities.
In this sense, in [81] Mikroyannidis states that the cloud offers a lot of services for
building adaptive and customisable CLE. He also explains how CLEs extend the borders
of the learning environments beyond of educational organization. Additionally this work
proposes a learning scenario based on the use of cloud learning services. Thus, to take
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advantage of these features educational institutions are also moving towards providing
their services by using cloud technologies. However, in the educational domain, services
are scarcely adapted and offered in cloud.
Some distributed oriented learning architectures have been proposed such as OKI [82],
KnowledgeTree [83], or in the ELENA project [84]. OKI (Open Knowledge Initiative)
proposes an architecture based on layers that includes educational services that can be
accessible invoking remotely a set of web services. OKI defines and provides the in-
terfaces for these services, and can create final applications that offer a user interface,
combining different invocations from these services. OKI is focused on educational ser-
vices that can be found in a typical LMS such as assessment or authorization, and the
invocation of the implementation of these interfaces can lead to build a specific LMS.
However, OKI is not focused on typical adaptive e-learning services. On the other hand,
KnowledgeTree [83] and ELENA [84] both represent distributed architectures for the
personalization of resources for technology enhanced learning. Nevertheless, these ar-
chitectures focus on generic aspects of adaptation of e-learning resources, but do not go
into details of the specifics for affective learning. KnowledgeTree and ELENA would be
complementary to our work as they can be used as general frameworks for distributed
adaptive learning, while our architecture would bring the details for affective learning. In
addition, OKI, KnowledgeTree and ELENA do not focus on analyzing important aspects
of cloud computing as the distributed computation of a task, which is also addressed in
this work.
Several approaches of cloud architectures promote improvements to services in the
e-learning area by using cloud technologies. Thus, they try to overcome challenges faced
by educational institutions. In [85] Masud and Huang propose an e-learning cloud archi-
tecture to allow the migration of e-learning systems from schools to a cloud computing
infrastructure. They describe an e-learning cloud architecture made up of five layers:
infrastructure, software resource, resource management, service and application. This
proposal describes a general architecture for e-learning; nevertheless it does not focus on
how to implement an e-learning service in a cloud architecture.
As CLE appears as a set of available tools on the internet that allows ubiquitous
access to an academic community, it is evident that the existing of Personal Learning
Environments in the cloud are in an early stage of its developing. Currently the CLE
has dealt in offering an environment that allows learners and teachers easy access to
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different tools for producing and consuming academic content. A related work is also
presented by Al-Zoube in [86], where he proposes a cloud computing based solution for
building a virtual PLE. This proposal consists of allowing the learner access to different
tools offered on internet such as iGoogle, Google docs, YouTube, etc. however such as
Stein et al. state in [87] public clouds generally meet the common base of user requests,
but they may not be designed to meet educational needs. In addition, today learners
are demanding specialized learning services in order to improve the learning results.
Hence, the educational domain requires design and deploy services in order to built a
true educational Cloud.
Following the above approach, in [88] Madan et al. present a cloud-based learning
service model. This proposal describes comprehensively the cloud computing services
as a key aspect of cloud computing model. The authors focus on services and available
models to be deployed into cloud architecture. They claim that institutions should
use the existing cloud infrastructure offered by companies such Google, Amazon and
others. Then educational institutions should focus on defining the cloud service layer to
implement it into the cloud architecture.
There is a known necessity of building a CLE based on specialized services rather
than the traditional tools found in PLEs. However as the necessities of resources and
services for learners and teachers are variable, we must offer a service to adapt the PLE
in the cloud according to these necessities. In other words, CLE needs a recommender
system to fill this gap. Recommender systems have been extensively deployed, however
few systems operate in the education arena [89]. Then in this work we propose a generic
architecture for a system in the cloud to recommend learning elements according to the
affective state of the learner. Thus learners will be able to adapt their PLE and CLE.
Additionally we provide details of the architecture implementation of this specialized
service.
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Chapter 3
Detection of emotions in new
learning environments
The inclusion of affective information can be achieved with some level of certainty
through the analysis of the actions done by students in a learning environment [90].
There are different emotions related to a person described in the literature. Four
of these emotions have been predominant in the literature of detection in learning en-
vironments. These four emotions are boredom, confusion, frustration, and happiness.
Using the data available in the learning environments, detection of these four emotions
is tried to be inferred. As shown by Baker et al. in [32], the observation of confusion and
engagement has been proven to correlate positively with learning gains, while boredom
and frustration present a negative correlation. Therefore, it is interesting to try to infer
these emotions as they correlate with learning gains.
As presented in the related work chapter, there has been intensive work in the detec-
tion of emotions based on different types of sensors in different learning environments.
In addition, there has been some works of detection of emotions in some learning envi-
ronments such as Intelligent Tutoring Systems. But the detection of emotions in other
learning environments needs to be explored. The selected environments for the detection
of emotions are very different:
• A programming learning environment. In this environment, the students have to
use and learn some tools by their interaction with them.
• A MOOC environment. In this environment, the students have to prove that they
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learn something by watching videos, solving exercises, etc.
The proposed models are very different for these two learning environments. This
difference is caused because the types of events are very different in their nature.
The programming learning environment use a probabilistic model that tries to man-
age the uncertainty of the prediction of the emotions based on different types of events
on the tools that the students should learn. On the contrary, the MOOC environment
defines a rule-based approach combined with linear regression models.
The difference in the selection of methods for these two learning environments is
justified mainly because the second environment does not make use of a lot of events,
because we only focus on some events related to solving exercises, while the first learning
environment makes use of a lot of events as there are many different tools that can be
used by the students. A probabilistic model can match better with a high number of
events to manage the uncertainty, while a rule-based model might match better in a case
with a more reduced number of events.
However, a probabilistic model might also be used for the MOOC environment or a
rule-based model might be also used for the programming learning environment.
3.1 Detection in a programming learning environment
The first learning scenario focuses on an environment in which the students have to do a
set of tasks directly with some tools that they should learn. Specifically, these tools are
related to software development, and the students should learn how to use these tools
in order to make programs. Therefore, the detection of emotions takes place during the
process of learning to develop software. During the activity of software development, the
learner can experience several affective states that affect her performance. For instance,
being unable to find the origin of a compilation error or to understand an error message
can generate the emotion of frustration.
3.1.1 Description of the learning environment and type of events
The learners are instructed to use a virtual machine containing every tool they will
need during the process of learning programming. Specifically, the used programming
language is C but the solution might be generalizable to other programming languages.
The programs that students make during the term are submitted to the teaching staff
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through a versioning control system. The virtual machine is configured to collect the
interaction of students with a specific set of tools. Some of these tools are specific for
the subject domain (compiler, debugger, memory profiler, command line and versioning
control system) while others are more generic (text editor and web browser). Fig. 3.1
presents a screen capture of the virtual machine environment.
Figure 3.1: Screen capture of virtual machine with capturing tools.
The collection of events is based on previous work described by Pardo and Delgado
Kloos in [91]. The interaction with the mentioned tools, along with the time and type
of action performed by the learner, are stored in a file or log. The information stored
in these logs depends on the data provided by the associated tool. For instance, a web
browser provides the web address (URL) accessed by the learner and this is the only
data stored in the web browser log. A compiler generates a detailed report in case the
program compilation is erroneous; the virtual machine stores this report in the compiler
log. Logs are stored as plain text files within hidden folders in the workspace of the
learner.
During the enactment of sessions in the computer laboratory, students were in-
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structed to send their work through a versioning control system. The logs of the used
tools are sent along with the learner’s work to a centralized server. This process is re-
peated each time that the learners submit their changes; thus, logs of collected events
are stored in an incremental manner in the server. Gathered events can be analyzed at
the end of a specific term (e.g.at the end of the academic year) or in a periodic way (e.g.
every day or every week).
In addition to the logs created by the virtual machine, we also gather events from
external sources. One of these sources, given our educational context, is the virtual
learning environment or learning management system; which is an instance of Moodle.
The events generated in Moodle include interactions of the learners with the course (e.g.
accessing to the course page or the list of participants). Another source of events is the
web server that hosts the course resources, from where we gather the accesses of learners
to the web pages of the course.
In order to analyze the events stored in the central server, the logs must be normalized
because the format of each file depends on the data obtained from the associated tool.
The normalization is achieved through a lexical analysis of the files content. As a next
step, the normalized information is stored in a generic format. In our scenario, we
have chosen the format Contextualized Attention Metadata (CAM) [92], which allows
to express user actions in a computerized environment. In [91], the reader will find
further information of the process to capture events, and [93] presents details of another
experiment that has relied on the same process.
3.1.2 Proposal for the detection of emotions using Hidden Markov
Models
Previous studies have considered the relation between event patterns and the appraisal of
emotions [42]. These models agree on the fact that events can be classified as favorable or
adverse in the path to reach an objective. In the context of this work, the objective of the
learner is to successfully finish a learning activity in the domain of software development.
Taking this objective as the starting point, we define a model to analyze a sequence
of events and relate them to the emotion with the highest probability to generate such
sequence. For instance, a sequence with most of its events adverse to the learner’s
objective (e.g. experiencing compilation or memory profile errors) would be related to
the emotion of frustration.
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Given the requirement to detect patterns in a sequence of observations, we have used
Hidden Markov Models (HMM). An HMM has two sets of elements: an alphabet or
set of symbols, and a set of states. The behavior of the model is defined by three sets
of probabilities: a list of probabilities of each state to be the initial state, a matrix of
production probabilities for each combination of state and observation, and a matrix of
probabilities for transitions between states. Thus, one can compute the probability to
compute an observed sequence of symbols using the forward-backward algorithm.
The symbols or observations to use in our proposal are built upon the events pre-
viously captured. A subset of symbols are obtained directly from the event generated
in the virtual machine, like the symbol command. In other cases, the symbol resulting
from an event depends on the information associated to such event (e.g. a compilation
event can generate symbol compile-error or compile-ok). The inverse process can also
occur, different events can generate the same symbol (e.g. all events generated in Moo-
dle’s forum generate the symbol forum). Table 3.1 presents a list of observations taken
into account along with their descriptions and the tools that generate them either in the
virtual machine or in an external system.
The proposed model defines five states for the HMM, described as follows:
Activity work (E1). This state implies a fluid workflow in software development. Most
of the compilations are successful and most of the work occurs within the pro-
gramming environment. Erroneous compilations can occur in low amounts and
get solved quickly. The learner can also communicate with the instructors and
other learners through the forum, but should not review either subject nor exter-
nal resources.
Challenge (E2). In this state the learner gets saturated and cannot quickly solve a
compilation or execution error. Interactions with the text editor and compiler are
often, as used to solve the error. Given that this state represents the point where
the learner finds the error, it is not expected to observe interactions with tools
other than the compiler, memory profiler, and to a lesser extent, command line.
Information search (E3). This state is differentiated by the access to support re-
sources to look for the solution to the challenge found in E2. Learners in this state
tend to use the web browser to find information related to the challenge. A high
level of interaction with Moodle forums is also expected. In addition, the learner
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Table 3.1: Symbols observed in model.
Observation Description Emitting tool
command Instruction entered in command line Bash
forum Any interaction with the subject fo-
rum: accessing a thread, create a
new thread and sending a message
Forums in LMS Moodle
compile-error Compilation with erroneous out-
come
GCC, Java
compile-ok Compilation with successful out-
come
GCC, Java
debugger Interaction with debugging tool GDB
ide Interaction with development envi-
ronment
KDevelop
lms Interaction with tools in the LMS
other than the forum
Moodle
text-editor Starting or stopping usage of text
editor
Kate
resource-external Accessing material unrelated to the
subject
Google Chrome, Mozilla Firefox
resource-internal Accessing resources related with the
subject (assessed by checking URL)
Google Chrome, Mozilla Firefox
resource-search Access Google search website Google Chrome, Mozilla Firefox
memory-ok Debugging memory management
with successful outcome
Valgrind
memory-error Debugging memory management
with erroneous outcome
Valgrind
accesses to local documents and documentation of the programming environment.
Interactions with software development tools are not expected.
Solving challenge (E4). In this state the learner finds and applies the solution to
challenge described in state E2. There is a low number of successful compilations
and none erroneous. This state doesn’t generate any symbol related to searching
information in forums or in class material.
Distraction (E5). Learner is not working on the software development tool but on
an unrelated activity. Among other events, we can observe accesses to websites
unrelated to software development. No interactions with software development
tools are expected.
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Table 3.2: Initial probabilities for each state and symbol.
Symbol E1 E2 E3 E4 E5
command 0.25 0.05 0.00 0.05 0.00
forum 0.10 0.00 0.30 0.00 0.00
compile-error 0.15 0.70 0.00 0.00 0.00
compile-ok 0.10 0.00 0.00 0.50 0.00
debugger 0.05 0.00 0.00 0.05 0.00
ide 0.05 0.00 0.00 0.05 0.00
lms 0.10 0.00 0.10 0.00 0.05
text-editor 0.10 0.00 0.00 0.00 0.00
resource-external 0.00 0.00 0.10 0.00 0.95
resource-internal 0.00 0.00 0.30 0.00 0.00
resource-search 0.00 0.00 0.20 0.00 0.00
memory-ok 0.05 0.00 0.00 0.35 0.00
memory-error 0.05 0.25 0.00 0.00 0.00
Each of the states has a probability to emit each symbol previously described. The
probability assignation depends on the description of the state and the tools related to it.
Table 3.2 presents the probabilities initially assigned in our model. These probabilities
can be obtained by training the model with Baum-Welch algorithm.
While the probabilities of observation emissions are constant for each emotion, tran-
sition probabilities change according to the learner’s affective state. We focus on four
affective states commonly observed in learning experiences: happiness, frustration, con-
fusion and boredom. Even though the last two are usually classified as cognitive states,
a high level of correlation has been observed between them and learning gains [94].
Furthermore, confusion and boredom can be related with the behavior of a software
developer.
For instance, in this scenario a confused learner works following a trial-and-error
approach. A bored learner tends to do unrelated tasks, as well as browsing web sites
with no relation to the class content.
For the case of happiness, we expect fluid work from the learner. This implies that
most of the transitions have the target state Activity work (E1) disregarding the origin
state. A learner can find a challenge but should find its solution with high probability.
There must be a minimum amount of events from state Distraction (E5) because the
learner is motivated on the development task. Table 3.3 shows an initial proposal for
the transition probabilities of the happiness affective state.
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Table 3.3: Transition probabilities for affective state of happiness.
State E1 E2 E3 E4 E5
E1 0.60 0.10 0.10 0.10 0.10
E2 0.30 0.20 0.30 0.10 0.10
E3 0.40 0.10 0.20 0.20 0.10
E4 0.60 0.10 0.10 0.10 0.10
E5 0.60 0.10 0.10 0.10 0.10
Table 3.4: Transition probabilities for affective state of frustration.
State E1 E2 E3 E4 E5
E1 0.40 0.30 0.10 0.10 0.10
E2 0.10 0.50 0.20 0.05 0.15
E3 0.25 0.50 0.10 0.05 0.10
E4 0.70 0.15 0.05 0.05 0.05
E5 0.30 0.30 0.15 0.05 0.20
Transition probabilities for the frustration model are shown in table 3.4. The main
characteristic in this case is the high probability to transition into state Challenge (E2).
State Information search (E3) is expected at a low rate due to the learner frustration.
There is a moderate probability of staying in state Distraction (E5).
There is a similarity between the transition probabilities for frustration with the
ones for confusion because of the resemblance of their causes in a software development
environment. The main difference in the definition of their HMMs is that when confused,
a learner has more probability to stay in state Challenge (E2). This model also defines
a low occurrence of transitions from Information search (E3) to Solving challenge (E4);
while the probability of transition into Distraction (E5) increases and there is a high
probability of staying in such state. Transition probabilities for confusion are shown in
table 3.5.
Table 3.5: Transition probabilities for affective state of confusion.
State E1 E2 E3 E4 E5
E1 0.40 0.30 0.05 0.05 0.20
E2 0.15 0.50 0.15 0.05 0.15
E3 0.20 0.30 0.20 0.10 0.20
E4 0.60 0.20 0.05 0.05 0.10
E5 0.20 0.30 0.05 0.05 0.40
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Table 3.6: Transition probabilities for affective state of boredom.
State E1 E2 E3 E4 E5
E1 0.40 0.10 0.10 0.10 0.30
E2 0.10 0.20 0.20 0.10 0.40
E3 0.15 0.20 0.20 0.15 0.30
E4 0.40 0.10 0.05 0.05 0.40
E5 0.20 0.10 0.05 0.05 0.60
Finally, table 3.6 shows the transition probabilities for the boredom model. In this
case, the learner is expected to switch from a software development tool or looking for
information to doing an unrelated task. The main characteristic of this model is the
high probability of transitioning and staying into state Distraction (E5).
The process to identify the current affective state of the learner consists of computing
the probability for a event sequence to be generated by the model of each state. First
stage of this process requires the definition of a sequence length, l. At this stage, events
must be already converted into their corresponding symbols. The next step is to compute
the generation probability for the event sequence with all models; this step applies
the forward-backward algorithm. Resulting probabilities will present a low order of
magnitude because it corresponds to the probability of generating an exact sequence of
length l. The affective state with the highest probability is selected as the one being
experienced by the learner.
The process of detecting affective states can be understood as a transition between
levels of information. Figure 3.2 is a graphical representation of processing events into
high-level actions related to predefined states. The top level is composed by events cap-
tured directly at the virtual machine, the learning management system and the subject
web server. The middle level contains symbols built upon events. These symbols have
the appropriate level of information to be related with software development activities,
included in the bottom level. The bottom level represents the affective state of the
learner, obtained from the transition of events from the first layer.
3.1.3 Implementation of proposed models and application example
The event database is stored in the system MySQL. The translation of events and process
modeling described above have been implemented on Python. The implementation uses
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Figure 3.2: Representation of conceptual hierarchy of learning events.
the library GHMM1 to treat HMM, which includes forward-backward and Baum-Welch
algorithms. Results of the process as stored in plain text files to be analyzed in a
statistical evaluation stage.
An example of the execution of the model is presented with the goal of completing
and enabling its understanding. For this example we have defined a sequence length of
20; meaning that at least 20 events must be captured in order to start the detection of
the affective state. Table 3.7 shows a sequence of the symbols generated from the events
captured in a real learning activity. Respective columns for each emotion correspond to
the logarithm of the probability for the event sequence to be produced by the HMM of
the affective state. Thus,
log(P (St|HE))
where St is the sequence of captured symbols at time t and HE the respective HMM
for emotion E. The logarithm function allows simplifying the presentation of such low
probability values. As expected from the probability magnitudes, all resulting values are
negative. The table highlights the affective state with the highest value, which represents
the highest probability. We can observe how initially the learner generates a sequence
that seems normal at the moment, starting by using the command line and then accessing
two resources related to the subject. With these initial states, the probability for the
1http://ghmm.org/
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student to experience happiness is the highest and this is selected as the current affective
state. Then, the learner generates three events of erroneous compilation, followed by two
events of searching a resource and an access to an external resource. By observing the
results, we can appreciate a decrement of the probability at the happiness column up to
row 9 where the value is considerably lower than at row 1. Meanwhile, the probabilities
of the other three affective states increase and confusion shows the highest value. This
behavior continues as the learner searches for a solution to the found challenge as can be
seen at rows 10 to 14. At row 15, there is a successful compilation event and the trend
of probability values changes. By row 20 there have been three successful compilations
and the affective state of happiness is again the one with the highest probability. This is
sustained until the end of the example, presenting a sequence of events appropriate for
the process of learning software development: compilations and memory analysis mostly
successful and use of text editor and debugger.
3.1.4 Discussion and limitations
This HMM based model of detection of emotions in a software environment has been
implemented successfully. The fact that just the transition probability matrix among
states is required for detecting each emotion makes easier the implementation. Moreover,
it simplifies the extension of the model to new affective or cognitive states that might
be of interest in a software development environment.
The main weakness of the proposed model is the high number of variables that
influences the detection of affective states. The probabilities of generation of symbols
are related to 5 elements and 13 symbols, so there are a total of 60 possibilities for its
definition. In addition, the transition probabilities among the 5 states give other 20
possibilities. We have tried to reduce this weakness with a coherent definition of the
initial probabilities, as explained before. In addition, if there are enough data, these
probabilities might be adjusted in order to improve the predictions of the model.
Another weakness caused for the use of HMM is that context information cannot
be included during the detection process. An example is information related with the
student location in order to analyze whether doing the software development activity at
home or at the university might affect the students’ emotions. Other type of information
is related to time in order to analyze if some emotions are more frequent at specific times
or e.g. during the weekend. As these type of information cannot be included directly in
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Table 3.7: Example of symbols generated and the logarithm of the resulting probability
for each emotion.
No. Symbol Happiness Frustration Confusion Boredom
1 command -53.75 -62.49 -58.41 -57.30
2 resource-internal -54.56 -62.80 -59.28 -57.86
3 resource-internal -54.75 -63.35 -59.09 -57.82
4 compile-error -54.12 -61.33 -57.41 -56.69
5 compile-error -53.02 -59.23 -55.09 -55.39
6 compile-error -52.46 -57.50 -53.49 -54.68
7 resource-search -53.30 -58.13 -54.52 -55.48
8 resource-search -53.74 -58.92 -54.49 -55.55
9 resource-external -53.70 -58.57 -53.54 -54.28
10 compile-error -52.92 -56.92 -51.90 -53.65
11 resource-search -53.38 -57.17 -52.22 -53.96
12 resource-search -53.25 -57.49 -51.85 -53.76
13 compile-error -52.48 -54.93 -50.46 -52.76
14 compile-error -51.42 -52.46 -48.67 -51.83
15 compile-ok -50.99 -52.22 -49.03 -51.77
16 debugger -51.53 -52.11 -49.78 -52.72
17 debugger -52.07 -52.24 -50.72 -53.61
18 compile-ok -52.47 -51.13 -50.61 -53.26
19 compile-error -49.80 -49.23 -49.11 -52.63
20 compile-ok -50.38 -51.22 -51.19 -53.36
21 debugger -51.93 -53.63 -53.80 -55.23
22 memory-ok -53.17 -54.67 -54.88 -56.32
23 memory-error -52.85 -53.27 -54.09 -56.20
24 compile-ok -51.36 -52.27 -53.92 -55.94
25 memory-error -52.29 -53.68 -55.19 -56.96
26 text-editor -53.87 -55.68 -56.81 -58.85
27 compile-ok -52.85 -54.18 -56.32 -58.04
28 text-editor -52.17 -54.66 -56.50 -57.99
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HMM, a possible solution would be to make the experiments in each one of the selected
environments and compare the obtained results.
3.2 Detection in a MOOC learning environment
The second learning scenario is a MOOC, in which the students have to do a set of
learning activities such as watching videos or solve exercises. The learning activities are
about the concepts and processes they have to learn but they do not use directly the
tools they have to learn as a difference with the previous scenario. For simplicity, we
only focus on the students interactions with the exercises.
The field of educational technology has been disrupted by the emergence of MOOCs.
On one hand, students are continuously enrolling in order to increment their knowledge
about certain topics. This high level of demand is being compensated by educational
institutions and professors that are producing and delivering more courses, either because
of the uncertainty of MOOCs impact in society or for altruism [95]. In a similar way,
new MOOC platforms are being launched, and those that were already established are
gaining visibility at accelerated pase (e.g. Coursera, edX, FutureLearn or MiriadaX).
The high expectation created by the appearance of MOOCs has provoked a high-
paced evolution of the pedagogical and technical approaches in order to improve their
effectiveness. One of the lines of research with this goal is to leverage the knowledge
gained from adaptive learning [96]. Educational tools like intelligent tutoring systems
and recommender systems have demonstrated the benefits of personalizing the educa-
tional resources and instructional design to the profile of the learner. The application
of adaptation becomes more evident when participants in a MOOC can be categorized
according to their engagement [97]. For instance, some researchers are also proposing
the generation of personalized action plans within MOOC platforms in order to increase
the learners’ engagement [98].
In an adaptive educational system, the learner profile can include information like
current learning skills, learning style, learning goals and accessibility needs. Along with
these characteristics, students’ emotions can enrich the contextual information available
in the adaptive system. Furthermore, previous studies have shown the co-occurrence of
some emotions with learning gains [32]. Thus, the inclusion of affective information in
MOOCs can be used to customize the learning experience or to suggest the teaching
staff to perform an intervention to improve the outcomes of the course.
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3.2.1 Description of the learning environment and type of events
The specific learning environment where the detection was done is the Khan Academy
platform. Khan Academy was one of the first systems to provide a set of educational
resources similar to those included in a MOOC [99]. There are some differences in the
pedagogical approach followed in Khan Academy with respect to other MOOCs because
of the lack of the concept of a course. Learners cannot enroll in a course to follow a
specific sequence of activities, and it is not possible to create a community around each
topic that could encourage the creation of a learning community. However, two elements
that are used in this system in a similar way than in MOOCs: videos and exercises that
provide immediate feedback.
The Khan Academy platform, which was previously available as open source under
the MIT license, presents educational content in video format hosted in YouTube. Fol-
lowing the approach seen in MOOCs, the videos tend to be short and they are assigned
to a specific topic to be learned. The platform keeps track of the videos wathed by
the student in order to suggest the ones to watch next. Another element common in
both MOOC platforms and the Khan Academy platform are exercises. These consist of
multiple-choice questions about the concepts explained in the videos. The exercise can
include mathematical expressions that improve the readability of the question posed. If
the learner is not completely sure about the answer to the question, the tool includes
the option to provide hints. A screen capture of an algebra exercise is shown at Fig. 3.3
as an example of the exercise element.
In addition, the Khan Academy platform provides mechanisms for gamification which
are not common in other platforms. For instance, the platform attributes badges to a
learner that has achieved of a specific goal, such as watching a given number of videos
or answering some exercises correctly.
3.2.2 Proposal for the detection of emotions using rule-based models
For the selected four emotions, we have selected only those events occurring during
the last hour. This decision relies on the fact that more recent events tend to affect
in a higher level the emotional state of a person in any context. Furthermore, those
events occurring within the hour have a different weight on the current emotional state,
depending on how recent they are. For instance, an event occurring one minute ago
has a greater weight than an event occurring 50 minutes ago. Studies in the field have
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Figure 3.3: Screen capture of an exercise interface in the Khan Academy Platform
used similar criteria in order to define the duration of sessions in which the emotions are
inferred [100, 41].
Detection of frustration
The inference of the frustration of the student (SF) is based on the learner’s attempts
of the exercises. Those exercises are considered not to increase the frustration of the
learner. On the other hand, if the last try of the student has not been correct, there is
understood to be a level of frustration, with a behaviour characterized by the following
equation, where A is a constant to be defined.
f(t) =

0.7, t < 20
A ∗ (t− 20) + 0.7, 20 ≤ t < 0.3A + 20
1, t ≥ 0.3A + 20
(3.1)
If the student has not tried to solve the exercise, the frustration is understood to be
null at the beginning and to increase with the pass of the time. The following equation
is proposed to calculate the frustration generated in this case. As in the previous case,
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B is a constant to be defined according to the learner.
f(t) =

0, t < 20
B ∗ (t− 20), 20 ≤ t < 1B + 20
1, t ≥ 1B + 20
(3.2)
As mentioned above, the frustration generated by the exercise is weighted according
to its time of occurrence. The weight of the exercise is calculated with the following








The same equation is used to calculate the exercise weight for the other emotions.
Finally, the emotion of the student is incremented by the level generated by the exercised
weighted in equation 3. This calculation is used in every emotion model given the
incremental change provoked by each exercise. Thus, the equation used to update the
student emotion is the following, being SE the student’s emotion, EE the increment of
emotion generated by the exercise, and EW the weight of the exercise.
SE = SE + EE ∗ EW (3.4)
The result obtained is used as an index between 0 and 1 that indicates the level of
frustration generated by the exercises in the platform. A diagram of the process to cal-
culate the frustration following the equations described above is presented in Figure 3.4.
Detection of confusion
The process to infer the emotion of confusion is similar to the one used to infer frustra-
tion. Indeed, previous works have found difficulties to define models for confusion and
frustration that do not correlate between themselves [101].
In our proposal, the logic behind the definition of this model relies on one of two
events. The first is the case when the student is taking a long time to solve an exercise,
similar to the detection of frustration but with a different slope. The second case consists
in those situations where a learner has previously solved an exercise and in a later try
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Figure 3.4: Flow chart of process used to detect frustration
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the response is incorrect. Thus, the concept evaluated by the exercise is not completely
clear for the learner.
The surrounding steps of the model coincide with those of the frustration model: each
one of the exercises done by the learner during the last hour is analyzed in order to get
its individual effect on the learner confusion. If a learner has given a wrong answer to an
exercise that had been solved previously, it is understood that the confusion associated
to that exercise is total (coefficient of 1). The equation used to calculate the confusion
generated by the exercise (EC) is the following.
f(t) =

0, t < 5
C ∗ (t− 5), 5 ≤ t < 1C + 5
1, t ≥ 1C + 5
(3.5)
As in the previous cases, C is a constant assigned to each learner. It can be seen
that the equation that describes the confusion in terms of elapsed time trying to solve an
exercise follows the same structure that the one describing the frustration of the learner.
The main change between the two models is the smaller offset on the X axis for the
confusion model. The reasoning behind this decision is that the learner can be confused
at a very early stage of the assigned task, while frustration is most common at a later
stage, when the learner would have spent more time to try to solve the problem. The
flowchart describing the process for inferring confusion is presented in Figure 3.5.
Detection of boredom
Our proposal for the inference of boredom relies on the flow theory proposed by [Csik-
szentmihalyi, 1997]. In this theory, a learner is understood to be bored when the difficulty
of the challenges presented is lower than the recommended for her level of skills. On
the other hand, learners whose skill levels are not enough for the problems to solve are
understood to undergo through the emotion of anxiety. The process to infer the level
of boredom of the learner follows the same initial steps described in the previous two
models. The list of exercises responded during the last hour are analysed individually
to calculate their individual effect and calculate a weighted sum of the complete set.
The main difference in this model when compared with those for frustration and
confusion is the lack of a linear function to describe the level of boredom with respect
to the elapsed time. In this case the calculation has been simplified by, first,calculating
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Figure 3.5: Diagram flow of model for the detection of confusion
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the arithmetic mean and the standard deviation of the durations to solve exercises by
the student. Then, we define that a problem assigned to a student is less than the
expected if it is less than the mean minus one arithmetic mean. Another difference
between previous models and this is that in this case an exercise is qualified to cause
boredom to the student in a discrete way, this is, an exercise either cause boredom on
the student or not cause it at all, while confusion and frustration were understood to be
continuous functions. The diagram of the boredom model is illustrated in Figure 3.6.
Figure 3.6: Flow of rules for the detection of boredom
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Detection of frustration
The final model aims to infer the level of happiness that the student is experiencing as
a result of the interactions with Khan Academy. Although this model maintains the
idea of analysing only the events that occurred during the last hour, it also incorporates
the analysis of gamification elements because of their direct relation with the happiness
of the student. Specifically, we take into account the badges obtained by the learner
because of solving each exercise. This hypothesis is based on Roseman’s theory of discrete
emotions [102] which states that an individual experiences joy when a rewarding event
is certain to happen due to a circumstance.
As a point of reference, if the work done to solve the exercise does not provide a
badge to the student, the happiness generated by that specific exercise is understood to
be none. This model also includes the analysis of the emotion with respect to the time
that the student has taken to solve the problem. Unlike the models for frustration and
confusion, the level of happiness is understood to decrease with time. The process for
this model has been illustrated in Figure 3.7.
3.2.3 Implementation of the models
The four models have been implemented and integrated into ALAS-KA, a learning ana-
lytics module for the Khan Academy platform [103]. This module extends the analytics
capabilities provided by the platform and includes new metrics and visualizations of
information obtained from the analysis of patterns of activities performed by its users.
Furthermore, the developed application can be divided in two areas: the core inference
engine and the presentation layer. The implementation of the inference engine follows
a modular approach, having as a basic element the code in charge of the operations
frequently used in the inference of emotions. Each emotion is implemented from this
starting point. Thus, the implementation of other models for the detection of these and
other emotions can easily be performed by the reutilization of these tools.
All of the implemented models take into account the ProblemLog provided by the
Khan Academy. This log includes all of the information about users’ interaction with
exercises and the timestamp in which they have occurred. The process in charge of the
analysis was scheduled recurrently in order that data processes could be executed as
frequent as possible. The main advantage presented by this log is its role of gathering
all of the data related to the actions of the student within the platform. This approach
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Figure 3.7: Flow for the detection of happiness
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facilitates the process of collecting and normalizing the information generated.
The presentation layer includes the elements needed in the paradigm of ModelView-
Controller (MVC). In this scenario, the view is a set of HTML templates that create a
complete web page by using the data provided by the controllers. The final visualization
presents a combo box to select the student whose emotions wanted to be inferred, and
a table with the information of emotion changes in a timeline.
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Chapter 4
Visualizations of emotions in
learning environments
In this chapter we present several visualizations with the main objective of reflecting the
emotional state of the learners, as individuals and as a group. These visualizations have
been grouped in categories according to the main dimension used to show the informa-
tion. Dimensions in this type of scenarios include time, learners, emotions, activities
and context. This categorization enables the creation of a link between the goal that
the visualization musth accomplish. For instance, when an instructor wonders about the
overall effect of an specific activity on the learners, visualizations in both change and
aggregated categories can be used as an initial approach.
The description of the four categories, their visualizations, and the discussion of their
accomplishments and drawbacks are included as follows.
4.1 Time-based visualizations
The timeline visualization (Fig. 4.1) presents the fluctuations of each emotion for a given
learner whose identity has been kept private. The X-axis represents the timeline, starting
from date when the learner generated her first event, until the date when the learner
generated her last event. The Y-axis represents the level detected for the emotion. As
explained previously, the emotion level in our model goes from zero to one.
In the example figure, the learner had a peek of confusion and frustration by late
September. In addition, the instructor can observe that by early November there was
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Figure 4.1: Timeline visualization, showing the level of emotions on the Y-axis and the
day of the measure on the X-axis.
a peek of boredom detected in the learner; and the emotions kept in a controlled range
during the rest of the term.
In addition, the visualization annotates interesting points that fall outside of a thresh-
old, as well as the learning event that is related to that emotional state. The method
used to identify the outstanding points is based on selecting those points higher than
the mean plus a standard deviation. In the example, the highest peak occurs right after
the learners had a problem to compile her program.
Thus, an instructor is able to identify when a learner is experiencing an extraordinary
emotion. The instructor is also able to identify the event that caused the change of
emotion in the model. This data combined give the instructor a considerable amount of
intervention to act into the learning activity and assist the learner.
It is possible to superimpose the evolution of all students’ emotions over time in
the plot (as in figure 4.1 but including all students). Furthermore, the mean for the
emotions of the classroom can be included. This is very useful to detect e.g. students
with problems because are under the mean most of the time, students with punctual
problems in the time, or periods where the emotion of most students are weak. In the
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Figure 4.2: Daily amount of events color-coded with the affective state they reflected.
latter case, instructors can think in reviewing the learning activities during this period,
as they produced a specific emotion for most students.
The visualization of daily accumulated events by their associated emotion is our
other proposal of a time-based visualization. As seen in Figure 4.2, the visualization
displays two aspects that are of interest for the instructor: the daily activity of the
learner, deduced from the amount of events generated that day, and the emotion that
was associated to each of those events. In the example, the learner was very active
during the last week of October, but her activity was practically null the first two weeks
of December. The color of confusion is not green as in the rest of the visualizations in
order to distinguish it better from the boredom bar.
A combination of the previous visualizations results in a timeline that presents the
evolution of time dedication of the student during the course and the average time dedi-
cation of the whole class. The visualization represents the accumulated time dedication
of students: when the student selects a point of time in the horizontal axis, then the
values of the vertical axis will indicate the accumulated levels of time dedicated until
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Figure 4.3: Visualization of the accumulated amount of time dedication and frequency
of affective dimension. Students can also see the time dedication average of the class.
that moment. In addition, the timeline shows the evolution of each emotion during the
course. Fig. 4.3 presents a capture of this visualization. An additional characteristic of
this visualization is its interactivity, which allows user to show and hide a series of data
in order to ease its understanding.
The next visualization in this category is a heat-map in which columns represent time
units (e.g., days, weeks, months) and rows represent students. Each affective dimension
is represented by a cell, while the frequency level of each emotion is represented through
the intensity of the cell color (more intensity represents higher levels of this emotion).
A portion of this visualization is shown in Fig. 4.4.
The final visualization in this category is a scatter-plot. Each affective dimension
has a different scatter-plot associated to it. The X-axis corresponds to the exact date
and time when the emotion takes place and the Y-axis presents the frequency value
of the emotion associated to the scatter plot. Bubble sizes represent the amount of
work dedication indicated in the given submission, and bubble colors indicate whether
it belongs to the viewer or to another learner. Fig. 4.5 presents an example scatter-plot
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Figure 4.4: Heat-map of emotion frequency for each learner and each week.
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Figure 4.5: One of the scatter-plot showing the relation between the emotion frequency
and work dedication along time.
for ”confusion”.
4.2 Context-based visualizations
The objective of this set of visualizations is to reflect the learning context in which
the emotions were detected. This can help to understand the learning causes of some
emotions. The first proposal in this set is the visualization of emotions by tool and type
of emotion (Figure 4.6). This visualization shows the occurrences of events generated
by a specific learner when expressing a given emotion and using a specific tool. With
this type of graphic, instructors can know which tools generated better affective states to
their students. In addition, comparing this type of graph with the mean of the classroom
can lead to introduce clusters of students depending on the different effects generated
by different tools.
In the example, the learner on the left felt confused, frustrated and even got bored
while using the memory profiler (Valgrind, third from left to right). The compiler (GCC,
first on the left) shows a similar level of confusion and frustration but these are overcome
by the large amount of events associated to happiness. It is also worth noticing that
the level of boredom while using the text editor (Kate, second from left to right) is rela-
tively high compared with other emotions; this likely means that the learner constantly
interrupted her programming task by accessing web content unrelated to the class.
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Figure 4.6: Visualization taking as context the application causing the affective state.
As a point of comparison, the learner on the right generated many events associated
to confusion while using the memory profiler. The amount of events is even more than
twice of those of the compiler. This indicates that the learner is having issues in partic-
ular with the memory profiler tool, and the instructor could reinforce topics related to
the topic of memory management.
Another concept proposed as a context for emotions is the final score that the learners
obtained in the course. The emotion, score and activity visualizations (Figure 4.7)
display the relation between learners’ emotions, the amount of events they generated in
the learning scenario, and their final score in the course.
Unlike the previous visualizations, the score-related visualizations are not created
upon the dataset of only one learner but upon the whole class group. This allows a
direct comparison of the scores obtained by learners and their relation to the emotions
that each learner expressed the most during the term.
In the visualization on the left of figure 4.7, each circle or globe corresponds to the
emotion of a learner, and a set of concentric globes represents a learner. One different
color is used for each different type of emotion. The occupied area is proportional to
the level of the emotion. In some cases the circle is close to be of only one color, which
means that this was the predominant emotion for a user . The position of the globe
set on the X axis is defined by the final grade that the learner obtained in the course.
Learners pass the course with a grade of 5.0, thus every learner on the left half of the
square failed to pass while the right half passed the class successfully.
The Y axis is set according to the amount of events received from the learning
environment. The closest a learner is to the bottom of the square, the less active she
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Figure 4.7: Contextual visualization adding the value of final mark.
was during the learning activities of the class. Learners at the top of the square are
outliers that generated large amounts of events.
The separation between the ratios of the circles depends on the average level for each
emotion. The set of circles is sorted by size in descendant order, meaning that those
circles with a large cyan circle in the center have felt more confused in average than
those with a small cyan circle. One example that illustrates this difference is the two
outliers at the top. The confusion area on the one that failed to pass the course is rather
larger than the one on the right, who actually passed the course.
A second version of the globes visualization is included on the right of Figure 4.7.
The same information is contained in this representation but the number of events is
not taken into account. The X axis is still associated to the final score of the learner
in the course, and the size of the globes is also ruled by the average level for the given
emotion and the given learner. There are two significant changes in this version. First,
a learner is not represented by concentric circles anymore but by a set of circles aligned
vertically. The second difference is that he position at Y axis is fixed according the
reflected emotion.
From both of these last visualizations, it is interesting and also expected to see
learners with a high level of confusion to fail the course. In general, it is also interesting
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Figure 4.8: Visualization showing changes of affective state and the application causing
it.
that for most learners the feeling of happiness was the highest one, disregarding whether
they passed the class at the end of not. In addition, happiness and boredom are the
predominant emotions for students with high scores and few events.
4.3 Visualizations of change in emotion
The third type of visualizations is related to changes of emotions during the learning
activity. The visualization is this category (see Figure 4.8) is about the changes of emo-
tions produced by each tool that the learner used. The example shows this information
for the same learners of the figure 4.6. It is interesting to see that actually the memory
profiler (Valgrind) generated most of the changes into the state of confusion, while the
compiler (GCC) provoked changes to the state of happiness.
The learner on the right shows a different pattern although with some similarities.
Compiler and web browser keep (firefox) on causing the learner fall into the happiness
emotion, but here the web browser does not provoke to fall into the confusion state.
In addition and unlike the first learner, command prompt (bashcmd) and text editor
(Kate) are relevant tools for the learner to feel confused.
An additional characteristic of interest for the instructor is the constancy for each
emotion expressed by the learner. The definition of constancy used in this work is
the standard deviation of each emotion detected. An example of this visualization is
provided in figure 4.9, composed of four panels, one for each of the histograms of the
constancy level. The green histogram corresponds to the constancy level of confusion,
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Figure 4.9: Visualization of constancy of each affective state.
and in this case it shows how many learners are indeed consistent on their level of
confusion. A similar insight can be obtained from the boredom category, colored cyan.
However, frustration and happiness (red and blue, respectively) indicate that the learner
have fluctuated more than in the other emotions.
4.4 Visualizations of accumulated information
In this set we include four visualizations that represent the emotions of the whole class
during the term. The objective of this kind of visualizations is to provide the instructor
with a complete overview of the emotions expressed by learners in her class. This
information is used to act on a specific learner but to analyze aspects that affect the
group (e.g. learning material, environment and tools).
The first visualization is a pie graph of the average level of each emotion for the whole
group of learners. The example (figure 4.10) shows that the average level is almost the
same among the emotions. Happiness level is slightly higher than the rest of emotions,
being the one frustration rather smaller.
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Figure 4.10: Pie chart showing average level of each emotion in the group of learners.
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Figure 4.11: Aggregated amount of events for the group’s affective states, by application.
The second visualization in this set shows the total amount of events from each tool
and associated to each emotion. It is interesting to see that happiness is the predominant
emotion during the observation of events. The command prompt is the tool mostly used
during the course and also the one that generated the most events associated with
happiness. As it could be foreseen, the tool that learners used the most while feeling
bored was the web browser, giving that they used it to access external web content.
The next visualization is the average level of each emotion while using each tool in
the learning activity. While the highest level of happiness is shown by the command
prompt as in the previous visualization, there are other points worth to analyze. First,
the level of happiness is maintained at a medium point by most of the tools, except
memory profiler, development environment (kdevelop) and debugger (gdb). Although
this could mean these tools had a negative impact on the learners’ happiness in general,
it should also be considered that the tools are also the least used (refer to figure 4.11).
Compare for example the happiness average between the text editor (Kate, third from
left to right) and the development environment (seventh from left to right); although
learners do similar tasks on them, the text editor shows a considerable higher average
level of happiness. Thus, the comparison is affected by the how much learners used each
tool.
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Figure 4.12: Aggregated average level of affective state by application.
Another interesting fact shown in figure 4.12 is the high level of confusion shared by
tools like the LMS (moodle, first on the left) and the web browser. This indicates that
learners tried to solve their programming errors by looking for explanations in the class
material, and also by looking for information in any other web site.
As expected, command prompt and compiler are the tools that show the highest
averages of confusion and frustration in learners. This fact relies also on the model used
to infer emotions since having a problem while compiling a program is one of the events
most associated to those emotions.
The last visualization (figure 4.13) is built using the same information than the
previous one (i.e. the average level of each emotion when using each tool, for all learners).
The difference relies on the information being presented in a radial format rather than
linear. The learning tools are allocated around the circumference having four angular
bars each. The ratio of each bar within the circumference is set by the average level of
the associated emotion.
An improved version of the radial visualization is shown in Fig. 4.14. In a similar
way, it uses a set of polar bars to present the average frequency of each learner affective
state for each of the learning activities. Affective states of each learner are indicated
through the color of each bar while labels are used to indicate the associated activity.
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Figure 4.13: Average level of affective state by application.
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Figure 4.14: Visualization showing the frequency of each affective state for each activity.
Polar bars show the values for the active student while solid line shows the values for
the class average.
The solid line shows the average value of the class for each emotion and activity.
4.5 Discussion and limitations
We have presented four types of visualizations to provide awareness of the affective state
of learners and we have applied them in the context of education in a programming
course. These visualizations are high level information that is derived as a result of a pro-
cessing from low level data of users’ interactions with different technological educational
tools. The visualizations are grouped in four categories: time-based, context-based,
emotional changes, and accumulated information.
Time-based visualizations allow the instructor to analyze the changes of each emotion
during the term of the class. The instructor is then able to see any pattern in the
emotional changes of the learner and to know what caused the learner to change an
emotion abruptly. An interesting use of these visualizations is to analyze academic
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and social activities that occurred when the changes of emotions appear. For example,
emotion of learners is expected to change during the exam period of the university.
Examples of social activities that could affect the emotion that learners show in class
are relevant sport events or political announcements.
Context-based visualizations were presented as a way to analyze the effect of con-
textual elements onto a learner’s emotions. Our proposals focused on two contextual
elements: learning tools and final grades. Other options to be considered could be
learning material in order to detect specific content that affects negatively the learning
experience. Another important part of context is learner location localization, since this
could provide valuable information about on how emotions are affected by doing a learn-
ing activity at home instead of the university. These new elements can also be analyzed
in the context of changes of emotions and allow solving questions like: Does the place
where the learning activity is done provoke a change of emotion? What place generates
more frustration when a learner uses the compiler? Do learners get more bored at home
than at the university?
Chapter 5
Evaluation
5.1 Evaluation of detection of emotions in a programming
environment
5.1.1 Data collection
In order to collect data about the actions performed by students during a programming
session, we used an updated version of the virtual machine presented by Romero-Zaldivar
et al. [93]. The virtual machine has installed all of the tools that students will use in
the laboratory activities of the programming subject. In addition, the virtual machine
is configured so that it records the interaction of the students with a set of tools. The
events generated by these interactions are stored into a set of log files within the virtual
machine. Some of the recorded tools are specific for programming, such as: command
line, compiler, debugger, and memory profiler; while others are of a broader use: web
browser and text editor. The teaching staff provides this virtual machine to the students
at the beginning of the term. Students are informed about the details of how events
are captured and how to disable the process if wanted, in order to comply with local
regulations for the treatment of personal information.
Students are instructed to submit their work to the teaching staff through a control
repository system where they upload the programs and files created during the laboratory
sessions and class projects. Along with their files, the virtual machine sends the log files
to a centralized repository accessible to the teaching staff. Log files are then erased from
the virtual machine, thus when students submit again only new events will be sent to
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the repository.
5.1.2 Mechanism to self-report affective states
In order to evaluate the emotions detected, it is needed to have a source of information
about the real emotion that students were experiencing during the learning activity. We
have followed an approach of having students report on their own emotions as done
in prior studies [104, 43, 41]. We developed an application and installed it in the vir-
tual machine for asking the student to indicate the level of a set of emotions. The
interface of the application is a form with a set of sliders with negative and positive,
thus each slider represents a pair of opposite emotions; this interface is similar to the
proposed in [105]. The form asked about four pairs of emotions: happiness-sadness,
interest-boredom, clearness- confusion and hope-frustration. The form appears recur-
rently during the work in the virtual machine and the student must change the value of
the four sliders in order to close the form and continue working. The student responses
are recorded in an additional file that is sent to the central repository as well. A screen
capture of the form is provided in Fig. 5.1, where the level of happiness is 20%, the level
of interest is 10%, clearness presents an 80% and hope a 60%.
Figure 5.1: Capture of form to self-report affective states.
5.1.3 Experiment setting and participants
The experiment was conducted during an optative laboratory session of a programming
course in the second year of the engineering program in a Spanish university. During
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the session, students performed a rehearsal of the laboratory final examination, meaning
that students would follow the same instructions and use the same environment they
would later use for the real examination. Thus, assessing the emotions of students during
the session would not affect the marks they obtained in the subject. The session was
repeated in four different time slots in order to reach the majority of the students.
The virtual machine was configured so that it would ask the student to indicate her
emotions every 7 minutes. The rehearsal exam was designed to last between 30 and 45
minutes, which indicated that learners should provide between 4 and 6 responses to the
emotion form. At the beginning of the session, students were informed about the de-
scription of the experiment and the procedure to follow once the emotion form appeared.
Being a rehearsal of an examination, students were not allowed to communicate among
themselves, review their notes nor ask subject-related questions to the teaching staff.
In order to participate in the sessions, students had to respond to an online form
indicating the time slot they wanted to attend. A total of 62 students participated in
the sessions and submitted their work. We filtered out the data of participants that
did not fulfill minimum requirements for our analysis: 1) the virtual machine should
have recorded at least 5 events of the student interaction with the computer and 2) the
student should have answered to the emotion form a minimum of 4 times. After this
filtering, the dataset was reduced to 41 students, with a gender distribution of 30 males
and 11 females. Fig. 5.2 shows a histogram of the amount of events collected for each
learner. It can be appreciated that most of the learners generated a very low number of
events during their work, which is understandable given the duration of the activity.
The task of analyzing series of events generated by students can be labeled as a
machine learning problem for the classification of sequences.
5.1.4 Analysis of emotion detection using continuous variables
First, students with a few number of events are discarded. The threshold is established
in 10 events during the class session. These students with less than 10 events are no
taken into account, which gives a total of 35 as the total number of students analyzed.
A repeated measures MANOVA analysis has been applied for the four considered
emotions as dependent variables, taking into account two within-subjects factors: the
type of detector (students’ self-report using the form or with the Markov model) and the
different instants of time in which the emotions were measured (there were 4 different
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Figure 5.2: Histogram for the amount of events collected for each student
instants of times when students’ emotions were retrieved). Results show that there is
not a statistically significant difference on happiness, boredom, confusion and frustration
over time and depending on the type of detector, F(4, 31) = 1.35, p=0.26, partial Eta
Squared=0.41.
As the sphericity assumption is not meet, then the F factors should be corrected
regarding the within-subjects effects. The Greenhouse–Geisser tests showed that there
was not effect of the instant of time for happiness, F() = 0.42, p=0.63, partial Eta
Squared=0.012, boredom, F() = 1.307, p=0.28, partial Eta Squared=0.037, confusion,
F() = 1.04, p=0.35, partial Eta Squared=0.03, and frustration, F() = 0.52, p=0.56,
partial Eta Squared=0.015. None of the pairwise comparisons between any instants of
times was statistically significant for any of the considered emotions’ variables. These
results means that there were not significant differences on the means of emotions of the
students along the class session, and the means of the emotions remained quite similar
during the time.
Taking into account the effect of the type of detector of emotions, the Green-
house–Geisser tests showed that there was a statistically significant difference on happi-
ness, F=12.74, p=0.001, partial Eta Squared=0.273 and boredom, F=7.61, p=0.01, par-
tial EtaSquared=0.273, but there was not effect on confusion, F() = 0.15, p=0.70, partial
Eta Squared=0.004, and frustration, F() = 0.02, p=0.89, partial Eta Squared=0.001.
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Therefore, the mean value of happiness and boredom was different depending on the
detection using forms or with the computer based model based on Markov models.
However, the mean value of confusion and frustration was not different depending on
the type of detector. The pairwise comparisons between both types of detector for the
four emotions give the following results of confidence intervals at 95Bonferroni correction
are the following: [-21.56, -5.91] for happiness, [-28.24, -4.28] for boredom, [-7.88, 11.62]
for confusion, [-11.08, 12.73] for frustration.
The confidence intervals denote that the difference of means of the emotions are not
high, specially for the confusion and frustration. However, this fact does not guarantee
that the detector based on the computer based Markov approach is close to the emotions
reported by the students in forms. In order to check it, we apply correlational analysis
in which we use the Pearson correlation for each instant of time and for each emotion
between the values obtained by both types of detectors. Perfect alignment of detection
of emotions would give a Pearson correlation of 1. However, the obtained correlational
results are low, being less than 0.35 in all cases and even with negative values in some
cases. Therefore, we can conclude that the detection of the self-reported values of emo-
tions by students using the proposed model was not good for this specific environment
and experience, and we were not able to detect the emotions reported by the students
using an event based analysis of the students’ interactions with the system.
5.1.5 Effect of affective states on final marks
Table 5.1 provides the regression index between affective states provided by the learners
during each iteration of the questionaire and the final mark they obtained in the subject.
The correlation index (R) obtained indicates the null correspondance between the
final mark of the learner and all emotions included in the study. Clearness and its
counterpart, confusion, tend to be one of the emotions more correlated with changes
of learning gains; however, the results of this analysis don’t reflect this principle. It is
interesting to observe that the higher correlation occurs on the hope emotion, although
it is also counterintuitive to have a negative correlation index in this case.
5.1.6 Analysis of emotions detection with discrete values
An initial hypothesis to explain the low correlation between the inferred and real levels
of each affective state was the fact that students had difficulties to assess their own
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Table 5.1: Regression index and statistical significance between the final mark and
students emotions
Emotion Iteration R p
Happiness 1 0.077 0.593
Happiness 2 0.015 0.918
Happiness 3 -0.043 0.765
Happiness 4 -0.061 0.672
Interest 1 -0.046 0.753
Interest 2 -0.059 0.686
Interest 3 -0.056 0.698
Interest 4 -0.016 0.910
Clearness 1 0.068 0.638
Clearness 2 0.033 0.821
Clearness 3 0.044 0.764
Clearness 4 0.025 0.864
Hope 1 -0.179 0.214
Hope 2 -0.189 0.188
Hope 3 -0.143 0.323
Hope 4 -0.127 0.379
emotions in a continuous value. It was observed that students would not care about the
specific numerical value they assigned to each state but to the range where the value
landed. Thus, as a continuation of the evaluation, we discretisized the continuous values
for both the inferred and real states by classifying each one in three fragments: up to
33% the negative state is present, up to 66% the neutral state is present and up to 100%
the positive state is present.
Then the classification was evaluated through an analysis of Cohen’s Kappa; the re-
sults of this analysis are presented in table 5.2. These results categorize the classification
with a low performance.
Table 5.2: Cohen’s Kappa analysis for each affective state at each of the four iterations
Iteration Clearness Happiness Hope Interest
1 0.091 0.074 0.04 0.019
2 0.194 0.071 -0.075 -0.027
3 0.194 -0.101 -0.246 -0.112
4 0.298 -0.082 -0.254 -0.143
The final hypothesis arising from this analysis was that the underlying data was not
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sufficient in order to infer correctly the affective state of students. Table 5.3 provides the
results of the best algorithm for each emotion. The algorithms against which the results
were compared are commonly used in the fields of Learning Analytics and Educational
Data Mining. Examples of their application can be found in [32, 90, 42, 47]. In order to
apply the algorithms on the collected data, it was needed to discretisize it in three stats:
positive state, negative, and neutral. Then, the data was analyzed with each algorithm
using the tool Weka1.
Table 5.3: Results of applying algorithms commonly used in the literature
Emotion Best Algorithm Cohen’s Kappa ROC Area F measure
Happiness Random Forest 0.107 0.521 0.473
Interest Na¨ıve Bayes 0.080 0.542 0.490
Clearness K* 0.095 0.51 0.398
Hope Random Forest 0.0718 0.517 0.406
It can be observed that in all cases the Cohen’s Kappa is classified as a low performing
match which leads to the conclusion that the underlying data and variables cannot be
used with the current tools to infer emotions in an effective way.
5.2 Evaluation of detection of emotions in the Khan Academy
platform
In order to do a first evaluation of the models, we selected a set of learners that attended
the initialization courses for the subjects of mathematics, physics and chemistry during
the Summer of 2013. For each subject, we obtained the top 30 learners that had worked
the most with platform exercises. Thus, some learners could repeat in the data set if
their interaction with exercises was relatively high in more than one subject.
The four models described in the previous section were applied on the 90 students.
Each learner’s actions were fed into the implementation of each model, using time ranges
of 10 minutes during the time periods of August 1st 2013 at 9:50 and August 8th 2013
at 11:10, which was a period with a high level of activity in the platform. In some cases,
a learner would not interact as much as needed in order to infer his/her emotions, and
was then removed from the resulting dataset. The final set consisted of 44 learners and
1http://www.cs.waikato.ac.nz/ml/weka/
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the results of the models’ application is analysed in the following subsections.
5.2.1 Evolution of emotions through time
The first analysis performed was the accumulated values for emotions for the whole data
set of students. This analysis would give an overview of the evolution of emotions during
the selected date range. The timelines for these values are shown in 5.3.
Figure 5.3: Timelines presenting the sum of emotion values for all students. Top to
bottom and left to right: Frustration, Confusion, Boredom and Happiness
By comparing the top two graphics, it can be observed that values for frustration
tend to be lower than those for confusion. This is an expected result and it coincides
with previous work by D’Mello et al. where they observed transitions to frustration in
extreme cases of confusion [36].
The accumulated boredom has also presented an expected evolution. While it is
constant during most of the period, the first three days show a lower level while the
last two days present higher values. The explanation for this behaviour is that students
would be performing better at the end of the period and thus having skill levels higher
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than the needed for the exercises.
In a similar way, the accumulated happiness presents a slight increment along the
analysed period. This is also foreseeable because learners are expected to be able to
accumulate more badges as the course is advancing.
5.2.2 Accumulated emotions by hours of the day
In addition to the evolution of emotions along time, it is interesting to analyse patterns
of learner’s emotions fluctuations along the hours of the day. For this purpose, the values
for emotions have been grouped and added by their hour of occurrence. The trend for
each emotion is shown at 5.4 as a line chart.
Figure 5.4: Accumulated values by hour of the day. From top to bottom and left to
right: Frustration, Confusion, Boredom and Happiness
In this analysis, the models for frustration, confusion and boredom show a similar
pattern marked by two peaks around 10:00 and 16:00. We can also observe that emotions
have a null value during the night, from around 22:00 to 7:00, which is the expected
behaviour. In a similar way, there is a local minimum around 13:00 for each emotion,
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Table 5.4: Correlation indexes between the sums of emotion values for each learner and
their evaluation metrics
Metric Frustration Confusion Boredom Happiness
Percentage of exercises solved well 0.490 0.440 0.335 0.151
Percentage of exercises with
proficiency
0.607 0.581 0.361 0.241
Time spent in exercises 0.513 0.616 0.480 0.713
which would correspond to a lunch period. The trends in these three emotions also follow
the sequence presented by D’Mello, in which confusion can be followed by frustration
which then becomes boredom.
In the case of happiness, the values are higher during early afternoon. Our hypothesis
in this case is that learners are continuing their morning sessions and thus obtaining
badges as result of their day work.
5.2.3 Correlating emotions with course metrics
As a final analysis of the emotions inferred, it was of intended to evaluate the level of
correlation between emotion levels and the evaluation metrics used in the courses. The
selected metrics are the percentage of exercises that were solved correctly within each
course, the percentage of exercises in which the learner reached a level of proficiency and
the accumulated time spent on exercises during the course. These metrics are understood
as independent from the emotion levels because, although most of the models take into
account whether an exercise has been previously solved correctly, none of them use
directly percentages of exercises done correctly.
The first step was to add up the calculated emotion levels for each student, thus
having one value for each of the four emotions for each the 44 learners. The following
process consisted on calculate the correlation index for each combination of an emotion
and the selected evaluation metrics. Table 5.4 presents the correlation between the
sums of emotions calculated every 10 minutes with the percentage of exercises in which
learners reached proficiency.
A first observation of interest is the correlation index between frustration and the
percentage of exercises with proficiency. Proficiency is not considered in any model, but
there is a medium level of correlation with frustration (r = 0.607) which could indicate
that learners were working hard in the exercises and even failing often before to obtaining
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proficiency.
Another interest factor appears in the correlation between the time spent in exercises
and the emotions of confusion (r = 0.616) and happiness (r = 0.713). While the model
for confusion does take into account the time that students are taking in order to solve
exercises, the model for happiness omits this information and this concurs with the
previous paragraph, indicating that learners spending larger amounts of time in exercises
have also acquired more badges.
5.3 Evaluation of visualizations of emotions
5.3.1 User study 1
first user study, we evaluated two of the visualizations presented in chapter 4: the average
emotion level per activity and the timeline. Furthermore, at this stage the timeline only
presented the accumulated time dedication of the student and the class average.
The purpose of this user study was to perform an exploratory analysis of the devel-
oped visualizations. Thus, the feedback obtained from students would help to improve
these visualizations.
Participants
This user study was conducted in the context of a course on information visualization at
a graduate level (i.e., Master degree). First, students received theoretical and practical
sessions about the different topics of the course. Next, and as part of the evaluation of
the course, students had to do and present a project which included 12 types of activities:
brainstorming, designing visualization, gathering data, parsing data collected, filtering
and mining data, getting started with the visualization library D3.js, implementing the
visualization, implementing interaction in the visualization, reading resources, reading
research papers, preparing questions for paper and preparing research presentations.
The project lasted five weeks, from late February to early April of 2014. The user study
took place during this period.
As participants were registered for an information visualization course, they all had
a relevant knowledge of principles and theories involved in the creation of visualizations.
Thus, their feedback was highly interesting during the stage of early definition and
development of the visualizations.
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In total, 42 students were registered for the course. Out of these 42 students, 10
students participated in the first user study.
Data collection
We conducted 10 think-aloud sessions with one student at a time. The session was
organized in three phases: 1) filling out a survey to capture data about their work
during the project, 2) conducting tasks with the two visualizations, and 3) filling out an
evaluation survey about the visualizations.
The survey to capture data about students’ work during the project asked explicitly
about the students’ affective state for each type of activity done in the project. This way,
for each type of activity, students had to indicate how frequently they have experienced
the five affective dimensions known to occur in learning scenarios: motivation, happiness,
boredom, confusion and frustration [106]. It also included a question about the amount
of time dedicated to the project during the course for each of the weeks.
The evaluation survey included questions about the usability, the utility and the
insights of the visualizations. The usability was measured with the System Usability
Scale (SUS) method [107].
Students evaluated the utility through two 5-point Likert scale direct questions, rat-
ing the two visualizations from not useful at all to very useful.
Students were also asked about the utility of other information of interest that could
be represented through visualizations. They could rate the utility of five types of infor-
mation on a 5-point Likert scale: 1) types of used resources (e.g., forums, blogs or files),
2) detailed information of one student, 3) comparing actions between two students, 4)
detailed statistics of most used resources and 5) information about content creation by
students.
Insight was assessed through direct questions regarding information that visualiza-
tions intended to provide. The objective was to assess whether students can interpret
the presented information. For instance, students were asked with a 5-point Likert scale
whether their affective states were much below, below, on average, above or much above
the average. They were also asked to indicate what their more frequent emotion was and
the activity where they were more different compared to the other students. In addition,
they had to select the time periods in which they had worked the most and the least.
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Figure 5.5: Frequency for answers given to the question ”What other data would you
like to have visualized or have accessible?”.
Usability
The usability results obtained from the evaluation of the SUS questions averaged 72.5
points which can be assessed as good [108].
Analysis of usefulness
The timeline was the visualization perceived as most useful by the students, with three
people grading it as very useful and seven as useful. The emotion per activity visual-
ization was graded as useful by six students. The other students were less convinced by
the usefulness (score three on a scale from one to five).
Regarding the information that was of interest for the students, detailed information
of one student, comparing two students and information about content creation were the
top priorities. The information related to types of used resources and the usage of top
resources were the least prioritized. In Fig. 5.5 we present a set of box-plots illustrating
the priorities given to each option.
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Analysis of insight
The perceived differences of students’ affective states with respect to the mean of the
classroom based on the visualizations and the real differences in students’ affective states
and the mean was tested using the Pearson correlation with N=10, giving the follow-
ing results: frustration (r=0.521, p=0.122), confusion (r=0.673, p=0.033), boredom
(r=0.613, p=0.060), happiness (r=0.224, p=0.534), motivation (r=-0.623, p=0.054) and
time dedication (r=0.737, p=0.015).
The correlation coefficients are high and positive in general which suggests that
students’ perceptions about the information of the visualizations were quite according
to the reality. However, most of the results are not significant because the number of
cases in the sample is too low (N=10). This might also explain the exception regarding
the motivation, which gives a negative correlation or the happiness with a low correlation
coefficient. User study 2 will analyze the same aspect with more cases which would enable
the possibility to have significant results.
Other questions assessing the insight of the visualizations have been evaluated di-
rectly by comparing the value provided by the student with a correct answer obtained
through data analysis. Table 5.5 lists these questions, the obtained results as a per-
centage of the correct answers and the number of categories that could be selected as
an answer. The number of categories is important when analyzing the results of each
question, as this is the number of possible options that the student can select. For
example, there are 12 categories for question ”The activity where I am most different
from other students is” which implies a 8.33 percentage of guessing the right answer
by chance. Twenty percent of the answers were correct, which is more than by chance.
The analysis of the data from Table 5.5 shows that in general students interpreted well
the visualizations having right answers greater than by chance. Students answered more
times correctly when responding to questions related to the period where they worked
the most and the least.
Interview results
The interviews provided valuable insights to improve both of the presented visualizations.
The students commented about the difficulty to identify the value in some of the radial
bars used in the visualization of affective states per activity. This was due to either
having adjacent bars with similar colors or to a low level being undistinguishable in the
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Table 5.5: Results of assessment of objective questions in final survey of user study 1.
Final Survey (10 responses)
Question Correct Categories
My most frequent emotion during the class has
been:
30% 5
The activity where I am most different from
other students is:
20% 12
The period in which I worked the most has been: 90% 4
The period in which I worked the least has been: 70% 4
chart. Furthermore, some students weren’t aware that the solid line represented the
class average.
In general, students expressed that they “liked the timeline and the comparison with
the class average”. On the other hand, the visualization of affective states per activity
generated was difficult to understand by some students with explanations like “it’s hard
to see the information of all students”, “the red color (of bars representing frustration)
is too distracting” and “it’s confusing that bars don’t start from zero”.
Some students provided creative suggestions for further information to include in
the visualizations. For instance, there was a suggestion to include the equivalent of
“Return Over Investment” where the dedicated time would be the investment and the
mark obtained the return. Another suggestion was to specify the type of task in which
the time was dedicated (lectures, homework, studying and group work).
5.3.2 User study 2
For the second user study, we improved the two visualizations and added two new vi-
sualizations to address the comments of user study 1. The contrast of colors and the
visibility of elements in both visualizations were improved. Interaction was added to
clarify the details of the visualizations: the affective states per type of activity showed
the value of each bar when the mouse cursor hovered over it. The timeline offered the
option to hide and show data series, also including information about the affective states
of the student.
For this user study, we implemented and evaluated two new visualizations with em-
phasis on individual and detailed information, as such information was identified as
important by students of the first user study. These visualizations are the heat-map and
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scatter-plots described in chapter 4.
The purpose of this study was to evaluate the usability, usefulness and insight of
the four visualizations. Two visualizations were also used in user study 1 but now with
improvements done. These visualizations were available during the whole study while
the last two were provided in the last week for a more elaborate user study.
Participants
The participants of this user study were 105 students of a first year of technological
bachelors. The course subject was human-technology interaction and introduced all
the concepts and processes involved in the design of usable interfaces for technological
artefacts. At the end of the semester, students worked on a project about the design
of a thermostat. The project duration was four weeks. At the end, students presented
their project to the teaching staff and a subset of the classroom.
For this project, we defined six types of activities in which the students could be
working: brainstorming, interface design, implementation, writing documentation, ex-
periment with users and writing installation instructions.
Data collection
Once a week during the project, students were emailed with a link to an online survey
and a link to a web application that showed the visualizations of their own emotion
related data. The first weeks, just two visualizations were provided, whereas in the
last week the four visualizations were provided. The reason for this is that some of the
visualizations require data over a minimum period of time.
In order to maintain anonymity of information, students were asked to create a
personal identifier. This identifier was included as a question in the survey and it was
also required in order to access the visualizations. In order to avoid different students
from creating the same identifier, we provided them with a specific format and restricted
the use of trivial IDs such as ”1234” or ”ABCD”.
Every week, students completed the following tasks: 1) filling out a survey about
their activity during the week, 2) interact with several visualizations, and 3) filling out
a survey about the visualizations.
The questions asked to the students about their activity were the following: students
had to indicate how frequently they had experienced each affective state while performing
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each of the project activities and the time dedicated to the project. Students were allowed
to report activity to a week different than the current one. After the data was submitted,
the student could use a web application to access the visualizations.
Next, the data collected from these surveys was used in each visualization as follows:
• Visualization 1: Values for each affective emotion and each activity were shown
directly. The average for all students was computed and shown on the solid line.
• Visualization 2: Values for the student were plotted according to the week they
were provided. An average for the class was also included.
• Visualization 3: The intensity value of each cell represents the average value for
the corresponding emotion at the given week.
• Visualization 4: For each affective state, the visualization plots the visualization
value for each student along the date and time of the survey submissions.
In this study the students were also asked to answer an evaluation survey to assess the
usability, usefulness and insight of the visualizations continuously. As in the final survey
of the first user study, the usability was evaluated through SUS questions, while the
usefulness was evaluated with additional 5-point Likert scales to rank each visualization
from not useful at all to very useful. Finally, the questions used to assess objectively
insight of the visualizations were the following:
• 5-point Likert scale to indicate whether the student is much below, below, average,
above or much above the class for each emotion and time dedication.
• Indicate the most frequent emotion experienced during the project.
• Identify the activity that motivated students (the whole class) the most.
• Identify the activity that frustrated the student the most.
• Identify the activity where the student is most different from the rest.
In addition to weekly evaluations, a think-aloud session took place at the end of
the course. The think-aloud session was conducted with batches of two to four groups,
involving 6 to 12 participants in each session. The four visualizations were briefly ex-
plained and afterwards we asked students feedback and inquired about their interests.
Section B in chapter A shows the questions asked in this final survey.
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We received 298 submissions from 95 students for the data gathering survey, with
91% of the responses coming from male students and 9% from females. Most of the
submissions (78.5%) belonged to students 20 years old or younger, 17.4% between 21
and 25, 1.7% between 26 and 30, 0.7% between 31 and 35, and 1.7% between 36 and 40.
The survey for weekly evaluations received 218 from responses from 85 students, while
52 students participated in the final evaluation.
The methodology of data collection was different from user study 1. First, the SUS
usability data is taken every week from the weekly survey and not at the end. Second,
the visualizations presented to the students for the final survey in the think-aloud session
took data from the weekly submitted data from students. Finally, usefulness and insight
of the visualizations are evaluated with the survey of the last week plus the final survey,
because it is only at the end when all the four visualizations are present. The survey
questions are different from user study 1 (e.g. the questions of the final survey were not
present in the user study 1) because there are two new visualizations which require new
questions.
Usability
The average SUS score for the set of visualizations was 60.1. Fig. 5.6 presents a box-plot
for each week of the study; as shown, the average usability stays constant over the weeks.
The week was only provided in the data gathering survey, thus we inferred the week for
the evaluation survey through a match of timestamps of both surveys. As indicated
above, the heat-map and scatter-plots were introduced in the last week of the project
and this can interfere with the evaluation of this week.
Usability results are less good than in the user case 1. The explanation of this
should take into account the students’ profile. In user study 1, students were experts
in visualizations, whereas students in user study 2 have little or no knowledge about
information visualization techniques.
Analysis of usefulness
Students also indicated the level of usefulness for each visualization using a 5-point Likert
scale. The average usefulness score was 2.5, with the time line and the scatter-plots
having a slight increment over the mean. Fig. 5.7 presents box-plot for the evaluation
of each visualization.
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Figure 5.6: SUS scores obtained for all visualizations during the four weeks of the user
study.
Figure 5.7: Usefulness marks from 1 to 5 for each visualization.
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Analysis of insight
The perceived differences of students’ affective states with respect to the mean of the
classroom based on the visualizations and the real differences in students’ affective
states with respect to the classroom mean was tested using the Pearson correlation with
N=34, giving the following results: frustration (r=0.634, p=0.000), confusion (r=0.620,
p=0.000), boredom (r=0.551, p=0.000), happiness (r=0.684, p=0.0.000), motivation
(r=0.829, p=0.000) and time dedication (r=0.374, p=0.040).
There is a statistically significance in all of them, having high levels of relationship
in general with the exception of time dedication. This means that students were able
to interpret correctly the provided visualizations in many occasions. However, there is
room for improvement as the perfect understanding by all of the students would give
correlation coefficients of 1.
Table 5.6 presents the results of the evaluation using objective questions.
Table 5.6: Percentage of correct responses to the objective questions in the survey.
Survey of last week (n=35)
Question Correct Categories
Identify your most frequent emotion during the
project.
48% 5
Identify the activity that motivated students the
most.
23% 6
Identify activity that frustrated you the most. 69% 6





How does your confusion evolve along time? 61% 3
Identify the week when students were more frus-
trated?
34% 4
Do you think your time dedication has an effect
on your boredom?
53% 3
Results presented in Table 5.6 show that the percentage values of correct answers are
considerable greater than by chance and give insights about the number of times that
the learners interpreted correctly the visualizations for different aspects. The number
of categories gives an idea of the number of possibilities a student can choose. The
most options a student has, the most difficult for the student to get the right answer.
5.3. EVALUATION OF VISUALIZATIONS OF EMOTIONS 83
Therefore, the percentages of correct answers should be interpreted taking into account
the number of different categories.
Some of the questions posed in these surveys are actually difficult to answer. For
instance, the highest affective states (motivation and happiness) have a difference of 0.21
and the mean of each student’s standard deviation of all states is 0.27. In some cases, a
student would select an incorrect emotion as her most frequent but in fact the value of
such emotion was very close to the highest one. The second question of the final survey
presents a similar case: the correct answer obtained from the data analysis was week 4
but the amount of dedication in weeks 2 and 3 was similar. If we had considered all of
these 3 options as valid, 98% of the answers would have been correct.
Interview results
Interview comments were very heterogeneous in the interviews of the second user study.
For instance, the sense of usefulness varied among students. Some of them valued the
affective state per activity:
I liked the states per activity the most. After that will go the timeline,
followed by the heat map. Finally the scatter plots.
Other students considered the timeline the most useful:
The timeline is easiest to interpret, since it is in a form I am used to and
since it doesn’t contain that much data at the same time, which the others
do. Especially the heat map and scatter plot are containing too much de-
tailed and deviating information, which makes it hard to get an overview.
The emotion per activity is okay, but also not readable very easily, because
some coloured areas are very small and it is not always clear which colour is
represented at what place of the grey line.
Others valued the combination of data and design used in complex visualizations like
the heat map:
It is difficult finding some meaningful values in the scatter plots. However
the information in the heat map is grouped together nicely. Timeline shows
a nice overview of how affective states progressed as well.
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The teaching staff also provided valuable feedback about potential improvements.
The main suggestion was to allow the instructor to indicate an expected amount of time
dedication. This would allow learners to know whether they were dedicating less time
than what the instructor was planning. The inclusion of this value would also allow the
teaching staff to analyze whether the work load is being set appropriately for the current
group of learners.
5.3.3 Discussion
First, there are some limitations to these user studies that should be articulated. Whereas
we were able to assess usability, usefulness and insight with a relatively large number
of students in user study 2, the number of students in user study 1 is too low to draw
strong conclusions. Second, data collection was performed in a manual way in both user
studies. Although there are studies on methods and techniques to capture and analyze
emotion data of students in an automatic way [101, 109], the focus of this paper is on
evaluating representation of such data with different visualization techniques. Whereas
manual data acquisition works to evaluate the visualizations based on real student data,
the acquisition process may have an influence on perceived usefulness and interpretation
of data.
In general, usability results indicate that the visualizations are easy to use for stu-
dents with knowledge of visualization techniques. A SUS score of 72.5 points can gener-
ally be assessed as good [108]. The same results could not be confirmed by user study
2. In this user study, students participated with little or no knowledge of information
visualization techniques. The average SUS score in this user study is 60.1 - which indi-
cates that students had difficulties with using the visualizations. This result indicates
that visualization techniques need to be designed with care: some of the more complex
visualizations included in the dashboard (heatmap, radial chart) may be a barrier for
uptake by a general audience with no background in information visualization.
Usefulness results indicate that students perceive a simple timeline that represents
time dedication and evolution of affective states over time as the most useful visualiza-
tion. This visualization was rated as more useful that the affective states per activity
visualization in user study 1. Also in the second case study with two other visualiza-
tions added, this visualization received the most positive results. Thus, a simple timeline
visualization may be the most useful to support awareness of student data.
5.3. EVALUATION OF VISUALIZATIONS OF EMOTIONS 85
Insight was measured by correlations in the actual data and student perceptions.
In addition, we measured how well students were able to interpret the visualizations
with objective questions. There is a statistically significance for all the correlations,
having high levels of correlations but less than 0.7 in general. This means that, in
many occasions, students were able to interpret correctly the provided visualizations
regarding the comparison of their affective states with respect to the mean. However,
there is room for improvement as perfect awareness would give correlation values of
1. In addition, not all objective questions were answered well by students. Whereas
straightforward questions were answered well, more difficult questions have relatively
low correct responses (23% and 31% for some questions). Although still higher than
by chance, further research is required to improve insight that can be derived from
the visualizations - particularly for students with little or no knowledge of information
visualization techniques.
In summary, results indicate that visualizations can be deployed in a useful way to
support awareness and reflection of student data, but visualizations need to be designed
with care to address the needs of students. Simple timeline visualization may have
a higher value than more complex heatmap or radial visualizations. Which data to
include in such visualization constitutes a further line of research. Whereas students of
user study 1 indicated that they were interested in more detailed data about individual
students, the representation of such data remains a challenge. Evaluation results of user
study 2 indicate that the visualizations that we selected (heatmap, scatterplot with three
dimensions) are too difficult to understand by users with no background in information
visualization. Our future work will focus on simplifying these representations to enable
use by a general audience.




6.1 Description of the generic architecture
The purpose of the proposed architecture is to deliver a set of recommended learning
meta-data following a Software as a Service approach and based on affective information
of the learner. The meta-data provides information about any element involved in a
learning scenario: resources, activities, learners, instructors or feedback; we refer to all
of these as learning elements. The architecture is composed by two layers: a service layer
that executes the storage and recommendation tasks, and a client layer embedded in a
learning environment. The details of each layer and their communication are described
as follows.
6.1.1 Service layer
The service layer is in charge of receiving petitions from several clients and doing the
requested tasks. The available tasks are to update the affective information of a learner,
to update the information of a learning element, and to recommend learning element
for a given learner. The first two tasks represent an administration interface for the
management of learners’ affective states and learning elements. Recommending learning
elements is the main task of the service and it is the one that consumes most computa-
tional resources.
The service layer includes two storage elements to keep the information of the learning
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elements and the learners’ affective states. The storage of learning elements is divided in
categorical data-sources for each of the possible types of elements to store: users (learners
or instructors, learning resources with content, learning activities, and feedback. These
data sources only include meta-data and not actual content. This decision relies on the
fact that the recommendation service is not meant to act as a repository of learning
elements but just as a referrer.
The format of the database can be any usual specification for each specific type of
element. For example, learning resources can make use of Learning Object Meta-data
(LOM) or SCORM. The description of learning activities can be done with specifications
like IMS Learning Design or Simple Sequencing. Plus, relationships between learners and
instructor can be indicated through Friend-of-a-Friend (FOAF). The specifications of the
format to use depend on the use case and are left to be decided by the implementation
of the architecture.
The storage for learners’ affective state is updated by requests from the client layer.
The service is ready to create a new learner profile which consists of the learner identifier,
current affective state and the record of the interactions with the elements to recommend
and the affective state presented when that interaction occurred. The format used to
define the affective state is decided by the implementation of the architecture as well. The
specification EmotionML should be strongly considered because, although still being a
W3C Candidate Recommendation, it allows flexible and complete definitions of affective
states.
Besides the storage elements, the service layer has a recommendation engine cluster.
The engine is designed as a cluster because the task to generate recommendations is the
most expensive in terms of computational resources, which makes it the critical process to
scale. The cluster contains as many instances of a recommending engine node as needed
to support the service demand at the moment. Each node is in charge of analyzing the
recommended elements, the affective states of a learner and generate assign a relevance
score to each element the learner has not interacted yet. The algorithm used to calculate
the recommendations is also left for the implementation of a specific use case.
6.1.2 Client layer
In the presented architecture, the client layer is represented by the learning environment
and the instructor environment, since both can make use of the recommendation service
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to provide adaptation. The inclusion of recommendations is done by an embedded
element deployed within each environment. The embedded elements communicate with
the service layer to send and request information related to the recommendation based
on affective states.
The element embedded in the learning environment sends the learner identifier and
her affective state to the service layer. The client layer also informs to the service when
a learner accesses a learning element. Optionally, the client can also be in charge of
detecting the learning state of the learner and updates the affective state database.
There can be two moments when the embedded element requests information from
the service layer. First, when accessing the learning environment the first time the client
requests the last known affective state and the last recommended elements. The second
moment is right after the affective status of the learner is updated. This is because a
modification of the affective status implies a new set of recommendations for the learner,
so the embedded element requests the list of recommended elements. After fetched, the
list is displayed showing the title and description of each learning element. Then, the
learner is able to select a resource based on its description or on the relevance score
given by the recommendation engine. Figure 6.1, shows a diagram of the proposed
architecture. The layers are displayed from bottom to top.
Being a generic architecture, it must consider a situation where elements are recom-
mended to the instructor. This would be a case where the instructor receives information
about learners that need an intervention, or feedback to provide to a specific learner.
In this situation, the service layer connects not to a module embedded in the learning
environment but in an environment that supports the instructor process. The function-
alities of this embedded element are the same than the ones embedded in the learner
environment, with the only difference of the user being the instructor.
The communication between the service and client layers is performed through the
implementation of two Application Programming Interfaces (APIS): the Generic Rec-
ommender API and the Affective API whose purposes and methods are explained in
detail as follows.
6.1.3 Generic Recommender API
The Generic Recommender Application Programming Interface (GRAPI) allows to man-
age the elements to recommend, and the interactions of the learners with the recommen-
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Figure 6.1: Generic architecture of a affective learning recommender system based on
the cloud.
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dations. Each of these management functionalities is explained as follows.
1. Management of element. This part of the GRAPI is in charge of the creation of
new elements to recommend as well of updating their information. The methods
considered for this part are:
CreateElement Creates a new element given its type (resource, activity or feed-
back), identifier, title, description and URL for fetching content if any, along
with any other information.
UpdateElement Updates the information of an existing element.
RemoveElement This method deletes a element from the system.
GetRecommendedElement It gets all the elements in the system that are rec-
ommended for a given learner.
2. Management learner interactions. This part of the GRAPI is in charge of the track-
ing the interactions between learners and the elements that they are recommended.
The methods defined in this part are as follows:
ViewElementStart Records the event of a learner starting viewing a recom-
mended element.
ViewElementStop Indicates the action of a learner stopping the viewing of a
recommended element.
MarkElement This method is used to indicate that the learner has marked a
recommended element as favorite or relevant..
ViewElementUrl Indicates that a learner has accessed the URL of a recom-
mended element.
6.1.4 Affective API
The Affective Application Programming Interface (AAPI) allows the management of
emotions, the present state of emotions for each user, and the evolution of emotions for
each user during all the different actions in his learning process.
The AAPI can be divided into 4 different parts depending on their function:
92 CHAPTER 6. RECOMMENDATION BASED ON AFFECTIVE INFORMATION
1. Management of emotions. It is in charge of defining the different considered emo-
tions. An emotion should be some aspect of the affective state of a person. Every
emotion should have a value in the interval [0, 1]. For example, some types of
emotions can be frustration or happiness. A value of 0 in happiness would mean
that the user is very sad, while a value of 1 indicates that this user cannot be
happier. The methods of the AAPI for this category are:
CreateNewEmotion Creates a new type of emotion given by its name, descrip-
tion, and other possible information related to that emotion.
UpdateExistingEmotion Updates the information of an existing emotion.
RemoveExistingEmotion This method removes an existing emotion in the frame-
work.
GetExistingEmotions Gets all the defined emotions in the environment.
2. Management of learners. Defines the different learners with their information and
related emotions to be considered. The methods of the AAPI for this category are:
CreateNewLearner Creates a new learner with all her related information (name,
surname, description, etc.). Other information such as the one related to
IEEE-PAPI or IMS-LIP can be aggregated but would be part of another API
but not of the affective one.
UpdateExistingLearner Updates the information of an existing learner.
RemoveExistingLearner Removes an existing learner.
GetExistingLearners Get all the learners of the framework.
AssignEmotionsToLearners With this method, it is possible to define or up-
date the considered emotions that will be retrieved for a learner. For example,
we could consider for some educative experience to retrieve happiness, frus-
tration, and surprise, but for other context only consider one of them.
3. Updating of learners’ emotions. This category enables to set the values of the
emotions for each one of the learners during the time. For each learner, the affec-
tive storage will store learners current emotions and learners emotions when they
accessed some learning resource or activity, received some feedback or interacted
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with another user for requesting help or giving assistance. Therefore, there will
be stored as many emotional states as the sum of contents, activities, requests for
help and assistance for help that the learner interacted. The methods of the AAPI
for this category are:
SetInitialEmotion This method will set all the values for all assigned emotions
for a learner initially, i.e. before making any interaction in the learning sys-
tem.
SetEmotionToLearnerInteraction This method will set all the values for all
assigned emotions for a learner just after that learner finished the interaction
with something or somebody in the learning process. The related information
of the interaction should be stored and this should include the type of inter-
action (content, activity, request for help, assistance for others, feedback), the
specific element which with they interacted, the time it took place, etc.
4. Retrieving of learners’ emotions. This category allows to gather information about
all the emotions of a learner while interacting in the learning environment. The
methods of the A learner API for this category are:
GetEmotionalState This method allows to retrieve the values of the assigned
emotions for a specific learner after his interaction with a specific content,
activity, giving assistance, receiving feedback or requesting for help.
GetAllEmotions Provides all the assigned emotions of a learner during their
learning process, giving the associated information of the learning content,
activity, etc. related to each given emotion.
6.2 Use cases
In this section we describe three possible use cases that are supported by the generic
architecture previously described. These are the recommendation of users, recommen-
dation of activities, and the recommendation of learning resources which has been im-
plemented as a proof of concept.
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6.2.1 Recommendation of users
When a learner is blocked with some content or activity, e.g. he does not solve correctly
an exercise or she does not understand well a specific theoretical content, this learner can
request for help to other learners or even some teacher. In this case, it is a challenge to
select the best person that can help and guide that learner. The issue is to recommend
the most suitable user that can help the learner with problems.
Although typical information about the learning process is relevant for this recom-
mendation such as the concepts and topics that a learner masters, however affective
information about users is very relevant, as we might want to choose e.g. someone that
is in a good mood in that moment so that she can offer the best help for the learner.
In our use case, when a learner requests for a recommendation of another user that
can help himself in their learning process, the recommendation algorithm will take into
account the following different aspects:
1. Measure of the convenience for being a user that gives assistance taking into ac-
count the present affective state. The idea is to find a user whose present affective
state is good for helping another user. The different present values of the defined
emotions will be taking into account with a weight according to their importance
for this issue.
2. Measure of the level of knowledge of the user in the concepts of the resource.
The idea is to find a user whose level of knowledge is adequate for the covered
concepts in the element (content, activity, etc.) where the initial user was blocked.
The knowledge level for each concept can also have a weight depending on its
importance.
3. Measure of the similarity of the emotion for the same element. The idea is to select
a user that has already passed for the same element where the learner is blocked
and whose affective state in that moment was similar to the learner that is blocked.
In that way, a learner that felt the same sensations can offer better help to this
learner.
All of these 3 aspects will give a measure of adequateness and finally a global param-
eter will be given as a combination of these three aspects in a weighted way depending
on their importance. In addition, if the final level of this parameter is not greater than
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a threshold, then a learner will not be recommended for giving assistance, but a teacher.
This is because if it is considered that any learner did not have the minimum required
level to provide help in that moment, then a teacher should act and intervene.
6.2.2 Recommendation of learning activities
The affective state of a learner is also a good indicator of the type of learning activity
that the learner could perform. If the learner is bored, the recommender system could
recommend activities that provoke an interaction such as solving a problem or discussing
an issue with a group of classmates. However, if the learner is feeling confused, she could
be recommended to read explanatory material related to the topics she is studying.
Learning activities can usually be associated to an affective state that the learner
must present initially in order to carry it out. Thus, a rule-based algorithm is needed in
order to recommend an activity that best fits the current situation of the learner. The
aspects that take part of the condition to apply a rule will be the affective state, the
learning profile (learning objectives, knowledge levels, etc.) and the history of activities
already performed in order to satisfy possible dependencies. Once the learner completes
the activity, her affective state and learning outcomes will be recorded. This will allow
a validation of the recommendations and their effect on learning gains. In addition, this
information will be valuable for future recommendations to similar learners.
6.2.3 Recommendation of learning resources
In this use case, the recommendation process within a recommender node follows the
method known as user-based collaborative filtering. When a recommendation has to be
done for a given learner, it first finds a set of the learner’s neighbors, learners with similar
patterns of access to resources. The level of similarity is to identify the neighbors of a
learner is defined by a similarity function. In the case of the affective recommendation,
the similarity of two learners is proportional to the amount of resources accessed by the
learners when indicating the same affective state.
As the recommendations must take into account the affective state of the learner, the
collaborative filtering process had to be extended to include that contextual information.
The set of resources available for recommendation are a combination of the learning
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resources with the affective states. Thus,
R = L×A
where R is the set of recommendable resources, L is the complete set of resources meta-
data and A is the complete set of affective states. The recommendable resources are a
tuple of a resource and an affective state.
After the learner’s neighborhood is defined, learning resources are sorted based on
how relevant they have been within that neighborhood of users. The resulting list must
be filtered because it contains recommended tuples (resource, affective state) and the
affective state might be any stored one. Thus, the list of recommended resources are
only those that appear in a tuple where the affective state is the same one the learner
presents at the moment.
The environment where we have implemented the affective recommender service is
Amazon Elastic Computing Cloud (EC2), which is part of Amazon Web Services (AWS).
EC2 allows us to define an image that acts as a blueprint to generate several instances
of a computer with the same software configuration. Each one of these instances is what
in the definition of the architecture we have called a node.
In our implementation, the storage element for learner resources meta-data is imple-
mented as a database deployed in the engine MySQL. The same database implements
the learner affective state storage element. Since the data might be accessed from many
nodes of the cluster, the database engine is installed in an independent node, not meant
to be part of the recommendation cluster. In order to manage the information stored in
the database, the database node implements a RESTful web services, while the technol-
ogy supporting the web application is J2EE.
The recommendation engine is developed on top of Apache Mahout machine learning
engine. Mahout provides a set of libraries to implement machine learning models such as
collaborative filtering, recommender systems, clustering, pattern mining and classifiers.
Mahout is implemented in Java and this allows a straightforward integration with a
web application developed with J2EE. As explained in [110], Mahout is conceived to be
scalable through the framework for distributed processing Apache Hadoop, which allows
the definition of clusters of computers with computational and storage capabilities.
The algorithms for collaborative filtering use the map/reduce paradigm. This paradigm
consists in two processes that can be parallelized and distributed among several comput-
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ers to increase their speed. The map process generates a sequence of pairs where usually
the first element is an entity identifier and the second element is an entity characteristic
that will be needed in a further computation. The reduce process receives the pairs
generated by the map process and computes an incremental value associated with the
entity. For example, the first step to identify the neighbors of a learner is to identify
the most frequent occurrences of a pair (affective state, learner resource) for each user.
In this case, the map process returns a pair with the syntax (user identifier, (affective
state, learner resource)). Thus, the entity to identify is the user and the other item to
include is the pair or affective state an resource. The reduce process receives the same
pair and create an array for each received user. The elements of the array are complex
structures with the syntax ((affective state, learner resource), count), so that by sorting
the array in descendant order by the second element we obtain the top occurrences of
pairs for the given learner.
The advantage of using the map/reduce paradigm is that both process can be done in
parallel and in several computers. This allows the implementation to scale by just creat-
ing a new node with the same characteristics of a previous recommender node. Hadoop
keeps control of the nodes that are available in the cluster to perform computational
and storage tasks. Thus, we are provided with a simple way to auto-adjusting the size
of the recommender cluster by just adding or removing nodes according to the service
demand.
For the implementation of the client layer element, a widget has been developed
as a proof-of-concept of a tool that interacts with the affective recommender service.
The widget has been developed using the Software Development Kit (SDK) provided
by ROLE Project [111]. ROLE aims to provide the learner with a framework to build
her Personalized Learning Environment. The widget is implemented in JavaScript and
HTML, and it follows the OpenSocial Gadget specification.
The widget interface has two functional sections represented by the tabs. Resources,
the main tab, allows the learner to state her affective state from a static list provided by
the recommendation service. Currently, the list is based on the affective states used by
D’Mello et al. in [106]; these include frustrated, confused, bored, enthusiastic, motivated
and the normal state, meaning that there is no relevant affective state at the moment.
Resources tab also presents a list of learning resources ordered by relevance for the
learner in her current state. Thus, once the learner submits a change on her affective
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state, the widget send a recommendation request to the affective recommender service.
When the response is received, the client analyzes the list of resources and embed their
information as the list of recommended resources.
Second section is the Profile tab, where a time-line of the affective states reported
by the learner is embedded. Its objective is to provide the learner with a visualization of
her emotional changes during the learning activity being performed. The log of affective
states is also provided by the learning resource service.
Finally, the Settings tab allows the learner to set her learning objectives. These might
be changed during the learning activity, which also triggers a change of the learning
resources that are recommended. Figure 6.2 presents a screen capture of the widget
deployed in ROLE environment, with emphasis on the resources recommended to a
frustrated learner.
Figure 6.2: Implementation of the resource visualizer in the ROLE PLE.
A use case that exemplifies the use of the widget is the following. Alice, a university
learner whose major is Computer Science, is trying to complete a C programming task
that she was assigned as homework. She starts working highly motivated on the initial
details of the program and she reflects be selecting the Motivated option among the
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affective states available in the widget. The widget communicates the affective state
to the recommender service and this returns a list of resources suitable for Alice, such
as C programming references and the user’s manual of the compilation tool. Alice
finds the resources helpful and uses them to write her code more quickly. As Alice
advances she realizes that the task is not as easy as she first thought and that she might
even encounter some programming errors that she was not expecting, this causes her
affective state to change. When she find that she cannot fix a compilation error she
starts feeling frustrated. Thus, she updates her affective state to Frustrated. Again,
the widget communicates the new affective state to the recommender service, obtains
the list of suitable resources and displays them as part of the widget content. The
new list of recommended resources includes basic programming concepts and common
programming errors with their respective solutions (see Figure 6.2). Alice accesses the
resources and solves the error of her program. After seeing that the widget helps her
along the task, Alice recovers her positive mood and continues her work to finish the
homework.
6.3 Discussion and limitations
An advantage of the proposed architecture is the flexibility provided in two levels of
the implementation. The first level corresponds to the possibility to recommend to the
learner many kinds of elements like learner resources, activities or peers. The second
level of flexibility is related to the algorithms used to identify the relevant elements. The
generality of the architecture is exemplified with varied concrete use cases.
Throughout this section we have pointed the advantages of a cloud-based affective
recommender system of learning elements. We have emphasized that the main benefit
of using cloud technologies to deploy an affective recommender system is the gain of
scalability.
Furthermore, there are some issues that must be taken into account as possible
disadvantages of the architecture such as approaches to caching and privacy issues. The
first issue is the difficulty to cache results in the presented architecture. Given that in
a cloud recommendation service the computational workload is distributed among the
nodes of the cluster, one node cannot cache the recommendation calculate in another
node. This issue can be addressed either at the client layer, where the client itself
would be in charge of caching the information of the recommended elements. The cache
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techniques to use in order to select the most important recommendations in this context
is a relevant topic.
Another possible approach to solve this issue is through the inclusion of a middle
layer that caches and dispatches the recommendations; this layer would be between the
recommendation cluster and the interface of the service. Another issue are the formats
to use (XML, RDF, etc.) in the framework for storing and exchanging the information.
The proposed architecture is generic and admits different formats of the information.
The selection of one format or another might depend on the formats that admits the tools
that implement the different services of the API, or the defined level of interoperability
with other external entities.
Another concern is related to privacy issues, since the affective state of the learner is
stored in a database accessible from several recommender nodes. The key in this issue
is that the recommending nodes are the only elements with permission to access the
affective state information. Furthermore, the recommender service does not require to
store information that identifies the learner immediately, such as the full name or email.
Instead, the service can use a hashed identifier of the learner and that would not interfere
with the process of recommending learning elements.
Chapter 7
Conclusions and future work
This chapter comments about the achievement of objectives, the publications related
with this PhD, the research projects where this dissertation made a contribution and
finally possible future work.
7.1 Achievement of objectives
This subsection will analyze the five initial objectives and their level of achievement,
emphasizing the results related to each objective:
The first objective has been fulfilled with the definition of two different models for the
detection of emotions with the only use of the students’ events: one for a programming
environment in which the students use different programming tools in order to learn
C programming concepts. Another for a MOOC learning environment in the Khan
Academy platform with intensive use of videos and exercises. For the first environment
a Hidden Markov Model is proposed while a set of rules based on the actions is proposed
for the second environment. Different pedagogical and sentiment ideas are mapped to
both models for the detection of emotions. The emotions that were detected in both
cases were: happiness, boredom, frustration and engagement.
The model of detection in the learning programming environment might be extended
to be applied to other learning environments in which the students have to use and learn
some tools. However, the way of mapping of events in the HMM should be modified
taking into account the specific semantics of the learning environment. On the other
hand, the model of detection in the MOOC environment might be extended to other
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MOOCs where the semantics of exercises would be similar.
The accuracy of one of the detection models of emotions has been evaluated, this is
the HMM model for the programming environment. The detection of emotions of the
model in different instants of times was compared with respect to the students’ self-
reporting of emotions in a form in the same moments of time. The results showed that
the detection of emotions was not good compared with the students’ self-reporting. In
addition, the application of other methods that were successful for ITS environments, did
not result good compared with the students’ self-reporting. The causes of this inaccuracy
of the detection might be many, e.g. the detectors should be improved and the models
that worked in other environments might not work in the programming environment, or
students might not take seriously their own self-report of emotions or they might not be
aware of their own emotions. In addition, the experiment took place in a lab for about
90 minutes. If we had more time for the experience, more events would be collected
and the results might change. Moreover, a different evaluation method might be used.
For example, instead of the self-report of emotions, other works used the expert reports
about the emotions of the students, so the experts evaluated the students’ emotion states
in different instants of time.
The detection model of emotions for the Khan Academy platform was not able to be
evaluated because students interacted with the platform at home but it is not an on-site
activity, and it was considered very intrusive to ask them for their own emotions in a
form in several moments of time.
The third objective was achieved completely as this work proposes a set of visualiza-
tions related to emotions and affective states. Some of these visualizations just involve
emotions and affective states while others involve the relationship of these emotions and
affective states with other common variables in learning environments such as the grades.
Many of the proposed visualizations related with emotions and affective states are not
tight to a specific learning environment but can be applied to a high variety of learning
environments. Therefore, they are not only valid for the learning environments that we
used for the detection of emotions for other objectives.
We have presented different types of visualizations to provide awareness of the af-
fective state of learners and we have applied them in the context of education in a
programming course. These visualizations are high level information that is derived as
a result of a processing from low level data of users’ interactions with different techno-
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logical educational tools. The visualizations are grouped infour categories: time-based,
context-based, emotional changes, and accumulated information. Time-based visualiza-
tions allow the instructor to analyze the changes of each emotion during the term of
the class. The instructor is then able to see any pattern in the emotional changes of
the learner and to know what caused the learner to change an emotion abruptly. An
interesting use of these visualizations is to analyze academic and social activities that
occurred when the changes of emotions appear. For example, emotion of learners is ex-
pected to change during the exam period of the university. Examples of social activities
that could affect the emotion that learners show in class are relevant sport events or po-
litical announcements. Context-based visualizations were presented as a way to analyze
the effect of contextual elements onto a learner’s emotions. Our proposals focused on
two contextual elements: learning tools and final grades.
For the fourth objective, we had to select a set of visualizations. It was not feasible
to evaluate all the visualizations since the participants cannot spend all the time we
desire, but only a reduced amount of time. The usability, usefulness and effectiveness of
the considered visualizations was good for a group of users which are familiar with user
interfaces, but was also nice for a group of participants who were not familiar with user
interfaces.
Finally, the proposal and implementation of a framework for the recommendation
was successfully achieved with the definition of the elements of the architecture, their
relationships, an affective API, etc. and the definition of different user cases and the im-
plementation of one of them for the recommendation based on the affective information.
7.2 Publications
The following publications are related with this dissertation:
1. Derick Leony, Pedro J. Mun˜oz-Merino, Carlos Delgado Kloos, Katrien Verbert,
”Evaluating AffectVis, a visual information system for affective states in projects”,
Submitted to Information and Management
2. Derick Leony, Pedro J. Mun˜oz-Merino, Jose´ A. Ruipe´rez-Valiente, Abelardo Pardo,
David Arellano Mart´ın-Caro, Carlos Delgado Kloos, ”Detection and evaluation
of emotions in Massive Open Online Courses”, Journal of Universal Computer
Science, vol. 21, no. 5, pp. 638-655 (2015)
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3. Jose´ A. Ruipe´rez-Valiente, Pedro J. Mun˜oz-Merino, Derick Leony, Carlos Delgado
Kloos, ”ALAS-KA: A learning analytics extension for better understanding the
learning process in the Khan Academy platform”, Computers in Human Behavior,
vol. 47, pp. 139-148, (2015)
4. Derick Leony, Pedro J. Mun˜oz-Merino, Abelardo Pardo, Jose´ A. Ruipe´rez-Valiente,
David Arellano, Carlos Delgado Kloos (2014), “Rule-based detection of emotions
in the Khan Academy platform”. International Workshop on Massive Open Online
Courses. Antigua Guatemala, Guatemala
5. Derick Leony, Pedro J. Mun˜oz-Merino, Abelardo Pardo, Carlos Delgado Kloos,
”Modelo basado en HMM para la deteccio´n de emociones a partir de interac-
ciones durante el aprendizaje de desarrollo de software”, Jornadas de Ingenier´ıa
Telema´tica, 2013
6. Derick Leony, Hugo A. Parada, Pedro J. Mun˜oz-Merino, Abelardo Pardo, Car-
los Delgado Kloos, ”A generic architecture for an affective learning recommender
system”, Journal of Universal Computer Science, vol. 19, no. 14, pp. 2075-2092
(2013)
7. Carlos Delgado Kloos, Abelardo Pardo, Pedro J. Mun˜oz-Merino, Israel Gutierrez,
Derick Leony, ”Learning Analytics at UC3M”, IEEE Educon Conference, 2013
8. Derick Leony, Pedro J. Mun˜oz-Merino, Abelardo Pardo, Carlos Delgado Kloos,
”Provision of awareness of learners’ emotions through visualizations in a computer
interaction-based environment”, Expert Systems With Applications, vo. 40, no.
13, pp. 5093-5100 (2013)
9. Derick Leony, Abelardo Pardo, Hugo Alexer Parada, Carlos Delgado Kloos, ”A
Cloud-based Architecture for an Affective Recommender System of Learning Re-
sources”, Proceedings of the 1st International Workshop on Cloud Education En-
vironments (2012)
7.3 Research projects
The results of this dissertation has been applied partially to the following research
projects:
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1. EEE Project - Espacios Educativos Especulares. (TIN2011-28308-C03-03)
2. eMadrid - Investigacio´n y desarrollo de tecnolog´ıas para el e-learning en la Comu-
nidad de Madrid. (S2009/TIC-1650)
3. iCOPER - Interoperable Content for Performance in a Competency-driven Society.
(ECP-2007-EDU-417007)
4. Flexo - Desarrollo de aprendizaje adaptativo y accesible en sistemas de co´digo
abierto. (TSI-020301-2008-19)
7.4 Future work
Related to the five objectives, different improvements and future works can be thought.
Regarding the models of detection, they can be modified to try to improve the de-
tection of emotions and affective states. For example, the HMM model for the detection
in the programming learning environment might be changed by another probabilistic
model such as the Analytical Hierarchy Model (AHM) to test if better results can be
achieved. Moreover, the rule-based detection model applied to the MOOC environment
can be improved with the inclusion of new data. So far, data about the students’ inter-
actions with exercises is only used, but it can be extended to include e.g. data students’
interactions with videos.
In addition, new learning environments (such as different MOOC platforms) might
be explored and detectors of emotions for such environments might be defined.
The way of validation of the accuracy of the prediction of the affective states might be
changed. In this work, we used students’ self-reporting of their affective states. But this
might not be accurate enough as students might not take the activity seriously or they
might not be aware of their own emotions and affective states. Other methodologies such
as emotion detection with sensors or reports from external experts about the emotions
of students might be better and can be object of future work.
The detection model of emotions in the MOOC environment was not validated be-
cause it was not feasible to ask the students of the experience about their emotions or
measuring their emotions in another way. As future work, new experiences might be
designed to validate the accurateness of the detection model in a MOOC environment.
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Other types of visualizations might be considered such as learning material in order
to detect specific content that affects negatively the learning experience. Another im-
portant part of context is learner location localization, since this could provide valuable
information about on how emotions are affected by doing a learning activity at home
instead of the university. These new elements can also be analyzed in the context of
changes of emotions and allow solving questions like: Does the place where the learning
activity is done provoke a change of emotion? What place generates more frustration
when a learner uses the compiler? Do learners get more bored at home than at the
university? We are also interested on designing new visualizations by enhancing or by
combining the ones proposed in this work. This approach could include also the explo-
ration of including dynamic or interactive elements into the visualizations. Thus, the
visualization could use movement to represent variations in emotional information along
dimensions such as time, person, learning tool, and learner location.
Another possible line of work is the implementation of these visualizations into a
system accessible to instructors through the whole term. In this line, the chosen ap-
proach could be to implement several modules into Gradient Learning Analytics System
(LearnGLASS) [112].
New evaluations of the visualizations might be considered with different groups of
people. In addition, the evaluation of the visualizations which were not evaluated before
might be considered. For example, one evaluation might be performed by experts in the
area of emotions in learning scenarios and another one with instructors of the course
represented in the visualizations.
Finally, regarding the recommender system framework, future work consists on eval-
uating the performance of the implementation presented in this work. The evaluation
objectives might be too broad such as analyzing the improvement on the response time
of a recommendation request to the server. Part of this work includes to analyze the
correlation between the service performance and the amount of recommender nodes in
the cluster; this would lead to a set of guidelines for deploying the recommender service
in a real learning scenario. In order to address the response time problem, a solution
might be to process in advance in the background future recommendations. A challenge
here is how to determine the states that are more probable in the future, so that the
recommendations can be available in advance, avoiding the response time problem. This
issue is similar to the one discussed in the architecture in [113].
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Another line of work consists in the development of plug-ins to include sensors as
a method to populate the affective state database. Specifically we are working with
sensors for galvanic skin response and the recognition of face gestures through a video
camera. These sensors have been proven to detect affective states with accuracy [Picard,
2000] and thus might be improve the recommendation process. They would also allow
the learner to focus on the retrieval and use of elements rather than constantly informing
her current affective state. On the same track, it is also intended to improve the interface
for the learner to provide her affective state. Several approaches will be taken in order
to obtain contextual information about what provoked a given emotion in the learner
and how did the recommendation of elements interferes her affective state.
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Appendix A
Script to detect emotions from
student events
#!/ usr / bin /python
# db module
# Derick Leony <dleony@it . uc3m . es>
import MySQLdb
import j s on
def connect db ( se rver , usr , pwd , dbn ) :
con = None
try :
con = MySQLdb. connect ( se rve r , usr , pwd , dbn )
except mysql . Error , e :
print ”Error %d : %s” % ( e . args [ 0 ] , e . a rgs [ 1 ] )
return con
def g e t u s e r s ( con ) :
cur = con . cur so r ( )
query = ( ”SELECT r . id , r . e n t i t y I d ”
”FROM r e l a t e d e n t i t y r , e v en t r e l a t e d en t i t y er ”
”WHERE r . id = er . r e l a t e d e n t i t y i d ”
”AND er . r o l e = ’ user ’ ”
”GROUP BY ent i ty Id , id ”
”ORDER BY en t i t y I d ” )
cur . execute ( query )
u s e r s = cur . f e t c h a l l ( )
return use r s
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def g e t r e a l emo t i o n s o f u s e r ( con , u s e r i d ) :
cur = con . cu r so r ( )
query = ( ”SELECT crea t ed at , happyness , boredom , confus ion , f r u s t r a t i o n ”
”FROM emotion ”
”WHERE us e r i d = %s ”
”AND f r u s t r a t i o n >= 50 ”
”ORDER BY cr ea t ed a t ” )
cur . execute ( query , ( u s e r i d ) )
emotions = cur . f e t c h a l l ( )
return emotions
def g e t e v en t s f o r u s e r emo t i o n ( con , u s e r i d , timestamp , window size ) :
cur = con . cu r so r ( )
query = ( ”SELECT e . id , e . name , e . datet ime ”
”FROM event e , e v en t r e l a t e d en t i t y er ”
”WHERE er . r e l a t e d e n t i t y i d = %s ”
”AND er . r o l e = ’ user ’ ”
”AND er . event id = e . id ”
”AND e . datet ime between ’2012−11−28 11 :30 ’ and %s ”
”ORDER BY datet ime DESC, id ”
”LIMIT %s” )
cur . execute ( query , ( u s e r id , timestamp , window size ) )
events = l i s t ( cur . f e t c h a l l ( ) )
events . r e v e r s e ( )
return events
def ge t u s e r s f r om samp l e ( con , sample id ) :
cur = con . cu r so r ( )
query = ( ”SELECT r . id , r . e n t i t y Id ”
”FROM r e l a t e d e n t i t y r , e v en t r e l a t e d en t i t y er , sample user su ”
”WHERE er . r o l e = ’ user ’ ”
”AND su . sample id = %s ”
”AND r . id = er . r e l a t e d e n t i t y i d ”
”AND r . en t i t y Id = su . n ia ”
”GROUP BY ent i ty Id , id ”
”ORDER BY en t i t y I d ” )
cur . execute ( query , ( sample id ) )
u s e r s = cur . f e t c h a l l ( )
return use r s
def eva l event message ( con , ev en t id ) :
cur = con . cu r so r ( )
query = ( ”SELECT TRIM(BOTH ’\” ’ FROM r . en t i t y I d ) ”
”FROM even t r e l a t e d en t i t y er , r e l a t e d e n t i t y r ”
”WHERE er . event id = %s ”
”AND er . r o l e = ’ messages ’ ”
”AND er . r e l a t e d e n t i t y i d = r . id ” )
cur . execute ( query , ( ev en t i d ) )
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eva lua t i on = ’ ok ’
row = cur . f e t chone ( )
i f row i s not None :
i f row [ 0 ] != ’ ’ :
eva lua t i on = ’ e r r o r ’
return eva lua t i on
def e v a l r e s o u r c e ( con , ev en t id ) :
cur = con . cur so r ( )
query = ( ”SELECT r . en t i t y I d ”
”FROM even t r e l a t e d en t i t y er , r e l a t e d e n t i t y r ”
”WHERE er . event id = %s ”
”AND er . r o l e = ’ invoca t i on ’ ”
”AND er . r e l a t e d e n t i t y i d = r . id ” )
cur . execute ( query , ( ev en t id ) )
eva lua t i on = ’ r e s o u r c e i n t e r n a l ’
row = cur . f e t chone ( )
i f row i s not None :
i f row [ 0 ] . s t a r t sw i t h ( ’ http ’ ) :
i f ’ goog l e ’ in row [ 0 ] :
eva lua t i on = ’ r e s ou r c e s e a r ch ’
e l i f ’uc3m . es ’ not in row [ 0 ] :
eva lua t i on = ’ r e s o u r c e e x t e r n a l ’
return eva lua t i on
def ge t ev en t s ( con , u s e r i d ) :
cur = con . cur so r ( )
query = ( ”SELECT e . id , e . name , e . datet ime ”
”FROM event e , e v en t r e l a t e d en t i t y er ”
”WHERE er . r e l a t e d e n t i t y i d = %s ”
”AND er . r o l e = ’ user ’ ”
”AND er . event id = e . id ”
”AND e . datet ime between ’2012−11−28 11 :30 ’ and ’2012−11−29 17 :00 ’ ”
”ORDER BY datetime , id ” )
cur . execute ( query , ( u s e r i d ) )
events = cur . f e t c h a l l ( )
return events
def g e t p r e d i c t i o n ( con , s c r i p t , model id , window size ) :
q = ( ”SELECT p r e d i c t i o n i d ”
”FROM pred i c t i on ”
”WHERE window size = %s ”
”AND s c r i p t = %s ”
”AND model id = %s” )
cur = con . cur so r ( )
cur . execute (q , ( window size , s c r i p t , model id ) )
p r ed i c t i on = cur . f e t chone ( )
i f p r ed i c t i o n i s None :
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q = ( ”INSERT INTO pr ed i c t i on ( window size , s c r i p t , model id ) ”
”VALUES (%s , %s , %s ) ” )
cur . execute (q , ( window size , s c r i p t , model id ) )
p r e d i c t i o n i d = cur . l a s t r ow id
else :
p r e d i c t i o n i d = pr ed i c t i on [ 0 ]
q = ( ”DELETE FROM pred i c ted emot ion ”
”WHERE p r e d i c t i o n i d = %s ” )
cur . execute (q , ( p r e d i c t i o n i d ) )
con . commit ( )
cur . c l o s e ( )
return p r e d i c t i o n i d
def c reate emot ion ( con , pred id , user , dtime , emotions , queue s i z e ) :
print pred id , user , dtime , emotions , queue s i z e
q = ( ”INSERT INTO pred ic ted emot ion ”
” ( p r ed i c t i o n i d , u s e r i d , c r ea t ed at , happyness , boredom , confus ion , ”
” f r u s t r a t i o n , l ength ) ”
”VALUES (%s , %s , %s , %s , %s , %s , %s , %s ) ” )
cur = con . cu r so r ( )
cur . execute (q , ( pred id , str ( user ) , dtime ) + tuple ( emotions ) + ( queue s i z e , ) )
con . commit ( )
cur . c l o s e ( )
def save model ( con , model ) :
q = ( ”INSERT INTO model ”
” ( emotion , i n i t i a l s , t r a n s i t i o n s , outputs ) ”
”VALUES (%s , %s , %s , %s ) ” )
cur = con . cu r so r ( )
cur . execute (q , (model . l abe l , j s on . dumps(model . i n i t i a l ) ,
j son . dumps(model . t r a n s i t i o n s ) , j son . dumps(model . product ions ) ) )
con . commit ( )
l a s t i d = cur . l a s t r ow id
cur . c l o s e ( )
return l a s t i d
#!/ usr / bin /python
# detectemo module
# Derick Leony <dleony@it . uc3m . es>




name = ’ ’
datet ime = ’ ’
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def i n i t ( s e l f , id = 0 , name = ’ ’ , datet ime = ’ ’ ) :
s e l f . id = id
s e l f . name = name
s e l f . datet ime = datet ime
def setName ( s e l f , name ) :
s e l f . name = name
def r e p r ( s e l f ) :
return s e l f . name
class Emotion :
id = None
l a b e l = ’ ’
model = None
alphabet = None
t r a n s i t i o n s = None
product ions = None
i n i t i a l = None
def i n i t ( s e l f , l abe l , alphabet , t r a n s i t i o n s , product ions , i n i t i a l ) :
s e l f . l a b e l = l a b e l
s e l f . a lphabet = ghmm. Alphabet ( a lphabet )
s e l f . t r a n s i t i o n s = t r a n s i t i o n s
s e l f . p roduct ions = product ions
s e l f . i n i t i a l = i n i t i a l
s e l f . model = ghmm.HMMFromMatrices ( s e l f . a lphabet , ghmm. D i s c r e t eD i s t r i bu t i o n ( s e l f . a lphabet ) ,
t r a n s i t i o n s , product ions , i n i t i a l )
def eva luate ( s e l f , queue ) :
sequence = ghmm. EmissionSequence ( s e l f . a lphabet , l i s t ( queue ) )
return s e l f . model . l o g l i k e l i h o o d ( sequence )
def t r a i n ( s e l f , queue ) :
print s e l f . a lphabet
seq = ghmm. EmissionSequence ( s e l f . alphabet , queue )
s e l f . model . baumWelch( seq )
print s e l f . model
def mu l t i t r a i n ( s e l f , queues ) :
s eqs = ghmm. SequenceSet ( )
for queue in queues :
s eqs . merge (ghmm. EmissionSequence ( s e l f . a lphabet , l i s t ( queue ) ) )
s e l f . model . baumWelch( seqs )
print s e l f . model
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def r e p r ( s e l f ) :
return s e l f . l a b e l
import numpy as np
def probs ( length , t r a i l = [ ] ) :
l im i t = round ( 1 . 0 − sum( t r a i l ) , 2)
i f l ength == 0 :
y i e l d t r a i l + [ l im i t , ]
else :
s t ep = 10
norm = int ( l im i t ∗ 100) + 1
for i in range (0 , norm , s tep ) :
for p in probs ( l ength − 1 , t r a i l + [ i / 100 .0 , ] ) :
y i e l d p
def combinator ( generator , length , t r a i l = [ ] ) :
i f l ength == 0 :
y i e l d t r a i l
else :
for e l in genera to r :
for g en e l in combinator ( generator , length −1, t r a i l +[ e l , ] ) :
y i e l d g en e l
def de l im i t ed probs ( base , cur r ent=0, t r a i l = [ ] ) :
l im i t = round ( 1 . 0 − sum( t r a i l ) , 2)
i f cur rent == ( len ( base ) − 1 ) :
y i e l d t r a i l + [ l im i t , ]
else :
# freedom = 3
s tep = 10
norm = int ( l im i t ∗ 100) + 1
prob = base [ cur r ent ] [ 0 ]
freedom = base [ cur r ent ] [ 1 ]
i f freedom == 0 :
n range = [ prob ]
else :
n range = range ( max(0 , prob − freedom ∗ s tep ) ,
min( prob + freedom ∗ step , norm ) , s tep )
for i in n range :
for p in de l im i t ed probs ( base , cur r ent + 1 , t r a i l + [ i / 100 .0 , ] ) :
y i e l d p
def matr i x de l im i t ed probs ( matrix , cur r ent=0, t r a i l = [ ] ) :
i f cur rent == len ( matrix ) :
y i e l d t r a i l
else :
for e l in de l im i t ed prob s ( matrix [ cur r ent ] ) :
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for g en e l in matr i x de l im i t ed probs ( matrix , cur r ent + 1 , t r a i l +[ e l , ] ) :
y i e l d g en e l
#!/ usr / bin /python
# Main s c r i p t
# Derick Leony <dleony@it . uc3m . es>
import db
import argparse
from c o l l e c t i o n s import deque
from ghmm import ∗
import detectemo
import probs
def norma l i z e ob s e rva t i on ( con , obs ) :
# 1. Check f o r event s to omit : lms cho i ce ∗ , lms user ∗ , lms up load ∗
# 2. Check f o r s p e c i f i c pa t t e rns to summarize : lms course ∗ , lms forum ∗ , lms d i s cu s s i on ∗
# 3. Check f o r event s t ha t b i f u r c a t e : gcc , va l g r ind , v i s i t u r l
# 4. Everyth ing e l s e i s l e f t unchanged : bashcmd , gdb , ide , t e x t e d i t o r
i f obs . name . s t a r t sw i t h ( ’ lms cho i c e ’ ) or \
obs . name . s t a r t sw i t h ( ’ lms u s e r ’ ) or \
obs . name . s t a r t sw i t h ( ’ lms upload ’ ) :
obs = None
e l i f obs . name . s t a r t sw i t h ( ’ lms cou r s e ’ ) :
obs . name = ’ lms ’
e l i f obs . name . s t a r t sw i t h ( ’ lms forum ’ ) or \
obs . name . s t a r t sw i t h ( ’ lm s d i s c u s s i o n ’ ) :
obs . name = ’ forum ’
e l i f obs . name . s t a r t sw i t h ( ’ lms r e s ou r c e ’ ) :
obs . name = ’ r e s o u r c e i n t e r n a l ’
e l i f obs . name == ’ gcc ’ or \
obs . name == ’ va l g r i nd ’ :
obs . name += ’− ’ + db . eva l event message ( con , obs . id )
e l i f obs . name == ’ v i s i t u r l ’ :
obs . name = db . e v a l r e s o u r c e ( con , obs . id )
return obs
def g e t ob s e r va t i on s ( con , u s e r i d ) :
events = db . g e t ev en t s ( con , u s e r i d )
ob s e rva t i on s = [ ]
for event in events :
obs = detectemo . Observation ( event [ 0 ] , event [ 1 ] , event [ 2 ] )
obs = norma l i z e ob s e rva t i on ( con , obs )
i f obs i s not None :
ob s e rva t i on s . append ( obs )
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return obse rva t i on s
def p ro c e s s e v en t s ( con , s c r i p t i d , model , window size ) :
p r ed id = db . g e t p r e d i c t i o n ( con , s c r i p t i d , model . id , window size )
u s e r s = db . ge t u s e r s f r om samp l e ( con , 1)
for counter , user in enumerate( u s e r s ) :
print ” user :%s (%d/%d) ” % ( user [ 1 ] , counter + 1 , len ( u s e r s ) )
ob s e rva t i on s = ge t ob s e r va t i on s ( con , user [ 0 ] )
queue = deque ( )
generated = False
pe r sona l = [ 5 0 ] ∗ 4
for obs in obse rva t i on s :
queue . append ( obs . name)
i f len ( queue ) > window size :
queue . p op l e f t ( )
i f len ( queue ) < window size and generated :
continue
generated = True
max prob = 0
max emo = None
probs = [ ]
prob = model . eva luate ( queue )
i f ( prob == −f loat ( ’ I n f ’ ) ) :
prob = 0
db . c rea te emot ion ( con , pred id , user [ 0 ] , obs . datetime , [ prob , 0 , 0 , 0 ] ,
len ( queue ) )
print ”%s , %s , %s , %s \n” % ( obs . datetime , prob , obs . id , obs . name)
def de f i n e emot i on s ( con , s c r i p t i d , window size ) :
a lphabet = [ ’ bashcmd ’ , ’ forum ’ , ’ gcc−e r r o r ’ , ’ gcc−ok ’ , ’ gdb ’ ,
’ i d e ’ , ’ lms ’ , ’ t e x t e d i t o r ’ , ’ r e s o u r c e e x t e r n a l ’ , ’ r e s o u r c e i n t e r n a l ’ ,
’ r e s ou r c e s e a r ch ’ , ’ va lgr ind−e r r o r ’ , ’ va lgr ind−ok ’ ]
# same order as in a l phabe t l i s t
product ions = [
[ . 2 5 , . 1 0 , . 1 5 , . 1 0 , . 0 5 , . 0 5 , . 1 0 , . 1 0 , . 0 0 , . 0 0 , . 0 0 , . 0 5 , . 0 5 ] , # work
[ . 0 5 , . 0 0 , . 7 0 , 00 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 2 5 , . 0 0 ] , # problem
[ . 0 5 , . 0 0 , . 0 0 , . 5 0 , . 0 5 , . 0 5 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 3 5 ] , # so l v e
[ . 0 0 , . 3 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 1 0 , . 0 0 , . 1 0 , . 3 0 , . 2 0 , . 0 0 , . 0 0 ] , # look
[ . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 0 , . 0 5 , . 0 0 , . 9 5 , . 0 0 , . 0 0 , . 0 0 , . 0 0 ] # d i s t r a c t
]
i n i t i a l = [ 1 . 0 / len ( product ions ) ] ∗ len ( product ions )
# emotions l a b e l s
l a b e l s = [ ’ happiness ’ , ’ c on fus i on ’ , ’ f r u s t r a t i o n ’ , ’ boredom ’ ]
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t r a n s i t i o n s = [ ]
# happiness
t r a n s i t i o n s . append ( [
[ [ 6 0 , 1 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] ] ,
[ [ 3 0 , 1 ] , [ 2 0 , 1 ] , [ 1 0 , 0 ] , [ 3 0 , 1 ] , [ 1 0 , 0 ] ] ,
[ [ 6 0 , 1 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] ] ,
[ [ 4 0 , 1 ] , [ 1 0 , 0 ] , [ 2 0 , 1 ] , [ 2 0 , 1 ] , [ 1 0 , 0 ] ] ,
[ [ 6 0 , 1 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] , [ 1 0 , 0 ] ] ,
] )
# confus ion
t r a n s i t i o n s . append ( [
[ 0 . 4 , 0 . 3 , 0 . 05 , 0 . 05 , 0 . 2 ] ,
[ 0 . 1 5 , 0 . 5 , 0 . 05 , 0 . 15 , 0 . 1 5 ] ,
[ 0 . 6 , 0 . 2 , 0 . 05 , 0 . 05 , 0 . 1 ] ,
[ 0 . 2 , 0 . 3 , 0 . 1 , 0 . 2 , 0 . 2 ] ,
[ 0 . 2 , 0 . 3 , 0 . 05 , 0 . 05 , 0 . 4 ] ,
] )
# f r u s t r a t i o n
t r a n s i t i o n s . append ( [
[ 0 . 4 , 0 . 3 , 0 . 1 , 0 . 1 , 0 . 1 ] ,
[ 0 . 1 , 0 . 5 , 0 . 05 , 0 . 2 , 0 . 1 5 ] ,
[ 0 . 7 , 0 . 15 , 0 . 05 , 0 . 05 , 0 . 0 5 ] ,
[ 0 . 2 5 , 0 . 5 , 0 . 05 , 0 . 1 , 0 . 1 ] ,
[ 0 . 3 , 0 . 3 , 0 . 05 , 0 . 15 , 0 . 2 ] ,
] )
# boredom
t r a n s i t i o n s . append ( [
[ 0 . 4 , 0 . 1 , 0 . 1 , 0 . 1 , 0 . 3 ] ,
[ 0 . 1 , 0 . 2 , 0 . 1 , 0 . 2 , 0 . 4 ] ,
[ 0 . 4 , 0 . 1 , 0 . 05 , 0 . 05 , 0 . 4 ] ,
[ 0 . 1 5 , 0 . 2 , 0 . 15 , 0 . 2 , 0 . 3 ] ,
[ 0 . 2 , 0 . 1 , 0 . 05 , 0 . 05 , 0 . 6 ] ,
] )
# emotions = [ ]
# gen = l i s t ( probs . probs (4) )
for t rans in probs . mat r i x de l im i t ed probs ( t r a n s i t i o n s [ 0 ] ) :
print ”Generating happiness f o r ” , t rans
model = detectemo . Emotion ( ” happiness ” , alphabet , trans , product ions ,
i n i t i a l )
model . id = db . save model ( con , model )
p r o c e s s e v en t s ( con , s c r i p t i d , model , window size )
return emotions
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def main ( ) :
s c r i p t i d = 7
par s e r = argparse . ArgumentParser ( d e s c r i p t i o n=’ Sc r i p t to i n f e r emotions from CAM database . ’ )
pa r s e r . add argument ( ’ window size ’ , type=int , metavar=’W’ ,
help=’Amount o f events to take in to account ’ )
args = par s e r . p a r s e a r g s ( )
con = db . connect db ( ’ l o c a l h o s t ’ , ’ a f f e c t i v e ’ , ’ a f f e c t i v e l e a r n i n g ’ ,
’ as mockup 2012 ’ )
i f con :
emotions = de f i n e emot i on s ( con , s c r i p t i d , args . window size )
con . c l o s e ( )
i f name == ” main ” :
main ( )
Appendix B
Questionnaires used in user study
2 of visualization evaluation
Questionaire to collect data
The first step is to create an anonymous ID for your responses: Provide a sequence of 4
letters followed by a sequence of 4 numbers. Make sure to write this down in order to
use the same ID in further surveys and to be able to see the data in the visualizations.
For example, you can use ”CASE1571” or ”HOME4865”. Please do not use obvious
sequences like ”AAAA0000” or ”ABCD1234”.
Short text answer
Please indicate your gender:
• Male
• Female
Please indicate your age range:
Short text answer
Please indicate the week number for which you are reporting data:
Short text answer
Affective questions
Indicate how frequently you have felt FRUSTRATED while working on the following
activities
If you have not yet worked on an activity (e.g. creation of installation instructions),
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then please select ”never” for this activity.











Indicate how frequently you have felt CONFUSED while working on the following
activities
If you have not yet worked on an activity (e.g. creation of installation instructions),
then please select ”never” for this activity.










Indicate how frequently you have felt BORED while working on the following activ-
ities
If you have not yet worked on an activity (e.g. creation of installation instructions),
then please select ”never” for this activity.
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Indicate how frequently you have felt HAPPY while working on the following activ-
ities
If you have not yet worked on an activity (e.g. creation of installation instructions),
then please select ”never” for this activity.










Indicate how frequently you have felt MOTIVATED while working on the following
activities.
If you have not yet worked on an activity (e.g. creation of installation instructions),
then please select ”never” for this activity.




















Questionaire to evaluate visualizations
Evaluation emotion and time visualization
Please enter the same ID you used in the data collection form:
Short text answer
Do you find the different charts useful?





Are you below or above average compared to the other students?
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By using the Heat map, can you find another student who is similar to you? If yes,
provide his or her ID (e.g. Student 32).
Short text answer




• Creation of documentation
• Experiment with users
• Creation of installation instructions
• No activity has motivated students




• Creation of documentation
• Experiment with users
• Creation of installation instructions
• No activity has frustrated me




• Creation of documentation
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• Experiment with users
• Creation of installation instructions
• No activity has frustrated me
What other data would you like to have visualized or made accessible? Give a priority
according to your need.







Would you like to continue using the tool?
• Yes
• No
• I don’t know
I think I would like to use this tool frequently.
1 2 3 4 5
Strongrly agree Strongly disagree
I found the tool unnecessary complex.
1 2 3 4 5
Strongrly agree Strongly disagree
I thought the tool was easy to use.
I think that I would need the support of a technical person to be able to use this
tool.
I found the various functions in the tool were well integrated.
I thought there was too much inconsistency in this tool.
I imagine that most people would learn to use this tool very quickly.
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1 2 3 4 5
Strongrly agree Strongly disagree
1 2 3 4 5
Strongrly agree Strongly disagree
I found the tool very awkward to use (”awkward” means ”lacking ease or grace”).
I felt very confident using the tool.
I needed to learn a lot of things before I could get going with this tool.
How likely are you going to recommend this tool to a friend or colleague?
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1 2 3 4 5
Strongrly agree Strongly disagree
1 2 3 4 5
Strongrly agree Strongly disagree
1 2 3 4 5
Strongrly agree Strongly disagree
1 2 3 4 5
Strongrly agree Strongly disagree
1 2 3 4 5
Strongrly agree Strongly disagree
1 2 3 4 5
Strongrly agree Strongly disagree
1 2 3 4 5
Very unlikely Very likely
