An ultimate goal of neuroscience is to understand the mechanisms of mammalian intellectual functions, many of which are thought to depend extensively on the cerebral cortex. While this may have been considered a remote objective when Neuron was launched in 1988, neuroscience has now evolved to a stage where it is possible to decipher neural-circuit mechanisms in the deepest parts of the cortex, far away from sensory receptors and motoneurons. In this review, we show how studies of place cells in the hippocampus and grid cells in the entorhinal cortex may provide some of the first glimpses into these mechanisms. We shall review the events that led up to the discovery of grid cells and a functional circuit in the entorhinal cortex and highlight what we currently see as the big questions in this field-questions that, if resolved, will add to our understanding of cortical computation in a general sense.
The cerebral cortex is the multilayered sheet of neural tissue that covers the cerebral hemispheres. The size of the cerebral cortex has increased tremendously during mammalian evolution, and it is the growth of this brain structure that is thought to give rise to the widely expanded repertoire of intellectual abilities in primates. Complex cognitive processes such as memory, imagination, reasoning, planning, and decision making are examples of functions that depend on activity across widespread cortical networks. How these functions emerge as a product of activity in distributed neuronal assemblies is poorly understood, but with the current progress in neuroscience, we may be able to figure out parts of the mechanistic fundament of some of these functions in the not too distant future.
Visual Cortex as an Early Gateway to Cortical Computation
Much of what we know about cortical computation can be traced back to Hubel and Wiesel's early work in the visual cortex. More than half a century ago, Hubel and Wiesel (1959) recorded activity of individual neurons in V1 of the cat visual cortex while patterns of light and dark were presented to the eyes of the animal. One of their key observations was that V1 neurons respond to elementary components of the visual scene. Many of their neurons fired specifically in response to bars or edges of particular orientations-some at discrete locations in the visual field (simple cells), others across a wider spatial range (complex cells) (Hubel and Wiesel, 1962) . The discovery of these cells was accompanied by the first conceptual model for the formation of receptive fields in the visual cortex, in which a spatial summation mechanism accounted for the transformations from centersurround receptive fields in the thalamus to simple cells in the cortex and from simple cells to complex cells at subsequent stages (Hubel and Wiesel, 1962) . These ideas created a fundament not only for visual neuroscience, but also for computational studies of the cortex.
Hubel and Wiesel's early studies were also important because they defined a functional architecture for visually responsive neurons in V1. The studies showed that in cats and monkeys, V1 neurons are organized in layer-spanning left-eye and righteye ocular dominance bands as well as superimposed columns of cells that respond to similar features of the visual input, such as the orientation of the stimulus (Hubel and Wiesel, 1962; 1974; 1977) . Subsequent work showed that orientation columns are arranged gradually around pinwheel centers (Bonhoeffer and Grinvald, 1991) and that, within orientation columns, cells are further organized according to direction preferences (Payne et al., 1981; Tolhurst et al., 1981; Weliky et al., 1996) .
The early studies in V1 were followed by descriptions of receptive fields at higher levels of the visual system (e.g., Gross et al., 1972; Desimone et al., 1984) . In general, as the number of synaptic relays increased, visual receptive fields became larger and more selective, and the mechanisms that could generate those patterns became harder to access. At the top of the cortical hierarchy, where information is combined across sensory systems, it was often no longer possible to match the firing patterns to any experimentally defined stimulus patterns.
Spatial Maps as a Window into High-End Cortices
The fundament that the progress in visual systems neuroscience has laid for understanding cortical computation remains unequalled. The description of the neural elements of visual representations and their organization into functional circuits has been followed by advances in other cortical sensory systems, but in all of these systems, the biggest insights are, in general, still limited to the earliest stages of cortical processing. Less is known about the higher-order association cortices, where inputs cannot be traced back to particular sensory origins. One reason why the computational operations of most high-end association cortices remain terra incognita is that, for each synaptic relay that is added, neural activity becomes increasingly decoupled from the specific features of the sensory environment. With a lacking understanding of both afferent and efferent brain regions, and the ways that information is integrated across hierarchical levels, it may get difficult to find stimulus patterns that possess any predictable relationship to the firing pattern of the recorded cells. Yet, it is the high-end cortices that we need to target if we want to understand the most complex cognitive functions.
The hippocampus and entorhinal cortex have often been depicted as the apex of the cortical hierarchy (Felleman and Van Essen, 1991; Van Essen et al., 1992; Squire and Zola-Morgan, 1991; Lavenex and Amaral, 2000;  Figure 1 ). On this background, it may come as a surprise that these systems contain a set of representations that perfectly match an attribute of the external world: the animal's location in space. In the hippocampus, place cells fire specifically at one or a few locations in the animal's environment (O'Keefe and Dostrovsky, 1971) . In the medial part of the entorhinal cortex, grid cells fire at multiple locations that, for each cell, define a hexagonal array across the entire available space (Hafting et Visual input is shown at the bottom (RGC, retinal ganglion cells; LGN, lateral geniculate nucleus) and entorhinal cortex (ER) and hippocampus (HC) at the top. One of the goals of modern neuroscience is to understand pattern formation in highend cortices such as the entorhinal cortex and the hippocampus. Adapted, with permission, from Felleman and Van Essen (1991) . cells intermingle with head direction cells, which fire specifically when the animal faces certain directions, and border cells, which fire specifically when animals move along borders of the local environment (Sargolini et al., 2006; Savelli et al., 2008; Solstad et al., 2008) . Collectively, these cell types form the elements of what we will refer to as the entorhinalhippocampal space circuit.
In this review, we shall take a historical perspective and describe the unfolding of a system of elementary correlates for representation of space in the hippocampus and the entorhinal cortex. We shall discuss mechanisms that might generate this representation, many synapses away from the specific receptive fields of the sensory cortices, and we shall elaborate on how the evolution of a functional architecture within this system might benefit not only mapping of space, but also the formation of high-capacity memory.
From Place Cells to Grid Cells
The study of spatial representation and spatial navigation started long before neuroscientists approached the cortex. The notion of an internal spatial map can be traced back to Edward C. Tolman, who in his cognitive theory of learning suggested that behavior was guided by a map-like representation of stimulus relationships in the environment, rather than by chains of stimulus-response sequences of the type envisaged by Thorndike and Hull (Tolman, 1948) . The internal map was thought to enable animals to navigate flexibly in the environment, taking shortcuts and making detours when previously traveled routes were less effective. Tolman's ideas remained controversial for decades, partly because scientists did not have tools to determine if the cognitive entities proposed by Tolman actually existed.
Tolman's ideas were revitalized many years after his death, after the development of microelectrodes for extracellular recording from single neurons in behaving animals. This development led Ranck (1973) and O'Keefe and Dostrovsky (1971) to monitor activity from single neurons in the hippocampus of freely moving rats. Both laboratories found reliable links between neural firing and the animal's behavior, but it was O'Keefe and Dostrovsky who found that the firing depended on the animal's location in the environment. Cells with location-dependent firing were termed place cells, and their specific firing locations were referred to as place fields. Different cells were found to have different place fields (O'Keefe, 1976) . The place representation was shown to be nontopographic in the sense that place fields of neighboring cells appeared no more similar than place fields of more widely spaced neurons. The fact that each location in the environment was associated with a unique combination of active place cells pointed to the place cells of the hippocampus as a physical manifestation of Tolman's cognitive map (O'Keefe and Nadel, 1978) . This idea was later reinforced when new technology made it possible to record simultaneously from many dozens of place cells and the trajectory of the animal could be reconstructed from the cumulative firing of these cells (Wilson and McNaughton, 1993) .
The discovery of place cells was followed by three decades of studies focusing, among other questions, on the properties of the environment that determined the localized firing of the place cells (Muller, 1996) . The neural origin of the signal remained deeply enigmatic, however. Much of the challenge was related to the relative isolation of the hippocampus in the functional brain map. The hippocampus was encircled by areas that were poorly characterized structurally as well as functionally. The major cortical input and output of the hippocampus, the entorhinal cortex, was no exception.
It is only now that the entorhinal cortex is beginning to peek out from the dark. At the turn of the millennium, entorhinal activity from freely moving animals had been reported in only a handful of studies. Of particular interest is the report by Quirk et al. (1992) in which the authors recorded activity of individual neurons in medial entorhinal cortex while rats were foraging in a cylindrical environment identical to the ones used by the same authors for place-cell recording in the hippocampus. The neurons had spatial firing preferences, but the firing fields appeared larger and noisier than in hippocampal neurons, and the coactivity patterns did not, like place cells, respond to geometric transformations of the environment. Together with two studies that showed similarly dispersed firing fields in linearized environments (Barnes et al., 1990; Frank et al., 2000) , the observations of Quirk et al. (1992) suggested that some location-specific firing exists prior to the hippocampus. However, the confined nature of the firing was thought to originate within the hippocampus itself. The idea that place fields evolved within the hippocampal circuit led us to monitor activity in place cells from CA1, the output stage of the hippocampus, after all input from other hippocampal subfields was disconnected (Brun et al., 2002) . Somewhat to our surprise, small, well-defined place fields were still present in CA1, suggesting either that place fields were generated within the local network of CA1 or they were derived, primarily, from spatially responsive cells in upstream cortical regions with direct inputs to the CA1. We decided to explore the latter alternative.
A key event in the search for cortical origins of the place-cell signal was the recognition that the hippocampal-entorhinal system is functionally organized along its dorsoventral axis. Our own awareness to this issue was raised by the observation that spatial learning in a water maze navigation task is impaired significantly more by lesions in the dorsal part of the hippocampus than by equally large lesions in the ventral part (Moser et al., 1993; . This observation directed us to studies of Menno Witter, who in the 1980s provided evidence for rigid topographical organization along the hippocampal-entorhinal dorsoventral axis. Witter and colleagues showed that dorsal parts of the hippocampus connect to dorsal parts of the entorhinal cortex and ventral parts of the hippocampus to ventral parts of the entorhinal cortex (Witter and Groenewegen, 1984; Witter et al., 1989) . Dorsal and ventral entorhinal regions were in turn linked to different parts of the rest of the brain (Witter et al., 1989; Burwell and Amaral, 1998) . The discovery of entorhinal-hippocampal projection topography raised the possibility that previous recordings in the entorhinal cortex had not targeted those regions that had the strongest connections to the dorsal quarter of the hippocampus, where nearly all place-cell activity had been recorded at that time. With this mismatch in mind, we decided, together with Menno Witter, to approach the dorsalmost parts of the medial entorhinal cortex. The move paid off; recordings from this region showed firing fields that were as sharp and confined as in the hippocampus (Fyhn et al., 2004) . The difference was that each cell had multiple firing fields that were scattered around in the entire recording arena.
In order to visualize the spatial organization of the firing fields of each cell, we next decided to test the animals in larger environments, where a larger number of fields could be displayed (Hafting et al., 2005) . It could now be seen that the fields formed a hexagonal array, with equilateral triangles as a unit, like the arrangement of marble holes on a Chinese checkerboard ( Figure 2) . We termed the cells grid cells. The grid pattern was similar for all cells, but the spacing of the fields, the orientation of the grid axes, and the x-y location of the grid fields (their grid phase) might vary from cell to cell. The pattern persisted when the room lights were turned off and was not abolished by variations in the speed and the direction of the animal, pointing to self-motion signals as a major component of the mechanism that determined the firing locations. The continuous adjustment for changes in speed and direction suggested that grid cells had access to path-integration information (Hafting et al., 2005; McNaughton et al., 2006) . However, at the same time, grid fields appeared in the same locations on successive trials, and the fields rotated in correspondence with rotated landmarks, suggesting that firing positions are also responsive to the configuration of landmarks in each environment.
More extensive recordings soon showed that grid cells intermingle with other cell types. While grid cells predominated in layer II of the medial entorhinal cortex, intermediate and deep layers also contained a large fraction of head direction cells (Sargolini et al., 2006) . Head direction cells, originally described in the dorsal presubiculum (Ranck, 1985) , are cells that fire specifically when animals face a certain direction, regardless of the animal's position (Taube et al., 1990a; 1990b) . In the medial entorhinal cortex, many head direction cells were also grid cells, firing only when the animal passed through the grid vertices with its head in a certain direction (Sargolini et al., 2006) . Two years later, grid cells and head direction cells were found to colocalize with a third type of cell: border cells (Savelli et al., 2008; Solstad et al., 2008) . These cells fired specifically when the animal was near one or several borders of the local environment, such as a wall or an edge. The firing fields followed the walls when the walls were moved, and when a new wall was inserted, a new firing field often emerged along the insert. Grid cells, head direction cells, and border cells were found to coexist not only in the medial entorhinal cortex, but also in the adjacent presubiculum and parasubiculum (Boccara et al., 2010) .
Collectively, these observations pointed to a second internal map of space, different from the place-cell map described in the hippocampus. Grid cells, head direction cells, and border cells may be key elements of this map. The clearest difference between these cell types and the place cells in the hippocampus is perhaps the invariance of the activity patterns in the entorhinal cortex. Entorhinal cells appear to fire in all environments, and many cells maintain their phase and orientation relationships from one environment to the next. For example, two grid cells with similar vertex locations in one environment may fire at similar positions also in other environments (Fyhn et al., 2007) . The persistence of coactivity patterns also applies to head direction cells (Taube et al., 1990b; Taube and Burton, 1995; Yoganarasimha et al., 2006; Solstad et al., 2008) and border cells (Solstad et al., 2008) .
Until recently, studies of entorhinal cell types focused mainly on single-cell properties. Recent developments have made it possible to record activity from many dozens of grid cells at the same time. Up to 180 grid cells could be recorded per animal (Stensola et al., 2012) . With such extensive recordings, it was possible to show, in individual animals, that grid cells are organized into a small number of maps with discrete properties (Figure 3) , as had been suspected based on recordings with small cell numbers . Within the area of entorhinal cortex that could be sampled, four or five different grid modules were identified. Each module had a unique grid spacing. The smallest values predominated at the dorsal end of the medial entorhinal cortex. Modules with larger spacing were added successively as recording electrodes were advanced ventrally. There was a strict scale relationship between modules, with grid scale increasing, on average, by a factor of 1.4 from one module to the next, as in a geometric progression. A modular organization with geometric scaling has been shown in theoretical analyses to be the one that best allows position to be estimated from grid cells (Mathis et al., 2012) . With the finding that the grid map is modular, a functional architecture for the representation of space is beginning to unfold, but many questions remain. For example, the cellular substrate of the grid modules has not been determined. The distribution of grid modules does not correspond to any familiar molecular expression pattern, and we do not know whether and how grid cells in the same module are linked to each other. If cells from the same module are connected, when and how do these connections develop? Are cells from the same grid module derived from the same population of progenitor cells, as reported for cells with similar orientation preferences in the visual cortex (Li et al., 2012; Ohtsuki et al., 2012) ? Or do functional modules develop by activity-dependent mechanisms in response to specific patterns of experience (Ko et al., 2013) ? These possibilities are not mutually exclusive (Ko et al., 2013) . Answers to such questions will increase our understanding of how functional architecture arises, not only in the entorhinal cortex, but in the cortex in general.
Three Questions
In the remainder of this review, we shall highlight three questions that we believe will be central to investigations of entorhinal spatial map formation in the years to come: (i) the mechanisms of the grid pattern, (ii) the mechanisms for transformation between entorhinal and hippocampal firing fields, and (iii) the mechanisms for transformation of a rigid population response in the entorhinal cortex to a wide spectrum of uncorrelated representations in the hippocampus, a property that may be crucial to the formation of high-capacity episodic memory. Question 1: How Are Grid Cells Generated? Since grid cells were discovered in 2005, a number of mechanisms have been proposed for these cells. These mechanisms could generally be sorted into two classes, both of which assume that grid cells perform path integration in response to incoming velocity signals Giocomo et al., 2011) .
One category of models, oscillatory interference models, has suggested that grid patterns emerge within cells as a result of interference between oscillators of different frequencies, where the frequency of one of the oscillators is determined by the instantaneous running speed of the animal in a particular direction Hasselmo et al., 2007; Blair et al., 2007; Burgess, 2008) . The simultaneous appearance of these oscillators within a cell or among the inputs to a cell generates an interference pattern in the membrane potential of the cell along the orientation of the velocity-controlled oscillator. Because the frequency of this pattern is constantly modulated by velocity, the oscillation is transformed to a spatial oscillation. If there are three oscillators, and their preferred orientations are somehow separated by 60 degrees, a hexagonal spatial firing pattern is generated.
Experimental evidence has not generally supported the specific mechanisms for grid patterns proposed in the oscillatory interference models. Two key assumptions have recently been tested. One is that grid cells require theta oscillations. Grid cells have now been recorded in two species in which theta oscillations occur only intermittently. In bats (Yartsev et al., 2011) and monkeys (Killian et al., 2012) , grid patterns were as prominent in the absence of theta oscillations as in their presence, suggesting that the grid mechanism is theta independent (but see Barry et al., 2012) . A second prediction was that when theta oscillations occur, grid fields should coincide with theta-interference waves in the membrane potential. This prediction remains largely unsupported, as whole-cell recordings from grid cells fail to show any association between grid vertices and changes in the amplitude of theta oscillations in the cell's membrane potential (Domnisoru et al., 2013; Schmidt-Hieber and Hä usser, 2013) . Finally, the oscillatory interference models share the theoretical limitation that the 60-degree separation-the very phenomenon to be explained-is put in by hand, i.e., 60-degree separation is supposed to be present already in the inputs to the grid cells . Taken together, these experimental and theoretical considerations have suggested to many researchers that theta oscillations and theta interference are not necessary for the formation of spatial periodicity.
The recent downturn of the oscillatory interference models has raised increased interest in the other major class of grid cell models. This class of models suggests that hexagonal firing patterns emerge as an equilibrium state in competitive attractor networks with strong recurrent excitatory and inhibitory connections (Fuhs and Touretzky, 2006; McNaughton et al., 2006; Burak and Fiete, 2009; Moser et al., 2014) . Neural activity is moved across such networks in response to velocity signals, in agreement with the animal's movements through the environment. During the early days of grid cells, the recurrent connections were thought to be excitatory, with an inhibitory surrounding. However, this assumption does not fit with the connectivity of the cell type that apparently expresses the most periodic grid pattern: the stellate cells of layer II in the medial entorhinal cortex. Stellate cells are interconnected almost exclusively via inhibitory interneurons (Dhillon and Jones, 2000; Couey et al., 2013; Pastoll et al., 2013) . If grid patterns are generated in stellate cells, the competitive interactions must therefore be exclusively inhibitory. In favor of this possibility, recent modeling has shown that in networks where each neuron has an inhibitory output of a constant magnitude and a fixed radius, activity will self-organize into a stable hexagonal grid pattern (Couey et al., 2013; Bonnevie et al., 2013; Pastoll et al., 2013) (Figure 4) . One condition for this to occur is for the network to receive steady excitatory input from an external source. Without such input, the firing of a grid cell would be determined by its external inputs, such as directional signals from the head direction system. Experimental work supports this prediction. Removal of one of the major excitatory inputs (from the hippocampus) leads to disruption of the grid pattern at the same time that directional modulation is increased (Bonnevie et al., 2013) .
The attractor models receive indirect support from a number of research lines. The strongest indication of an attractor mechanism is perhaps the observation that, within a grid module, the spatial relationship between pairs of grid cells persists across environments and environmental manipulations, despite substantial changes in the sensory input (Fyhn et al., 2007; Yoon et al., 2013) . The fact that cell-cell relationships are better preserved across environments than responses of single cells speaks in favor of a network organization in which grid-cell activity falls into a low number of internally generated stable states (Yoon et al., 2013 ). An additional line of support for this Neuron 80, October 30, 2013 ª2013 Elsevier Inc. 769 Neuron Perspective idea is the fact that grid cells are organized in modules with similar grid spacing and grid orientation (Stensola et al., 2012) . This is an implicit and necessary assumption of all existing attractor models for grid cells. A modular organization makes it possible to maintain a constant relationship between velocity of movement and displacement in the neural sheet such that the hexagonal organization of the grid network is reflected in the activity of individual neurons. Both sets of observations-internal coherence and modularity-are consistent with the notion that individual grid modules operate as attractor networks, but they do not prove it.
It is important to be aware that the current evidence does not directly address the core ideas of the models, the mechanisms for hexagonal pattern formation and speed-dependent network translation. In future work, it will be necessary to test these mechanisms by direct observation, e.g., by monitoring spatial firing patterns in large networks of cells with known connectivity. It will be necessary to more directly address key assumptions, such as the proposed connectivity preference between grid cells with similar firing locations. The recent availability of tools for the tracing of connectivity in functionally identified neurons may allow such experiments to be realized in the not too distant future. Finally, the extent to which the network is robust against noise in functional connectivity must be determined . Variations in strength of input and output may cause unwanted drift that destroys the periodicity of the grid pattern. It is currently not known how networks circumvent such drift, although interesting proposals have been made (Itskov et al., 2011) . In the absence of clear answers to these challenges, it may be fair to conclude that the available evidence speaks in favor of some sort of attractor mechanism, but the detailed implementation is certainly not well understood. Question 2: How Are Grid Cells Transformed to Place Cells? How are outputs from grid cells and other entorhinal cells transformed to place signals in the hippocampus? One of the first neural code transformations to be investigated in the cortex was the conversion of concentric receptive fields in the lateral geniculate nucleus to orientation-specific linear receptive fields in simple cells of the visual cortex (Hubel and Wiesel, 1959) . This transformation was explained by a simple spatial summation mechanism (Hubel and Wiesel, 1962) . However, with the single-spine resolution of modern imaging technologies, it seems clear that, at least in layers II-III, the synaptic inputs to individual orientation-selective V1 cells span a wide range of orientations, although the average tuning across this wide range is similar to that of the somatic output (Jia et al., 2010; Chen et al., 2013) . The shaping of an orientation-selective output may thus be a more complex process than previously thought, involving dendritic amplification as well as local circuit mechanisms. Similarly complex mechanisms may be involved in the formation of place signals from entorhinal spatial outputs.
In the earliest models for grid-to-place transformation, place fields were thought to be generated by a Fourier mechanism in which periodic fields from grid cells with different grid spacing and orientation were linearly combined to yield a single-peaked place field (O'Keefe and Burgess, 2005; Fuhs and Touretzky, 2006; McNaughton et al., 2006; Solstad et al., 2006) . The resulting signal was also periodic, but because different wavelengths were combined, large-amplitude signals were expected only at widely spaced locations-too far from each other for repeated activity to be seen in an experimental setting. In their reliance on summation of inputs from specific classes of neurons, this family of models bears some similarity to the early models for formation of linear orientation-specific receptive fields in the visual cortex.
The idea that place cells are generated by outputs from grid cells with specific properties raises the question of whether other entorhinal cell types are not relevant to the formation of place cells. We have tested which entorhinal cell types project to the hippocampus using an optogenetic-electrophysiological strategy in which the light-sensitive channel protein channelrhodopsin-2 is expressed selectively in the hippocampus-targeting subset of entorhinal projection neurons . With this strategy, directly projecting neurons could be identified in medial entorhinal cortex as neurons that responded at minimal latencies to a local light stimulus. As expected, a large number of spatially modulated entorhinal projection cells were grid cells; however, the entorhinal projection also contained other cell types, including border cells and head direction cells as well as many cells with no detectable spatial correlate. The results suggested that the hippocampus receives direct input from a broad range of entorhinal functional cell types, conveying information from a variety of sources that contain both path-integration and landmark-based information (O'Keefe, 1976; O'Keefe and Burgess, 1996; Gothard et al., 1996; Terrazas et al., 2005) .
In the presence of such diversity of inputs, it is perhaps unlikely that place cells are generated exclusively from grid cells. If the spectrum of inputs to an individual cell is broad, sharply confined place fields may only be generated after the addition of local mechanisms, such as recurrent inhibition (de Almeida et al., 2009; Monaco and Abbott, 2011) , changes in synaptic strength (Rolls et al., 2006; Savelli and Knierim, 2010) , or active dendritic properties (Smith et al., 2013) . If this turns out to be true, the mechanisms for place field refinement would, in part, have returned to the hippocampus, where our search started more than 10 years ago. The difference, however, is that now we have some knowledge of the functional nature of the hippocampal inputs. This brings us closer to deciphering the mechanisms by which those inputs are converted to place-cell signals.
The formation of place cells from grid cells and other entorhinal outputs may share key properties with the mechanism for receptive field formation in the sensory cortices. In orientation-selective neurons of the visual cortex, a broad range of orientation inputs is transformed into a specific orientation preference in the firing pattern (Jia et al., 2010 : Chen et al., 2013 , and in the auditory cortex, a wide distribution of frequency preferences in the synaptic inputs is converted to a narrow range in the cell's output (Chen et al., 2011) . The mechanisms for these transformations remain to be determined, but with the availability of methods that can monitor activity across synaptic inputs and dendritic segments at the same time as the cell's output, significant advances may soon take place. A similarly sophisticated set of transformation mechanisms in the entorhinal-hippocampal circuit would definitely enhance the computational power of hippocampal representations. Convergent input from a broad spectrum of cell types would enable individual place cells to respond dynamically, favoring different types of input under different behavioral circumstances . Question 3: From Space to Memory A third topic that we consider fundamental for future studies is the relationship between space and memory. The observation that grid cells are organized as discrete modules is important not only because it provides a neural architecture for space, but also because of its putative consequences for the formation of representations in downstream brain areas, such as the hippocampus.
Simultaneous recording from multiple grid modules has shown that when the local environment is geometrically deformed, some modules rescale in accordance with the deformation, whereas others do not (Stensola et al., 2012) . If individual modules respond independently to changes in the environment, the coactivity pattern among grid cells may be changed at all locations in the recording environment, and a different subset of place cells is likely to be recruited at each place (Fyhn et al., 2007; Stensola et al., 2012; Buzsá ki and Moser, 2013) . Independent module responses might thus give rise to a very large number of coactivity patterns in the hippocampus in the same way that a combination lock with only five digits may give rise to a hundred thousand unique patterns with only ten response alternatives per module (Rowland and Moser, 2014) . Computational simulations have verified that extensive diversity can be generated with a number of modules that correspond closely to the experimental data (Monaco and Abbott, 2011) . This expansion of neuronal patterns may have been the mechanism that during evolution allowed the hippocampus to take on an increasingly important role in high-capacity episodic memory formation (Buzsá ki and .
The proposed link between grid modules and hippocampal memory capacity remains to be tested, however. We know that individual grid maps maintain their functional structure from one environment to the next (Fyhn et al., 2007; Solstad et al., 2008) , whereas hippocampal representations are diverse, showing complete independence across pairs of recording environments (Muller and Kubie, 1987; Leutgeb et al., 2004) . Whether this transformation from a small number of entorhinal maps to a large number of hippocampal maps is evoked by independent responses among grid modules remains to be tested. Similarly, the neural mechanisms that could enable such a transformation and the detailed consequences for memory formation remain elusive.
Evolution of the Space Circuit
The fundamental properties of the entorhinal-hippocampal space circuit seem to be preserved across mammalian evolution. While most studies of this system use rodents, grid cells have also been found in bats, which are phylogenetically distant from rodents (Yartsev et al., 2011) . All cardinal features of rodent grid cells are preserved in bats, including not only hexagonal firing, but also the coherence of grid orientation and grid spacing, the apparent lack of phase topography, the increase in grid scale along the dorsoventral axis, and the modulation of firing rate by velocity. In bats, as in rodents, grid cells colocalize with head direction cells and border cells. More recently, grid cells have been reported in monkeys, but here the hexagonal firing was determined by where the monkey fixated on a visual image (Killian et al., 2012) . The dependence on view location in monkey grid cells is reminiscent of earlier work suggesting that in monkeys, hippocampal and parahippocampal cells fire when the animal looks at certain locations, independently of where the animal is located (Rolls and O'Mara, 1995; Rolls et al., 1997) . Collectively, these findings suggest that in primate evolution, grid cells and place cells became responsive not only to changes in the speed and direction of locomotion, but also the velocity of the animal's eye movements. Whether grid cells of monkeys are driven only by saccades or also by locomotion remains to be determined. The fact that grid cells have been reported in humans performing a virtual reality task (Jacobs et al., 2013) reinforces the view that, in primates, grid activity can be evoked by a spectrum of sensory inputs and that the grid network may be used for multiple purposes. Exploration of the variety of functions potentially served by grid cells in primates should certainly have priority.
Conclusion
The mammalian space circuit is one of the first nonsensory cognitive functions to be understood in mechanistic terms. With the presence of grid cells, and with the availability of new tools for selective activation and inactivation of circuit elements, it has become possible to study neural computation at the high end of the cortical hierarchy, far away from sensory inputs and motor outputs. A huge benefit of studying these cells is the close correspondence between the firing pattern and a property of the external world: the animal's location in the environment. This correspondence provides researchers with easy experimental access to high-end neuronal coding within the circuits where the codes are generated. Understanding how space is created in this circuit may provide important clues about general principles for cortical computation that extend well beyond the domain of space, touching on the realms of thinking, planning, reflection, and imagination.
