Abstract-This paper studies a class of random nonlinear systems with time-varying delay, in which the r-order moment (r ≥ 1) of the random disturbance is finite. Firstly, some general conditions are proposed to guarantee the existence and uniqueness of the global solution to random nonlinear timedelay systems. Secondly, some definitions and criteria on noiseto-state stability in the moment sense and in probability sense are given by Lyapunov method respectively. Finally, two regulation controllers are constructed respectively for two corresponding random nonlinear time-delay systems and the effectiveness of two proposed recursive procedures are demonstrated by two simulation examples.
I. INTRODUCTION
Time-delay is widespread in many actual systems such as network transmission systems, hydraulic systems and power systems. The time-delay phenomenon is often caused by the inherent characteristics of physical systems such as communication system and mechanical drive system. In addition, the devices of practical systems (for instance, controllers and actuators) need time to complete operations during the running process of systems, which inevitably makes the time-delay phenomenon. The existence of time-delay phenomenon can affect system performance seriously and brings difficulties for system analysis and synthesis. Nevertheless, time-delay phenomenon sometimes can be used to improve the control performance of some systems such as repetitive control systems. Therefore, it is of great significance to study how to eliminate and utilize time-delay phenomena. Over the past few decades, many scholars have committed themselves to studying timedelay systems in theory and engineering applications ( [1] [2] [3] ).
On the other hand, many practical systems in engineering, which are often subject to random disturbance from external environment, are modeled as stochastic nonlinear systems or random nonlinear systems ( [4] [5] [6] [7] ). The difference lies in the random disturbance which appeared in the former is a white noise process (i.e., the derivative of Wiener process), while the random disturbance in the latter is a stationary stochastic process. Since the white noise has infinite bandwidth, some actual systems are more suitable to be modeled as random nonlinear systems from the energy view.
Along with the work of Khas'minskii, Krstić and Deng, Mao and other scholars in stochastic control field, the remarkable development has been achieved (please refer to [5] , [8] [9] [10] and the references therein). This promotes the study of stochastic nonlinear time-delay systems. [11] designed an output-feedback controller by Lyapunov-based recursive method such that a class of stochastic lower triangular systems with constant delay only appeared in drift term is exponentially stable. For general stochastic nonlinear time-delay systems, [12] proposed some conditions to guarantee that systems solution exists and is unique, and gave the global stability criteria in probability sense. Besides, the adaptive outputfeedback stabilization controller for a class of stochastic lower triangular systems with time-delay is constructed in [12] . By the stability results in [12] , [13] constructed an outputfeedback controller to achieve globally asymptotically stable in probability sense for stochastic high-order nonlinear timedelay systems satisfying some assumptions and [14] studied stabilization control for a class of stochastic upper-triangular nonlinear systems with time-delay by state feedback approach. However, for random nonlinear systems, most findings in existing literature (such as [7, [15] [16] [17] [18] [19] ) didn't investigate the influence of time-delay phenomenon on systems dynamics behavior. The corresponding results about random nonlinear time-delay systems also have not been reported in existing literature. This motivates us to focus on random nonlinear time-delay systems.
Inspired by [7] and [12] , this paper considers the stability of random time-delay systems and regulation control problems for random nonlinear feedback time-delay systems. The main contributions of this paper include three aspects: (1) For random time-varying delay systems with some general conditions, this paper analyzes the existence and uniqueness of global solution.
(2) Some definitions and criteria on noise-to-state stability (including in the moment sense and in probability sense ) are proposed based on Lyapunov function approach. (3) Applying the obtained stability results, two classes of regulation control problems are studied by constructing different Lyapunov-Krasovskii functionals, respectively. This paper is organized as follows. Section II investigates the existence and uniqueness of global solution for random systems with time-delay. Some definitions and noise-to-state stability criteria are proposed in Section III. As applications, two kinds of regulation problems are discussed in Section IV and Section V, respectively. In Section VI, two corresponding simulation examples illustrate the feasibility and effectiveness of proposed two controller design procedures. Section VII gives the conclusions of this paper.
Notions: |x| and x T represent the usual Euclidean norm and the transpose of vector x, respectively. ||A|| denotes the 2-norm of matrix A and ||A|| F stands for the Frobenius norm of matrix A. R + and R n represent the set of nonnegative real numbers and the real n-dimensional space, respectively. C([t− τ, t]; R n ) represents the space of continuous functions q from [t − τ, t] to R n with the norm |q t | = sup −τ ≤θ≤0 |q(t + θ)| for τ > 0 and t ≥ 0. The set of functions with continuous i-th partial derivative is denoted as C i , and the function W (t,
means that the function γ(t) defined on R + is strictly increasing, continuous and vanish at origin;γ(t) ∈ K ∞ implies that γ(t) ∈ K andγ(t) is unbounded; β(s, t) ∈ KL denotes that β(s, t) ∈ K for each fixed t, and lim t→∞ β(s, t) = 0 holds for each fixed s. Function h(s) is convex on D, if for any
II. PRELIMINARIES
In this section, one discusses the existence and uniqueness of solution to random differential delay equations (RDDEs) that are a special class of random functional differential equations (RFDEs). So, one firstly discusses the the existence and uniqueness of solution to RFDEs and then analyze the existence and uniqueness of solution to RDDEs.
A. The existence and uniqueness of solution to RFDEs
Consider the following random functional differential equationẋ
with the initial data
The state is x(t) ∈ R n , ξ(t) ∈ R m represents a piecewise continuous and F t -adapted stochastic process defined on the complete filtered probability space (Ω, F , {F t } t≥t0 , P ), and it has finite r-order moment (i.e., sup t≥t0 E|ξ(t)| r < K with r ≥ 1 and K being positive constants).
Borel measurable, piecewise continuous in t and locally Lipschitz continuous in x t ∈ R n , moreover, f (t, 0) and g(t, 0) are bounded.
with initial value x t0 = ϕ is an R n -valued stochastic process and satisfies that (i) x(t) and {x t } t0≤t≤T are continuous and
The uniqueness of solution to equation (1) is in almost sure sense, that is to say, a solution x(t) is called to be unique if P {x(t) =x(t), t 0 − τ ≤ t ≤ T } = 1, wherex(t) is another solution to equation (1) . For any T > t 0 − τ , if there exists a unique solution to equation (1) 
In order to establish the sufficient conditions, which ensure that the global solution to equation (1) exists and is unique, one introduces the first exit time from a region U k = {x : |x| < k} and its limit. Let ρ k = inf{t ≥ t 0 : |x(t)| ≥ k} and ρ ∞ = lim k→∞ ρ k almost surely, where ρ k are stopping times, inf φ = ∞, and k ≥ 1 is any integer.
Lemma 1: For equation (1), if there is a function V (t, x(t)) ∈ C 1,1 ([t 0 − τ, ∞) × R n ; R + ) and constants c 0 and d 0 > 0 such that for any integer k ≥ 1 and t ≥ t 0 ,
then there exists a unique solution on [t 0 − τ, ∞) to equation (1) . Proof: For every integer k ≥ 1, one defines the following truncation functions
Then f k (t, x t ) and g k (t, x t ) satisfy the Lipschitz condition. Adopting a similar way as Lemma 3 in [7] , one can prove that there exists a unique F t -adapted solution x k (t) satisfyinġ
with the initial value
, the details of proof is omitted here. It is clear that
Define x(t) = x k (t), t ∈ [t 0 , ρ k ), k ≥ 1, then it follows from (4) and (5) that for any t ≥ t 0 and k ≥ 1,
First, one considers the case of ρ ∞ < T < ∞, then
which means that equation (1) has a maximal solution x(t), t ∈ [t 0 , ρ ∞ ), where ρ ∞ is often called the explosion time. The uniqueness of x k (t) on [t 0 , ρ ∞ ) can lead to the uniqueness of the solution x(t) on [t 0 , ρ ∞ ). By now, there exists a unique solution x(t) to equation (1) on [t 0 − τ, ρ ∞ ) and the solution x(t) is F t -adapted, which can be inferred from the fact that
Next, one begins to show ρ ∞ = ∞ almost surely. In fact, if ρ ∞ < ∞ almost surely, then there exist constants T > 0 and ε > 0 such that P {ρ ∞ ≤ T } > ε. Because lim k→∞ ρ k = ρ ∞ almost surely, there is a integer k 0 such that
For any fixed
On the other hand, one defines ̺ k,T = inf{V (t, x(t)) : (2) . It follow from (6) and (7) 
Since letting k → ∞ yields a contradiction, one has ρ ∞ = ∞ almost surely. So, there is a unique global solution x(t) on [t 0 − τ, ∞) for equation (1) .
Lemma 2: For equation (1), aussume that there are a function V (t,
where −τ ≤ θ ≤ 0 and t ≥ t 0 , then equation (1) has a unique solution on [t 0 − τ, ∞).
Proof: From the proof of Lemma 1, one knows that there is a unique maximal local solution x(t) on [t 0 −τ, ρ ∞ ) for equation (1) . Therefore, one need to testify that ρ ∞ = ∞ almost surely.
By Fubini's theorem [Theorem 2.39, 20] and (9), one has
where
is a increasing function of t, one can obtain the following inequality from (10)
By Gronwall's inequality [Theorem 1.20, 20] , one gets
It is certain that
On the other hand, for any R ≥ 0, one defines that δ(R) = inf R≤|x|,t0≤t V (t, x(t)), then it is easy to show that δ(|x(t)|) ≤ V (t, x(t)) and lim R→∞ δ(R) = ∞ which comes from (8) . It follows from (11) that
Letting first k → ∞ and then t → ∞, P {̺ ∞ < ∞} = 0 can be obtained, that is, ̺ ∞ = ∞ almost surely. This means that ρ ∞ = ∞ almost surely. Thus, equation (1) has a unique solution on [t 0 − τ, ∞).
B. The existence and uniqueness of solution to RDDEs
For the following random differential delay equationṡ
with the initial value x t0 = ϕ = {ϕ(t) :
System state is x(t) ∈ R n , and the random disturbance ξ(t) ∈ R m is in accord with that of system (1). Borel measurable function τ (t) is defined on [t 0 , ∞) and takes values on [0, τ ]. Borel measurable functions f :
n×m satisfy locally Lipschitz condition with respect to x(t−τ (t)) and x(t), respectively. In addition, f (t, 0, 0) and g(t, 0, 0) are bounded.
One introduces (12) can be rewritten aṡ
This implies that RDDEs are in fact a special class of RFDEs. Therefore, one can obtain the following sufficient conditions such that system (12) has a unique global solution.
Lemma 3: For system (12) , if there are a function (2) and (3) hold for any integer k ≥ 1 and t ≥ t 0 , then there is a unique solution to system (12) with initial value
For system (12), since both f (t, x(t − τ (t)), x) and g(t, x(t − τ (t)), x) are Borel measurable functions and satisfy locally Lipschitz condition with respect to x(t − τ (t)) and x, respectively. In other words, for any R > 0, there is a positive constant L R such that for ∀x 1 , x 2 ∈ U R , x 1 = x 2 and
Note that |q t | = sup 0≤τ (t)≤τ |q(t − τ (t))|, then one has
It follows from (14) and (15) that
This means that equation (13) satisfies the locally Lipschitz condition. From Lemma 1, there is a unique solution on
, constant c 0 and positive constant d 0 satisfying (2) and (3). Since equation (12) is equivalent to equation (13), there exists a unique solution to system (12) .
Definition 2: [Definition 1, 7] For any ε > 0, if there is a positive constant ǫ such that P {sup t≥t0 |φ(t)| > ǫ} ≤ ε holds, then the stochastic process φ(t) is bounded in probability.
Lemma 4: For system (12), if there are a function
hold, then system (12) has a unique solution. Remark 1: Since the proof of Lemma 4 is similar to that of Lemma 2, the detailed proof of Lemma 4 is omitted here.
Lemma 5: For system (12) , if there exist a function
and a positive constant d 0 such that for any integer k ≥ 1, (2) and
hold, then system (12) has a unique solution and this unique solution is bounded in probability.
Proof: According to Lemma 3, system (12) has a unique global solution. From (17) , one has
On the other hand, by Lemma 1.4 in [5] , one gets
Thus, there is a positive constant r such that for any ε > 0,
This implies that the unique global solution of system (12) is bounded in probability.
Lemma 6: [21] y(t), k(t) and w(t) are continuous functions on
holds for almost all t ∈ [t 0 , ∞). Then,
Lemma 7: [22] For functions χ 1 , χ 2 , · · · , χ n and l ≥ 1, the following inequality holds
III. MAIN RESULTS
In this section, one discusses the noise-to-state stability of random time-delay systems (12) in the moment sense and in probability sense, respectively. First, for random nonlinear time-delay systems (12), one gives some definitions about the ultimate boundedness of system state and noise-to-state stability.
Definition 3: If there exist functions γ ∈ K and β ∈ KL such that E|x(t)| m ≤ β(|ϕ|, t − t 0 ) + γ(sup t0≤l≤t E|ξ(l)| r ) holds for system (12) with any given initial value ϕ ∈ C
, where m is a positive constant and |ϕ| = sup t0−τ ≤s≤t0 |ϕ(s)|, then system (12) is called to be noise-to-state stable in the m-th moment sense(NSS-m-M).
Definition 4: For any ε > 0, if there exist functions γ ∈ K and β ∈ KL such that P {|x(t)| ≤ β(|ϕ|, t − t 0 ) + γ(sup t0≤l≤t E|ξ(l)| r )} ≥ 1 − ε holds for system (12) with
, where |ϕ| = sup t0−τ ≤s≤t0 |ϕ(s)|, then system (12) is called to be noise-to-state stable in probability sense (NSS-P).
Definition 5: Let m > 0 be a constant. If there is a function γ ∈ K such that lim t→∞ E|x(t)| m ≤ γ(K) holds, then the state x(t) of system (12) is ultimately bounded in the m-th moment sense (UB-m-M).
Definition 6: For any ε > 0, if there is a function γ ∈ K such that P {lim t→∞ |x(t)| > γ(K)} < ε holds, then the state x(t) of system (12) is ultimately bounded in probability sense (UB-P).
Next, one addresses the criteria on noise-to-state stability of random time-delay systems in the moment sense and in probability sense, respectively.
Theorem 1: For system (12) , if there are a function
positive constants m, c 1 , c 2 , c 3 , c and non-negative constant d c such that
then (i) system (12) has a unique solution on (12) is NSS-m-M; (iii) the state of system (12) is UB-m-M. Proof: From (18), it yields that
Taking expectations on both sides of (19), then
According to Lemma 4, it follows from (20) and (21) that system (12) has a unique global solution. Letting ν(t) = EV (t, x) and using Fubini's theorem [Theorem 2.39, 20], then (21) can be turned into
By Lemma 6, one arrives at
together with (18), one can deduce that
Thus, the system (12) is NSS-m-M. In addition, letting t → ∞ in (22) , it yields that
This means that the state of system (12) is UB-m-M.
Theorem 2: For system (12) , if there are a function V (x) ∈ C(R n ; R + ), functions γ ∈ K, γ 1 ∈ KL, γ 2 ∈ KL and positive constant a 0 such that
then system (12) has a unique solution. If
2 (·) is a convex function, then system (12) is NSS-P and the state of system (12) is UB-P.
Proof: From (23) and (24), one obtains (20) and
respectively. So system (12) has a unique solution in the light of Lemma 4.
2 (·) is a convex function, then by (25) and Jensen's inequality [22] , and letν(t) = EV (x), one getṡ
Following the thread of Theorem 2 of [7] , there exist functions β ∈ KL andγ ∈ K such that P {|x(t)| >β(|ϕ|, t − t 0 ) + γ(a 0 sup t0≤l≤t E|ξ(l)| r )} < ε holds, and letting t → ∞, then one has
Thus, system (12) is NSS-P and the system state is UB-P.
Remark 2:
m +c 3 |ξ(t)| r +d c , the result remains valid. In fact, by (18) , one haṡ
(ii) From (25), it is certain that if (24) is replaced byV (
2 (V (x)) + a 0 |ξ(t)| r , Theorem 2 still holds for system (12) .
Remark 3: The random disturbance ξ(t) in RDDE (12) satisfies the assumption sup t≥t0 E|ξ(t)| r < K, under which one gives the criteria on noise-to-state stability of RDDE (12) . If the random disturbance ξ(t) in RDDE (12) satisfies that
wherec 0 is a constant andd 0 is a positive constant, then by adopting the similar way used in section III of [7] , one knows that the result (i) and (ii) in Theorem 1 still hold, but the result (iii) does not necessarily hold. Similarly, If (23) and (24) (12) is not necessarily UB-P.
IV. APPLICATION 1: STATE FEEDBACK REGULATION

CONTROL
Consider the following random nonlinear strict-feedback system with time-varying delay
. . .
T ∈ R n with the initial value
, and system output y(t) ∈ R and system input u(t)
T ∈ R n defined on the complete filtered probability space (Ω, F , {F t } t≥t0 , P ) is F t -adapted and piecewise continuous. f i , g i , i = 1, 2, · · · , n are locally Lipschitz continuous functions inx i (t − τ (t)) and x i (t), respectively. f (t, 0, 0) and g(t, 0, 0) are bounded.
For system (27), one proposes the following assumptions: H0: The random disturbance ξ(t) satisfies sup t≥t0 E|ξ(t)| 4 < K.
H1:
The system state x(t) = [x 1 (t), · · · , x n (t)] T is available. H2: There exists a positive constantθ such that for every i ∈ {1, 2, · · · , n},
The aim in this section is to design a controller by state feedback method such that the output y(t) can be asymptotically regulated to a neighborhood of the zero that is arbitrarily small and the system state is ultimately bounded in the meansquare sense.
First, introducing the transformations
where i = 1, 2, · · · , n and x n+1 (t) = u(t), z n+1 (t) = 0, x 0 (t) = 0, and stabilizing functions α i (i = 1, · · · , n) are to be constructed. Next, one constructs the Lyapunov-Krasovskii functional step by step.
Step 1 Choosing
, and π 1 is a positive design parameter. Substituting (30)-(32) into (29) yieldṡ
Selecting the stabilizing function
Step
e s−t z 2 i−1 (s)ds and a series of stabilizing functions α j (j = 1, 2, · · · , i − 1) have been constructed such thaṫ
where V τ j = (n− j + 1)
In what follows, one will prove that (33) also holds for V i .
By H2, (35) and Young's inequality, one obtains
where π i and π ij are positive design parameters. The detail proofs of (37) and (38) are given in Appendix A and Appendix B, respectively. Substituting (33), (36)-(38) to (34) leadsV
Choosing the stabilizing function
then (39) can be changed intȯ
Let i = n, together with z n+1 = 0, then one gets the actual control law
According to the above design procedure, for system (27) satisfying the assumptions H0, H1 and H2, one chooses the Lyapunov-Krasovskii functional
It is clear that
that is to say,
From (41) and (42), the Lyapunov-Krasovskii functional V meets the requirements of Theorem 1, so the closed-loop system (including (27) and (40) ) is noise-to-state stable in the mean-square sense and has a unique solution which is UB-2-M. Moreover, the output regulation error of closed-loop system satisfies
According to the definitions ofπ, the regulation error can be decreased by tuning the positive constants π j + n i=j+1 π ij (1 ≤ j ≤ n − 1) and π n small enough (i.e., letting π j , π ij (i = j + 1, 1 ≤ j ≤ n − 1) and π n arbitrarily small), where π j (1 ≤ j ≤ n−1), π ij (i = j+1, 1 ≤ j ≤ n−1) and π n are independent of each other. In other words, the regulation error can be made small enough in the mean-square sense by selecting appropriate design parameters.
From what has been analyzed above, one draws the stability analysis result as below at present.
Theorem 3: If system (27) satisfies the assumptions H0, H1 and H2, then by selecting appropriate design parameters, the closed-loop system (27) and (40) is NSS-2-M and has a unique solution which is UB-2-M. Moreover, the regulation error satisfies
and the regulation error can be made arbitrarily small in the mean-square sense by parameter-tuning technique.
V. APPLICATION 2: ADAPTIVE OUTPUT FEEDBACK REGULATION CONTROL
In this section, one focuses on the adaptive output feedback regulation control for system (27). To this end, one supposes that system (27) satisfies the assumption H0 and the following two assumptions: H1': Only x 1 (t) is measurable by system output y(t), other state variables x 2 (t), · · · , x n (t) are unavailable. H2': For i = 1, 2, · · · , n, unknown functions f i , g i satisfy
where φ i , φ τ i , ψ i and ψ τ i are smooth non-negative function with φ i (0) = φ τ i (0) = ψ i (0) = ψ τ i (0) = 0. θ i > 0 are unknown parameters.
It follows from the assumption H2' that there exist smooth functionsφ i (y),φ τ i (y(t − τ (t))),ψ i (y) andψ τ i (y(t − τ (t))) satisfying
The task in this section is to construct a regulation controller for system (27) by adaptive output feedback method such that the system output y(t) can be regulated to an neighborhood of the zero whose scope can be controlled and the system state is bounded in the mean-square sense.
A. Observer design
Since state variables x 2 (t), · · · , x n (t) are unavailable, one reconfigures x i (t)(i = 2, · · · , n) by the following reducedorder observer:
where κ 1 , . . . , κ n−1 are the observer gain to be designed.
Let
T with e j = (x j (t) −x j−1 (t) − κ j−1 y(t))/θ * (j = 2, 3, · · · , n), then the dynamic trajectory of observer error can be described bẏ
The observer gain κ 1 , . . . , κ n−1 should be chosen to meet the requirement that A e is Hurwitz. This means that there is a matrix P n−1 > 0 such that A T e P n−1 + P n−1 A e + bI n−1 = 0, where b is a positive design constant.
B. Adaptive regulation controller design
First, one introduces the error transformations
wherex i−1 (t) = (x 1 (t), · · · ,x i−1 (t)) T , i = 1, 2, · · · , n, x n = u, z n+1 = 0,x 0 = 0, α i (i = 1, · · · , n) are stabilizing functions to be determined andθ is the estimation of θ with θ = max{θ * 2 , θ * 4 }. In the light of (44)- (46), one can deduce thatż
Next, one begins to design adaptive regulation controller.
Step 1 Selecting the candidate Lyapunov-Krasovskii functional
e s−t Q(y(s))ds, whereθ = θ −θ, both the adaptive gain µ > 0 and continuous function Q(y(s)) > 0 are to be designed. By (47),τ (t) ≤ τ * < 1 and 0 ≤ τ (t) ≤ τ , the derivative of V 1 satisfies thaṫ
It follows from assumption H2', (43), Lemma 7 and Young's inequality that 
Selecting the following tuning function λ 1 and the stabilizing function α 1 respectively
where positive constant c 1 and the function σ(y) are to be designed, theṅ
Step k (k = 2, · · · , n) Suppose that the appropriate stabilizing functions α j (j = 1, 2, · · · , k − 1) and tuning functions λ j (j = 1, 2, · · · , k − 1) have been designed such that
In what follows, one selects
Step k to prove that V k also satisfies (57). From (48) and (57), one haṡ
By Young's inequality, assumption H2' and (43), one gets the following inequalities
Substituting (59)- (61) into (58), thenV k satisfieṡ
where d k1 , d k2 and d k3 are positive design constants.
Next, one substitutes (63)- (64) into (62) and chooses the stabilizing function
then (62) can be changed intȯ
Furthermore, selecting the update laẇ
and the control law
then one haṡ
where σ M = λ max (P ),c = min{
C. Stability analysis
Theorem 4: Suppose that assumptions H0, H1' and H2' hold for system (27), then the closed-loop system including (27), (66) and (67) is NSS-2-M and the closed-loop system solution on [t 0 −τ, ∞) is UB-2-M. Furthermore, the regulation error in the mean-square sense satisfies
and by selecting appropriate design parameters, the upper bound of the regulation error can be made arbitrarily small. Proof: For system (27), one chooses the LyapunovKrasovskii functional
e s−t Q(y(s))ds, from which one knows that V is a radially unbounded functional andV
n j=1 d j3 are all positive constants. Taking expectations on both sides of (69), one obtains
By Lemma 4, the closed-loop system including (27), (66) and (67) has a unique solution. Definingν(t) = EV and z(t) = [z 1 (t), · · · , z n (t)] T , one adopts the same way for (69) as one has done for (19) in the proof of Theorem 1, then the inequalityν(t) ≤ ν(t 0 )e −c(t−t0) + (d 1 K +d 2 )/c holds, together with V ≥ 1 2 |z(t)| 2 , one gets
which implies that the closed-loop system including (27), (66) and (67) is NSS-2-M. Furthermore, letting t → ∞ in (70) yields
This means that the state of the closed-loop system including (27), (66) and (67) is UB-2-M. Additionally, it follows from (71) that
which implies that the upper bound of regulation error in the mean-square sense can be made small enough by selecting d 02 , d j3 (1 ≤ j ≤ n) sufficiently small and µ large enough. The parameters consisting ofc, d 02 , µ, d j3 (1 ≤ j ≤ n) are independent from each other. One completes the proof. Remark 4: From the above design procedure of adaptive output feedback regulation controller in this section, the observer is introduced to estimate the unmeasurable states, which lead to the assumption H0 is proposed. If the state of system (27) is measurable (i.e.,the assumption H1 holds for system (27)), and system (27) satisfies the assumptions H0' (the random disturbance ξ(t) satisfies sup t≥t0 E|ξ(t)| 2 < K) and H2', then one can design an adaptive state feedback controller to achieve regulation control objective. The design procedure of state feedback controller is as similar as the procedure given above, thus one omits the detailed process.
VI. SIMULATION EXAMPLES
Example 1: The time-delay phenomenon widespreadly exists in the chemical industry, such as the chemical reactor recycle system ( [23] , [24] ). Consider a two-stage chemical reactor system that is modeled as
where x 1t = x 1 (t − τ (t)) and x 2t = x 2 (t − τ (t)), x 1 and x 2 stand for produced streams from the two reactors; the residence time of two reactors are µ 1 and µ 2 ; v 1 and v 2 represent reactor volumes; r 1 and r 2 denote the recycle flow rates; the feed rate is λ 2 ; τ (t) = 0.1(1 − sin t) represents the time delay; l 1 (t) and l 2 (t) indicate the uncertain reaction functions.
For system (72), [24] studies the impact of the white noise random disturbance for the reactors by introducing Itô stochastic differential equation. Here, one considers random differential equation by introducing random noise disturbance that is not white noise. Let the uncertain reaction functions l i (t) = l i0 + ξ i (t)/ |x i (t)|, i = 1, 2, where l i0 are reaction constants and random disturbance ξ(t) = [ξ 1 (t), ξ 2 (t)]
T satisfies sup t≥0 E|ξ(t)| 4 < K, and one chooses r 1 = r 2 = 0.5,
One supposes that the state variables x 1 and x 2 are available. The random disturbance ξ 1 (t) and ξ 2 (t) are produced by In simulation, one chooses a 1 = 1, a 2 = 1, ℓ 1 = 1.2, ℓ 2 = 0.8,l 1 = 1.5,l 2 = 1, π 1 = π 2 = π 21 = 1, and initial value x 1 (0) = 0.5, x 2 (0) = −0.5. The responses of closedlooped system (73) and (40) are shown in Figure 1 , which illustrates that the output regulation error of system (73) can be controlled in a small enough neighborhood of zero and the another state x 2 (t) is bounded in the mean-square sense. Example 2: For the following random nonlinear feedback time-delay systems
where x 1t = x 1 (t − τ (t)) and x 2t = x 2 (t − τ (t)), τ (t) = 0.5(1 + cos t) that satisfies 0 ≤ τ (t) ≤ 1 andτ (t) ≤ 0.5. Both θ 1 and θ 2 are unknown parameters. Only the state variable x 1 is measurable by output y, the state variable x 2 is unavailable. The random disturbance ξ 1 and ξ 2 are generated by (74) with a 1 = 0.8, a 2 = 1.2, ℓ 1 = 1, ℓ 2 = 0.5,l 1 = 0.5,l 2 = 1. So system (75) satisfies assumptions H0, H1' and H2'.
For simulation purpose, one selects θ 1 = 1.2 and θ 2 = 1.5, and initial values x 1 (0) = 0.01, x 2 (0) = −0.3,x 1 (0) = 0.1,θ(0) = −0.5, the design parameters µ = 1,
The responses of closed-loop system (75), (66) and (67) is given in Figure 2 , which shows that the state x 2 is bounded in the mean-square sense and the output regulation error e can be made small enough in the mean-square sense. 
VII. CONCLUSION
This paper investigates the stability of random nonlinear systems with time-delay and its application in regulation control. The existence and uniqueness of solution to random nonlinear time-delay systems is guaranteed by proposed conditions. Next, some criteria on noise-to-state stability of random nonlinear systems with time-delay are established. As applications, two kinds of regulation control problems are solved by state feedback method and adaptive output feedback method.
Many related problems deserves further investigation. For instance, how to apply the obtained results in stability analysis and synthesis of practical systems with time-delay, such as Hamiltonian mechanical systems and Lagrangian mechanical system; how to generalize this result to random switched systems with time-delay. By Young's inequality, one obtains
