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The foremost purpose for carrying out this project was to have an understandable
conception of what a campus network is and the development it has followed through time
due to the various demands from enterprises. The goal was to analyze the different
components that compose an enterprise campus network along with a range of practicable
routing protocols and Layer 2 switching technologies.
The practical part of the project was carried out taking into consideration the requirements
of a typical enterprise campus network today due to the services it provides and the
demands from its clients. By this, both the clients and the enterprise providing the services
need the campus network to perform to its full capacity with a guaranteed security,
Quality of Service, and high availability.
It was found that using a routing protocol end-to-end was a more efficient way of
deploying a highly available enterprise campus network compared to Layer 2 access
design. A fully routed enterprise campus network not only triumphs all the bottleneck of
Layer 2 designs but as well achieves the needs and demands of clients today without them
noticing the downtime.
It is fundamental to construct the campus network in a structured manner and considering
of the future developments without affecting the current structural design. The designed
campus network should be able to easily scale, be manageable, redundant, and with
Quality of Service to achieve all the intensifying demands of today’s users.
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71 Introduction
Today, the world is in a new era where everyone’s life is dependent on the Internet one way
or the other to carry out the daily life activities. The usage of this global system varies from
novice home users checking mails and reading news to scientists in schools and universities
for making their studies and research easier, to different kinds of organizations and
businesses to promote and sell their products worldwide. Besides, the need and usage
mounting and varying on a daily basis with innovative technologies arising, servers from
different enterprises that run applications for different purposes have considerably
influenced today’s network load. Therefore, it is significant to make the backbone network
not only to respond quickly but also to provide Quality of Services (QoS) that balance these
demands.
The rapidly growing and high demands with different types of networks have directed the
implementation of campus networks into a new design that is scalable and highly available
to meet the current demands of business requirements. All types of enterprises from small
to large require fast accessible, secure and intelligent network communications to hold up
to their business solutions from delay-sensitive applications such as voice to data,
transmissions of video and wireless connections.
The purpose of this paper is to discuss and illustrate the distinction between the structure of
an enterprise campus network, the different building blocks and the hierarchy of a highly
available enterprise campus network and the traditional network design. The goal is to
compare and contrast Layer 2 and Layer 3 network interconnections and focus on how to
implement Layer 3 design that is scalable, redundant and highly available enterprise
campus network using Open Shortest Path First (OSPF) routing protocol. Finally, the
network will be tested on only one module of the enterprise campus to see if the main aim
of the project is reached, which is 150 milliseconds of convergence time so that in real
world, packets such as voice, video or critical data, is not dropped or delayed due to
unexpected failures.
82 Campus Network
2.1 Definition of a Campus Network
In the beginning days of networking, research institutions and the military had only tried
out on the computer networks which were primarily designed and built on university
campuses. The networks interconnected the Local Area Networks (LANs) from several
departments in a single building or a set of buildings. The word campus network derives
from networks built on university campuses. Nowadays, the term is used more commonly
to embrace networks that cover businesses or campuses, consisting of buildings, portions of
a building, or a collection of collocated buildings. These businesses give support to
different types of services from voice and video to critical data.
In the late 1960s, whenever there was a new user, it was connected with just plugging a
cable to the existing LAN, which uses a shared network media. Ethernet is the most widely
used LAN technology with the Carrier Sense Multiple Access Collision Detect
(CSMA/CD) access techniques with shared segments. In this type of network every device
has to listen first before transmitting any data. Otherwise, if two devices transmit data at the
same time, a collision will occur and be detected with all the devices connected to the
shared media. After a period of time with different retransmission interval times, every
device will retransmit its data again. Due to these factors of listening before transmitting
and waiting for a certain interval of time before transmitting, the question of availability
and performance of the network arises.
Today’s switched campus networks are highly dependent on availability and reliability as
the network cannot afford to lose any data while being transmitted. Different organizations
from banks to schools and shops provide a compelling message to contact potential
customers, partners, employees and students. Important information such as personal data,
confidential documents, news, trainings and events are being sent out timely and to targeted
9clients incessantly. To provide services to meet these vast demands, the networks need to
have other characteristics which will be discussed in section 2.2 in detail. [1, 3-8]
2.2 Design of a Highly Available Enterprise Campus Network
For a campus network to be highly available and function to its utmost capacity, as it is
planned to meet all the requirements and loads put to it by the traffic, it is essential to start
building it with a high-quality design. The design of the network should embrace the
following issues: reliability and availability, responsiveness, efficiency, adaptability,
security and easy accessibility. The network design should also include a selection of
topology and protocols that best favor the availability, reliability and all other requirements
of the network. In order to do so, first, it is significant to understand the internetworking
requirements. By this it is meant that, there has to be a comprehensive understanding of the
goals, characteristics, and policies of that specific enterprise. [2]
For the network to be reliable and available it needs to provide 24/7 service to the users and
failures and downtime must be kept to a minimum. A network is said to be reliable when it
functions constantly without disruption and highly depends on the Core Layer of the
network. In order to be able to do so, the network has to be fault-tolerant and include
redundant links between the devices to respond rapidly to alter in the network topology and
adapt to failures by rerouting the traffic. Availability and reliability is crucial for a network
since the cost for a downtime is too expensive depending on the size and services the
enterprise offers. A network infrastructure is highly available, when the total time it takes is
fewer for the system to return output, carry out users’ request or execute a practical work.
Reliability is a numerical indicator of the occurrence of the breakdown of a network and its
components that resulted due to unscheduled outage of services. There are two major
attributes that should be taken into consideration: Mean Time Between Failure (MTBF) and
Mean Time to Repair (MTTR). MTBF is the expected time between two consecutive
breakdowns of the system and is measured in hours which are usually seen on the product
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documentation. MTTR is the average time required to identify a problem, diagnose and
repair it manually or automatically by the system. High availability is attained by reducing
the mean time it takes to repair and increase the MTBF or it can be described as the
relationship between the regularity of mission-critical failure and the time it takes to restore
the service.  Availability can be calculated using the following formula: [3]
(1)
The availability of a network is measured in terms of the percentage of uptime or downtime
related to the numbers of 9s. Uptime is when all the devices and applications in the network
are available for end users while downtime is when users are unable to connect via the
network or having a connection but at a reduced performance rate that affects certain
applications not to function properly. The most popular figure used to describe the highest
available network is the five 9s (99.999) percent which is 30 seconds downtime per year.
The most adequate uptime for most applications is 99% (36 minutes downtime per year).
To enhance the uptime or the availability of the network it is important to understand what
the causes for downtime are. There are several reasons that cause the network to fail from
manmade errors to natural disasters such as: hardware, software, environmental
considerations, network failure, and human error, as shown in figure 1.
To avoid the disasters from happening, the network’s structural design should be designed
so that it could recognize, analyze and isolate the faults. For the network to do all of the
above, it needs to be designed and implemented with the structural foundation of a campus
network that has different modules and layers. Moreover, it is important to have a
redundancy in the network to avoid unanticipated failure even if the costs are high. Standby
power supplies, fans, processors, redundant software and network links/ data path confines
network downtime. [4]
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Figure 1. Causes of network downtime in percentages [5,16]
The downtime of a network can be calculated in the following manner:
· There are 365 days per year, 24 hours per day and 60 minutes per hour. This will be
equal to 525,600 minutes per year or 8760 hours in a year.
· To be more accurate, it is important to take the leap year into consideration also. A
leap year happens once every four years. Therefore, one fourth of the day needs to
be added to every year which equals to six hours. The final hours including the leap
year would be 8766 hours per year or 525,960 minutes per year.
· If the availability is calculated to be 90% using equation (1), multiplying this by the
total number of hours will result in 7889.4 hours or 473,364 minutes per year.
· Subtracting the total hours the network is available from the total number of hours
per year, 8766 hours - 7889.4 hours results in 876.6 hours or 52,596 minutes per
year. This will lead to a total of 36.5 days of annual downtime. The enterprise can
lose many clients and business depending on the type of the service it is providing.
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There are some applications that require 100% availability. The costs and endeavor to
support this type of uptime can be very expensive and practically unattainable. Even though
the cost of the network highly depends on the requirements and specifications, the
following basic costs should be taken into consideration in every design:
· Hardware and software costs: includes initial purchase and installation costs,
maintenance and upgrade costs
· Performance costs: costs related to the selections of media, network interfaces,
networking nodes, and WAN services to increase the response time
· Expansion costs: cover any potential modifications in the near future such as
supplementary functionality to be added or moving to a new location
· Support cost: includes training of the employees to monitor, configure and maintain
the network. [2,13]
In addition, enterprises have their distinct ways to set and characterize their priorities
according to the services they provide. An absolute understanding of the characters helps in
meeting the requirements to design a highly available network and guarantee a high
performance. Policies play a significant role in designing a highly available campus
network. The policy can be used to filter the traffic based on the area of origin or based on
the type of services and different techniques can be applied to enforce it.
Every enterprise can have a different type of policy according to the services it provides.
The policies are usually used to manage the whole operation of the network. In an
enterprise, different departments can have different access rights to various departments
and files acting as a security policy. It can also evaluate the different tasks and operations
according to the policies. Applications such as voice and real-time videos will have higher
priorities than other applications.  Since the policies have a huge deal of influence in the
network, they can work both in favor and not in favor of the availability of the network if it
is not cautiously designed. The policy is best defined as “a set of rules that governs end-to-
end distribution of traffic to (and subsequently through) a backbone network”. [2,34]
13
2.3 Structure of an Enterprise Campus Network
The competitions between enterprises in providing efficient services and products using the
computing technology have evolved the structure of the enterprise campus network. The
technology not slowing down and trying to meet the increasing demands and higher traffic
load across the entire network has resulted in the necessity of a more capable routing and
switching system. Networks are no longer divided into subnets based on the number of
users but also on the services they provide. It is vital to be aware of the traffic pattern in the
network in order to assure and triumph on all the challenges to arise due to the structure of
the network.
In the 1990s almost all traffic, 80% of the traffic was local and only 20% crossed the core
or backbone network. However, in today’s network it is vice versa and only 20% of the
traffic is local and the 80% crosses the backbone of the network. There are two major
reasons for this complete transformation: the Internet and server farms. With the access to
the Internet, the retrieval of information has eased like never before. The source can be
located in different geographical locations and accessed without boundaries. This has
created an enormous amount of traffic in and out of the network. The other key reason is a
server farm, which offers a reliable, cost-efficient alternative to install and ease the
manageability for enterprises. The other key elements that have led the new design and
structure of the enterprise campus network are: rapid convergence, deterministic traffic
recovery, scalability and manageability, redundancy, and centralized services. [1]
The Enterprise model as shown in figure 2 has several areas that facilitate in protecting,
optimizing and growing the infrastructure of the business according to the different
requirements. There are three major functional areas in the model with different
submodules:
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· enterprise campus
· enterprise edge
· service provider edge
Figure 2. Enterprise Composite Network Model [6]
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Enterprise Campus
Enterprise Campus as shown in figure 2 consists of six submodules that are essential to
build a hierarchical, highly robust campus network that offers a high performance,
scalability, and high availability:
· building access
· building distribution
· campus backbone also known as the core Layer
· server farm
· management
· edge distribution
The first three modules: building access, building distribution and the campus backbone
also known as the core layer are discussed in detail in section 2.5.
The server farm or cluster of servers is a collection of computer servers supported by the
enterprise to accomplish services that cannot be carried out by a single server. Server farms
are the main building block of data centers. Depending on the size of the enterprise, data
center can be incorporated in the structural model of the enterprise composite model. Data
centers are a collection of different server farms dedicated to support different types of
services within the enterprise. They must consist of a backup power supply, redundant
connections, and environmental controls such as air conditioning, fire suppression and
security devices. There are three distinct types of server farms existing in a data center.
Data centers are built to support at least one type of the following server farms:
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· Internet Server Farms
· Extranet Server Farms
· Intranet Server Farms
There are two types of Internet server farms. The first type of Internet servers are dedicated
to and giving services to users that are mainly located and accessing the services using the
Internet. These servers are usually placed in the Enterprise Edge within the e-commerce
submodule, providing services that enhance the objectives of the enterprise’s functions to
the customers using web browsers and interfaces. The other type of the Internet server farm
is built to sustain the Internet access from the enterprise and support additional applications
such as portals, e-commerce services (transactions) used by both the Internet and intranet
users. These servers are located in a demilitarized zone (DMZ) providing efficient and
secure communication between the internal and Internet users.
Extranet server farms are to be found between the Internet and Intranet servers at the edge
of the enterprise network. The major functions of these servers are to provide services to a
selected group of users that are not either from the Internet or Intranet users. These servers
are mainly available to business partners that are external, and other trusted users. Different
and special type of security measures along with firewalls need to be implemented and
taken into consideration. Dedicated links and currently a Virtual Private network (VPN),
which are cost-effective, are used to support simultaneous voice, data and video traffic over
the Internet Protocol (IP) network. Like the Intranet server farms, the extranet server farms
use the web-based applications.
Intranet server farms are the same as the Internet server farms in their ease of access even
though there are strictly available only for the enterprise internal users. These servers
include the enterprise’s critical computing resources that support the business. These
servers are connected to the enterprise’s backbone connecting the private Wide Area
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Network (WAN) and the Internet edge modules. Users from different branches of the
enterprise and telecommuters are permitted to connect and access the Intranet server farm
using the VPN technology. [7,115-125]
The network management module consists of hosts and management workstations that
collect the system’s log and perform authentication, network monitoring and applying
general configuration-management functions. This module is important in planning to
increase business and network resources, improve business productivity, and monitoring
and troubleshooting of the entire campus network.
The edge distribution connects the different submodules from the enterprise edge functional
area to the campus backbone or the core layer. The devices in the edge distribution
implement different types of security measures even though there are other devices serving
this purpose at both ends, as shown in figure 2. [8,32-34]
Enterprise Edge
The enterprise edge concentrates on the connection between the enterprise campus network
and a wider area outside of the enterprise campus network. There are four submodules in
this functional are:
· e-commerce
· Internet connectivity
· remote access
· WAN
The E-commerce module is built of several types of servers that are used by the enterprise
to carry out online retail, and online banking, and may contain valuable customer
information such as records and other types of services. This module needs to implement a
higher level and different types of security measures by placing several firewalls and an
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Intrusion Detection System (IDS) due to the services it provides. The servers that assemble
the e-commerce module consist of web servers, application servers, database servers and
security servers.
The Internet connectivity module as the name itself describes, concentrates on connecting
the internal enterprise users to the Internet services and the outside users or the Internet
users access the publicly reachable services. This module supports the connection from the
VPN traffic coming from telecommuters from remote sites. This module forwards this
traffic to the Remote Access module for further delivery. It is important also to implement
high level security as in the e-commerce since there is plenty of traffic coming and leaving
the enterprise campus network. There are several servers and devices that are allocated in
this module to make all the functions possible, such as: e-mail servers, DNS servers, public
web servers, security systems and edge routers.
The remote access and VPN module deploy a means of communication between the remote
users and sites to the enterprise campus network’s valuable resources and grants a
customized access depending on the individuals. This module assists in extending the
network access to any user from anywhere securely depending on their responsibilities. The
components that are used in this module includes: dial-in access concentrators, VPN
concentrators, firewalls and IDS and Layer 2 switches for creating connectivity among the
devices.
The WAN module is used for routing traffic between the remote sites and the central
enterprise campus network. Different point- to-point connections can be used to link these
sites. Technologies such as leased lines, optical, cable, Digital Subscriber Line (DSL),
wireless and data-link protocols such as Frame Relays, Asynchronous Transfer Mode
(ATM) and Point-to-Point Protocol (PPP) are used in this module. [8,35-38]
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Service Provider Edge
Service provider edge provides modules to maintain services such as connecting the
campus network to the Internet Service Provider (ISP) for Internet or intranet. There are
three main submodules in this edge. The first submodule is the ISP module which is used to
connect the enterprise to the Internet to enable different services such as e-commerce,
remote access and VPN modules. Today, as businesses and consumers are demanding and
requiring more and more from their networks, it is crucial to have a connection to more
than one different ISP building redundancy and ensure high availability and reliability for
the Internet connectivity.
The second submodule in the Service Provider Edge is the Public Switched Telephone
Network (PSTN) which is used to deliver and guarantee QoS using different types of
technologies such as the Integrated Services Digital Network (ISDN) which integrates
voice and data in the same lines. The other types of technologies used are analog and
wireless cellular technologies. The other submodules in the frame relay are ATM and PPP
modules that are used for a continuing connection between the remote sites and the central
campus network. [8, 39-40]
2.4 Modularity of an Enterprise Campus Network
The ideal campus network has physical components that meet and provide modularity. The
goal of modularity is to exemplify the network in a less complicated manner. There are
several benefits in a modular network. By isolating the network into parts, it is simple to
distinguish and outline the functionality of the different layers in each module providing a
simpler management and operations. The building blocks of a modular network are easy to
replicate, redesign and expand. If there is a need for the expansion or transformation of
technology in the network, modularity makes it easier to upgrade and cheaper, by
purchasing only the features needed for the specific layer without having an impact on the
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rest of the network. Modular networks facilitate troubleshooting, understanding,
maintaining and the documentation of the network.
Modularity in a network allows creating reliable and deterministic traffic patterns. It
supports and facilitates the distribution of a network load and redundancy. This makes it
easier to provide a fast failover to ensure high availability. The network can make use of
the same configurations reducing time, administrative problems and errors.
There are mainly two building blocks of modularity: the switch block and the core block.
The switch block consists of Layer 2 and Layer 3 services containing both the switch and
router functionality. Layer 2 access switches connect all the users to the network and join
with the distribution layer. The access devices have redundant links to the distribution layer
to maintain ease of use in both normal and abnormal conditions. The distribution layer
supports Layer 3 functionalities supporting routing and other services. The core block is
used for a quick transfer of traffic without doing any Layer 3 functionalities. In smaller
campus networks it is common to implement a collapsed core design where the distribution
and core layer are combined into one layer. [7; 9]
2.5 Hierarchy of an Enterprise Campus Network
A hierarchical network design isolates into separate building blocks and simplifies the
complex design into a smaller and manageable network that supports the evolving demands
from the enterprise. It allows the gradual changes to each module in the network
independently of each other. This will guarantee not only scalability and constancy but will
also optimize the performance of each device on the different layers to carry out specific
roles. The following different layers do not have to coexist clearly and physically as a
distinct but rather represent the different functionalities of the block defined in the network
and aid the successful campus network design. The key principle of the hierarchical design
is that each layer in the hierarchy has a particular set of reasons and services that it presents
21
and a specific function in each of the design. Hierarchal network designs comprise the
following three layers which provide different functionalities. [1,20]
                            Table 1. Three-Layer Network Design Model [10, 5]
Core Layer
High-Speed Switching
Distribution Layer
Policy-Based Connectivity
Access Layer
Local and Remote workgroup Access
By implementing a hierarchal network model, there are several benefits. The primary
advantage is the scalability of the network. The modularity of the design allows replicating
the design elements as the network grows. The consistency makes it easier to create a plan
and implement an expansion. As the network expands availability becomes more and more
crucial. The other advantage is that by implementing redundant links between the devices,
availability can be increased in the network except at the lower level where end devices
such as printers, work stations, IP phones connect to. These devices do not have the ability
to connect to multiple access layer switches for redundancy.
The performance of the network is enhanced by using multiple parallel transmission paths
between the network devices on the different layers to increase the transmission speed.
Security is also better in a hierarchal design starting from the lower level access layer. By
implementing various ports security options, the access switch can control the devices that
are allowed to connect to the rest of the network. Advanced security policies can be
implemented at the distribution layer.
22
Manageability is easier in a hierarchical design than in a flat or a non-hierarchal design.
The different layers in the design perform specific functions that are steady throughout the
layer. As a result, changing or installing an additional device can be made with a few
modifications. These consistencies between the devices on each layer allow for a rapid
recovery and simplified troubleshooting. Maintainability is also easier, since hierarchical
networks are modular; the expansion of the network can be achieved without it being too
complicated and expensive to manage. [10,3-5]
2.5.1 The Access Layer
The access layer is where end users first access or go through before having any right of
entry to other devices or any other services in the network. Since it is the first entry point
for end users, it uses access lists to achieve maximum efficiency and prevent the not-
permitted users from gaining entry. The access layer provides access to the enterprise
network across the WAN technologies such as broadband or Frame Relay to remote sites
and telecommuter.  Layer 2 switches are used to connect all the users to the network
providing a dedicated bandwidth. They are connected to the distribution layer with
redundant uplinks ensuring several paths and availability during both ordinary and
uncharacteristic conditions due to several reasons.
The switches used on this layer need to support features such as port security which allow
to choose between which devices are allowed to connect and which are not. The switches
should also support Virtual LANs (VLANs), Power over Ethernet (PoE) if devices such as
wireless and IP phones are being used. In addition, if there is voice and video traffic in the
network, the access layer switches needs to support QoS to maintain the prioritization of
the traffic. [1,22; 12]
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2.5.2 The Distribution Layer
The distribution layer is to be found between the access layer and the core layer acting as
communication point between the two layers. The primary function of this layer includes
controlling the flow of network traffic using policies, routing, filtering and determining
how packets can access the core layer if necessary. It determines the fast and best path for
packets going to the core layer, so that the packets can be quickly transported to the final
destination. Highly available devices are required on this layer to acquire high availability
and redundancy to ensure reliability.
As the devices here assemble all the packets from the access layer, they need to support the
features of Layer 3 functionalities to be able to create communication between the different
VLANs. In addition, they need to support security policies such as access lists to control
the flow of traffic in the network. The devices need to support QoS to maintain the
prioritization of traffic coming from the access layer that has implemented QoS already and
to ensure adequate bandwidth. Redundancy is important both ways to the Core and Access
layer to ensure availability and reliability. [10,6]
2.5.3 The Core Layer
The core layer is a high-speed switching backbone providing an optimized and reliable
transport. As this layer provides connectivity between all the end devices and services in
other parts of the network, it is considered as the backbone of the network and includes
high-end devices and high-speed cables. It is dedicated providing a non-stop connectivity
across the entire campus network and a reliable delivery of packets to their final
destinations. Since the core is crucial, a breakdown of a device on this layer can segregate a
large section of the network; all the devices and links necessitate to be designed with
sufficient redundancy. The core layer carries out a limited set of services and does not
perform any kind of packet manipulation that will slow down the performance of the layer.
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The devices used need to support the fastest connection possible and assure sufficient
bandwidth coming from the distribution layer. There needs to be a redundancy between the
distribution layer and implement services such as QoS to guarantee and prioritize mission
critical and time-sensitive traffic than the regular traffic. In addition a fast converging
routing protocol can be implemented to support the proper functionality of this layer.
[13,629]
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3 Routing in the Enterprise Campus Network
3.1 Layer 3 Routing
Today it is very important for enterprises not only to be highly available but also be able to
support the different types of real-time applications to facilitate their businesses, and to
support various requests and demands from the customers. Designing a hierarchical
network alone with the devices will not provide a highly available, fast converging network
to support VoIP, video conferencing, streaming video, voice and other similar applications
that are delay-sensitive. It is crucial to select the most appropriate routing protocol that best
serves the purpose and supports the different requirements for a highly available network
infrastructure.
Routing is the procedure of moving or choosing a path in the network while the network
traffic is transferred from the source to the ultimate destination through in-between devices.
Routing is usually carried out through a dedicated Layer 3 device known as router. A router
is connected and placed where there are at least two or more different networks usually
between two LANs or WANs and their ISP’s network. When the data is sent from one
network to the other, the router will check the header and the forwarding tables to
determine the best path for the delivery of the data packet to the final destination. [14]
For the successful delivery of packets between the different networks through the routers,
there has to be a technique so that the routers can communicate with each other and deliver
the packet to the final destination without being lost or dropped on the way. There are
basically two different types of routing mechanisms:
· static routing
· dynamic routing
26
Static Routing
In static routing mechanism, the path between the source and destination is predetermined
in the packet at the source and all other related packets follow the same path unless
otherwise administratively changed. This type of routing is non-adaptive and permanent,
and it does not require the exchange of up-to-date routing information. Static routing is
disadvantageous in several ways. It requires the involvement of the network personnel to
configure the path and reconfigure it if required for any reason. The other disadvantage is
that, if a link fails, the router will use the same link, which will result in an unsuccessful
delivery of the packet.
In today’s network where there is an enormous number of networks and devices it is
complicated for the administrator to manually enter the paths in each Layer 3 devices. In
addition to this, there is a high probability of a human error to occur while entering the
commands. As pointed out static routing is not able to adapt to the changes in the network
and update itself automatically and reroute the traffic in an alternative link makes it
impossible for the delay sensitive applications to fail. This in return will have an impact on
the whole enterprise network for not delivering or meeting the requirements of a highly
available infrastructure. The only cause for implementing such a routing scheme is only
when there is a single path to the final destination.  [15, 317-319]
Dynamic Routing
Dynamic routing executes the same function as static routing apart from it being more
robust.  Dynamic routing is adaptive and updates automatically the routing tables and
recalculates the best path when a change is noticed in the network topology [15, 320]. The
adaptation is intended to let as many routes as possible to remain valid and be able to act in
response to the changes rapidly. The Layer 3 devices swap information about the network’s
topology with other devices in the network on a regular basis.
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The Layer 3 devices have the knowledge of the directly connected network entered by the
administrator, making them to have limited and restricted information of the entire network.
With the assistance of a routing protocol, the devices exchange and update the routing
information, update the routing table and choose the best route or an alternative path in case
a link fails for the continuous delivery of packets. This will help the devices to learn routes
from other Layer 3 devices running the same routing protocol and in that way extend the
information on what networks exist and how they can be reached. [15, 320]
There are two classifications of dynamic routing protocols: Interior Gateway Protocol
(IGP) and Exterior Gateway Protocol (EGP). IGP is a protocol for exchanging routing
information between gateways in the same Autonomous System (AS). An AS can be one or
a set of networks under a single administrative control owned by a company or
organization. There are two categories of the Interior Gateway Protocol: [16, 35]
· Distance vector routing protocol
· Link state routing protocol
A distance vector routing protocol advertises “the number of hops to a network destination
(the distance) and the direction in which a packet can reach a network destination (the
vector)” [17]. Distance vector protocols characteristically use the Bellman-ford algorithm
after the inventors for the best route determination within its own routing domain or
autonomous system. Distance vector routing is advantageous and works best if the network
is uncomplicated, flat, does not require a hierarchical design and convergence time is not
much of a concern. There are three major types of distance vector routing protocols:
Routing Information Protocol (RIP), Interior Gateway Routing Protocol (IGRP), and
Enhanced IGRP (EIGRP).
28
RIP is one of the primary and most popular IGP used. It was first developed at the
University of California at Berkeley adapted for the use in the Berkeley Standard
Distribution (BSD) of the UNIX operating system. Its plainness and long history has added
to the broadly usage even though there are limitations to it. In addition, it does not require
the router processing power and Random Access Memory (RAM) which makes it more
popular particularly in smaller networks. A few of the disadvantages using this type of
routing protocol are: problems dealing with network link failures, slow convergence and
dependence on the number of hops in selecting the routes, even if it cannot supply a route
to a network with greater than 15 hop counts. [18]
IGRP is a classful distance vector IGP that was developed in the middle of the 1980s by
Cisco Systems, Inc. This protocol uses a composite metric that is calculated by factoring
weighted mathematical values for delay, bandwidth, reliability and load. The higher the
metric is linked with a route, the less desirable it is. IGRP is planned to create a stable,
quickly converging protocol that will balance with the increased network expansion. The
weighing factors of this protocol can be set by the network administrator with an immense
care altering the default values as required to attain the demands from the network. This
routing protocol at the present time is mostly obsolete. [16, 208-210]
EIGRP also known as the Hybrid routing protocol is a distance vector and like the name
implies it is the Enhanced IGRP. It is as well Cisco proprietary developed after IGRP to
minimize all the disadvantages. Unlike RIP and IGRP, EIGRP uses a different type of
algorithm to calculate and determine the best path even if all are under the same categories
of dynamic routing protocol. The algorithm EIGRP uses is known as Diffusing Update
Algorithm (DUAL). Dual is to a great extent faster and calculates new routes only when
updates or Hello messages affects a change in the routing table allowing fast convergence.
Moreover, EIGRP uses multicast instead of broadcasts. Therefore, changes will only affect
explicit devices. This algorithm makes the following concepts possible:
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· backup route determination if available
· support of Variable Length Subnet Mask (VLSM) and Classless Inter-Domain
Routing (CIDR)
· dynamic route recoveries
· querying neighbors for unidentified alternate routes
· sending out queries for an alternate route if no route can be found. [16,213-216]
Link State Routing Protocols
The second type of Interior Gateway Protocol is the Link state algorithm which is also
known as the Shortest Path First (SPF) algorithm. The algorithm used by the link state
routing protocols to calculate the best path is known as the Dijkstra algorithm named after
the founder, a Dutch computer scientist Edsger Dijkstra. The link state has three different
types of tables that support the better performance of routing in the networking allowing it
to have a deep view of the entire network and much faster convergence. The first table is
concerned with the directly connected neighbors; the other table decides the topology of the
complete network and the last table is used for the routing table. This allows updates to be
sent only about the network or router interface that has been changed making the message
greatly smaller, saving both bandwidth and Central Processing Unit (CPU) consumption.
This protocol is a much more improved method for larger, hierarchical networks with the
ability to count unlimited hops than the distance vector. [16,36]
There are two types of link state routing protocols: Open shortest Path First (OSPF) and
Intermediate System to Intermediate System (IS-IS). OSPF is based on open standard
meaning it is nonproprietary. OSPF will be discussed in a later section 4.1 in detail. IS-IS is
an Open System Interconnection (OSI) first defined by International Organization for
Standardization (ISO) originally developed as a routing protocol for a Connectionless
Network Service (CLNS) environment. CLNS operates at Layer 3 of OSI model that does
not require establishing a circuit before transmitting a data.  IS-IS is largely used by the
ISPs and companies that have larger network infrastructures that are complicated,
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hierarchical that require a fast convergence and easily scalable. In addition it is a very
flexible protocol in that it can be integrated with most vital quality of Multiprotocol Label
Switching/Traffic Engineering (MPLS/TE) to redirect and route traffic when there are link
failures and traffic jams in the network.
IS-IS decides the routes based on the values of the cost metric assigned by the network
administrator as an approach to the adjacent router. As IS-IS is an intra-domain routing
protocol used to route in a single AS, it has two different levels of hierarchy to maintain
large scale networks. Routers within the same AS will exist in one area with the full
knowledge of that topology. Routing in this area is known as Level 1. If there is a need to
route between two different areas, Level 2 routing is applied. Both levels keep track of their
own routings of their areas. For a data leaving from one area to another, first Level 1 IS
sends the data to the adjacent Level 2 IS apart from where the destination is. The data is
forwarded through Level 2 routing table to the final destination accordingly. [10,239-240]
Exterior Gateway Protocol
The second category of a dynamic routing protocol is Exterior Gateway Protocol. It is used
as a means of transportation or an intermediate connecting different ASs and making
possible the accessibility to the other end of the internetwork. Since EGP does not
implement metrics, it specifies that some networks are reachable through certain routers,
making it difficult to perform rapid routing decisions. For EGP to function it obliges a tree
internet topology without any loops. This protocol is more often deployed between ISPs or
enterprises with a multiple connection to their ISPs to have a control on specific path
selections, even though they generally implement default routes.
As the Internet is growing rapidly and other drawbacks of EGP such as usage of hello
messages to test the neighbor-reach ability, point-to-point communications pushed to the
development of an enhanced protocol to triumph over the bottlenecks.  The new routing
protocol is known as Border Gateway Protocol (BGP). BGP is an IP exterior (inter-domain)
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routing protocol that is robust and able to scale to a much larger network. In addition it was
able to discover routing loops, support CIDR and implement a policy-based routing. BGP
has been developed and enhanced through time and the most widely used version currently
is BGP version 4.
BGP implements an algorithm known as a path vector to calculate and route packets within
the internetworks. The routing table is only exchanged in the beginning, and then only
altered information is exchanged at every update. The BGP uses a Transmission Control
Protocol (TCP) connection port 179 to assure sequentially and without a loss of the
delivery of packets to the destination. The following attributes and aspects are used by the
BGP to make a decision in the preference of a particular path:
· AS path
· origin
· next hop
· multi-exit discriminator
· local preference
· community
· weight
In order to select a certain path the above mentioned attributes need to be fulfilled with
other criteria. The path specified as a next hop needs to be accessible, if not the update is
dropped. It always chooses a path with the largest weight; if all are the same, it prefers a
path with the largest local preference. If the local preference is the same, it will choose a
path that was originated by the BGP running on the router. If there is no originated route,
then it will choose a route with the shortest AS path. If all the paths have the same AS path,
it will choose the path with the lowest origin type. [15,504-517]
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3.2 Layer 2 Switching
The term Layer 2 switching is a protocol that resembles to the Data Link (Layer 2) of the
OSI reference model. As Data Link Layer is mentioned under the Institute of Electrical and
Electronics Engineers (IEEE) 802.3 protocols, it has two submodules, known as Logical
Link Control (LLC) and Media Access Control (MAC) that assists in controlling the flow
and gaining access to the data respectively. MAC address is an exclusive address assigned
mainly to Network Interface Cards (NICs) by the manufacturers for identifications.
The expression Layer 2 switching refers to forwarding of frames based on the MAC
address. Basically, the Layer 2 switches evaluate the received frames and forwards it based
on the information that is enclosed in the frames without altering. The forwarding of frames
are handled by Application-Specific Integrated Circuits (ASICs) also recognized as MAC
address table. Layer 2 switching has both advantages and disadvantages when it comes to
implementation. The main purpose of Layer 2 switching is for workgroup connectivity and
segmentation of larger LANs to number of smaller segments. In addition it increases the
bandwidth as it does not add any complexity dedicated bandwidth to each segment of the
network; it has a low or imperceptible latency, supports high speed, and several ports to
connect several devices. [1,13]
Some of the drawbacks are that all the network devices require to be organized in the same
subnet to communicate with each other creating a large broadcast domain within the LAN.
Unknown traffic will overflow the entire broadcast domain. This flooding or broadcasting
of superfluous traffic will overwhelm all the devices in the domain, and also affect the
performance of the switch. Due this factor it is limited or cannot be scaled to a larger
network. This also has an impact on unicast traffic. It also has some limitations when it
comes to implementing QoS. [8,9]
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All these shortcomings are a massive problem and contradicting with the basic principles of
today’s highly available campus network. In this thesis, all the different and enhanced
technologies that assist to overcome are discussed in detail. A significant accomplishment
can be achieved by altering the default values of certain Timers but with great caution as a
result the action taken will favor the purpose, since the network performance extremely
depends on the settings of the value, the type of devices and protocols used. Different
technologies Virtual LANs (VLANs), VLAN Trunking Protocol (VTP), VTP pruning,
modes, Spanning Tree Protocol (STP) and Rapid STP (RSTP) are discussed as follows.
Basics of Virtual LANs (VLANs)
As mentioned in section 2.1 one of the major shortages in the implementation of traditional
LAN is that it creates large broadcast domains. To overcome this difficulty, it is crucial to
be able to separate the larger broadcasts domains into smaller broadcast with only the
essential devices according to their functionalities. VLANs can be implemented to assure
the breaking down of larger broadcasts into smaller domains. VLAN lets the network
administrator to logically segment the end devices into the like groups that serve the same
purpose apart from their physical locations. According to the importance and necessity the
administrator can create as many VLANs as the network requires. When a workstation
sends a broadcast or multicast within the VLAN, it will only affect that specific VLAN
reducing traffic load on all the other devices in the other VLAN.
For classification reasons, the different VLANs within the same device can be named with
the most expressive name when created. This will also assist in grouping the devices not
only based on their functionalities but also by departments and team groups where it is
applicable. While configuring a VLAN the switch ports will have to be assigned to certain
VLANs in order to contain the flooding within the same VLAN as it originated. For end
devices to be able to communicate with other devices within the same VLAN, it important
that the devices have an IP address and subnet mask that is coherent for the VLAN. In case
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the packet is destined to an IP address outside the range of the VLAN or separate VLAN it
must pass through a Layer 3 device that is capable of routing.
VLANs are implemented to make available flexibility and segmentation services that was
not backed by the traditional LANs. In addition it also addresses the most important
attributes that are crucial to creating a highly available campus network and were not
considered by the traditional services. Among these are:
· enhanced performance
· formation of virtual workgroups
· simplified administration
· reduced cost
· security
The VLANs lessen traffic to unnecessary destinations by means of dividing the larger
domains to smaller workgroups. This will reduce devices that contribute in broadcast storm
and increase performance. Furthermore, it is very easy for the network administrator to
identify, maintain, expand and manage in general since end stations with the same
necessities and purpose are put together in the same VLAN. The implementation of VLAN
also contributes to the cost reduction by creating smaller broadcast domains that require
more expensive devices such as routers. As there might be a confidential and sensitive data
in an enterprise, a distinct VLAN can help in protecting it from gaining the right of entry
jointly with access lists. [1,67-73]
VLAN Trunking Protocol (VTP)
VTP is used to administer and configure VLANs regardless of the physical location
reducing the administrator’s load. VTP manages the addition, deletion, renaming,
modification of VLANs in general and communicating the information with multiple
switches. This will assist in the uniformity of configuration between the switches
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eradicating all the possible configuration errors and security breaches. The exchanging of
this information takes place through a trunk link. A trunk is a link that transmits
information about the VLANs between switches. By default, a trunk port belongs to every
VLAN. Trunks can be configured to transmit all or a set of VLANs as required across the
entire network. Trunks are more often configured on the ports that have the most
bandwidth. There are two different types of protocols that are used to advertise the
transmission across the trunk interface.
The first mechanism is known as InterSwitch Link (ISL), which is a Cisco proprietary
protocol. It was used to interconnect devices that carry VLAN traffic across the network. In
addition to specific series of Cisco Catalyst switches, other devices such as routers and
network equipments support this protocol. ISL adds an additional header of 26 bytes and 4
bytes for a header Cyclic Redundancy Check (CRC) in the original packet that is carried
over the trunk link. The receiving end the additional header is removed and the packet is
forwarded to the destination. If there is a packet that does not include an ISL header is
drooped. ISL supports VLAN numbers from 1 to 1005. [15,246]
The other trunking standard method which is widely used today is known as IEEE 802.1Q.
Unlike ISL, this mechanism is an industry standard and supported by all the network
devices regardless of the manufacturer including Cisco. It defines a set of standards that
characterize the architecture, protocols and mappings to make the interoperability and
reliable management of VLANs possible. This mechanism is widely used today and
supports both labeled and unlabeled frames. Frames that are not labeled unlike ISL are not
dropped but passes through a default Port VLAN ID (PVID) assuming that they belong to
that port.  It is crucial that two devices at the end have the same native VLAN
configuration. IEEE 802.1Q uses a labeling mechanism and alters the original frame by
adding a 4 byte label and calculates an entire new value for the CRC. The VLAN numbers
for 802.Q ranges from 1 to 4094. [8,178]
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VTP Pruning
VTP pruning is a mechanism used to eliminate or stop the flooding of frames into VLANs
through trunk ports. It controls and lessens the unnecessary broadcast, multicast and unicast
packets. Therefore, it blocks it from entering through any port to that VLAN. However, this
will not have any effects on the VTP updates except for the data entering the VLAN. By
decreasing the flooding it adds the available bandwidth. [8,189-190]
VTP Modes
There are three types of mode for VTP. According to the purpose of the switch the mode
can be chosen as follows:
· VTP Server mode: it is possible to create, delete, rename or modify VLANs with in
the VTP domain through trunk ports. Moreover, it advertises using either of the two
protocols mentioned above to the other VLANs to the local switch.
· VTP Client mode: if a switch is set to this mode, it can receive updates from the
VTP server and cannot create, delete, or rename a VLAN.
· VTP Transparent mode: this mode does not participate in any kind VTP updates or
advertise the local VLAN configuration to the others. On the other hand, it will
forward the VTP advertisements it received to the other switches. [15,246-247]
Spanning Tree Protocol (STP)
As switching is the most significant technology in today’s enterprise network, it is vital to
minimize all the possible bottlenecks that are due to arise. The major issue is how to
provide a highly available network with redundant links to triumph over unanticipated
failovers. Having redundant links at the Layer 2 has its own drawbacks. One of the major
negative aspects is that it creates an iterating loop that generates a broadcast storm
depriving the performance of the network.  STP is the most essential technology used to
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prevail over this disadvantage and select the optimal path between redundant links to the
destination. The most effective way for Ethernet to function as desired is when there is only
one active link between the devices. If the link fails, it will switch to the alternate link for
the continued communication of the devices automatically.
STP is defined in the IEEE standard 802.1D. It makes certain that no iterating loops are
generated within the LAN topology. STP is a Layer 2 protocol that implements a different
algorithm to discover the physical loops in the network and disable the links that are not
used to achieve a loop free topology. The algorithm that is implemented in STP is known as
Spanning Tree Algorithm (STA). The following are the three different methods STA uses
when making a decision:
· Bridge ID (BID):  is used to select the Root Bridge or Switch of the network. The
parameter evaluates the Bridge ID of the switches. It is has two parts of a total 8
byte field. The first 2 byte consists of a decimal number known as Bridge Priority.
The other 6 byte is the MAC address of the switch. This is exclusive for every
device and used to determine the Root Bridge or Switch. The Bridge Priority value
is used to determine the priority and the values range from 0 to 65535 even though
by default all switches are set to the value of 32,768. These values can be altered to
by the administrator to the least value as the lower value is preferred and selected to
be a Root Bridge or Switch.
· Path Cost: is the second type of parameter used by STA to determine the best path.
Cost in STA is directly related to the bandwidth or speed of the links. The higher
the bandwidth is the lower cost. Therefore, as STP favors values that are the least,
the link with the highest bandwidth will be selected as root port to send and receive
frames.
· Port ID: all the ports on the Root bridge as set as designated ports. The non-root
bridges will select one designated port with the lowest path cost to the root bridge to
receive and send frames. All the other ports are known as non-designated ports
blocking frames from being forwarded or received to the LAN also preventing a
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loop from occurring in the network. These ports can be used as a backup or alternate
links in case the primary fails.
For all of these decisions to occur, there has to be messages exchanged between the
switches about their own BID and path cost to the root. The message the switches exchange
is known as Bridge Protocol Data Units (BPDU). This message is exchanged between the
switches every two seconds which is the default value. When the switches within the LAN
receives this BPDU frame, it checks for the root ID information and updates it own table
and forward it to the adjacent switch with the new root ID.
There are five different states of ports in switches that uses spanning tree. They are:
Blocking, Listening, Learning, Forwarding and Disabled. If a port is in a blocking state, the
ports will not be forwarding frames but listen. In the listening state, the switch will select
the designated and non-designated ports and forward its own BPDU frames to adjacent
switches. In the learning state, the port will learn about the incoming BPDU frames even
though it does not forward it. In the forwarding state, a port is active and will learn the
received frames and forwards the BPDU frames. The last state is disabled state that does
not take part at all in the spanning tree and forwarding frames.
STP has three timers that are carried along within the BPDU frames. These timers play a
great roll on the performance and convergence of states of the ports. These timers are set
with default values and it is recommended that the timer values are not changed. The three
timers are: hello time, forward delay and maximum age. The first timer is set for every
BPDU’s that are exchanged. The default value is two seconds but can be changed into any
value between 1 and 10 seconds. The forwarding delay is the time the ports keep on
listening or learning state. The default value is 15 seconds but can be configured from 4 to
30 seconds. The third timer is known as maximum age that controls how a long a port can
keep the BPDU information it has received. The default value is set to 20 seconds but can
be changed from 6 to 40 seconds.  [8,217-227]
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There are other developments for STP from different vendors with some additional
specifications. For that purpose IEEE will create a standard specification that can be
applied in the industrial standards. Even though there are other standards based on the IEEE
802.1x, the devices being used for this study which are from a specific vendor, Cisco
proprietary, will be discussed.
Rapid Spanning Tree Protocol (RSTP)
In addition to what was stated in the above paragraph, the major selection of this standard
over the other industry or other vendor specific standards is that it is based on the preceding
IEEE 802.1D STP standard. It is also fundamental to understand RSTP in advance to Rapid
per VLAN Spanning Tree (Rapid-PVST+) as it is based on IEEE 802.1w standard. This
will make it easier to get acquainted with the major characteristics as they are unchanged
and need not many additional configurations. In addition it is by far the one with the most
rapid convergence time without many additional configurations if configured appropriately
for the recalculation of topology changes.
RSTP convergence time is comparable with that of the Layer 3 switching protocols of
OSPF and EIGRP which is about one second. The major difference with the 802.1D
standard is that it adds a new type of port state or combines the three port states into a
single unique port state. From the 802.1D port states: Disabled, Blocking and Listening are
known as Discarding port state in 802.1w standard. As a result, there are three port states in
802.1w: Discarding, Learning and Forwarding. The other most significant matter that
contributed for the fast convergence is that RSTP eliminated the 802.1D timers before the
transitions of ports to the forwarding state. This is achieved with the addition of two new
variables: Edge port and Link type. Identical BPDU formats are used by RSTP as in IEEE
802.1 D apart from that the version field is set to 2 facilitating interoperability with devices
running STP.
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In RSTP an edge port is only connected to the end devices. These ports do not create a loop
in the network, for that reason, they can change the status to forwarding directly leaving out
the listening and learning stages. If a BPDU is received by these ports, it instantaneously
changes the status to a normal spanning-tree port. The quick change to forwarding in RSTP
is only achievable from edge ports and point-to-point links. In Cisco devices, this can be
achieved by using the keyword PortFast and a guard from inappropriate configuration
known as BPDU Guard. Link type is determined from the duplex mode of the port.  If the
link operates on a full-duplex, it is assumed to be a point-to-point link, which is the case in
today’s most networks and makes it easier for RSTP to change the status to the forwarding
state. If the link is not operating in a full-duplex, then it is a half-duplex which is
considered as a shared port by default. It is possible to override the automatic link type
detection with an explicit configuration. [8, 243-248]
Rapid Per VLAN Spanning Tree (Rapid-PVST+)
Rapid-PVST+ is a term used by Cisco to express the combination of Per VLAN Spanning
Tree Plus (PVST+) with IEEE 802.1w. PVST+ is a revision of PVST. Cisco developed
PVST+ to provide a support for IEEE 802.1 Q trunking specification and it is not supported
on non-Cisco devices. In addition, all of PVST features are supported by PVST+ with
additional STP extensions. PVST uses only Cisco’s proprietary ISL trunking protocol and
implementing a single STP per VLAN. As it notices every VLAN as different networks, it
can load balance the traffic at Layer 2 by ensuring all links are utilized for different VLANs
increasing the bandwidth. The following three extensions are developed by Cisco to
improve the IEEE 802.1 D: BackboneFast, UplinkFast and PortFast. [8,235]
BackboneFast is generally implemented on all the switches in the network where several
switches are connected and a multiple paths exist to the root bridge. It is applied to notice
indirect link failures. For a switch to detect an indirect link failure, it takes up 20 seconds
which is the default value before looking for an alternative path. When a BackboneFast is
enabled and a BPDU appears at the root port indicating a link failure, it will divert
41
automatically to the blocked port lessening the convergence time significantly at least by 20
seconds. Unlike BackboneFast, Uplinkfast concentrates with direct failures and enhances
the convergence time. It is usually implemented in the edge switches where there are
forwarding and blocked ports. The uplink will provide with an alternate path if the
forwarding link to the root bridge fails reducing the spanning tree convergence to few
seconds. The PortFast is the same as described above in RSTP. [19]
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4 Implementation of a Highly Available Enterprise Campus Network
4.1 Using OSPF as the Routing Protocol
OSPF is an IGP that uses the Link State algorithm based on the open standard designed by
the Internet Engineering Task Force (IETF). OSPF is a nonproprietary routing protocol that
is commonly implemented in larger enterprise networks. I have been looking at the specific
features such as the different OSPF area types and the different types of messages
exchanged between the routers to discover the shortest path through the network. Even
though there is version 3 of this protocol with additional features, version 2 was
implemented in this project and the specifications were standard in the Requests for
Comments (RFC 2328).
OSPF has a remarkable competence when it comes to scaling and convergence in
hierarchal design compared to any other proprietary or nonproprietary routing protocol.
This property is an important characteristic amongst others and is required by many
enterprise networks today. OSPF is a classless protocol that supports VLSM, CIDR and
authentication for routing protocol interactions. The details of the VLSM calculation are
outside the scope of this paper and it will not be discussed in depth, even though VLSM
was used in the implementation. VLSM is also known as subnetting a subnet to make the
most of the addressing scheme. This will not only reduce the wasting of addresses but also
summarize the route and lessen the load on the Internet backbone. It convergences rapidly
as it does not update the entire routing table but only the changes to the entire OSPF
network. OSPF fragments the network into smaller groups of routers creating smaller areas.
By doing so, it limits the traffic within the area and does not affect the other areas’
performance. All of the factors mentioned contributed to the preference over other types of
protocol in the implementation part, even though there are still some drawbacks, discussed
in section 4.5.
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There are some factors that determine the successful implementation of a reliable OSPF
that is highly scalable and performing preeminently in a hierarchically design. It is
important to define the area boundaries of the routers and links explicitly also the
assignment of addresses. The areas are a group of routers that have the similar area
identification and topological database. There exists at least one area in all OSPF networks
known as Area 0 , which is the backbone area used to connect all other areas in case several
OSPF areas exists. For the maximum achievements the number of the routers in an area
should be 200-250 as OSPF uses an algorithm that exploits much of the CPU and memory
while performing SPF with an adverse impact on the router. [15,497]
OSPF communicates with all other routers within the same hierarchal area about the local
routing topology by sending Link State Advertisements (LSAs). These advertisements have
their own aging timer which is 30 minutes by default in OSPF or sent immediately after a
topology change, so that all the routers have the same and complete link-state database. The
LSAs are not flooded but rather sent only to those interfaces that are in the fitting area and
the summarized route information is flooded to the rest of the network. LSAs include
essential information concerning the interface of the router: the physical information of the
link whether it is up or down, the IP address and the subnet mask assigned to the interface,
the network attached to the interface and the associated cost for using the router’s network
connection. After receiving the link-state information, every OSPF router will make use of
the SPF algorithm to analyze the shortest path.
There are two main area types created by OSPF. The first type is known as intra-area
routing where routing is only possible between networks within the same area. The second
type is known as inter-area routing where routing is possible between two different OSPF
areas. Version 2 of OSPF has five distinct types of LSAs that are defined in the RFC 2328.
It is crucial first to understand the various types of routers and their functions, listed below,
before the type of messages are exchanged among the routers:
44
· Backbone routers: only in Area 0 (default area) and can connect to other backbone
or area border routers.
· Internal routers: in any other area than Area 0 and can connect to another interior or
area border routers.
· Area Border Router (ABR): connects Area 0 to the non backbone area, where one
of the interfaces is directly connected to Area 0; this router can carry out inter-area
routing and route summarization of the internal routes only, and should not belong
to more than three areas even though the recommended number of areas is two.
· Autonomous System Border Router (ASBR): usually in Area 0 interconnecting
OSPF routing domains; redistributes routes that are learnt from external routing
protocols after summarization. [15,479-482]
The LSAs types described below are exchanged between the different types of routers
stated above:
· Type 1 (Router LSAs): generated by all routers to notify their directly connected
networks within the same area and flooded all over the specific area.
· Type 2 (Network LSAs): created to illustrate all the adjacent routers that are
attached to the network with two or more routers connected to them.
· Type 3 (Summary LSAs): summarized routes that are learnt and initiated by the
ABR about different areas and flooded throughout the area within the AS.
· Type 4 (Summary LSAs): originates from ASBR to depict the routes that are
redistributed from where Type 5 LSAs originate.
· Type 5 (External LSAs): information that is redistributed into the OSPF from a
different type of routing protocol. [20]
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The above mentioned LSAs are only exchanged when the routers that are running on the
OSPF protocol have properly configured and operational interfaces. If the interfaces are
functional, OSPF will start to send Hello packets. A set of rules known as Hello protocol
governs how the Hello packets are exchanged to learn about the neighbors. OSPF protocol
creates two different types of inter-relationships between the routers, namely neighbor and
adjacencies. Routers within the same network are known as neighbors. These routers send
Hello packets among themselves inform that they are functioning and used as keepalives.
These packets are also used to choose a Designated Router (DR) in a multi-access IP
network. A multiple-access network lets several devices to connect and communicate
simultaneously. DR has two main functions: the first one is to originate LSAs on behalf of
the network and the second to be adjacent to all other routers in the network. To elect a DR
setting the OSPF priority value is important. The default value is 1 and the range varies
from 0 to 255.
To reduce a single point of failure by the DR, another router that is adjacent to all other
routers is selected as a Backup Designated Router (BDR) and is be able to send LSAs in
case the DR fails. The BDR constantly checks on the DR to make sure that is functional
continually with a set timer and becomes the selected DR. The second type of inter-relation
created by OSPF is known as neighbors. Neighbors are routers that have the interfaces
belonging to the same network. There is another timer that identifies if a neighbor is dead
or down. If the hello packets are not received within a pre-specified time, the router will
assume that the neighbor is dead and the timer is known as a dead timer. This timer has a
default value of four times the hello interval, which is 40 seconds, but it is possible to
change the value administratively. [10,172-175]
OSPF implements four different types of areas depending on the type of network to
enhance the performance by limiting the amount of route information it receives also for
scaling purposes. The first area type is Backbone, also known as the Transit area. As stated
earlier in section 4.1, the Backbone (Transit area) is the default area whenever an OSPF is
configured. It is the center connected to all other areas (if there exist other areas)
46
exchanging the route information. The Backbone is the fastest way of moving IP packets
around the network and end users are not to be found in this area. This area accepts all
types of route summaries: intra-area, inter-area and external routes. The other three areas
are known as Stub Area, Totally Stubby Area and Not-so-Stubby area (NSSAs).
In a Stub Area there are limitations regarding the routing information towards the inside of
this area. Both intra-area and inter-area routing updates are possible within the same AS.
Stub area will not accept any external routes or routes that are other than OSPF. As a result,
LSA type 4 and 5 do not exist in this area. At the edge of the Stub area, ABR will use LSA
type 3 to advertise the default routes. The Backbone area cannot be configured as a Stub
Area and there is no ASBR. Stub Areas are best practice to implement when there exists
only one entry and exit point that can be accessed through the default routes. This area can
be configured by using the key word stub after entering area and the area id.
Totally Stubby Area is more restraining when it comes to permitting in routing information
than Stub area. It allows only intra-area and default routes and will not accept any inter-area
and external updates. LSA types 3, 4 and 5 do not exist or have a meaning in this type of
area as a result. The best practice implementing in this area is not different from the Stub
area where there exists only one exit and entry point into the area. Routers that are within
the Totally Stubby Area will have the smallest routing tables. The no-summary command
after area [area Id] stub will stop all the LSA 3, 4 and 5 ensuing in Totally Stub Area and
have to be configured in all routers within the area, so that they can be neighbors and attain
adjacencies.
The NSSA embraces characteristics of two different area types. It has some restrictive
character that it has been obtained from the Stub Area and also from the Normal Area. The
major drive and feature of NSSA is to make the flow of external routes or other routes
learnt from a different AS into and out of the Stub Area. This is usually implemented in a
Stub Area where a router has an interface that is connected to a different AS or learning
route through a protocol that is different from OSPF. LSA types from 1-4 also as LSA type
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7 exist in this type of area. LSA type 7 is only used by NSSA and originates from the
ASBRs. These LSAs are flooded only within the NSSA from which they originated. The
ASBR will convert the LSA type 7 into type 5, so that they can be broadcasted into the
OSPF area. The area can be configured as an NSSA with these commands:
area [area Id] nssa. [21]
I have aimed to embrace the major drive and features of the OSPF routing protocol that are
most crucial and distinguishing compared to the other routing protocols in the practical part
of this study.
4.2 Scenario
As mentioned in section 1, the major goal was to study how to tune a Campus Network in
order to be able to endure the heightening demands of today’s network. Depending on the
size and services of an enterprise, the network will vary in many ways from the requests of
both (local and outside) users to the response of the network. These services will outcome
in the different requirements of devices and technologies. As a consequence, I have
considered all the types of technologies that require prioritization over others and analyzed
the selected routing protocol’s behavior in such instances. To be able to support the real
time application such as voice and video, which are sensitive and require a QoS, a fully
routed (Core to Access Layer) design is applied. The major advantage of Layer 3 over
Layer 2 in the Access Layer is the convergence time. In Layer 2 access design the
convergence might take up to 800-900 ms whereas it is less than 200 ms in Layer 3 design
[22,7]. Figure 3 shows the different implementations of the Access Layer and the respective
convergence time.
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            Figure 3. Comparison of layer 2 and Layer 3 Convergence [22,8]
As seen in figure 3, there is a significant change when a fully routed protocol is comprised
on the Access Layer. In addition to the rapid convergence the network is able to perform
incomparably, scales and easily maintained than implementing Layer 2 access design. It
also facilitates the introduction of new services in the network with a smaller amount of
modification as it is flexible.  For the fastest and most reliable convergence, it is important
to have redundant and equal-cost links between the layers generating a triangle connection
together with the Cisco Express Forwarding (CEF). As the name indicates, it is Cisco’s
proprietary that is an advanced Layer 3 IP switching using multiple paths between the
devices to forward the packets to the destination that is done by means of caching the route
information in one table known as Forwarding Information Base (FIB) and all Layer 2 next
hop addresses for all the FIBs in an adjacency table. This will allow rerouting the traffic
quickly between the failed links.
Figure 4 shows the type of topology that is put into practice in this experiment. The details
of each type and steps followed will be discussed in detail in section 4.2 together with the
steps carried out accordingly. All the configurations can be seen in the respective
appendices.
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Figure 4 is an example of a medium-sized enterprise that is highly dependent on the
availability and the scalability of the network as it is expanding hastily and implements the
structural foundation and hierarchy of an enterprise campus network.
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4.3 Planning
 After designing the topology and having a clear vision of the network, the next step is
handling the issue of the IP addressing scheme, which is one of the major constituents for
the flow of IP packets in the network. As OSPF supports VLSM, there are a few
considerations that must be taken into account while allocating IP addresses:
· Allocating addresses according to the subnets' necessities or a number of devices
currently
· Future expansion needs to be resolved now rather than later. Assuming that the
network will grow, there has to be additional addresses that can be allocated
whenever required.
If the big network address allocated to the Campus Network is 192.168.0.0/23 and
assuming that each VLAN x10 (voice), x20 (data) and x30 (video) currently require 15
unique IP addresses and doubling to 30 in the near future. There are 13 different subnets for
the link connections between all the Layer 3 devices within both areas. The details of the IP
address allocated can be seen in Appendix 1. As one of the main advantages of modularity
is, the use of the same configurations to the devices within the different layers, I will
explain the setup of a single device on each layer, and the other devices will more or less
have the similar configurations except for minor changes such as names and different
network addresses. The full configuration files of all the devices are shown in
Appendices1-3. The following steps are carried out in assumption that all the devices do
not have pre-configurations except the basics.
It is important to summarize the routes in order to reduce the burden on the backbone and
other devices behind it.  If not, every time a link fails, topology changes will be spread to
the backbone and to other areas where the changes did not occur. This will result in the
recalculation of the path which will consume the CPU and memory of the devices at large
especially in huge network infrastructures. In this scenario, the Interarea area
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summarization will be put into practice. The summarized routes will be publicized into the
backbone which will prevent LSAs from flooding into other areas where changes did not
occur.  The summarization of the routes can be seen in the Distribution_1 switch in the
configuration file (Appendix2) under router ospf 1.
It is significant to configure a carrier-delay timer value to zero on interfaces that are linking
the networking devices even though they are set to zero by default on Catalyst switches.
This will assure that there are no additional delays in the notification of a link failure. The
other most two significant and determining factors for the OSPF routing protocol to
converge rapidly are LSA and SPF throttle timers that are used to detect a link failure,
determining a new optimal path and updating the software and the hardware forwarding
tables. The recommended values for SPF timers are: spf-start: 10 msec; spf-hold: 100 to 500
msec; spf-max-wait: 5 seconds, while the LSAs have the same values: lsa-start: 10 msec; lsa-
hold; 100 to 500 msec; lsa-max-wait: 5 seconds. Finally it is advised to configure the Catalyst
switches with the pace at which LSAs with similar IDs can arrive at which in most cases 80
milliseconds is adequate. The configuration can be verified on the switches under router
ospf 1 as shown in the Appendices 2 - 4.
Assuming that the enterprise is providing different types of services to customers, there are
several demands on the networking devices due to incoming and outgoing traffic on the
campus network. The enterprise campus network will have different departments that are
involved in different activities that require special priorities. There are two paths for every
Access Layer to the Distribution Layer via primary and backup links forming a redundancy.
VLANs x10 and x20 will always use the primary link while the x30 will have their own
dedicated link which is the backup link to the Distribution Layer. In case there exists a
failure, the VLANs will use the vice versa links to get to the Distribution Layer. The
interfaces connecting all the end devices are set as passive interfaces to reduce the
advertisement of routing information.
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The above path selection will be implemented using a Policy-Based Routing (PBR) which
is different from the implemented routing protocol’s path selection. This will empower the
network administrator a full control over the flow of the traffic through the network by
setting precedence to certain traffic over others. This will ensure the QoS, and load sharing
by distributing the traffic among the multiple paths based on the traffic characters.
Two Distribution Layer 3 switches are placed in this topology for a complete redundancy
and to ensure availability for both upstream and downstream. This is where a lot of data
packet manipulation, packets forwarded between the VLANs, QoS and route
summarization take place. The Etherchannel is used between the two devices allowing
multiple interfaces to combine into one logical channel to share the traffic load and for the
continued flow of traffic in case a link fails within the channel. These two distribution
devices are the ABRs as they are placed between the two areas. Distribution 1 is set as the
DR to advertise the network LSAs and Distribution 2 as the BDR. This is done by setting
the OSPF priority value to a bigger number for the DR or by configuring a Loopback
interface with a higher IP address. As this interface is the most reliable interface, the
devices will use this address as the router’s ID. Each Distribution Layer device will have a
primary link and secondary link to the Core Layer.
The Backbone Area consists of two Layer 3 devices that employ a fully meshed network
that is most definitive in fault tolerance as it provides alternate paths in case a link fails.
This is crucial when there are mission-critical data and applications. The same
Etherchannel method is set as in the Distribution Layer between the cores. There are only a
few services that are running here, so that the service will not affect the performance of the
devices as they are highly involved in switching packets.
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4.4 Testing
For analyzing the performance of this practical part, the final captured timestamps from the
log server when the continuous packets were sent is what tells how the entire network
reacted to the anticipated or unforeseen incidents of link or device failures and converging
the traffic to the backup links. As there is critical data, voice and video packets that are
delay-sensitive and need to be delivered to the destination without being dropped. In order
for the end users not to release the failure, it has to be within a certain period of time.
For testing purposes, I used a Kiwi log server which is a freeware Syslog Daemon for
Windows that captures packets and displays text-based files. In order to get the packets
first, it is required to configure the network device to send the log messages to the
workstation where the Kiwi is running. Then after by entering different debug commands
on the networking device followed by what is needed to filter and locate the correct
timestamps. For this study I used the following commands:
Access_1#debug ip packet detail
Access_1#debug ip ospf tree
Access_1#debug ip ospf spf
Access_1#debug ip routing
While debugging, to capture and analyze, I sent a nonstop data packet from a Linux
machine which belongs to VLAN110 with an IP address of 192.168.0.15, as shown in
figure 5, with the command: ping 192.168.1.37.  This address is assigned to an interface of
Core_1 to Distribution_1. According to the plan and design, the packets should take the
primary link which is directly attached to Distribution_1 and Access_1 interface. When the
interface FastEthernet0/2 is disconnected, the packets should continue with a slight
breakage in milliseconds, which is not noticeable to users and as revealed in figure 5. There
is a convergence delay in milliseconds to the secondary link and via Distribution_2 to
Core_1. The difference with the timestamps captured shows how much time is lost during
the convergence.
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   Figure 5. Continuous ping result from the Linux machine
Figure 5 illustrates the incessant ping result while using the primary link as well as
converging to the secondary. Even the negligible breakage in the link cannot be seen here,
while critical applications may be affected with the delay in the convergence time if it is
more than 150 milliseconds. The calculated convergence time is shown in section 4.5
.
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4.5 Results
As mentioned in section 4.4, the messages are logged using the Kiwi log server. The
outputs from the text-based files have been filtered and omitted as there are many messages
moreover edited to fit the layout. The most relevant measurements have been highlighted
and shown below in each analysis for more visibility and the calculation purpose. I took
three different timestamps to compare and contrast the difference in the convergence time
and calculated the average time it took.
Figure 6 shows the time when the Fastethernet0/2 was disconnected and then the
timestamps when the packet routing succeeded via Fastethernet0/3.
   Figure 6. Test 1 Disconnecting Fastethernet0/2 and converging to Fastethernet0/3.
Figure 6 shows that Fastethernet0/2 was disconnected at  and the data
packets started to flow through Fastethernet0/3 at . The difference was a
total of 120 milliseconds. Figure 7 shows connecting the Fastethernet0/2 back and how
long took to converge to the primary link.
 Figure 7. Test 1.1 Connecting Fastethernet0/2.
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After the data packets have been flowing through the secondary link for a while, the result
found when plugging in the Fastethernet0/2 was almost identical to the time it first took to
converge to the Fastethernet0/3. The Fastethernet0/2 was connected at  and
the first packet via this link was at The time difference calculated is 120
milliseconds. The following tests carried out, as shown in figures 8 – 10, were to make
certain if the outcome of Test 1 was justifiable.
Figure 8. Test 2 Disconnecting Fastethernet0/2 and converging to Fastethernet0/3.
Figure 8 shows that the Fastethernet0/2 was disconnected at  and the data
packets started to flow through the Fastethernet0/3 at . The difference was a
total of 124 milliseconds. Figure 9 shows the timestamps when connecting the
Fastethernet0/2 back and how long it took to converge to the primary link.
   Figure 9. Test 2.1 Connecting Fastethernet0/2.
The results found from the timestamps of figure 9 is slightly different compared to the
results found in Test 1 and Test 1.1 in figure 6 and 7. The time it took to converge back to
the primary link in test 2 is which is 152 milliseconds.
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This is considerably more than what was aimed at and expected to achieve, at least 150
milliseconds.
The final test was carried out to see if there was still some more variation in the timestamps
or if it was constant as the first test. Figure 10 shows the convergence to the secondary was
120 milliseconds ( ).
  Figure 10. Test 3 Disconnecting Fastethernet0/2 and converging to Fastethernet0/3.
Even though there was a slight time difference that was realized during Test 2 and Test 2.1,
still the results were somewhat less than the projected time, which is good for the most
vulnerable packets. I calculated the average (mean) time between the three results as
follows:
1) Convergence time to the backup link from Test 1,2 and 3 while disconnecting
FastEthernet0/2 is
2) After connecting FastEthernet0/2 the average time it took for the packets to
converge to this link from Test 1.2 and 2.2 is .
The results achieved from the measurements were what was anticipated to achieve at from
the beginning of this study. The main aim was to show how to make the campus network
highly available, not only by designing redundant links and networking devices but also
studying how fast the routing protocol used could detect failures and converge to the
backup links or devices.
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5 Conclusion
Enterprises today are contingent on their networks for the accomplishment of their
businesses. Different real-time applications are making it possible and encouraging
employees to be further inspired in spite of time or location. Applications such as VoIP,
video conferencing and critical data require methods to recover rapidly and in a
deterministic way from network failures. The longer the recovery time, the more it will
influence the operation of the enterprise. Increasing network availability and decreasing the
network downtime by putting the structural foundation of a hierarchical network into
practice can augment the quality of the real-time applications while reducing the
implementation, manageability and technical support.
The outcome of this study showed that it is crucial to design the network in a hierarchical
scheme, so that it will isolate the function of the network into separate building blocks. In
this way the network can provide high availability, flexibility, scalability and fault
isolation. By designing the campus network with more deterministic recovery mechanisms,
real-time applications can be used to their full potential. Fast recovery times and predictable
traffic flows and patterns result in successful delay-sensitive application implementation.
As demonstrated in the practical part of this study, the results from the recovery time for
the link failure were around 120 milliseconds. The anticipated time to achieve was 150
milliseconds for one-way latency at the minimum for VoIP applications, so that it does not
experience a packet loss and poor voice quality. However, the test was made only from
Access_1 VLAN 110 excluding the other devices and different VLANs in that layer due to
time constrains. There is not a considerable change in the configuration files, and without a
doubt it can be concluded that main aim of this study can be achieved from any of the
devices in this topology.
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Appendix 1: IP Address Assignment
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Appendix 2: Configuration file of Access_1
Access_1#sh run
Building configuration...
Current configuration : 7232 bytes
!
!
version 12.2
no service pad
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname Access_1
!
enable secret 5 $1$b6Or$oKf2ysxDZd08N6uMbTcxe/
enable password test
!
no logging console
!
no aaa new-model
mls qos map cos-dscp 0 14 22 26 39 46 48 56
mls qos
ip subnet-zero
ip routing
!
!
!
crypto pki trustpoint TP-self-signed-682436992
 enrollment selfsigned
 subject-name cn=IOS-Self-Signed-Certificate-682436992
 revocation-check none
 rsakeypair TP-self-signed-682436992
!
!
!
!
spanning-tree mode pvst
spanning-tree extend system-id
!
vlan internal allocation policy ascending
!
!
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class-map match-all DATA_Transaction
 match access-group name DATA
class-map match-all VOICE_Bearer
 match access-group name VOICE
class-map match-all VIDEO_Data
 match access-group name VIDEO
!
!
policy-map Policy_1
 class VOICE_Bearer
  set ip dscp ef
 class VIDEO_Data
  set ip dscp 39
 class DATA_Transaction
  set ip dscp af23
!
interface Loopback0
 ip address 1.1.1.1 255.255.255.0
!
interface FastEthernet0/1
 switchport mode dynamic desirable
!
interface FastEthernet0/2
 description Connection_Distribution_1
 no switchport
 ip address 192.168.1.58 255.255.255.252
 no ip route-cache cef
 no ip route-cache
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 service-policy input Policy_1
!
interface FastEthernet0/3
 description Connection_Distribution_2
 no switchport
 ip address 192.168.1.70 255.255.255.252
 no ip route-cache cef
 no ip route-cache
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 service-policy input Policy_1
!
interface FastEthernet0/4
 description Voice Users
 switchport access vlan 110
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 switchport mode dynamic desirable
!
interface FastEthernet0/5
 description Voice Users
 switchport access vlan 110
 switchport mode dynamic desirable
!
interface FastEthernet0/6
 description Voice Users
 switchport access vlan 110
 switchport mode dynamic desirable
!
interface FastEthernet0/7
 description Voice Users
 switchport access vlan 110
 switchport mode dynamic desirable
!
interface FastEthernet0/8
 description Voice Users
 switchport access vlan 110
 switchport mode dynamic desirable
!
interface FastEthernet0/9
 description Voice Users
 switchport access vlan 110
 switchport mode dynamic desirable
!
interface FastEthernet0/10
 description Voice Users
 switchport access vlan 110
 switchport mode dynamic desirable
!
interface FastEthernet0/11
 description Data Users
 switchport access vlan 120
 switchport mode dynamic desirable
!
interface FastEthernet0/12
 description Data Users
 switchport access vlan 120
 switchport mode dynamic desirable
!
interface FastEthernet0/13
 description Data Users
 switchport access vlan 120
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 switchport mode dynamic desirable
!
interface FastEthernet0/14
 description Data Users
 switchport access vlan 120
 switchport mode dynamic desirable
!
interface FastEthernet0/15
 description Data Users
 switchport access vlan 120
 switchport mode dynamic desirable
!
interface FastEthernet0/16
 description Data Users
 switchport access vlan 120
 switchport mode dynamic desirable
!
interface FastEthernet0/17
 description Data Users
 switchport access vlan 120
 switchport mode dynamic desirable
!
interface FastEthernet0/18
 description Data Users
 switchport access vlan 120
 switchport mode dynamic desirable
!
interface FastEthernet0/19
 description Video users
 switchport access vlan 130
 switchport mode dynamic desirable
!
interface FastEthernet0/20
 description Video users
 switchport access vlan 130
 switchport mode dynamic desirable
!
interface FastEthernet0/21
 description Video users
 switchport access vlan 130
 switchport mode dynamic desirable
!
interface FastEthernet0/22
 description Video users
 switchport access vlan 130
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 switchport mode dynamic desirable
!
interface FastEthernet0/23
 description Video users
 switchport access vlan 130
 switchport mode dynamic desirable
!
interface FastEthernet0/24
 switchport mode dynamic desirable
!
interface GigabitEthernet0/1
 switchport mode dynamic desirable
!
interface GigabitEthernet0/2
 switchport mode dynamic desirable
!
interface Vlan1
 no ip address
 shutdown
!
interface Vlan110
 ip address 192.168.0.1 255.255.255.224
 no ip route-cache cef
 no ip route-cache
 ip policy route-map ACCESS-1-VOICE
!
interface Vlan120
 ip address 192.168.0.33 255.255.255.224
 ip policy route-map ACCESS-1-DATA
!
interface Vlan130
 ip address 192.168.0.65 255.255.255.224
 ip policy route-map ACCESS-1-VIDEO
!
router ospf 1
 log-adjacency-changes
 area 2 stub
 timers throttle spf 10 100 5000
 timers throttle lsa all 10 100 5000
 timers lsa arrival 80
 passive-interface default
 no passive-interface FastEthernet0/2
 no passive-interface FastEthernet0/3
 network 192.168.0.0 0.0.0.31 area 2
 network 192.168.0.32 0.0.0.31 area 2
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 network 192.168.0.64 0.0.0.31 area 2
 network 192.168.1.56 0.0.0.3 area 2
 network 192.168.1.68 0.0.0.3 area 2
!
ip classless
ip http server
ip http secure-server
!
ip access-list extended DATA
 permit ip 192.168.0.32 0.0.0.31 any
 deny   ip any any
ip access-list extended VIDEO
 permit ip 192.168.0.64 0.0.0.31 any
 deny   ip any any
ip access-list extended VOICE
 permit ip 192.168.0.0 0.0.0.31 any
 deny   ip any any
!
logging trap debugging
logging 192.168.0.20
route-map ACCESS-1-DATA permit 20
 match ip address DATA
 set ip next-hop 192.168.1.57
!
route-map ACCESS-1-VOICE permit 10
 match ip address VOICE
 set ip next-hop 192.168.1.57
!
route-map ACCESS-1-VIDEO permit 30
 match ip address VIDEO
 set ip next-hop 192.168.1.69
!
control-plane
!
line con 0
 logging synchronous
line vty 0 4
 password test
 login
line vty 5 15
 password test
 login
!
end
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Appendix 3: Configuration file of Distribution_1
Distribution_1#sh run
Building configuration...
Current configuration : 3649 bytes
!
version 12.1
no service pad
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname Distribution_1
!
enable secret 5 $1$F4Q6$17BF6CiRq1UtsAKxR4bTE1
enable password test
!
ip subnet-zero
ip routing
!
spanning-tree mode pvst
spanning-tree extend system-id
!
interface Loopback0
 ip address 1.1.8.8 255.255.255.0
!
interface Port-channel3
 description Etherchannel_Distribution_2
 no switchport
 ip address 192.168.1.53 255.255.255.252
!
interface FastEthernet0/1
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/2
 description Connection_Distribution_2
 no switchport
 no ip address
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 channel-group 3 mode desirable
!
interface FastEthernet0/3
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 description Connection_Distribution_2
 no switchport
 no ip address
ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 channel-group 3 mode desirable
!
interface FastEthernet0/4
 description Connection_Access_1
 no switchport
 ip address 192.168.1.57 255.255.255.252
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
!
interface FastEthernet0/5
 description Connection_Access_2
 no switchport
 ip address 192.168.1.61 255.255.255.252
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
!
interface FastEthernet0/6
 description Connection_Access_3
 no switchport
 ip address 192.168.1.65 255.255.255.252
!
interface FastEthernet0/7
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/8
 description Connection_Core_2
 no switchport
 ip address 192.168.1.46 255.255.255.252
!
interface FastEthernet0/9
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/10
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/11
 switchport mode dynamic desirable
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 no ip address
interface FastEthernet0/12
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/13
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/14
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/15
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/16
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/17
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/18
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/19
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/20
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/21
 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/22
 switchport mode dynamic desirable
 no ip address
interface FastEthernet0/23
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 switchport mode dynamic desirable
 no ip address
!
interface FastEthernet0/24
 switchport mode dynamic desirable
 no ip address
!
interface GigabitEthernet0/1
 description Connection_Core_1
 no switchport
 ip address 192.168.1.38 255.255.255.252
!
interface GigabitEthernet0/2
 switchport mode dynamic desirable
 no ip address
!
interface Vlan1
 no ip address
!
router ospf 1
 log-adjacency-changes
 area 2 stub no-summary
area 2 range 192.168.0.0 255.255.0.0 cost 10
 timers throttle spf 10 100 5000
 timers throttle lsa all 10 100 5000
 timers lsa arrival 80
 network 192.168.1.36 0.0.0.3 area 0
 network 192.168.1.44 0.0.0.3 area 0
 network 192.168.1.52 0.0.0.3 area 2
 network 192.168.1.56 0.0.0.3 area 2
 network 192.168.1.60 0.0.0.3 area 2
 network 192.168.1.64 0.0.0.3 area 2
!
control-plane
!
line con 0
 logging synchronous
line vty 0 4
 password test
 login
line vty 5 15
 password test
 login
!
end
72
Appendix 4: Configuration file of Core_1
Core_1#sh run
Building configuration...
Current configuration : 2112 bytes
!
version 12.2
no service pad
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname Core_1
!
enable secret 5 $1$b6Or$oKf2ysxDZd08N6uMbTcxe/
enable password test
!
no aaa new-model
ip subnet-zero
ip routing
!
!
!
!
no file verify auto
spanning-tree mode pvst
spanning-tree extend system-id
!
vlan internal allocation policy ascending
!
!
interface Loopback0
 ip address 1.1.10.10 255.255.255.0
!
interface Port-channel2
 no switchport
 ip address 192.168.1.33 255.255.255.252
!
interface FastEthernet0/1
!
interface FastEthernet0/2
 description Connecting_Core_2
 no switchport
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 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 no ip address
 channel-group 2 mode desirable
!
interface FastEthernet0/3
 description Connecting_Core_2
 no switchport
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 no ip address
 channel-group 2 mode desirable
!
interface FastEthernet0/4
 description Connection_Distribution_1
 no switchport
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 ip address 192.168.1.37 255.255.255.252
!
interface FastEthernet0/5
 description Connection_Distribution_2
 no switchport
 ip ospf dead-interval minimal hello-multiplier 4
 carrier-delay msec 0
 ip address 192.168.1.41 255.255.255.252
!
interface FastEthernet0/6
!
interface FastEthernet0/7
!
interface FastEthernet0/8
!
interface FastEthernet0/9
!
interface FastEthernet0/10
!
interface FastEthernet0/11
!
interface FastEthernet0/12
!
interface FastEthernet0/13
!
interface FastEthernet0/14
!
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interface FastEthernet0/15
!
interface FastEthernet0/16
!
interface FastEthernet0/17
!
interface FastEthernet0/18
!
interface FastEthernet0/19
!
interface FastEthernet0/20
!
interface FastEthernet0/21
!
interface FastEthernet0/22
!
interface FastEthernet0/23
!
interface FastEthernet0/24
!
interface GigabitEthernet0/1
!
interface GigabitEthernet0/2
!
interface Vlan1
 no ip address
!
router ospf 1
 router-id 1.1.1.5
 log-adjacency-changes
 timers throttle spf 10 100 5000
 timers throttle lsa all 10 100 5000
 timers lsa arrival 80
 network 192.168.1.32 0.0.0.3 area 0
 network 192.168.1.36 0.0.0.3 area 0
 network 192.168.1.40 0.0.0.3 area 0
 network 192.168.1.44 0.0.0.3 area 0
 network 192.168.1.48 0.0.0.3 area 0
!
ip classless
ip http server
!
!
!
control-plane
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!
!
line con 0
 password test
 logging synchronous
 login
line vty 0 4
 password test
 login
line vty 5 15
 password test
 login
!
end
