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Abstract
A majority function is a ternary near-unanimity function. Dalmau and Krokhin have recently shown
that the existence of a majority polymorphism on a relational structure is reflected in the complexity of the
corresponding constraint satisfaction problem, implying that the problem has “bounded path duality”. Here
we restrict our attention to core structures with finite duality. We completely characterise those among them
which admit majority polymorphisms as those whose minimal obstructions are “caterpillars”.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
A majority function on a set A is a function µ : A3 7→ A such that for all x, y ∈ A,
µ(x, x, y) = µ(x, y, x) = µ(y, x, x) = x . When A is the universe of a relational structure
A on which µ acts as a polymorphism, this algebraic property implies the existence of a
polynomial algorithm for the A-CSP problem, that is, the problem of determining whether an
input structure admits a homomorphism to A. More precisely, Dalmau and Krokhin [3] recently
proved that the structures which admit a majority function all have “bounded path duality”, which
is a strengthening of “bounded treewidth duality”. In this note we restrict our attention to the
structures with finite duality, studied in [7–9]. In this restricted setting we are able to give a
precise characterisation of the cores which admit a majority function.
Theorem 1.1. Let A be a core structure with finite duality. Then A admits a majority function if
and only if all of its minimal obstructions are caterpillars.
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We provide the necessary background in the next section. For the moment we mention that
the structures with finite duality have a fortiori bounded pathwidth. However our “caterpillars”
will be seen to be very similar to paths. Thus our result can be seen as a thematic converse to
that of [3], and also, in a sense, as an adaptation of the characterisation of undirected graphs
with majority functions for the reflexive [6] and irreflexive [2] cases. We define caterpillars in
Section 3 and prove Theorem 1.1 in Section 4.
2. Relational structures
Basics. A vocabulary is a finite set σ = {R1, . . . , Rm} of relation symbols, each with an arity
ri assigned to it. A σ -structure is a relational structure A = 〈A; R1(A), . . . , Rm(A)〉 where A is
a non-empty set called the universe of A, and Ri (A) is an ri -ary relation on A for each i . The
elements of Ri (A), 1 ≤ i ≤ m, will be called hyperedges of A. We will usually use the same
letter in bold face and slanted type to denote a relational structure and its universe, when no
confusion is possible. The simplest examples of relational structures are digraphs, with a unique
relation symbol of arity 2. The theory of digraph homomorphism is well presented in [5].
Homomorphisms. For σ -structures A and B, a homomorphism from A to B is a map f : A 7→ B
such that f (Ri (A)) ⊆ Ri (B) for all 1 = 1, . . . ,m, where for any relation R ∈ σ of arity r we
have
f (R) = {( f (x1), . . . , f (xr )) : (x1, . . . , xr ) ∈ R}.
We write A→ B if there exists a homomorphism from A to B, and A 6→ B otherwise. We write
A ↔ B when A → B and B → A; A and B are then called homomorphically equivalent. For a
finite structure A, we can always find a structure B such that A ↔ B and the cardinality of the
universe of B is minimal with respect to this property. It is well known (see [8]) that any two
such structures are isomorphic. We then call B the core of A.
Products.We define the product of two σ -structures A and B as the structure
A× B = 〈A × B; R1(A× B), . . . , Rm(A× B)〉,
where, for i = 1, . . . ,m,
Ri (A× B) = {((a1, b1), . . . , (ari , bri )) : (a1, . . . , ari ) ∈ Ri (A), (b1, . . . , bri ) ∈ Ri (B)}.
The product is associative and commutative. We write Πi∈IAi for the product of a family
{Ai : i ∈ I } of σ -structures. When all factors are equal, we use the power notation and write
An for Π ni=1A. A polymorphism on A is a homomorphism from A
n to A for some n. A majority
function onA is a polymorphismµ : A3 7→ A satisfying the identitiesµ(x, x, y) = µ(x, y, x) =
µ(y, x, x) = x .
Trees. Let A be a σ -structure. We define the incidence multigraph Inc(A) of A as the bipartite
multigraph with parts A and
Block(A) = {(R, (x1, . . . , xr )) : R ∈ σ has arity r and (x1, . . . , xr ) ∈ R(A)},
and with edges ea,i,B joining a ∈ A to B = (R, (x1, . . . , xr )) ∈ Block(A) when xi = a. Thus,
Inc(A) is irreflexive but may have 2-cycles, that is, parallel edges. A σ -structure T is called a
σ -tree (or tree for short) if Inc(T) is a tree.
Finite duality.We will use the following results on finite duality.
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Theorem 2.1 ([8]). For every σ -tree T, there exists a σ -structure D(T) such that for every
σ -structure B, we have
B→ D(T)⇔ T 6→ B.
We give in Section 4 the construction given in [9] for D(T) (see Theorem 4.1). A structure D
is said to have finite duality if there is a finite family F = {A1, . . . ,Am} of core structures such
that for every σ -structure B, we have
B→ D⇔ there exists Ai ∈ F such that Ai 6→ B.
The elements of F are then called the minimal obstructions of D.
Theorem 2.2 ([8]). A structure D has finite duality if and only if there exists a family F =
{T1, . . . ,Tm} of trees such that D↔ Πmi=1D(Ti ).
Atserias [1] proved that the structures with finite duality are precisely those whose
corresponding constraint satisfaction problem is first-order definable. A decision procedure for
recognising structures with finite duality is given in [7].
Rigidity. A structure A is called rigid if the identity is the only homomorphism from A to itself.
We will use two results on rigid structures.
Lemma 2.3 ([7]). Let D be a core structure with finite duality. Then D is rigid.
Lemma 2.4. Let T be a core tree. Then T is rigid.
Proof. Let φ : T 7→ T be a homomorphism. Since T is a core, φ must be bijective on T ; hence
it is an automorphism of T. Clearly, φ induces an automorphism φˆ of Inc(T) in a natural way. It
is well known (see [10]) that every automorphism of a tree (in the graph-theoretic sense) fixes a
vertex or interchanges the endpoints of an edge. However, since φˆ cannot interchange a point in
T and a point in Block(T), φˆ must have at least one fixed point.
Let S be the set of fixed points of Inc(T) under φˆ. By the above S is not empty; we show
that S = T ∪ Block(T). For (R, (x1, . . . , xr )) ∈ S ∩ Block(T), φˆ must permute the elements
x1, . . . , xr , but the only permutation that preserves (x1, . . . , xr ) ∈ R(T) is the identity, and thus
x1, . . . , xr ∈ S. For x ∈ S ∩ T , φˆ must permute the blocks incident to x . Suppose that for
one of these blocks (R, (x1, . . . , xr )) we have φˆ(R, (x1, . . . , xr )) = (R, (φ(x1), . . . , φ(xr ))) 6=
(R, (x1, . . . , xr )). Then r > 1, and the set
Y = {y ∈ T : the unique xy-path goes through (R, (x1, . . . , xr ))}
is non-empty. We can then define a non-bijective homomorphism ψ : T 7→ T by
ψ(z) =
{
φ(z) if z ∈ Y ,
z otherwise.
This contradicts the fact that T is a core. Hence φˆ fixes all the blocks incident to x . Since Inc(T)
is connected, this shows that S = T ∪ Block(T). Therefore, φ is the identity. 
3. Caterpillars
In this section, we examine the obstructions to the existence of a majority function on a
structure with finite duality. We will then define a caterpillar in terms of forbidden configurations.
982 C. Loten, C. Tardif / European Journal of Combinatorics 29 (2008) 979–986
An element of a tree is called a leaf if it is incident to only one block, and a non-leaf otherwise.
Similarly, a block of a tree is called pendant if it is incident to at most one non-leaf element, and
non-pendant otherwise. In particular, all the blocks corresponding to unary relations are pendant.
For the next two lemmas, σ is a finite vocabulary, A is a σ -structure with finite duality, and
F = {T1, . . . ,Tn} is the set of minimal (core) tree obstructions for A. We then have Ti 6→ T j
for i 6= j , and Ti 6→ A for i = 1, . . . , n. Our first result applies only if σ contains a relation
symbol of arity at least 3.
Lemma 3.1. If some Tk contains a hyperedge incident to at least three non-leaf elements, then
A does not admit a majority function.
Proof. Without loss of generality, let (R, (x1, x2, x3, . . . , xr )) be a block of Tk such
that x1, x2, x3 are non-leaves. Let B be the structure obtained from Tk by deleting
(x1, x2, x3, . . . , xr ) from R, adding three new elements x ′1, x ′2, x ′3 in the universe, and the r -tuples
(x ′1, x2, x3, . . . , xr ), (x1, x ′2, x3, . . . , xr ) and (x1, x2, x ′3, . . . , xr ) in R. Note that the universe of
Tk is contained in that of B and there is natural homomorphism φ from B to Tk defined by
extending the identity by φ(x ′i ) = xi , i = 1, 2, 3. This shows that for j 6= k, T j 6→ B. If there
were a homomorphism ψ from Tk to B, then φ ◦ ψ would be the identity on Tk (since Tk is
rigid), but the fact that x1, x2, x3 are non-leaves in Tk implies that none of the candidates xi , x ′i
are suitable values for ψ(xi ) in B for i = 1, 2, 3. Thus we also have Tk 6→ B, whence there
exists a homomorphism γ : B 7→ A. Apart from (x1, x2, x3, . . . , xr ), all the hyperedges of Tk
are also hyperedges of B; hence they are preserved by γ .
Now suppose that A admits a majority function µ : A3 7→ A, then we also have
(γ (x1), γ (x2), γ (x3), . . . , γ (xr ))
=
µ
γ (x ′1)γ (x1)
γ (x1)
 , µ
γ (x2)γ (x ′2)
γ (x2)
 , µ
γ (x3)γ (x3)
γ (x ′3)
 , . . . , µ
γ (xr )γ (xr )
γ (xr )
 ,
which belongs to R(A). Therefore γ induces a homomorphism from Tk to A, which is
impossible. This shows that A does not admit a majority function. 
Lemma 3.2. If some Tk contains an element which is incident to at least three non-pendant
blocks, then A does not admit a majority function.
Proof. Let T denote the universe of Tk and x be an element of T incident to the three non-
pendant blocks B1 = (R1, (a1, . . . ar1)), B2 = (R2, (b1, . . . , br2)), B3 = (R3, (c1, . . . , cr3)).
Let `1, `2, `3 be the indices such that x = a`1 = b`2 = c`3 . We partition T into four sets
S0, S1, S2, S3, where for i = 1, 2, 3,
Si = {y ∈ T : the unique xy-path goes through Bi }
and S0 = T \ (S1 ∪ S2 ∪ S3). (Note that x ∈ S0.)
We define a structure B on the universe
S = (S0 × {1, 2, 3}) ∪ (S1 × {1}) ∪ (S2 × {2}) ∪ (S3 × {3})
∪{(a ′` , 1) : ` 6= `1} ∪ {(b′` , 2) : ` 6= `2} ∪ {(c′` , 3) : ` 6= `3}
as follows (see Fig. 1). For every block B = (R, (y1, . . . , yr )) of T different from B1, B2, B3,
there exists an index i such that {y1, . . . , yr } ⊆ Si . If i ∈ {1, 2, 3}, we put the r -tuple
((y1, i), . . . , (yr , i)) in R(B). If i = 0, we put the three r -tuples ((y1, 1), . . . , (yr , 1)),
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Fig. 1. Tk and B.
((y1, 2), . . . , (yr , 2)), ((y1, 3), . . . , (yr , 3)) in R(B). The block B1 = (R1, (a1, . . . ar1))
corresponds to the three r -tuples
((a1, 1), . . . , (a`1−1, 1), (x, 2), (a`1+1, 1), . . . , (ar1 , 1)),
((a1, 1), . . . , (a`1−1, 1), (x, 3), (a`1+1, 1), . . . , (ar1 , 1)),
((a′1, 1), . . . , (a ′` 1−1, 1), (x, 1), (a
′`
1+1, 1), . . . , (a
′
r1 , 1))
in R1(B). Likewise, B2 corresponds to the three r -tuples
((b1, 2), . . . , (b`2−1, 2), (x, 1), (b`2+1, 2), . . . , (br2 , 2)),
((b1, 2), . . . , (b`2−1, 2), (x, 3), (b`2+1, 2), . . . , (br2 , 2)),
((b′1, 2), . . . , (b′` 2−1, 2), (x, 2), (b
′`
2+1, 2), . . . , (b
′
r2 , 2))
in R2(B) and B3 corresponds to the three r -tuples
((c1, 3), . . . , (c`3−1, 3), (x, 1), (c`3+1, 3), . . . , (cr3 , 3)),
((c1, 3), . . . , (c`3−1, 3), (x, 2), (c`3+1, 3), . . . , (cr3 , 3)),
((c′1, 3), . . . , (c′` 3−1, 3), (x, 3), (c
′`
3+1, 3), . . . , (c
′
r3 , 3))
in R3(B). Obviously the first projection φ is a homomorphism from B to Tk ; thus for j 6= k,
T j 6→ B. Any homomorphism ψ from Tk to B would have to satisfy ψ(y) = (y, i) or (y′, i)
for some i ∈ {1, 2, 3} (since Tk is rigid). In particular we would have ψ(x) = (x, i) for some
i ∈ {1, 2, 3}, whence for y incident to Bi , ψ(y) = (y′, i). But then, the other elements of Si
would have nowhere to map. Thus Tk 6→ B, whence there exists a homomorphism γ : B 7→ A.
If A admits a majority function µ, we can define a map γ ′ from T to A by
γ ′(y) =
{
µ(γ (y, 1), γ (y, 2), γ (y, 3)) if y ∈ S0,
γ (y, i) if y ∈ Si for some i ∈ {1, 2, 3}.
Just as in Lemma 3.1 we see that γ ′ is a homomorphism from Tk to A, which is impossible.
Therefore A does not admit a majority function. 
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Definition 3.3. A tree T is called a caterpillar if it does not contain a block incident to more than
two non-leaf elements or an element incident to more than two non-pendant blocks.
Informally, a caterpillar has a “body” consisting of a chain of elements x0, . . . , xn with blocks
B1, . . . , Bn such that Bi is incident to xi−1 and xi for i = 1, . . . n, and “legs” which are pendant
blocks incident to exactly one of the elements x0, . . . , xn . To our knowledge, graph theory is
the only scientific discipline where caterpillars are classified as a subcategory of trees. By the
previous two lemmas, a necessary condition for the existence of a majority function on A is that
all of its minimal tree obstructions be caterpillars. Sufficiency will be proved in the next section.
4. Duals of relational trees
Let σ be a finite vocabulary and T a σ -tree. Following [9], we define its dual D(T) as a
structure on the universe
D = { f : T 7→ Block(T) : [a, f (a)] ∈ E(Inc(T)) for all a ∈ T }
as follows. For R ∈ σ of arity r , we let R(D(T)) be the set of all r -tuples ( f1, . . . , fr ) ∈ Dr
such that for all (x1, . . . , xr ) ∈ R(T), there exists j ∈ {1, . . . , r} such that f j (x j ) 6=
(R, (x1, . . . , xr )). The fundamental property of this construction is the following.
Theorem 4.1 ([9]). Let A be a σ -structure. Then A→ D(T) if and only if T 6→ A.
Let Pi (A) denote the set of subsets of cardinality i of A. For a structure A, we define
a structure A∗ whose universe is A∗ = P1(A) ∪ P3(A) as follows: For R ∈ σ of arity
r , and (X1, . . . , Xr ) ∈ (A∗)r , we put (X1, . . . , Xr ) in R(A∗) if there exists three r -tuples
(a1, . . . , ar ), (b1, . . . , br ), (c1, . . . , cr ) in R(A) such that for i = 1, . . . , r , if X i ∈ P3(A),
then X i = {ai , bi , ci }, and if X i = {x}, then at least two of the elements ai , bi , ci are equal to x .
Note that there exists a natural homomorphism φ from A3 to A∗ defined by
φ(a, b, c) =
{{a, b, c} if a, b and c are distinct,
{x} if at least two elements among a, b and c are equal to x .
Indeed, A∗ is the quotient of A3 under the equivalence which identifies the triples of the type
(a, a, b) to (a, a, a) and the triples obtained from each other by permuting coordinates.
Lemma 4.2. Let T be a caterpillar. Then D(T)∗ → D(T).
Proof. We will show that there is no homomorphism from T to D(T)∗, using a proof similar
to that of [9] showing that there is no homomorphism from T to D(T). Thus we proceed by
contradiction, showing how the existence of a homomorphism from T toD(T)∗ would contradict
the absence of cycles or rays in Inc(T).
Suppose that there exists a homomorphism φ from T to D(T)∗. We first show that for every
element u of T and every f ∈ φ(u), there exists another non-leaf element s f (u) incident
to f (u). Indeed, if f (u) = B = (R, (x1, . . . , xr )) with u = xi for some i , then since
(φ(x1), . . . , φ(xr )) ∈ R(D(T)∗), there exist ( f1, . . . , fr ), (g1, . . . , gr ), (h1, . . . , hr ) ∈ R(D(T))
with f = fi . Since fi (xi ) = f (u) = B, by definition of R(D(T)) we must have f j (x j ) 6= B
for some j 6= i . The element x j is a non-leaf since it is incident to the two distinct blocks f j (x j )
and B; thus we can select s f (u) = x j .
Therefore we can define a function s : T 7→ T as follows. If φ(u) is a singleton, say { f },
we put s(u) = s f (u). Otherwise, φ(u) is a three-element set, say φ(u) = { f, g, h}. If u is a leaf
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and B is the unique block incident to u, then the possible values for s f (u), sg(u), sh(u) are the
non-leaf elements incident to B, and there are at most two of them; if u is a non-leaf, then there
at most two non-pendant blocks incident to u, and each of these is incident to at most one other
non-leaf element which is a possible value for s f (u), sg(u), sh(u). In either case, there must be
two values among s f (u), sg(u), sh(u) which are equal, and we define s(u) to be this common
value.
Define a sequence recursively by selecting an element u0 and putting un+1 = s(un). In
Inc(T), un and un+1 always have a common neighbour, namely the unique block incident
to both of them. Hence since Inc(T) is a finite tree, for some n we have un = un+2. Let
B = (R, (x1, . . . , xr )) be the block incident to un and un+1, with un = xi and un+1 = x j . Since
φ is a homomorphism, we have (φ(x1), . . . , φ(xr )) ∈ R(D(T))∗; hence there exist ( f1, . . . , fr ),
(g1, . . . , gr ), (h1, . . . , hr ) ∈ R(D(T)) such that at least two values among fi (xi ), gi (xi ), hi (xi )
are B, and at least two values among f j (x j ), g j (x j ), h j (x j ) are B. Without loss of generality,
we can assume that fi (xi ) = f j (x j ) = B, but since the other elements incident to B are pendant,
we then have fk(xk) = B for k = 1, . . . , r , which contradicts ( f1, . . . , fr ) ∈ R(D(T)). 
Corollary 4.3. Let A be a core structure with finite duality. If all of its minimal obstructions are
caterpillars, then A admits a majority function.
Proof. Suppose that there exists a homomorphism φ : A∗ 7→ A. We can then define a
homomorphism µ : A3 7→ A by
µ(x, y, z) =
{
φ({x, y, z}) if x , y, z are all distinct,
φ({u}) if two among x , y, z are equal to u.
The map τ : A 7→ A defined by τ(x) = µ(x, x, x) is then an automorphism of A, and since A is
rigid by Lemma 2.3, we must have µ(x, x, x) = x . By definition of µ we then have
µ(x, x, y) = µ(x, y, x) = µ(y, x, x) = µ(x, x, x) = x,
and thus µ is a majority function on A.
Thus it suffices to show that the hypothesis that A∗ → A is indeed correct. Suppose for a
contradiction that A∗ 6→ A. Then there exists a caterpillar T such that T → A∗ and T 6→ A.
From T → A∗ we get A∗ 6→ D(T) while from T 6→ A we get A → D(T), whence by
Lemma 4.2, A∗ → D(T)∗ → D(T); a contradiction. 
Proof of Theorem 1.1. Let A be a structure with finite duality. By Lemmas 3.1 and 3.2, if A
admits a majority function, then all of its minimal obstructions are caterpillars. Conversely,
if all of the minimal obstructions of A are caterpillars, then A admits a majority function by
Corollary 4.3. 
5. Concluding comments
The majority function presented in the proof of Corollary 4.3 also satisfies the symmetry
properties µ(x, y, z) = µ(y, x, z) = µ(y, z, x). Thus the cores with finite duality that admit a
majority function also admit a symmetric majority. Along the same lines it is possible that these
structures also admit symmetric functions of every arity satisfying majority identities (that is,
µ(x1, . . . , xn) = x whenever a majority of the variables are equal to x). For general structures,
this is not the case, as there are examples of structures admitting majority functions but no
symmetric majority functions.
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One generalisation of finite duality is tree duality. A structure D is said to have tree duality if
there exists a family F (not necessarily finite) of trees such that for every σ -structure B, we have
B→ D⇔ there exists A ∈ F such that A 6→ B.
We then call F a complete set of obstructions for D. (In [4], a different definition of tree duality
is given, though it can be shown that our definition is equivalent.)
The proof of Corollary 4.3 actually shows that a core structure with tree duality has a
symmetric majority function whenever it has a complete set of obstructions consisting of
caterpillars. It is not known whether there exist other structures with tree duality that admit
majorities or symmetric majorities.
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