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Alternating current RLC electric circuits form an accessible and highly tunable platform sim-
ulating Hermitian as well as non-Hermitian quantum systems. We propose here a realization of
a time-reversal invariant pseudo-magnetic field, enabling the exploration of non-Hermitian physics
under external magnetic field. Based on circuit realizations of non-Hermitian Dirac and Weyl sys-
tems under magnetic field, we identify the low-energy physics with a generic real energy spectrum
from the non-Hermitian relativistic Landau quantization of exceptional points and rings, avoiding
the non-Hermitian skin effect and providing a physical example of quasiparticles moving in the
complex plane. Realistic detection schemes are designed that can be used to probe the flat energy
bands, sublattice polarization, edge states protected by a non-Hermitian sublattice symmetry, and
a characteristic nodeless probability distribution.
Introduction – Hermiticity of Hamiltonians has long
been a required ingredient in any self-consistent frame-
work of quantum theory for both the stationary and time-
dependent problems. In recent years there has been an
increasing effort aimed at understanding the phenomena
that result from relaxing the Hermiticity condition both
as a theoretical challenge and as a description of vari-
ous physical systems [1]. Theoretical efforts were largely
ignited by the recognition of the PT -symmetry [2, 3],
its realization in optics [4–6], and further generalizations
[7, 8]. In physical systems non-Hermiticity can arise
directly through incorporating loss or gain but also by
viewing Hermitian systems from new angles, including
vortex pinning in superconductors [9], topological surface
state [10, 11], and quasiparticles with self-energy correc-
tion [12–15]. Important developments have recently been
focused on the classification of new phases [16–22], the
anomalous bulk-boundary correspondence and skin ef-
fect [23–32], and the bulk Fermi arc and line structures
[12, 15, 33, 34]. Of particular importance are the generic
exceptional degeneracies – exceptional point (EP) in two
dimensions (2D) and exceptional ring (ER) in three di-
mensions (3D) – in the complex energy spectrum where
two resonances match at once in position and width [35–
40]. Signatures of these have been experimentally ob-
served in microwave cavities [41, 42], exciton-polariton
systems [43], and photonic lattices [44, 45].
In the present work we discuss a new family of phe-
nomena that result from applying magnetic field to non-
trivial non-Hermitian (nH) systems. This problem has
remained largely unexplored owing to the lack of a feasi-
ble realization which we overcome here by considering a
convenient synthetic platform based on alternating cur-
rent (ac) circuits. Periodic arrays of capacitors and in-
ductors are known to simulate the physics of electrons
in crystal lattices and have been used to model various
topological phases [7, 8, 46, 48–50, 52–58]. We introduce
nH effects by including dissipative resistance in such ar-
rays. Pseudo-magnetic fields (pMFs) can be generated
by spatially varying some of the electric elements, which
extends to the nH case the pMF realized by elastic strain
in relativistic electron systems [59–65]. The nH effects
generically turn relativistic band crossings into excep-
tional degeneracies. Interplay with the pMF then results
in a novel nH low-energy theory of bulk states with real
energy spectrum and free from the skin aggregation effect
in nH systems, both enforced by the magnetic field. In
addition we show that such systems exhibit novel edge
states protected by strong nH symmetry and realize a
physical analog of a particle moving in the complex plane.
We explain how these remarkable phenomena can be de-
tected via conventional electric measurements.
Circuit Realization – Based on the Kirchhoff current
law (KCL), one can apply the node analysis to an ac
circuit at frequency ω. The Euler-Lagrange equation for
the node flux variable ϕj given the external current ij
injected at node j reads
d
dt
∂L
∂ϕ˙j
− ∂L
∂ϕj
+
∂D
∂ϕ˙j
= ij , (1)
where for capacitors and inductors LC =
C
2 ϕ˙
2, LL =
− 12Lϕ2 while Rayleigh dissipation function D = 12R ϕ˙2
describes resistors. These equations form an admittance
problem, Jv = i, where the admittance matrix J deter-
mines the voltage response v = ϕ˙ in the circuit to an
array of injected currents i = (i1, i2, · · · , iN ). At any
fixed frequency the matrix J can be mapped to a tight-
binding Hamiltonian H = −iJ with hopping amplitudes
ωC (−1ωL ) for nodes connected by a capacitor (inductor)
while a nH hopping i/R accounts for any resistor and
hence H(R 7→ −R) = H†. A lossless LC circuit can fully
simulate ordinary time-reversal (T ) invariant quantum
models as the pi-phase difference between L,C hoppings
suggests. This remains true in the presence of pMF which
couples to Dirac/Weyl nodes in a way that respects T .
Solving the eigenvalue problem H|ψα〉 = α|ψα〉 corre-
sponds to finding a spatial pattern of currents iα that
produces the identical pattern of voltages iαvα = iα.
We discuss later how a method of circuit tomography
can be used to connect standard impedance or voltage
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FIG. 1. RLC circuit employed to simulate a quantum system
with Dirac dispersion which turns into exceptional degenera-
cies upon inclusion of nH effect. pMF defined by gauge po-
tential Ay = bx can be generated by varying the red elements
along the x-direction. Linear variation, required for uniform
pMF, dictates open boundary conditions along x.
measurements with the energy spectrum and the wave-
function of the quantum problem.
In this work we focus on periodic circuits described
by a family of two-band Bloch Hamiltonians h(k) =
d0(k)1 +
∑
i di(k)σi where psuedospin σ stands for in-
equivalent sublattice nodes A,B. As described in Sup-
plemental Material (SM) [66] a square-lattice electric cir-
cuit depicted in Fig. 1 can be used as a versatile platform
to realize a variety of Hamiltonians of this type. Specifi-
cally, this circuit is described by
dx = iγ − κ1 + κ cos ky − tx cos kx,
dy = ty sin ky − κ2 sin kx
(2)
with a staggered on-site potential dz = ∆. It is related
to circuit element parameters by γ = 1R , κ1 =
1
ωL0 , κ =
ty = ωC
0, tx =
1
ω (
1
L1 +
1
L2 ), κ2 =
1
ω (
1
L2 − 1L1 ),∆ =
1
2ω (
1
LA
− 1
LB
). Gain from the negative impedance con-
verter (NIC) compensates for the loss incurred in the re-
sistor R enabling unimpeded signal propagation through
the array [3–6]. This NIC element acting as a static neg-
ative resistor, together with other grounded elements, as
explained in SM, guarantees a real-valued and uniform
constant d0 in analogy to a controllable chemical poten-
tial.
The circuit in Fig. 1 realizes relativistic band struc-
tures similar to graphene with a simpler square lattice.
When γ = ∆ = κ2 = 0 and κ = κ1, the spectrum εk
exhibits a pair of Dirac points located at (±pi2 , 0) with
Fermi velocity viF = ti in i-direction. As illustrated in
Fig. 2 inclusion of the dissipative term iγσx splits each
Dirac point into a pair of EPs at (±pi2 ,±
√
γ2 −∆2/vyF )
when γ > ∆. Each EP pair is connected by a bulk Fermi
line along which the imaginary part of εk vanishes. In SM
we also consider a 3D cubic noncentrosymmetric model
of four parallel Weyl ERs as shown in Fig. 2 that can
be constructed by layering the 2D EP circuit along the
z-axis with dz = −tz cos kz.
A special feature of relativistic dispersions lies in that
spatially varying hopping amplitudes can act as vector
potentials chirally coupled to the low-energy excitations
EPEP
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FIG. 2. Emergence of the exceptional degeneracies from
Dirac/Weyl points generated by nH terms in the 2D and 3D
models. Bulk Fermi line, indicated by a dashed line, connects
two EPs. Real energy spectrum emerges when magnetic field
b takes the direction noted. In circuit calculations, we fix
b = bzˆ for one exceptional degeneracy region as indicated.
[59–62]. This feature naturally extends to the exceptional
degeneracies when nH terms are included in the model.
As an example a linear variation along the x-direction
in the red inductors in Fig. 1 produces spatial variation
of the Hamiltonian parameter κ2 = v
y
F bx. In the low-
energy theory this manifests as a Landau-gauge vector
potential Ay = bx giving rise to a uniform pMF bzˆ. Vec-
tor potential Ax = −by can also be realized by varying
κ1 = κ − vxF by along the y-direction with open edges as
discussed in SM, see especially Fig. S1.
nH exceptional Landau levels – Band structure of the
EP circuit is displayed in Fig. 3, where exceptional degen-
eracies are eliminated by the pMF illustrated in Fig. 2.
Surprisingly, Landau-level-like flat bands that result ex-
hibit spectra with consistently vanishing imaginary part
around the exceptional degeneracies. To understand this
remarkable feature we first develop a low-energy theory
of this nH Landau quantization of exceptional degener-
acy and then discuss the origin of purely real spectrum.
Representatively, the low-energy Hamiltonian around
the exceptional region with orange field in Fig. 2 can be
written as
h =
∑
i=x,y
(viFΠi + iγi)σi + ∆σz =
[
∆ Ebf+
Ebf− −∆
]
(3)
where viF , b > 0, Eb =
√
2vxF v
y
F b and Πi = pi − Ai.
Here pi = −i∂i is the momentum operator which we may
replace by ki along the periodic direction of the circuit.
∆ is replaced by vzF kz for the ER case. Furthermore
f∓ = (vxFΠx ± ivyFΠy + iγx ∓ γy)/Eb. (4)
The first observation is that [f−, f+] = 1 formally holds,
even though f †− 6= f+. Second, if f−φ0 = 0 has a
physical square-integrable solution, one can construct
a tower of nH Landau levels (LL) through the wave-
function ansatz ψn = (αφn, βφn−1)T for n = 0, 1, 2, · · ·
where φ−1 = 0 and φn>0 is obtained by the relation
f+φn =
√
n+ 1φn+1 , f−φn =
√
nφn−1. An explicit cal-
culation then gives energy ELLn± = ±
√
∆2 + nE2b when
n ≥ 1 and ELL0+ = ∆ when n = 0 for the nth nH LL
(LLn), which is isospectral to the Hermitian counterpart.
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FIG. 3. Band structure of the 100×100 square lattice EP circuit. Panels ab) have open boundary along x realizing armchair-like
bands under gauge Ay = bx while panels cd) have open boundary along y realizing zigzag-like bands under gauge Ax = −by.
3D Weyl ER case at kz =
pi
2
+ ∆/tz is the same as cd). (See SM for extended discussion of the b = 0 case.) We set ti = 1,
unmodulated κ = κ1 = 1, κ2 = 0, and ∆ = 0.02, γ = 0.03, b = 0.009.
The construction is valid for arbitrary γx, γy but breaks
down in the presence of nonzero iγzσz. As this tilts the
ER plane, requiring pMF ‖ ER is thus the major differ-
ence in the 3D case in Fig. 2.
For the above procedure to work it is essential to en-
sure a physical solution of f−φ0 = 0. The existence of a
normalizable φ0 is not guaranteed in arbitrary nH cases.
Imagine for instance a spatially linear modulation of the
resistors in the circuit, which can introduce an imagi-
nary-valued vector potential, e.g., Ax = −iby and hence
[f−, f+] = i and a tower of complex LLs. In this case it is
however undermined by the solution of f−φ0 = 0 being
not normalizable nor bounded [71]. As an example we
proceed with the real-valued Ax = −by that has a valid
normalized wavefunction
φn = (
√
pilbn!2
n)−
1
2 e−(y−y0)
2/2l2b+γyyHn((y−y0)/lb) (5)
where y0 = −(kx+iγx)/b, magnetic length lb = b−1/2 and
Hn(z) is the Hermite polynomial valued in the complex
z-plane. Note that γx renders φn complex-valued while
γy breaks its symmetry with respect to the Hermitian
oscillation center y = −kx/b. Henceforth we mainly con-
sider the case with γy = 0 which emerges naturally from
our circuit realization. Remarkably, the nH quasiparti-
cle not only avoids via magnetic confinement the ubiq-
uitous boundary condition-sensitive nH skin effect where
macroscopically many states are localized to the bound-
ary [23–27], but also is now oscillating along a complex
y-direction line centered at y0. Therefore, this nH sys-
tem under magnetic field provides a concrete example of a
quasiparticle moving in the complex plane. This scenario
is justified by the Hermite function actually being holo-
morphic, although we usually view it as a solely real func-
tion in conventional quantum problems. The orthonor-
mality,
´∞
−∞ dyφn(z)φm(z) = δmn with z = (y − y0)/lb,
follows from analytic continuation. This way, one can
also interpret the problem as analytically continuing the
particle motion to the complex plane.
Spectral properties – Our nH low-energy theory has a
real spectrum when pMF is non-zero even though it is not
PT -symmetric. To understand this one can formalize the
above physical interpretation of a quasiparticle moving in
the complex plane by defining an operator
ρ = diag(e·p, e·p) (6)
that translates the system in real space along the imagi-
nary direction by  = 1b zˆ × γ for γ = γxxˆ. The pseudo-
Hermiticity [7, 8], a necessary but not sufficient condition
for a real spectrum, ηhη−1 = h†, holds here via a positive
semi-definite Hermitian automorphism η = ρ†ρ. In addi-
tion one can deduce the spectral reality via a similarity
transformation
ρhρ−1 = h0 = h(γ = 0) (7)
which in general preserves the spectrum. This maps h
to a Hermitian Hamiltonian which has a spectral ex-
pansion h0 =
∑
n εn |ϕn〉 〈ϕn| of real-spectrum conven-
tional LLs. Then the left and right eigenstates, cor-
responding to Eq. (5), respectively of h† and h are
given by |ψL(R)n 〉 = ρ−1(†) |ϕn〉. Hence the biorthogo-
nal representation [1, 72], h =
∑
n εn |ψLn 〉 〈ψRn |, natu-
rally follows. The aforementioned orthonormality based
on nH Hermite functions helps prove herein the general
pseudo-Hermitian orthonormality and biorthonormality
〈ψLm|η|ψLn 〉 = 〈ψRm|ψLn 〉 = δmn.
Physically, a magnetic field in a relativistic system is
crucial to the above reasoning. The phenomenon can be
viewed as cancelling γ by absorbing it into the vector
potential A linear in the kinetic term. This relies on A
depending linearly on the spatial coordinate, viz, a uni-
form b field. One may wonder about the dual picture of
translating by γ in the imaginary direction of the mo-
mentum space by using eγ·x in ρ with position operator
x, which actually explains under the gauge used the eγyy
factor in Eq. (5) by setting γ = γy yˆ. It also relies on a fi-
nite b, otherwise the wavefunction |ψL(R)n 〉 is unbounded.
Thus, magnetic field makes a nonperturbative change to
the system. The phenomenon and interpretation applies
as well to the symmetric gauge, with which we construct
the nH ground state and coherent state in SM.
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FIG. 4. Impedance and voltage tomography for the nH circuit used in Fig. 3. Amplitudes are plotted on the logarithmic scale for
armchair-like (top row) and zigzag-like (bottom row) cases. Top row shows two cases with strongly enhanced response for LL0±
in resonance. Impedance scan a) ZAA(x,0),(x,y)(ELL0+), b) Z
BB
(x,0),(x,y)(ELL0−) and voltage scan c) V
AA
(Lx/2,Ly/2),(x,y)
(ELL0+), d)
V BB(0,Ly/2),(x,y)(ELL0−). Bottom row shows voltage scan displaying nH nodeful-nodeless transition of the up (φ2) and down (φ1)
wavefuntion component of the LL2+ in resonance. e) Hermitian, g) nH V
AA
(x,y)(ELL2+) and f) Hermitian, h) nH V
BB
(x,y)(ELL2+).
Detection schemes – Based on the KCL construction,
one can readily predict the electrical response of the cir-
cuit which can be directly measured. We consider two
types of circuit tomography assuming system size Lx ×
Ly, (i) impedance scan Z
s0s
(x,0),(x,y)(d0) reflecting a direct
impedance measurement between two points (x, 0, s0)
and (x, y, s), and (ii) voltage scan V s0s(x0,y0),(x,y)(d0) prob-
ing voltage at any node (x, y, s) in response to a current
input at the midpoint y0 = Ly/2 of the x0 = 0, Lx/2
lines. We derive expressions for both quantities in terms
of left and right eigenstates of the nH Hamiltonian in SM
[66].
Several observations can be made based on the predic-
tions for impedance and voltage scans in Fig. 4. First, in
order to have a significant voltage response, large density
of states within a small range of admittance eigenvalue
j is required. Compared to topological boundary zero
modes [49], this is naturally achieved in the presence of
pMF by the flat nH LLs, which can be set in resonance
by controlling d0. An example of this enhancement is
given in the top row of Fig. 4. Second, a unique sub-
lattice polarization of the lowest LL (LL0) wavefunction
and the general wavefunction form ψn = (αφn, βφn−1)T
hold for the nH exceptional relativistic LLs. Control-
ling d0, s0, s, sublattice-resolved responses gain us access
to extra information. The armchair-like case has every
nH LL doubly degenerate in a pMF while the zigzag-like
case mixes the nH LL0s with the edge states. We thus
use both to highlight below different features.
Edge state from nH energy-reflection symmetry – Con-
sider the EP circuit in resonance at d0 = ELL0± = ±∆,
i.e., the positive/negative LL0± in Fig 3b. One thus
has dichotomous choices in d0, s0, s and x0 = 0, Lx/2 as
aforesaid since x0 = Lx (not shown) is similar to x0 = 0.
Fig. 4ac and 4bd illustrate the only two enhanced cases
respectively of bulk and edge nature as seen from the
pronounced signal distribution contrast. All others are
largely suppressed or vanishing. The edge state LL0−
localized around x0 = 0, Lx, surprisingly, cannot be cap-
tured in a low-energy nH 2-flavour 2D massive Dirac
theory under pMF, which solely leads to two degenerate
LL0+ states. It is actually the consequence of a strong
lattice nH energy-reflection symmetry for any Hermitian
or nH bipartite hoppings which is beyond the usually
pertinent chiral or particle-hole symmetry [66]. These
confirm the nH sublattice polarization from an intricate
interplay between the pMF, Dirac mass, armchair-like
bands, and the nH symmetry that dictates pairs of op-
posite and however complex or real bands.
nH nodeless wavefunction – An observation of the non-
Hermiticity is most prominent via inspecting the wave-
functions because of the spectral property discussed. The
two-component general wavefunction form here becomes
relevant. One can combine the nodal structure of conven-
tional Hermite functions, i.e., Hn(y) possesses n nodes,
with our physical interpretation of translating the motion
to the complex plane Hn(z). This directly leads to the
removal of all nodes by the finite =z = . Therefore, a
transition from nodeful to nodeless probability (voltage)
distribution becomes a distinguishing nH feature. This
is made practically feasible by the quantum superposi-
tion principle, i.e., one can inject spatially sinusoidally
oscillating current at a certain wavenumber k′x along one
single open boundary, say, the y = 0 edge of the EP
circuit, which suffices to extract the nH Hermite wave-
function associated with k′x. Fig. 4eg and 4fh exemplify
this nodeful-nodeless transition of φ2 and φ1 respectively
by plotting the amplitude of voltage response.
Outlook – Using specially designed ac electric circuits
we develop a theory and present detection schemes for
a unique nH low-energy real spectrum without skin ef-
fect, which arise from the relativistic exceptional de-
5generacies under magnetic field and exhibit nH symme-
try protected edge state and quasiparticle living in the
complex domain. These results enrich a novel platform
for synthetic quantum systems and lay the groundwork
for future investigations of the interplay between non-
Hermiticity and magnetic field, which is relevant to the
study of real quantum systems with exceptional degen-
eracies [41–45]. There are various intriguing questions to
be explored ahead, including imaginary-valued vector po-
tential or magnetic field, further generalization of quasi-
particle living in the complex domain, nH quantum valley
Hall effect in the EP circuit with pMF, and a possible nH
Hofstadter butterfly readily realized by introducing resis-
tors to the circuit of nodes with internal eigenmodes in
a similar manner to the present study [7, 8, 66].
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I. MODEL HAMILTONIANS
A simple formulation largely owes to the specially
tuned positions of Dirac or Weyl points and the form
of the model. In fact, various other graphene models
with pMF, including the original honeycomb one, in gen-
eral lead to imperfect low-energy behaviour (armchair)
and especially unflat LLs (zigzag) that will be reported
elsewhere [S1]. These demerits for detection can be over-
come by the following minimal square and cubic lattice
models.
The general Hamiltonian of the square lattice
graphene-like EP circuit with pMF is
H =
∑
r
iγ(a†rbr + b
†
rar) + ∆(a
†
rar − b†rbr)
+ {a†r[−2κ1br + (κ− ty)br+yˆ + (κ+ ty)br−yˆ
− (tx − κ2)br+xˆ − (tx + κ2)br−xˆ]/2 + H.c.}.
(S1)
The cubic lattice noncentrosymmetric Weyl ER circuit
can be obtained by replacing the ∆-term in Eq. (S1) by
−[κ3a†rar + tz(a†rar+zˆ + a†rar−zˆ)] + [a → b]. Resistors
connecting A,B nodes in general generate off-diagonal
nH terms while unequal resistors grounding inequivalent
nodes generate nH σz terms. Without loss of generality,
we mainly focus on iγσx by resistively connecting A,B
nodes in a primitive cell. For the 2D case, as long as ∆ =
0, the system exhibits two Dirac points since the inver-
sion symmetry h(k) = σxh(−k)σx remains. Let us state
the more general Weyl case that obviously reduces to
the graphene-like case by dropping the z-direction depen-
dence. When κ = κ1, κ2 = κ3 = γ = 0, the Fermi veloc-
ity at four nodes (mx
pi
2 , 0,mz
pi
2 ) is vF = (mxtx, ty,mztz)
for mx/z = ±. The finite nH γ term brings the 3D
Weyl band to an elliptical ER around the original Weyl
point with semi-major and semi-minor axes γ/|vy,zF | in
the ky, kz-plane as shown in Fig. 2.
Let us focus on the (pi2 , 0,
pi
2 ) node, around which a
vector potential A satisfying vF ·A = (κ1 − κ, κ2, κ3) is
introduced by uniformly modulating κi’s in a circuit ac-
cordingly where we assume a positive elementary charge
set to unity. This can be seen by expanding the k-space
Hamiltonian h(k) around the (pi2 , 0,
pi
2 ) node up to the
leading order,
dx = tx(kx − pi
2
) + κ− κ1 +O[(kx − pi
2
)2]
dy = tyky − κ2 +O(k2y)
dz = tz(kz − pi
2
)− κ3 +O[(kz − pi
2
)2],
(S2)
which is justified by assuming κi’s modulation is spatially
slow and thus mismatched in Fourier space with the lat-
tice. For instance, a pMF bzˆ is generated by making
κ1 = κ− vxF by (κ2 = vyF bx) that amounts to a y open (x
open) geometry with Landau gauge Ax = −by (Ay = bx),
which applies to the 2D EP circuit as well. Particu-
lar to the Weyl ER case, we can also use κ3 = −vzF bx
(κ3 = v
z
F by) to generate pMF byˆ (bxˆ).
The Hamiltonian of another noncentrosymmetric cubic
lattice Weyl ER circuit is
dx = iγ − κ1 + κ cos kx + sin kx sin kz
dy = sin ky − κ2 sin kz csc3 kR(cos kR cos kz − cos 2kR)
dz = −(cos kz − cos kL)(cos kz − cos kR)
− 2(2− cos kx − cos ky).
(S3)
It reads in the real space
H =
∑
r
iγ(a†rbr + b
†
rar) + {a†r[−t2z(ar+2zˆ + ar−2zˆ)
− t0ar +
∑
i=x,y,z
ti(ar+iˆ + ar−iˆ)]− (a→ b)}
+ {a†r[gy(br−yˆ − br+yˆ)− κ1br + κ/2(br+xˆ + br−xˆ)
+ gxz(br+xˆ−zˆ + br−xˆ+zˆ − br+xˆ+zˆ − br−xˆ−zˆ)
− gz(br+zˆ − br−zˆ) + g2z(br+2zˆ − br−2zˆ)] + H.c.},
(S4)
in which t0 = cos kL cos kR +
9
2 , tx = ty = 1, tz =
1
2 (cos kL + cos kR), gy =
1
2 , gz =
κ2
2 csc
3 kR cos 2kr,
2g2z =
κ2
4 csc
3 kR cos kR, and gxz = t2z =
1
4 . It is gen-
eralized from a previous noncentrosymmetric cubic lat-
tice Weyl semimetal model with the minimal four Weyl
points [S2]. When γ = 0, κ = κ1 = 1, κ2 = 0, the
anisotropic Fermi velocities vF of the four Weyl points
at (0, 0,−kR), (0, 0,−kL), (0, 0, kL), (0, 0, kR) are respec-
tively (− sin kR, 1, cLR sin kR), (− sin kL, 1,−cLR sin kL),
(sin kL, 1, cLR sin kL), (sin kR, 1,−cLR sin kR), wherein
cLR = cos kL − cos kR. When κ1 = κ− vxF by/2 and κ2 =
vyF bx/2, it exhibits a symmetric gaugeA = (−by, bx, 0)/2
of pMF bzˆ for the kR node or the associated ER and the
like for Landau gauges.
Here, the special form is necessary to validate Ay since
both the pseudospin σy and the modulation term in dy
must be odd under time reversal T . This model is more
complex but useful in that four position-tunable Weyl
nodes or ERs are located or centered on the same line,
the z-axis. Therefore, there will be no node or ER su-
perposition in circuit calculations when one sets open
boundary condition in both x and y, which is used to
show the symmetric gauge wavefunction in Sec. V.
II. CIRCUIT CONSTRUCTION
A. Mapping RLC circuits onto Bloch Hamiltonians
B
A L1
C0
L2L0
LB
LA
CB CA
RL1
C0
L2L0
LB
LA
CB CA
R
NICNICNICNIC
x
y
FIG. S1. Circuit for square lattice graphene-like EP model
with Landau gauge Ax = −by and pMF bzˆ generated by the
green elements modulated along y-direction. Open (periodic)
boundary condition in y (x).
With the Kirchhoff current law and voltage law, one can apply either the node analysis or the loop analysis to a
circuit. In a Lagrangian formulation, these can be expressed in the phase space of node flux variable ϕi and loop
charge variable qi, respectively. The node analysis employed in this study is useful for identifying a quantum lattice
analog Hamiltonian since the number of independent KCL equations matches exactly the number of lattice unit cells
N if one introduces the auxiliary ground node.
Let us explicitly work out the mapping between the ac electric circuit indicated in Fig. 1 and the 2D EP model
Hamiltonian Eq. (2) or Eq. (S1) as an example. We also consider here a slightly more general circuit depicted in
Fig. S1. The two circuits share the same basic structure but differ in the composition of the grounded elements and
the gauge potential realized. The general Lagrangian including both cases reads
L =
1
2
∑
r
[C0(ϕ˙Ar − ϕ˙Br−yˆ)2 −
1
L0r
(ϕAr − ϕBr )2 −
1
L1r
(ϕAr − ϕBr+xˆ)2 −
1
L2r
(ϕAr − ϕBr−xˆ)2 +
∑
α=A,B
(Cαϕ˙α 2r −
1
Lαr
ϕα 2r )]
(S5)
with the Rayleigh dissipation function
D =
1
2
∑
r
1
R
(ϕ˙Ar − ϕ˙Br )2 −
1
R
(ϕ˙A 2r + ϕ˙
B 2
r ). (S6)
Note that for completeness we attach space coordinate index r to all the colored elements in both Fig. 1 and Fig. S1,
to indicate their potential spatial modulation required for the generation of the pMF. The second term in D represents
the NIC element realizing a static negative resistor with resistance −R. Using the Euler-Lagrange Eq. (1) for ϕAr and
ϕBr , we obtain the KCL equations
i
{[
−ω(C0 + CA) + 1
ω
(
1
L0r
+
1
L1r
+
1
L2r
+
1
LAr
)
]
vAr + (−
1
ωL0r
+
i
R
)vBr −
1
ωL1r
vBr+xˆ −
1
ωL2r
vBr−xˆ + ωC
0vBr−yˆ
}
= iAr
i
{
(− 1
ωL0r
+
i
R
)vAr −
1
ωL1r−xˆ
vAr−xˆ −
1
ωL2r+xˆ
vAr+xˆ + ωC
0vAr+yˆ +
[
−ω(C0 + CB) + 1
ω
(
1
L0r
+
1
L1r−xˆ
+
1
L2r+xˆ
+
1
LBr
)
]
vBr
}
= iBr .
(S7)
The complete set of such equations at all space positions r constitutes the desired form of the admittance problem
Jv = i. To see this, leaving out the diagonal part (term in the square brackets), one immediately identifies the
mapping J = iH with hopping amplitudes ωC (−1ωL ) for nodes connected by a capacitor (inductor) while a nH
hopping i/R accounts for a resistor. The general form of the diagonal term for node n reads similarly but with an
3overall minus sign
Hnn = −
∑
i
ωCi +
∑
j
1
ωLj
−
∑
k
i
Rk
(S8)
where i, j, k run respectively over all inequivalent C,L,R elements connected to node n, including any extra elements
grounding the node. Here n stands for both r and the sublattice A,B. Note that, owing to the inclusion of the
grounded NIC element in the circuit we no longer have in Eq. (S7) the imaginary part in Eq. (S8).
To understand this circuit more clearly, we temporarily drop the spatial dependence of the elements and transform
to the k-space representation
i
[ −ω(C0 + CA) + 1ω ( 1L0 + 1L1 + 1L2 + 1LA ) ωC0e−ik·yˆ − 1ω ( 1L0 + 1L1 eik·xˆ + 1L2 e−ik·xˆ) + iR
ωC0eik·yˆ − 1ω ( 1L0 + 1L1 e−ik·xˆ + 1L2 eik·xˆ) + iR −ω(C0 + CB) + 1ω ( 1L0 + 1L1 + 1L2 + 1LB )
] [
vA
vB
]
=
[
iA
iB
]
. (S9)
This gives the two-band Hamiltonian h(~k) = d01 +
∑
i diσi with
dx =
i
R
− 1
ωL0
+ ωC0 cos ky − 1
ω
(
1
L1
+
1
L2
) cos kx , dy = ωC
0 sin ky − 1
ω
(
1
L2
− 1
L1
) sin kx ,
dz =
1
2
[
1
ω
(
1
LA
− 1
LB
)− ω(CA − CB)] , d0 = 1
ω
(
1
L0
+
1
L1
+
1
L2
)− ωC0 + 1
2
[
1
ω
(
1
LA
+
1
LB
)− ω(CA + CB)].
(S10)
Thus, we arrive at the mapping between the circuit parameters and parameters entering the Hamiltonian
γ =
1
R
, κ1 =
1
ωL0
, κ = ty = ωC
0, tx =
1
ω
(
1
L1
+
1
L2
), κ2 =
1
ω
(
1
L2
− 1
L1
), 2∆ =
1
ω
(
1
LA
− 1
LB
)− ω(CA − CB). (S11)
B. Role of grounded elements
As seen from Eq. (S8), a direct lattice counterpart of
the Hamiltonian Eq. (2) or Eq. (S1) will possibly make
the diagonal part d0 of the circuit Hamiltonian complex
and, in the presence of spatially varying elements, inho-
mogeneous. In the quantum description this corresponds
to a complex-valued and spatially varying chemical po-
tential which leads to various complications. As we show
below, however, grounded elements can be designed to
counteract this undesirable effect.
First, to cancel the imaginary part of Hnn caused by
R connecting A,B, one needs a matching static negative
resistor −R grounding A,B, which can be realized by
the NIC element whose structure is depicted Fig. S2. In
our calculations we already included this contribution in
Eq. (S6). The NIC element, as is in landline repeaters
+
-!" !"
FIG. S2. Negative impedance converter circuit.
and active filters, is routinely used in (integrated) analog
circuits to cancel undesired lossy resistances [S3–S6] and
we briefly describe its basic principle of operation and
properties. It is well known in electrical engineering that
a non-inverting operational amplifier of negative feedback
connected with two equal resistors will effectively reverse
the impedance Z of a third element connecting the op-
erational amplifier’s output and the non-inverting input.
This realizes a negative impedance converter with current
inversion. Putting a desired resistor R as the third ele-
ment thus generates an effectively static negative resistor
of −R. It works as a static linear circuit, operates over
a broad range of voltages and frequencies, and is readily
available from the LM741, LM324, MAX4014 amplifiers
[S3–S5].
Second, to compensate for the possible spatial inho-
mogeneity in Hnn brought about by spatial variation of
the ungrounded L,C elements (required for generating
pMF), one needs to spatially vary the impedance of the
grounded elements in some cases. As shown in the main
text, the Landau gauge Ay = bx is generated by spa-
tially modulating κ2 while keeping tx fixed, i.e., modu-
lating the values of L1 and L2 in an equal but opposite
manner. In this case, d0 by itself remains constant in
space. However, the case of the other gauge potential,
Ax = −by, generated by modulating κ1 and hence L0, is
different. Eq. (S10) implies that modulating L0 will in-
evitably cause spatial inhomogeneity in d0. This would
interfere with our desired mapping between the circuit
4and the target Hamiltonian. The solution is to take ad-
vantage of the grounded elements LA,B , CA,B . For in-
stance, one can make 1
LA
+ 1
LB
vary to compensate for
the variation in 1L0 while keeping
1
LA
− 1
LB
and thus dz
fixed. This leads to a spatially uniform d0.
Finally, in either gauge, one can tune the global uni-
form value of 1
LA
+ 1
LB
to control the value of d0. More
generally, if CA,B are present as in the case of Fig. S1,
one can fix CA = CB and vary CA + CB together with
1
LA
+ 1
LB
. This is analogous to tuning the value of the
chemical potential in the analog quantum Hamiltonian.
III. ENERGY SPECTRUM ALONG AND
ACROSS BULK FERMI LINE WITHOUT PMF
We give here some details related to Fig. 3ac.
Between the two EPs at (pi2 ,±
√
γ2 −∆2/vyF ) when
γ > ∆, there is a bulk Fermi line as illustrated in Fig. 2,
where the real (imaginary) part of the spectrum is van-
ishing (finite). We present in Fig. 3ab the case of a prac-
tically more feasible size. It gains a sharper appearance
when the circuit size expands, as shown in Fig. S3. One
can recognize the Fermi line length roughly of the ana-
lytic value 2
√
γ2 −∆2/vyF = 0.045.
-0.10 -0.05 0.05 0.10ky
-0.05
0.05
Im[ϵ]
-0.10 -0.05 0.05 0.10ky
-0.05
0.05
Re[ϵ]
FIG. S3. Two EPs connected by a bulk Fermi line for the
square lattice EP model without pMF. Same plot as Fig. 3a
except that each circuit direction is enlarged to 500 sites.
In Fig. 3cd, we show the band structure along kx that
aids best in presenting the flat bands although the ER is
not directly visible in Fig. 3c if we regard it as the 3D
case. The band structure can be still understood from
the spectrum
 = ±
√
(kx + iγ)2 + k2y + k
2
z (S12)
although ky is no longer a good quantum number and
instead it here takes quantized values as per the problem
with open boundary in y. Given a kz smaller than the ER
radius, Eq. (S12) is exactly the spectrum of a pair of EPs
along ky in 2D, where <ε(kx) (=ε(kx)) has an apex cusp
(a finite jump) at kx = 0 if ky crosses the bulk Fermi line
connecting two EPs. Therefore, Fig. 3c is an aggregation
of cuts at different allowed ky’s of two intersecting EPs
between the ER and the given kz-plane, which explains
the abrupt sign change across the bulk Fermi line in the
imaginary part.
IV. ENERGY SPECTRUM WITH EDGE STATE
AND NH ENERGY-REFLECTION SYMMETRY
We first explain how the low-energy Dirac theory fails
to capture the edge state and then present the correct
nH symmetry to resolve this.
Focusing on the low-energy property of the nH EP cir-
cuit, one can formulate a nH 2-flavour 2D massive Dirac
theory under pMF,
h2F = pxα1 + (py + iγy)α2 + ∆α0− (Ax− iγx)β1−Ayβ2,
(S13)
to account for both the valley (flavour τ) and sublattice
(σ) pseudospins. Here, α1 = σx ⊗ τz, α2 = σy ⊗ τ0, α0 =
σz⊗τ0, β1 = σx⊗τ0, β2 = σy⊗τz and we also define α3 =
σx ⊗ τx, α4 = σx ⊗ τy since α0,1,2,3,4 form a maximal set
of mutually anticommuting Γ-matrices. The Dirac mass
effectively opens ±∆ gap at K and K ′ valleys of opposite
chirality. The pMF chirally coupled to two valleys makes
the nH LL0s at two valleys both localized to sublattice
A and shifted upwards to ELL0+ = ELL0 = ∆ because
of the T -symmetry when γ = 0. Therefore, despite the
coincidence of two valleys, we are able to observe this
unique behavior in the armchair-like case and hence avoid
the zigzag-like edge states mixing up with LL0s.
However, there is at all no partner state of energy
ELL0− = −ELL0 , which is present in the circuit calcu-
lation as shown in Fig. 3b in the main text. In fact, one
cannot find an energy-reflection symmetry for h2F unless
in the absence of pMF. When A 6= 0, momentum p and
A do not commute and a unitary matrix anticommuting
with h2F, i.e., an energy-reflection symmetry, cannot be
found. To see this, note that {α3, β1} 6= 0, {α4, β1} 6= 0
are linearly independent and so is for β2. Thus, any
linear combination of α3,4, the sole possibility anticom-
muting with α0,1,2, will not anticommute with β1,2. On
the other hand, when A = 0, pairs of opposite complex
energies can be directly solved as momenta become good
quantum numbers.
The paradox is resolved by a strong nH energy-
reflection symmetry M in lattice systems with any Her-
mitian or nH bipartite hoppings, staggered potential ∆,
and spatial modulation pattern for pMF. The Hamilto-
nian takes the form
H =
[
∆I B
C −∆I
]
(S14)
in the basis (a†1, . . . , a
†
N , b1, . . . , bN ) where B,C are gen-
eral square matrices not necessarily related by Hermitian
conjugate. It bears the nH energy-reflection symmetry as
seen from the characteristic polynomial
|H − εI| = |(ε2 −∆2)I −BC|, (S15)
i.e., (complex) eigenenergies ±ε always come in pair.
Two special cases are as follows. When ∆ = 0, it gives a
5nH chiral symmetry
SHS−1 = −H (S16)
by S = σz in the sublattice space. In the EP models
with real hoppings only, thought as a BdG Hamiltonian,
it amounts to a nH particle-hole symmetry
CHC−1 = −H (S17)
by mapping ci → c†i for c = a, b. For the 3D Weyl ER
case, non-bipartite hoppings due to the dzσz-terms in
general could breakM. However, as long as dz is a func-
tion of good-quantum-number momenta only (say, ki,
i.e., at least periodically connected along i-axis) and no
modulation for generating pMF in dz, the ki-dependent
system retains M.
For the EP case, these symmetry properties as well
hold when we set periodic boundary condition in x (y)
and work in the 1D model dependent on kx (ky). There-
fore, M promises the appearance of ±εk in the spec-
trum. From Fig. 4bd in the main text, we know that
this LL0− state not captured in the low-energy theory is
only polarized to sublattice B and localized to the both
edges. Along with the foregoing analysis of the LL0+
state, this immediately determines that LL0− actually
originates from the opposite-to-bulk pMF generated at
the x open edges as a result of the T -invariant nature of
pMF or more specifically, the abrupt cutoff of the spatial
modulation giving rise to A.
V. SYMMETRIC GAUGE
For pMF generated in a circuit, a gauge choice is phys-
ical although the low-energy behaviour around an ex-
ceptional degeneracy remains the same. Because of the
reduced dimensionality, the Landau gauge proves more
preferable for an easier circuit fabrication in size and
modulation, a spectrum less complicated by the surface
modes, and more accessible flat-band wavefunction to-
wards detection. However, it is certainly worth inspect-
ing the symmetric gauge case. We construct the wave-
functions in the continuum theory and compare with the
circuit calculation.
With the symmetric gauge A = b2 (−y, x, 0), it is con-
venient to set both γx, γy nonzero. The Landau gauge
formulation can be extended by choosing  = 2b zˆ × γ.
To construct the nH ground state and coherent state, we
work in the complex plane z = x + iy and most impor-
tantly, define a complex displacement δ = 2b (γx+iγy) due
to non-Hermiticity. In contrast to the Hermitian case, we
have independent variables
w = z− δ, w′ = z¯ + δ¯ (S18)
(and corresponding complex derivatives ∂, ∂′) that are
not conjugate to each other. Note that w exactly fol-
lows the physical meaning borne by . The merit of this
FIG. S4. Plots of the wavefunction amplitude under sym-
metric gauge pMF. an) [bn)] is the nth analytic Hermitian
(nH) ground state with conventional displacement δ = 0.4+0i
(with nH but same displacement δ due to nH γx =
b
2
<δ when
b = 4). cn) [dn)] is the nth lattice/circuit Hermitian (nH)
sublattice-polarized chiral LL0 state at kz = kR on the domi-
nant sublattice A (with displacement due to nH γx = 0.06 at
b = 0.04).
construction is that two pairs of ladder operators of the
Hermitian case remain formally intact, which read
B = −i
√
2(lb∂
′ +
w
4lb
) , B′ = −i
√
2(lb∂ − w
′
4lb
) (S19)
and
D = (b/2)1/2(X − iY ) =
√
2(lb∂ +
w′
4lb
)
D′ = (b/2)1/2(X + iY ) =
√
2(−lb∂′ + w
4lb
)
(S20)
where the center of cyclotron motion (X,Y ) is translated
to the complex plane by . The unnormalized ground
state
|ψnHGS〉 = (f(w)e−ww′/4l2b , 0)T (S21)
for any analytic function f(w) and the coherent state
ψnHCS = e
−(w−w0)(w′−w¯0)/4l2b (S22)
6for any complex constant w0. Choosing the independent
functions f(w) as monomials wn by successively apply-
ing D′, we have |ψnHGS|2 = |w|2ne−(|z|2+|δ|2)/2l2b . The en-
velop exponential function is circularly symmetric while
the inner distribution becomes around the nH center δ as
shown in Fig. S4ab. Although the probability |ψnHCS|2
remains a Gaussian packet centered at w0, an extra phase
structure is added by the nH effect. Also, ψnHCS reduces
to a Hermitian ground state ψCS = e
−z(z¯+2δ¯)/4l2b when
w0 = −δ.
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FIG. S5. Band structure of the nH chiral LL0s around kz =
kR with vanishing imaginary part for the Weyl ER circuit
under symmetric-gauge pMF bzˆ.
We thus choose the nth independent unnormalized nH
ground state to be ψ
(n)
nHGS = (ϕ
(n), 0)T where ϕ(n) =
wne−ww
′/4l2b . As a comparison in Fig. S4ab, we also show
the Hermitian case where ϕ(n) = wne−(zz¯−2zδ+δδ¯)/4l
2
b
with normal coordinate displacement of the same δ. We
make use of the model Eq. (S4), the Weyl ER circuit
with four Weyl ER centers on the z-axis, to have a look
at the symmetric gauge wavefunctions, which uses open
boundary condition in x, y and periodic connection in z.
In its band structure shown in Fig. S5, the a few nH
chiral LL0s in the vicinity of kz = kR correspond to the
ψ
(n)
nHGS’s. They are shown in Fig. S4cd with the Hermitian
case as a reference. One can clearly see the resemblance
between Fig. S4b and S4d.
VI. NH DETECTION FORMALISM
In the biorthonormal representation, we have the
spectral expansion of the impedence matrix J−1 =∑
m j
−1
m |ψ˜Rm〉 〈ψ˜Lm| as the inverse of the admittance ma-
trix J . Here, m signifies all quantum numbers in
the 2D EP circuit, for instance, including the crys-
tal momentum kx and band index n in a circuit set-
ting with periodic (open) boundary in x (y) direction.
Thus, the system bears a complete right (left) basis set
|ψ˜R(L)kxn 〉 = |φkx〉 |ψ
R(L)
kxn
〉 where 〈x|φkx〉 = eikxx/
√
L is
the Bloch wavefunction along the periodic direction with
circumference L. Diagonalizing the lattice Hamiltonian
H(kx) (H
†(kx)), we get the right (left) eigenstate |ψ¯Rn 〉
(|ψ¯Ln 〉) with eigenenergy εn(kx) (ε∗n(kx)). Biorthonormal-
ization is given by |ψRm〉 = |ψ¯Rm〉 /
√
〈ψ¯Lm|ψ¯Rm〉, |ψLm〉 =
|ψ¯Lm〉 /
√
〈ψ¯Rm|ψ¯Lm〉. In the following, we use (x, y, s) to
denote a node’s cell coordinate (x, y) and sublattice lo-
cation s = A,B. In the 3D ER circuit with Landau
gauge, we simply append a good quantum number kz to
m (a periodic coordinate z) in the same manner as kx
(x) in all the derivations. For brevity, we illustrate the
2D case only below.
The impedance between any two nodes a = (x1, y1, s1)
and b = (x2, y2, s2) reads
Zab =(J
−1)aa + (J−1)bb − (J−1)ba − (J−1)ab
=
∑
m
j−1m (ψ˜
R
m(a)− ψ˜Rm(b))(ψ˜Lm(a)− ψ˜Lm(b))∗
=
∑
kx,n
j−1kx,n(ψ˜
R
kx,n(x1, y1, s1)− ψ˜Rkx,n(x2, y2, s2))
× (ψ˜Lkx,n(x1, y1, s1)− ψ˜Lkx,n,s(x2, y2, s2))∗
=
∑
kx,n
j−1kx,n(ψ
R
kx,n(y1, s1)− ψRkx,n(y2, s2)eikx(x2−x1))
× (ψLkx,n(y1, s1)− ψLkx,n(y2, s2)eikx(x2−x1))∗
(S23)
The basis set |ψ˜Rkxn〉 can be used to expand the cur-
rent injecting state |Ψi〉 =
∑
kxn
ckxn |ψ˜Rkxn〉 with ckxn =
〈φkx | 〈ψLkxn|Ψi〉 =
∑
x,y,s
1√
L
e−ikxxψL∗kxn(y, s)Ψi(x, y, s).
Then the voltage response state is
|Ψv〉 = J−1 |Ψi〉
=
∑
kxn
ckxn |φkx〉
∑
k′xn′
j−1k′xn′ |ψ˜
R
k′xn′
〉 〈ψ˜Lk′xn′ |ψ˜Rkxn〉
=
∑
kxn
ckxn |φkx〉
∑
n′
j−1kxn′ |ψRkxn′〉 〈ψLkxn′ |ψRkxn〉
=
∑
kxn
ckxn
jkxn
|φkx〉 |ψRkxn〉
(S24)
and the voltage at a particular node (x, y, s) follows
Ψv(x, y, s) =
∑
kxn
ckxn
jkxn
1√
L
eikxxψRkxn(y, s). (S25)
If we consider injecting current only to a specific node
at the midpoint of the edge of the open direction, say,
(x0, y0, s0), we have Ψi(x, y, s) = δxx0δyy0δss0 and hence
ckxn =
1√
L
e−ikxx0ψL∗kxn(y0, s0). Therefore,
Ψv(x, y, s) =
∑
kxn
ψL∗kxn(y0, s0)
Ljkxn
eikx(x−x0)ψRkxn(y, s).
(S26)
On the other hand, to observe a specific nH wavefunc-
tion, one has to adopt a different injecting current,
which is an eigenstate of a particular ac driving pat-
tern of wave number k′x, i.e., Ψ
′
i =
1√
L
eik
′
xxδyy0δss0 .
Therefore, we have the expansion coefficient modified to
7c′kxn = δkxk′xψ
L∗
kxn
(y0, s0) and thus
Ψ′v(x, y, s) =
∑
n
ψL∗k′xn(y0, s0)√
Ljk′xn
eik
′
xxψRk′xn(y, s). (S27)
VII. CIRCUIT FOR NH HOFSTADTER
BUTTERFLY
FIG. S6. Building block of a nH circuit simulating 1
3
magnetic
flux quantum per unit cell.
The nH pMF LL realized in this study corresponds, in
fact, to the weak-field limit where the magnetic length
lb is large compared to the lattice spacing. The comple-
mentary strong-field situation where lb is comparable to
the lattice spacing leads to the Hofstadter butterfly. A
natural question is what new features a nH Hofstadter
butterfly would have. Here, we briefly point out a circuit
realization towards exploring this for future study.
The first step is to make lattice magnetic flux large
enough. Instead of our pMF method, one can make a con-
ventional circuit lattice model, however, with each node
replaced by q capacitors (inductors) connected as a ring
or connected to a single node, either of which also pro-
vides q outward subnodes [S7, S8]. In Fig. S6 we adopt
the ring setting with three internal capcitors. Each com-
posite node acquires q internal eigenmodes labeled by k
and most importantly, connecting corresponding subn-
odes by inductors (capacitors) with a cyclic shift p be-
tween two such composite nodes will generate hoppings
between these two composite main nodes with a gauge
factor ei2pik
p
q where k, p = 0, · · · , q− 1. Then one can in-
troduce non-Hermiticity by additionally connecting cor-
responding subnodes in two composite nodes by resistors
in the same manner. When the shift p = 0 for all resistive
connections of identical resistance R, the non-Hermiticity
is equivalent to the one in the main text. Otherwise, it
would be a more complex case attaching gauge flux to
the nH hoppings. In Fig. S6, we show the case of q = 3
internal modes, p = 1 for inductor connection and p = 0
for nH resistor connection.
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