The potential risk of AI systems unintentionally embedding and reproducing bias has attracted the attention of machine learning practitioners and society at large. As policy makers are willing to set the standards of algorithms and AI techniques, the issue on how to refine existing regulation, in order to enforce that decisions made by automated systems are fair and non-discriminatory, is again critical. Meanwhile, researchers have demonstrated that the various existing metrics for fairness are statistically mutually exclusive and the right choice mostly depends on the use case and the definition of fairness.
Introduction
Whilst AI systems provide promising new opportunities for society and technology users, they may also introduce new and changed risks. Among these, AI systems can potentially reproduce and reinforce bias [14, 2, 9, 1] . The research community has proposed different mathematical definitions of fairness and many, mostly technical mitigation strategies [11] . However, as there is no such thing as one uniform notion of fairness, obtaining a general kind of fairness by optimizing all metrics simultaneously was shown to be impossible [7, 3] . Still, fixing biases in algorithms remains a technical problem which is far easier to solve than correcting cognitive bias. Therefore, it is now about explaining the available fairness objectives to the broader audience, defining the appropriate objectives depending on a given context, and matching them with the findings of the fair machine learning research community.
Example of jurisdiction: Fairness in the EU
When it comes to nondiscrimination, the Convention for the Protection of Human Rights and Fundamental Freedoms defines the "Prohibition of discrimination" in Article 14 [12] . This principle is further contained in the Charter of Fundamental Rights of the European Union which states in Article 21 that "[a]ny discrimination based on any ground such as sex, race, colour, ethnic or social origin, genetic features, language, religion or belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation shall be prohibited." [5] Toolbox The flow chart in Figure 1 shows the proposed toolbox to identify the most adapted fairness definition depending on the expected notion of fairness and the application scenario. The decision points require the stakeholder to assess the application and to commit to the desired fairness characteristics. In the following, each of such steps is explained in further detail.
Data quality
A major source for unwanted bias in machine learning algorithms is the training data. To the model, this data corresponds as the ground truth. If it does not confidently represent the real distribution, the model is likely to be exposed to selection bias. This will result in discriminating outcome, but also affect the accuracy of the model.
Objective
Most legal frameworks are providing clear guidelines on data privacy. In the EU, for example, the collection and use of sensitive personal data are strictly regulated by the General Data Protection Regulation (GDPR). More specifically, the use and processing of a list of sensitive attributes is forbidden.
Depending on the applicable law, the principles of fairness and non-discrimination (see sidebar on the left) may already be met when the sensitive attributes are omitted. However, due to underlying correlations in big data and the nature of pattern identifying machine learning algorithms, this requirement may not be sufficient to achieve fair outputs. When the goal is to pursue higher standards based on ethics guidelines or to anticipate future changes in law, it will take further, more profound actions.
Label bias
Machine learning algorithms are trained by example. The assumption is that the labels of the training data are correct, they constitute the supposed ground truth. Depending on the data set, this can be guaranteed, for example when the labels result from objective measurements (e.g. by a thermometer) or describe indisputable facts (e.g. the borrower did or did not reimburse the loan). However, when labels represent historical human decisions, they may as well contain human bias. As the labels serve as reference to estimate the model's accuracy but also to satisfy a fair- ness metric when this one is based on classification rates, it is crucial to mitigate this potential source of bias, possibly using a label correction framework [15, 10] .
Worldview
There is no such thing as one uniform notion of fairness, therefore [7] formalized two opposing worldviews. Settling for one view helps narrow down the number of appropriate fairness objectives. The worldview what you see is what you get (WYSIWYG) assumes the absence of structural bias in the data. This view assumes that any statistical variation in different groups actually represents deviating base rates which should get explored. On the other hand, the worldview we're all equal (WAE) presupposes equal base rates for all groups. Possible deviations are considered as unwanted structural bias that needs to get corrected.
Fairness objectives
Unawareness: Remove sensitive attributes from the data set. Fairness through data sanitization [13] .
Individual fairness: Similar individuals should be treated similarly based on an adequate distance metric [4] .
Disparate impact: Minimize the absolute difference of outcome distributions of all groups [6] .
Equalized odds: Optimize towards equal positive and negative classification rates across all groups [8] .
Equalized opportunities:
Optimize towards equal positive classification rates across all groups [8] .
Policy
Fairness objectives can go beyond equal treatment of different groups or similar individuals. If the target is to bridge prevailing inequalities by boosting underprivileged groups, affirmative actions or quotas can be valid measures. Committing to a goal like this results in subordinating the algorithm's accuracy to such a policy's overarching goal.
Error cost
Depending on the use case, the consequences of misclassification can range from minor problems (e.g. inappropriate movie recommendation) to life-affecting ones (e.g. bail and parole decisions). For high-risk applications, the goal is to keep positive and negative classification rates equal for all groups. For low-risk applications the fairness objective could be weakened by accepting a manageable degree of extra risk in order to increase utility of the metric [8] .
Conclusion
Hence, we propose a toolbox for choosing the right fairness objective for the given use case. To achieve this, we identified crucial decision points and actions which support practitioners to make an informed selection when building fair AI systems. With this contribution, we hope to bring forward the development of actionable AI guidelines, going into real world practice.
