Abstract-The inner product measures how closely two feature vectors are related. It is an important primitive for many popular data mining tasks, for example, clustering, classification, correlation computation, and decision tree construction. If the entire data set is available at a single site, then computing the inner product matrix and identifying the top (in terms of magnitude) entries is trivial. However, in many real-world scenarios, data is distributed across many locations and transmitting the data to a central server would be quite communication intensive and not scalable. This paper presents an approximate local algorithm for identifying top-l inner products among pairs of feature vectors in a large asynchronous distributed environment such as a peer-to-peer (P2P) network. We develop a probabilistic algorithm for this purpose using order statistics and the Hoeffding bound. We present experimental results to show the effectiveness and scalability of the algorithm. Finally, we demonstrate an application of this technique for interest-based community formation in a P2P environment.
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INTRODUCTION
T HE inner product between two vectors measures how similar or close they are to each other. It is a important primitive for many data mining tasks such as clustering, classification, correlation computation, and decision tree construction [1] , [2] . In many application scenarios, it is often desirable to know only the top inner products. Such a need is often felt even in emerging large-scale peer-to-peer (P2P) applications such as the formation of interest-based online communities [3] . P2P networks are large, dynamic, and asynchronous and have little central control. It is very difficult, if not impossible, to transfer all the data to a single peer to do the computation since no one would have such extensive storage and computational capabilities, let alone the enormous communication overhead. In the online community formation example, each peer may be associated with a feature vector describing its Web surfing patterns, and the goal is to find peers having similar interest (browsing patterns). This helps in routing queries to peers with relevant interests, resulting in better network-search results. In most cases, each peer may be interested in finding only a few peers with similar interest and not all of them. Many other applications such as network intrusion detection over data streams [4] , query routing in sensor networks, and efficient decision tree construction [1] in distributed environments demonstrate the same needs. If the entire data can be conveniently accessed, it is easy to compute the inner product matrix and determine the top ones. However, much of the world's data is distributed over a multitude of systems connected by communication channels of varying capacity. This calls for new techniques to perform data mining in a distributed environment.
In this paper, we consider the problem of identifying the global top-l inner products (attributewise) from distributed data. We assume that data is scattered among a large number of peers such that each peer has exactly the same set of attributes (or features). In the data mining literature, this is often referred to as a horizontally partitioned (homogeneously distributed) data scenario. We propose an order statistics-based approximate local algorithm for solving the problem. Here, the local algorithm is one where a peer communicates only with its neighbors (a formal definition will be given later). At the heart of our algorithm is the ordinal approximation based on theories from order statistics [5] . To the best of our knowledge, there does not exist any algorithm in the literature that can do a global ranking in a distributed setting without global communication of all the data. Our experimental results demonstrate that the algorithm achieves very high accuracy with only a small fraction of the communication required for data centralization.
The rest of the paper is organized as follows: Section 2 overviews some related work. Section 3 introduces the notations, the problem definition, and a brief overview of the algorithm. Sections 4 and 5 present the details of the algorithm. Section 6 gives the definition of the local algorithm and proves that our algorithm is indeed local. Section 7 studies the accuracy and communication complexity of the algorithm, whereas Section 8 presents the experimental results. Section 9 demonstrates an application of our technique, that is, client-side Web mining for community formation in a P2P setting. Section 10 compares this work to other existing distributed inner product computation algorithms. Finally, Section 11 concludes this paper.
RELATED WORK
Distributed data mining deals with the problem of data analysis in environments with distributed data, computing nodes, and users. This area has seen considerable amount of research during the last decade. For a formal introduction to the area, interested readers are referred to [7] and [8] .
In this section, we present a brief overview of the work related to this area of research.
Distributed Inner Product Computation
Fourier and wavelet transforms can be used for efficiently computing the inner product when feature vectors are distributed between two parties. These transformations project the data to a new low-dimensional space where the inner product is preserved. The dominant Fourier and/or wavelet coefficients are transmitted to other parties, and the inner product can still be computed from those coefficients with high accuracy. Random projection [9] is another communication-efficient approach for inner product computation in a two-party scenario. This technique has been used by Giannella et al. [1] for decision tree construction over distributed data. Interested readers are referred to [1] for details. These techniques work well for two parties but do not scale well to a large asynchronous network. More discussions are given in Section 10.
Identifying Top-k Items
Several techniques exist in the literature for ranking items of a data set. Wolff and Schuster [10] present a local algorithm that can be used for monitoring the entries in a certain percentile of the population. In their paper, the authors describe a majority voting algorithm, where each peer P i has a real number b i and a threshold > 0 (the same threshold at all peers). The goal is for the peers to collectively determine whether P i b i is above n, where n is the number of peers in the network. This technique can be potentially used to find all the entries of the inner product matrix that belong to the pth percentile of the population. However, the major disadvantage is the communication complexity-a separate majority voting problem needs to be invoked for every inner product entry and, thus, the system will not scale well for a large number of features. In the worst case, the communication complexity of the majority-voting algorithm may become equal to the order of the size of the network.
The distributed top-k monitoring by Babcock and Olston [4] presents a way of monitoring the answers to continuous queries over data streams produced at physically distributed locations. In their paper, the authors assume a central node, and the top-k set is always determined by the central node. The coordinator node finds the answers to the top-k queries and distributes it to all the monitor agents. Along with it, the central node also distributes a set of constraints. These constraints allow a monitor node to validate if the current top-k set matches with what it finds from the local stream. If the validation results are true, nothing needs to be done. Otherwise, the monitor agent sends an alert to the coordinator node. The coordinator node recomputes the top-k set based on the current data distribution and sends out both the new top-k and the new set of constraints to be validated by each monitor agent. Since the paper assumes that there is a central node, this technique is not directly applicable to many asynchronous large-scale networks such as mobile ad hoc networks, vehicular ad hoc networks, and P2P networks, which is the focus of this work.
Fagin [11] presents a way of combining query results derived from multiple systems. Often disparate databases and the type of the query run on them return different types of results; Fagin's paper talks about combining them. It also proposes techniques to retrieve the top-k elements from distributed databases. Our algorithm is applicable when there are a large number of nodes. Fagin's solution, when applied to our system, would require every peer to communicate, resulting in a highly communication-intensive algorithm.
In the area of information retrieval, several techniques exist for top-k object identification. Balke et al. [12] propose a superpeer approach for finding the top objects. The top queries are handled by the superpeers, and any other peer in the network can contact these superpeers to get the answers to these queries. They also discuss ways to select these superpeers so that any peer can find its closest superpeer efficiently. There are also techniques that explore the retrieval algorithms taking into account the relative rankings of objects. Many of these algorithms depend on gossip-based techniques for spreading the ranks of its objects [13] . The major problems with gossip protocols are that they are slow (convergence can take a long time) and not very scalable due to global communication.
Peer-to-Peer Data Mining
P2P data mining is a relatively new research area. It pays careful attention to the distributed resources of data, computing, communication, and human factors in order to use them in a near-optimal fashion while ensuring asynschronous mode of operation and minimal central control. Clustering in P2P networks [14] , association rule mining [10] , and monitoring L2 norm [15] are some of the recent work in this area. Interested readers are referred to an overview paper by Datta et al. [16] .
In the next section, we present a high-level overview of our algorithm to identify the top inner product entries from the inner product matrices constructed out of horizontally partitioned data.
NOTATIONS, PROBLEM DEFINITION, AND
OVERVIEW OF THE ALGORITHM
Notations
We assume that there are S nodes P 1 ; P 2 ; . . . ; P S in the network. Since we are dealing with horizontally partitioned data, let there be c global features, common to all peers. The local data set for peer P d is denoted by ID d having r d rows and c columns. The union of the data sets of all the peers is [
which is the global data set. In this paper, we are interested in computing the inner products anong the c columns. The inner product matrix at peer P d , denoted by A A d , is a c Â c matrix whose ði; jÞth entry is the inner product between the ith and jth feature vector in ID d . In matrix notation,
The global inner product matrix, denoted by A A, can be formed by pointwise addition of all the inner product matrices of all the peers. In other words, the ði; jÞth entry of A A is A½i; j ¼ P S d¼1 A d ½i; j. Since the inner product matrix is symmetric about the diagonal and the diagonal elements are the inner product of the feature vectors with themselves, we consider only the upper triangular matrix excluding the diagonal. Thus, we have such that jF j ¼ k. Now, given a connected and undirected graph GðV ; EÞ with jV j ¼ S and jEj ¼ e and each node having its local inner product matrix A A d (as defined in the previous section), our goal is to identify some l elements from F using local inner product matrices A A d and some locally exchanged information among the peers.
Overview of the Algorithm
Having discussed the notations and problem definition, we are now in a position to present an overview of our algorithm. We develop an approximate local algorithm to solve the problem, which relies on random sampling in the network to avoid traversing all the nodes for collecting data. At the heart of this algorithm is the ordinal approximation based on theories from order statistics and cardinal approximation using the Hoeffding bound.
Order statistics provides a lower bound on the number of samples required to identify the top percentile of a data distribution with a user-specified confidence level. Therefore, it can be used to compute the number of samples (the number of global inner products) required to determine the top-l inner product entries. We call this ordinal sampling since we are primarily interested in estimating the relative ordering in this case. However, since the value of each sample (that is, the global value of each attributewise inner product) is distributed at different sites, we have to estimate it by doing a second round of sampling. We call this cardinal sampling. These random samplings are done in the network using random walks. A node in the network that wants to identify some of the highest inner product entries of the global inner product matrix launches random walks to collect the ordinal and cardinal samples. Once the initiator node gets back the estimates of the ordinal samples, it can then arrange the elements in a nonincreasing order. Then, depending on the threshold determined by applying ordinal decision theory, the node can make decisions about the top-l inner product entries in the global data set. Thus, the initiator node could conclude about the globally most related features in the data set without actually getting every other nodes' data.
BUILDING BLOCKS
This section elaborates on some building blocks that are necessary to understand our distributed algorithm for identifying significant inner product entries.
Decomposable Inner Product Computation
Let x and y be two -dimensional feature vectors. The inner product between x and y is defined as
Now, in our scenario, the values of x and y are distributed over the network. The inner product of those two vectors is
where peer P d has an r d -dimensional vector, which is P d 's contribution toward the inner product between x and y. I d is the local inner product of the P d th peer. Visiting all the peers is infeasible, especially in large systems and, hence, we resort to sampling from a subset of peers in order to estimate < x; y > .
Ordinal Approximation
Given a data set horizontally partitioned among peers, we want to find some top-l entries that are in the top-p percentile of the population. A trivial approach to this problem would be to collect the entire data set from all peers and compare all the pairwise inner products among the features. This simple approach, however, does not work in a large-scale distributed P2P environment because the overhead of communication would be extremely high. Order statistics is an excellent choice in this case, since, by considering only a small set of samples from the entire population, we can still produce a reasonably good solution with probabilistic performance guarantees. Order statistics has been applied in a number of different fields such as classifier learning [17] , sensor networks [18] , and discrete event optimization [19] . Next, we discuss the application of order statistics in our framework. Let X be a continuous random variable with a strictly increasing cumulative density function (CDF) F X ðxÞ. Let p be the population percentile of order p, that is,
for example, 0:5 is called the median of the distribution. Suppose we take n independent samples from the given population X and write the ordered samples as x 1 < x 2 < Á Á Á < x n . We are interested in computing the value of n that guarantees P rfx n > p g > q; for a given constant q:
Lemma 4.1 (Ordinal Approximation). Let x 1 ; x 2 ; . . . ; x n be n i.i.d. samples drawn from an underlying distribution.
They are arranged such that x 1 < x 2 < . . . < x n . Then, P ðx n > p Þ ¼ 1 À p n , where p is the pth percentile of the population.
Proof.
Now, if the above probability is bounded by a confidence q, we can rewrite the above equation as
For example, for q ¼ 0:95 and p ¼ 0:80, the value of n obtained from the above expression is 14. That is, if we took 14 independent samples from any distribution, we can be 95 percent confident that 80 percent of the population would be below the largest order statistic x 14 . In other words, any sample with value greater than or equal to x 14 would be in the top 20 percentile of the population with 95 percent confidence. Note that the value of n decreases by decreasing p. For a detailed treatment of this subject, we refer the reader to David's book [5] .
When X is discrete, the equation F X ðxÞ ¼ p does not have a unique solution. However, p can still be defined by P rfx < p g p P rfx p g. This gives p uniquely unless F X ð p Þ equals p, in which case p again lies in an interval. It can be shown that in this case, P rfx n < p g I p ðn; 1Þ ¼ p N , where I p ðn; 1Þ is the incomplete beta function. Therefore, in the discrete scenario, we have
This does not change the conclusion in (1).
Cardinal Approximation
Ordinal decision theory, as presented in the previous section, provides a bound on the number of samples that needs to be drawn from any population so that the highest valued sample is in the top-p percentile of the population. However, in order to apply ordinal approximation, we need to estimate each of these ordinal samples using another round of sampling. We refer to this as cardinal sampling. In our distributed scenario, the samples are the inner product entry at each node. Therefore, we need to visit a number of nodes for estimating each ordinal sample. In order to derive bounds on the number of peers to sample ðmÞ for estimating each of these ordinal samples, we have used the Hoeffding bound [6] , which bounds the tail probability of a distribution. , we have
P rfEðXÞ À Q m ! g q 0 :
Proof. Following Lemma 4.2, we have
Therefore, In other words, if we take at least 150 samples for estimating the mean of a random variable having a range 5, the probability that the difference between the true mean and the mean of the population is greater than 0.5 is less than 0.05 (for example, P r Q m À E½X ! 0:5 ð Þ 0:05 and P r E½X À Q m ! 0:5 ð Þ 0:05). Note that as both and q 0 decreases, m increases. In a distributed scenario, the peer that initiates the random walk needs to estimate this value of m. For each attribute c i , it can compute the value of m i using only the range of each attribute. Then, m can be set to the maximum of all the individual m i s, that is, m ¼ max c i¼1 fm i g, where c is the number of attributes as defined in Section 3.1.
Random Sampling and Random Walk
The cardinal sampling process that we just discussed requires collecting samples from the peers. Random walk is a popular technique for random sampling from the network. It can be performed by modeling the network as an undirected graph with transition probability on each edge and defining a corresponding Markov chain. Random walks of prescribed length on this graph produce a stationary state probability vector and the corresponding random sample. The simplest random walk algorithm chooses an outgoing edge at every node with equal probability, for example, if a node has degree five, each of the edges is traversed with a probability of 0.2. However, it can be shown that this approach does not yield a uniform sample of the network unless the degrees of all nodes are equal (see [20] , for example). Since a typical large-scale P2P network tends to have a nonuniform degree distribution, this approach will generate a biased sample in most practical scenarios. Fig. 1a shows the nonuniform selection probability using a power-law graph of 5,000 nodes.
Fortunately, the elegant Metropolis-Hastings (MH) algorithm [21] , [22] implies a simple way to modify the transition probability so that it leads to a uniform stationary state distribution and therefore results in a uniform sample. Such a technique has been used by Datta and Kargupta [23] to generate uniform samples from a P2P network. In this paper, we use an adaptation [24] of this classical algorithm. Next, we briefly introduce the MH algorithm for random walk.
Let GðV ; EÞ be a connected undirected graph with jV j ¼ S nodes and jEj ¼ e edges. Let d i denote the degree of a node i, 1 i S. The set of neighbors of node i is given by ÀðiÞ, where 8j 2 ÀðiÞ, edge ði; jÞ 2 E. Let T ¼ fp ij g represent the n Â n transition probability matrix, where p ij is the probability of walking from node i to node j in one message hop (0 p ij 1 and P j p ij ¼ 1). Algorithm 1 gives the basic protocol for generating this T in a distributed fashion using the MH protocol. Note that peers need not know the entire matrix T in order to launch a random walk. All that peer P i needs is one row of this matrix T i , which gives the transition from node P i to all other nodes. Algorithm 1. Distributed Metropolis-Hastings (DMH) [22] , [24] Input of peer P i : Its degree d i Output of peer P i : A row (T i ) of transition matrix T On initialization: P i sends out a Degree message to all P j 2 ÀðP i Þ On receiving a message ðDegreeÞ: If it has received the degree information from all P j 2 ÀðP i Þ it can compute p ij as follows:
Termination: Once the p ij s have been populated set
This algorithm generates a symmetric transition probability matrix and has proven to produce uniform sampling via random walks. Lovász [20] showed that the length of random walk ðÞ necessary to reach to stationary state is of the order of Oðlog SÞ. Empirical results show that when the length of walk is 10 Â log S, this algorithm converges to a uniform distribution. Fig. 1b shows the probability of selection using the MH algorithm over a simulated network with 5,000 nodes. As can be easily seen, the probability of selection is near uniform for nodes with different degrees. We also compared this technique with the Degree-Balanced Random Walk (DRW) proposed by Orponen and Schaeffer [25] . Experiments (Fig. 1c) show that the probability is nearly uniform in this case as well. However, this technique requires a relatively long walk length in order to achieve stationarity. Therefore, we choose the MH algorithm for collecting samples from the network.
For random walk to reach a stationary state, we need an estimate of the network size. There exist several techniques in the literature to solve this problem. Examples include the capture-recapture method proposed by Mane et al. [26] and the aggregate computation proposed by Bawa et al. [27] .
P2P ALGORITHM FOR IDENTIFYING THE SIGNIFICANT INNER PRODUCT ENTRIES
Using the building blocks discussed in the previous section, we now describe our algorithm for doing distributed selection of some l elements from the top-p percentile of the population when there are k elements in the top-p percentile ðl < kÞ. The process is started by the initiator node in the network that decides to find the top few entries in the distributed inner product matrix. Our algorithm needs to know three parameters: 1) the number of ordinal samples to collect ðnÞ, 2) the number of peers to visit for estimating each sample ðmÞ, and 3) n indices of the inner product matrix corresponding to the n samples to collect. Based on the desired level of confidence ðqÞ, the percentile ðpÞ of the population to monitor, the range R, the accuracy , and q 0 (Section 4.3), the initiator knows the values of these parameters using the results in Section 4. It launches m Â n random walks, and after all these walks terminate, the samples are sent back to the initiator node. The initiator then needs to add all the samples having the same index. It then orders the n samples, and the highest one is the threshold. Any inner product value greater than this threshold is expected to be in the top-p percentile of the population with the chosen confidence. Hence, the overall approach consists of the following tasks:
1. sample size computation, 2. sample collection, 3. threshold detection, and 4. some top-l inner product elements identification. Each of these steps is further discussed below. 
Sample Size Computation
The initiator P d first selects a confidence level q and the order of population percentile p it would tolerate. Based on the bound derived in Section 4.2, the initiator calculates the number of samples ðnÞ required to compute the threshold such that any inner product that is greater than this threshold is among the top-p percentile of the population of inner products. It also randomly generates n indices (each between 1 i c 2 Àc
2 ), which will be sampled for the set of all the inner product entries. The initiator also uses the Hoeffding bound (Section 4.3) to find the value of m, or the number of peers to visit for estimating each of these n ordinal samples. Thus, after this step, the initiator peer knows the value of m, n, and the actual indices of the inner product entries to be sampled.
Sample Collection
Given the sample size of n and the number of peers to visit m, the initiator invokes m Â n random walks using the protocols described in Section 4.4 to choose independent samples from the network. Since estimating one single inner product entry requires sampling m peers for the same indexed entry, each random walk carries with it the index number of the element to be sampled. Also, each random walk carries the IP address and port number of the initiator node so that the terminal node of a random walk can send its inner product entry directly to the initiator node. At the end of these random walks, P d has m Â n samples, where there are n different indices and m inner product values for every index of the inner product.
Threshold Detection
Once the initiator node gets all the samples, its next task is to identify the threshold. Since the inner product is decomposable, for every index i, peer P d sums up the all the m entries corresponding to the same index i. It then finds the largest of this n aggregated set of inner product entries, and this is the threshold.
Some Top-l Inner Product Elements Identification
The above technique would give the peer a way to identify one of the items in the top-k, where there are k elements in the top-p percentile of the population. We can extend this to find some l of the top-k elements ðl < kÞ. All that a peer P d needs to do is to launch n Â m Â l random walks. Now, after aggregating the results, we have nl elements, and for every n element, we can find a threshold. Thus, we will have l thresholds. The ordinal framework guarantees that each of these l thresholds are in the top-p percentile of the population. OrdSamp (Algorithm 2) presents the sample collection technique for a single random walk using the ordinal framework. The initiator sends a token (initialized to a value equal to the length of the random walk ), its IP address and port number (InitiatorNodeNum), and the index of the element (SampleIndex) to sample for this random walk. When a node gets this token, it decrements its value by 1. If the value of the token becomes zero, the inner product entry indexed by SampleIndex is selected from the local data set and sent back to the initiator node. 
LOCAL ALGORITHM
In this section, we first define local algorithms and then prove that the algorithm that we have developed in this paper is local.
Definition 6.1 (-neighborhood of a vertex). Let G ¼ ðV ; EÞ
be the graph representing the network, where V denotes the set of nodes, and E represents the edges between the nodes. The -neighborhood neighborhood of of a a vertex vertex v 2 V is the collection of vertices at distance or less from it in G: À ðv; V Þ ¼ fujdistðu; vÞ g, where distðu; vÞ denotes the length of the shortest path in between u and v, and the length of a path is defined as the number of edges in it.
Definition 6.2 (-local query). Let G ¼ ðV ; EÞ be a graph as defined in last definition. Let each node v 2 V store a data set X v . An -local local query query by some vertex v is a query whose response can be computed using some function fðX ðvÞÞ, where X ðvÞ ¼ fX v jv 2 À ðv; V Þg. Definition 6.3 (ð; Þ-local algorithm). An algorithm is called ð; Þ-local local if it never requires computation of a -local query such that > and the total size of the response to all such -local queries sent out by a peer is bounded by . can be a constant or a function parameterized by the size of the network, whereas can be parameterized by both the size of the data of a peer and the size of the network. We call such an ð; Þ-local algorithm efficient if both and are either small constants or some slowly growing functions (sublinear) with respect to its parameters. The following lemma, Lemma 6.1, proves that Algorithm 2 is local according to this definition.
Lemma 6.1 (Locality). The OrdSamp algorithm is
OðlogSÞ; nml ð Þ -local, where S is the number of nodes in the network, and the other items are as defined in Section 4.
Proof. We prove this using the property of random walks.
The initiator node launches OðnmlÞ independent random walks. Each random walk has a walk length of OðlogSÞ. Therefore, the maximum number of hops that a query can propagate for finding each sample is OðlogSÞ, whereas returning these samples back to the initiator is a 1-hop process. Note that in the sample collection process, all the random walks are launched using the same walk length. Hence, the entire algorithm is ðOðlogSÞ; nmlÞ-local since the number of queries is nml.t u Note that the OrdSamp algorithm is efficient since ¼ OðlogSÞ is a slowly growing polynomial compared to the network size S and ¼ nml is a small number, independent of the network size. We have given typical example values of n, m, and l in Sections 4.2, 4.3, and 5.4, respectively.
Similarly, we can show that the runtime of our algorithm is Oðnml Â logSÞ.
The previous definition discusses the efficiency of such algorithms, but it does not specify the quality of the result. There are two types of local algorithms in terms of accuracy: exact and approximate. In an exact local algorithm, once the computation terminates, the result computed by each peer is the same as that compared to a centralized execution [10] . However, such algorithms have only been developed up to this date for very simple thresholding functions (for example, l 2 -norm [15] ). For more complicated tasks, researchers have proposed approximate local algorithms using probabilistic techniques (for example, K-Means [14] ). Next, we define the notation for measuring the quality of local algorithms.
Definition 6.4 ((; ) correct local algorithm).
A local algorithm is ð; Þ correct if it returns the result of a query within an -distance of its actual result with a probability of ð1 À Þ, where the actual result is computed on a centralized data, and is the probability that the result is outside the radius. The algorithm we have developed in this paper is both ðOðlogSÞ; nmlÞ-local and ð; Þ correct, where 1 À ¼ q, as defined in Section 4.2, and corresponds to the error discussed in the next section.
ERROR BOUND AND MESSAGE COMPLEXITY
In this section, we analyze the error bound and the message complexity of our distributed algorithm.
Error Bound
In our distributed algorithm, there are two sources of error: 1) error due to ordinal sampling and 2) error due to cardinal sampling. Letx 1 ;x 2 ; . . . ;x n denote the samples as found by the distributed algorithm (the subscripts correspond to the indexing scheme defined in Section 3.1). Note that each of thesex d s are estimated by aggregating the values of the dth entry of the inner product matrix from m peers. The value of the dth entry for the ith peer is given by A i ½d.
denote the mean of the estimates, 8d 2 f1; . . . ; ng. Lemma 7.1 derives the probability that the threshold, that is,x n , is greater than the pth percentile of the population.
Lemma 7.1 (Error). Letx 1 ;x 2 ; . . . ;x n be the n samples found by the distributed algorithm. They are ordered such that x 1 <x 2 < Á Á Á <x n . Then,
where d and d are the mean and standard deviation of the feature of the population corresponding tox d , p is the population percentile of order p, and Èð:Þ is the area under the standard normal curve.
Step 2 follows directly from step 1. Now, sincex d is a sum of all the elements obtained by visiting m peers, we must havex d ¼ P m i¼1 A i ½d 8d. Finally, since P m i¼1 A i ½d is a sum of random variables, we have used the Central Limit Theorem to derive the final expression.
Hence, the probability of error is
. This shows that as n increases, the error decreases since each term of the product is Èð:Þ, which is the area under a unit Normal variable and is less than or equal to 1. Also, as m increases, the expression inside È decreases and, thus, the overall probability of error decreases. For a special case in which all the d s and d s are equal to, say, and , the error becomes
-hence, as n increases, the error decreases exponentially.
Message Complexity
The distributed algorithm that we just described launches n Â m Â l parallel random walks each of length such that each random walk will return a single element. The coordinator node can then aggregate these samples and find the l thresholds. We will use this model to analyze the message complexity.
For each such random walk, the initiator node needs to send the following four information in the message:
1. token number-Integer 32 bits, 2. index of the inner product entry to sample-Integer 32 bits, 3. IP address-Integer 32 bits, and 4. port number-Integer 32 bits.
The message complexity for this step is 128 Â m Â n Â l Â ¼ 128mnl bits. Since at the end of each random walk, the terminal node needs to send the sampled element back to the initiator node, it would need 64 bits (assuming that each entry of the inner product matrix can be represented as a double number). Thus, the overall message complexity for the entire sample collection process is 128mnl þ 64nml ¼ OðmnlÞ bits. Substituting the values of n and m from (1) and (2), respectively, and using 10 Ã logðSÞ as the value of , the message complexity can be rewritten as 1 þ 20logðSÞ ½ 64l ðb À aÞ 2 lnð1=q 0 Þlogð1 À qÞ
where the symbols are defined in the respective sections. Note that this expression is independent of the number of features c and the number of rows r i and is logarithmic with respect to the number of nodes. Now, considering the centralized algorithm, if each peer has a data set of size r i Â c ¼ Oðr i cÞ, then the total message complexity for the centralized scheme can be written as 64 Â r i Â c Â S ¼ Oðr i cSÞ bits. Hence, the communication complexity of the centralized algorithm is dependent linearly on the size of the data set (r i and c) and network ðSÞ.
EXPERIMENTS AND PERFORMANCE EVALUATION
In this section, we study the performance of the proposed inner product identification algorithm.
Network Topology, Simulator, and Data Generation
Our network topology is generated using the ASWaxman Model from BRITE [28] , a universal topology generator. The generator initially assigns node degrees from a power-law distribution and then proceeds to interconnect the nodes using Waxman's probability model. A powerlaw random graph is often used in the literature to model large nonuniform network topologies. It is believed that P2P networks conform to such power-law topologies [29] . We use the Distributed Data Mining Toolkit (DDMT) [30] developed by the DIADIC research laboratory at UMBC to simulate the distributed computing environment. The experimental data consists of tuples generated from different distributions. Each column of the data is generated from a fixed uniform distribution (with a fixed range). Thus, there are as many different distributions as the number of features. The centralized data set is then uniformly split (so that each peer has the same number of tuples) among all the peers to simulate a horizontally partitioned scenario.
Performance
We study the applicability of the ordinal approximation theories in our distributed environment by comparing the results produced by the centralized algorithm. By a centralized algorithm, we mean centralizing the entire data set of all peers and running the ordinal approximation on this data set. Our measurement metric consists of two quantities: 1) Quality and 2) Cost. In quality, we measure the thresholds detected both in the distributed and centralized scenario as compared to the actual percentile of the population. Cost refers to the message exchanged in Kilobytes (Kbytes) for doing the computation with reference to a centralized scheme.
We report here three sets of experiments: 1) the performance of the algorithm when monitoring the increasing percentile of population, 2) the scalability of our algorithm, and 3) the effect of increasing the cardinal sampling ðmÞ. We have reported both the quality and cost whenever appropriate. Unless otherwise noted, we have the following default values for the different parameters:
. ¼ 10 Â logS, and 7. r i ðnumber of data rows for each peerÞ ¼ 500. Each random experiment was run for 100 trials, and we plot both the average and the standard deviation.
Experiments with Different Percentiles of Population
In this experiment, we have compared the accuracy of the distributed algorithm with the centralized one. We have experimented with three different percentile ðpÞ values of 95, 90, and 85 for which the number of samples ðnÞ required are 59, 29, and 19, respectively. Fig. 2 shows the effect on quality and cost of the changes in population percentile. In Fig. 2a , the circular points represent the actual pth percentile of the population, whereas the square error bars and the star error bars represent the threshold for the same confidence and percentile for the distributed and centralized scenarios, respectively, using ordinal approximation. The distance between the stars error bars and the circular dots represents the error due to ordinal approximation, whereas the difference between the stars error bars and the squares error bars in the graph can be attributed to the cardinal approximation introduced in the distributed environment. We notice that in both the centralized and the distributed scenario, the threshold is greater than the actual pth percentile of the population. This means that there will be no false positives in ordinal estimation. Fig. 2b compares the communication of our algorithm with that of the centralized version for monitoring different percentiles of population ðpÞ plotted in log-scale. Since the number of features c ¼ 100, r i ¼ 500, and S ¼ 500 remain constant, the messages for the centralized experiments for different percentiles do not change. In the distributed scenario, the expression in Section 7.2 is used for finding the number of messages. In all cases, our algorithm outperforms the centralized scheme in terms of message complexity.
Scalability
We test the scalability of our algorithm with respect to both the number of nodes and the number of features of the data set. In both cases, we plot the quality and cost of the algorithm.
For the scalability with respect to the number of peers, we keep the number of data points per peer constant (500). Fig. 3a shows the effect on the threshold detected as the size of the network is changed (all the other parameters are at their default values). As can be seen in the figure, the threshold detected by both the centralized and distributed experiments using order statistics are greater than the pth percentile of the population. Moreover, the centralized and distributed estimates are quite close for different sizes of the network. This shows that our proposed distributed algorithm has good accuracy with respect to scalability. Fig. 3b shows the cost of the algorithm (plotted in logscale) with increasing number of nodes. For the centralized algorithm, the effect of the number of nodes ðSÞ is linear. On the other hand, it is logarithmic for the distributed algorithm (refer to Section 7.2 for details). This means that the proposed distributed algorithm is far more communication efficient than the centralized counterpart as corroborated by the experiments here.
In the other scalability experiment, we varied the number of features ðcÞ. The results are shown in Fig. 4 . Fig. 4a shows that the quality of our estimate is quite good-in all cases, the highest order statistic is greater than the actual percentile of the population. Also, the centralized and distributed estimates are very close. Since there is a large difference in the scale, the points are close (almost on top of each other). The number of features has no effect on the cost of the distributed algorithm, whereas that of the centralized algorithm increases linearly, as shown in Fig. 4b. 
Experiments with Increasing m
This section presents the quality and cost of the algorithm as the percentage of cardinal sampling ðmÞ increases. Fig. 5a shows the effect on the highest threshold detected with increasing sampling m. The trend is clear-as we increase the percentage of network sampled, the distributed threshold (stars) approaches the centralized threshold (squares). In Fig. 5b , plotted in log-scale, the messages transmitted increase as the percentage of network sampled increases. On the other hand, for the centralized version, the message complexity is a constant.
Overall, this experiment shows that the estimation of our algorithm is comparable to the corresponding centralized version at a cost that is far less than its centralized counterpart.
APPLICATION
An interesting application of this technique is client-side Web mining. In this section, we discuss how we modify our order statistics based top-l item identification technique for this application. Interested readers are referred to the paper by Liu et al. [3] for a detailed discussion on this application.
Why P2P Communities and Client-Side Web
Mining?
According to Maslow's theory [31] , social motive, which drives people to seek contact with others and to build satisfying relations with them, is one of the most basic needs of human beings. The tendency to have affiliations with others is visible even in virtual environments such as the World Wide Web. Many online communities like Google and Yahoo! groups provide the user a place to share knowledge and to request and offer services. Traditional Web mining has spent lots of efforts on the Web server side, for example, to analyze the server log. We propose a framework that utilizes the client-side information, namely, the Web browsing cache. In many cases, the server-side Web data is inaccessible to the user who generated the data-so no information about that data is available to the user. On the other hand, using the data at the source machine itself (which we call the client-side data), we can learn several interesting facts about the data and develop several systems (for example, P2P community, recommender systems, etc.). We define a P2P community as a collection of nodes in the network that share common interests. Communities can then exchange information for better query routing, for example. Compared with other related work, our framework has the following specific features:
. It applies the order statistics-based algorithm already discussed to quantify the similarity between peers over the network. This approach allows a peer to build a community with a hierarchical structure. . Any technique in which the similarity between two peers can be expressed in metric space (vectors, trees, and the like) can be plugged into our framework.
Related Work: P2P Communities
Generally speaking, the research on self-formation of P2P communities can be grouped into four major categories:
1. ontology-matching-based approach, 2. attribute-similarity-based approach, 3. trust-based approach, and 4. link-analysis-based approach. We briefly introduce each of them as follows.
Castano and Montanelli addressed the problem of formation of semantic P2P communities [32] . Each peer is associated with an ontology, which gives a semantically rich representation of the interests that the peer exposes to the network. The advantage of this approach is that peers do not have to agree on the same predefined ontology and, therefore, they have lots of flexibility of describing their interests. However, the gain of flexibility comes at the price of accuracy because of the uncertainty of concepts. We refer the reader to [33] for a brief survey of existing ontology matching approaches.
Khambatti et al. proposed a P2P community discovery approach where each peer is associated with a set of attributes that represent the interests of that peer [34] . These attributes are chosen from a controlled vocabulary that each peer agrees with. In this paper, we also assume that each peer has a set of attributes, which we call a profile vector. The difference is that each interest in the profile vector can be given a weight to show its importance. Moreover, we do not simply check the intersection of attributes; instead, we quantitatively compute the similarity between profile vectors (using the inner product), and we use an order statistics-based algorithm that can tell how similar a pair of peers are to each other in the whole network.
Trust-based community formation is usually discussed in the scenario of file sharing and service providing. The notation "trust" is a measure used by a peer to evaluate another peer's capability of providing a good quality service or resource. This trust is based on information about the peer's past behavior. We refer the reader to [35] for a starting point on this topic. In this paper, we are interested in forming a community based on the peers' interests without considering the past interactions of the peers.
There exists another area of research that focuses on the link structure analysis of networks to identify patterns of interaction. For example, Scott identified the various cliques, components, and circles into which networks are formed [36] . The drawback of the link-analysis-based approach is that it depends on the stable link structure of the network and therefore precludes a peer from being a member of more than one community simultaneously.
Peer Profiles
A crucial issue in forming P2P communities is to create peer profiles that accurately reflect a peer's interests. These interests can be either explicitly claimed by a peer or implicitly discovered from the peer's behaviors. A peer's profile is usually represented by a keyword/concept vector. Trajkova and Gauch proposed techniques to implicitly build ontology-based user profiles by automatically monitoring the user's browsing habits [37] . Fig. 6 shows a sample ontology for a user profile. We point out that any approach that represents a peer's profile in a feature vector can be used in our framework. In this paper, we use the frequency of the Web domains a peer has visited during a period of time as the peer's profile vector. To avoid the uncertainty of ontology matching, we expect all peers to agree on the same ontology defined by a controlled vocabulary. In this paper, this means that all peers agree on a superset of Web domain names.
Similarity Measurement
The goal of community formation is to find peers sharing similar interests. However, if we choose a similarity measurement and simply set up a subjective threshold such that peers with similarities greater than this threshold can be grouped together, we cannot represent the essential characteristics of a social community, namely, hierarchy. In a social network, a person may have multilevel friends, where the first level might be family members and closest friends, the second level might be some colleagues whom the person is not so familiar with. A person could also have indirect friends from his/her friends' social network. A P2P community from one peer's perspective should also have such a kind of hierarchical structure. That is, some peers share more interests with this peer, whereas others share less.
To achieve this goal, we use our order statistics-based approach, which enables a peer to know how similar the other peer is to itself. In other words, our statistical measurement guarantees that if the similarity between peers P i and P j is above a threshold, P i can determine with confidence level q that P j is among the top-p percentile most similar peers of P i . As a running example, let us assume there are five peers fP 1 ; P 2 ; P 3 ; P 4 ; P 5 g in the network, and the similarity measures between P 1 and all other peers are f1; 3; 2; 4g, respectively, where the higher the value, the higher the similarity. If P 1 knows the similarity between him/her and P 5 is 4, our approach will enable P 1 to know with high confidence that P 5 is among the top 25 percent most similar peers of P 1 in the network, without computing all the similarity values. Now, we formally define a P2P community based on our above discussion. Definition 9.1 (ð; p; qÞ-P2P Community). A ð; p; qÞ-P2P community from peer P i 's view is a collection of peers in the network, denoted by C, such that the similarity measures between P i and all the members in C are among the top-p percentile of the population of similarity measures between P i and all the peers in the network, with confidence level q. Definition 9.2 (Extended ð; p; qÞ-P2P Community). An extended ð; p; qÞ-P2P community from peer P i 's view is the union of C (defined by the above definition) and all the peers from the ð; p; qÞ-P2P community of each member in C. These two definitions implicitly capture the hierarchical characteristics of the community. When a peer finds a similar buddy, he/she could compute the percentile value and determine which area this buddy belongs to. A peer could also specify a p value and only invite those belonging to the top-p percentile area to be his/her community members. The community could be expanded to include members from a member's community. For example, in Fig. 7 , peers A, P j , and H are the first-level members (with larger p) of a community initiated by P i . Peers C, F , and G are the second-level members (with smaller p) of the community. Note that P j is also an initiator of another community, and it has E as its first-level community member. Peers A, P j , H, and E compose an extended P2P community initiated by P i .
We use the scalar product between two profile vectors to quantify the similarity between two peers. Other similarity metrics such as the euclidean distance, graphs, and trees can also be applied in our framework without any hurdle. In the next section, we discuss how the community is actually formed. Note than in this application, since each peer has the entire vector, there is no need for cardinal sampling. We can simply do an ordinal sampling of the entries of the inner product entries in order to identify the top few.
Community Formation Process
We address the P2P community formation process under the assumptions that 1) each peer can be a member of multiple virtual communities, 2) peers interact with each other by submitting or replying queries to determine the potential members of a given community, and 3) there is no superpeer as a centralized authority.
The P2P community emerges as a peer P i , called community initiator, invokes a community discovery process, which consists of the following tasks: sample size computation, percentile estimation, member identification, member notification and acceptance, and community expansion.
Sample Size Computation. The initiator P i first selects a confidence level q and the order of population percentile p it would tolerate. It can then find the sample size n as discussed in Section 4.2. Note that for this scenario, a peer does not need to do a cardinal sampling since we are dealing with a special case of the distributed inner product computation here-when each peer has only one feature vector and not a matrix of local inner product elements.
Percentile Estimation. Given the sample size n, the initiator invokes n random walks using the protocols described in Section 4.4 to choose independent sample peers in the network. Whenever a new peer P j is chosen, it replies to P i with its address and port number and builds an end-to-end connection with P i . Then, P i computes the scalar product of its profile vector and P j 's profile vector. After P i collects all the n scalar products, it finds the largest one as the threshold for percentile of order p. These two steps are very similar to the first two steps of the algorithm discussed in Section 5.
Member Identification. The initiator P i composes a discovery message containing its address and port number, as well as a time-to-live (TTL) parameter defining the maximum number of hops allowed for the discovery propagation. Then, the discovery message is sent to all P i neighbors. When a peer P j receives this message, it replies to P i with its address and port number. P i then invokes a scalar product computation with P j to get the similarity value. If TTL ! 0, P j forwards the discovery message to all its neighbors, except for the peer from which the message has been received. Each peer discards duplicate copies of the same discovery message possibly received.
Member Invitation and Acceptance. The initiator P i evaluates the quality of the discovered peers by comparing the similarity values with the different levels of threshold. If the similarity is above the threshold, P i sends an invitation message to that peer. If the similarity is below the first level of threshold, P i still could analyze, with the same confidence level and order of percentile p 0 . Given this information, P i can decide whether to send an invitation to a peer with less similarity. Once a peer P j receives an invitation message, it decides whether to accept it or not by replying with an acceptance message. Receiving the acceptance message, P i records P j in its cache.
Community Expansion. When a peer P j accepts the invitation, it replies to the initiator with an acceptance message, as well as with the member lists in its local cache. These members are from the P2P community or extended P2P community initiated by P j . The peers that P i receives from P j , however, belong to the lowest level of friends of P i in its hierarchical network, since they are not directly discovered by P i and are just part of its social network through association. As a reward, P i sends the current member list in its local cache to P j . In this way, each peer has an extended P2P community.
Experiments
In this section, we study the performance of the proposed framework for P2P community formation.
Data Preparation
We use the Web domains a peer has browsed to create the profile vector. Each element of the vector corresponds to the frequency that the domain has been visited by the peer during a period of time. The data was collected from the IE history files of volunteers from UMBC and Johns Hopkins University. There are a total of 40,842 browsing history records in our data set and 3,318 unique Web domains. These records are randomly split and distributed to peers in our network simulator so that each peer can compute its own profile vector. As we have stated previously, we assume that all the peers agree on the same profile ontology, that is, the same set of domain names, and therefore, all the profile vectors have the same size-3,318. Fig. 9 shows a snapshot of a peer's profile.
Performance
Having discussed about the data and the simulator setup, we are in a position to report the experimental results.
Random Sampling and Percentile Estimation. This experiment evaluates the accuracy of random sampling and percentile estimation. We chose three different p values: 80 percent, 85 percent, and 90 percent. In all of the three cases, the confidence level q was set to 95 percent, and the size of the network was fixed at 100 nodes. Let P i be the community initiator. The population can be defined as the set of all pairwise scalar products between P i and all the other peers. Now, if P i wants to find similar peers who are in the top-p percentile of the population, it launches n random walks. The terminal peer for each random walk refers to a sample, and P i computes the scalar product between its own vector and the vector owned by the sample. P i sorts all the n scalar products and finds the largest one as the threshold of percentile of order p. Fig. 8 shows the estimated threshold in the distributed experiment. To compare the results with centralized sampling, P i first collects the pairwise scalar products between itself and all the peers in the network. P i then performs a random sampling of size n and finds the largest scalar product. The threshold found by this approach is illustrated by the stars in Fig. 8 . Fig. 8 also shows the actual population percentile of order p. As is evident from these results, the threshold found through random sampling and order statistics theory is above the actual population percentile. Therefore, any scalar product greater than this threshold can be recognized as among the top-p percentile population with high confidence.
Community Formation. Once the threshold is detected, the next step is to form the communities. The size of the network was fixed to be 100. Table 1 shows the average number of members found by a community initiator with respect to different TTL values using the community expansion scheme. The table also shows the number of messages per peer. Since it remains a constant, we expect good scalability of our algorithm. Table 2 presents the number of community members formed for different network sizes. Here also, since the number of messages per peer remains a constant, the algorithm is highly scalable. In this section, we compare the communication complexity of our algorithm with some existing distributed inner product computation techniques. One of the most widely used methods is random projection. Considering a vector of dimension r i Â 1 at each site and a network of size S, the communication complexity of the random projection method for finding the pairwise inner products is
kÞ, where k Â r i is a random matrix such that k < r i . Under a similar setting, the communication complexity of our algorithm is Oðn Â logðSÞ þ n Â r i Þ, where n is the number of ordinal samples required (which in most cases is very small). The dominating factor for P2P networks is the size S; hence, our algorithm scales well compared to the random projection method even if r i is of the order of S. Egecioglu and Ferhatosmanoglu [38] propose a technique in which the inner product can be computed using only two floating-point numbers. Although this technique is very efficient, it is still a twoparty protocol, and it cannot identify top inner products in a population distributed over many places without communicating with all the parties. However, we can adopt these efficient inner product protocols in our ordinal and cardinal approximation framework and achieve more efficient and effective solutions.
CONCLUSIONS
In this paper, we have developed a distributed algorithm for efficiently identifying top-l inner products from horizontally partitioned data. To achieve low communication overhead, we use an order statistics-based approach together with cardinal sampling. Ordinal statistics provides a general framework for estimating distribution-free confidence intervals for population percentiles. Cardinal sampling helps to combine the inner product values that are distributed among the peers. Experimental results substantiate our claims regarding the accuracy and message complexity of our algorithm.
Besides having direct algorithmic contributions, this paper suggests and adopts an important concept in large distributed computing systems-local approximate algorithms. Local algorithms are natural candidates for applications in large dynamic networks because of their good scalability. Local algorithms can be exact or approximate. However, the class of exact local algorithms that currently exist in the literature work for simple primitives such as average and L2-norm. For solving more complicated distributed problems, researchers have developed approximate solutions. The ordinal analysis technique developed in this paper belongs to this genre of approximate local algorithms. As demonstrated by the simulation results, our algorithm performs well in terms of both the accuracy of results and communication intensity. In the future, we hope to use this algorithm for solving real-life challenges in distributed settings such as the Internet and sensor networks. Kanishka Bhaduri received the BE degree in computer science and engineering from Jadavpur University, India. Currently, he is working toward the PhD degree at the University of Maryland, Baltimore County. His research interests include distributed and P2P data mining, data stream mining, and statistical data mining. More information about him can be found at http://www.csee.umbc.edu/~kanishk1. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
