Sequence queries on temporal graphs by Zhu, Haohan
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2016
Sequence queries on temporal
graphs
https://hdl.handle.net/2144/17056
Boston University
BOSTON UNIVERSITY
GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation
SEQUENCE QUERIES ON TEMPORAL GRAPHS
by
HAOHAN ZHU
B.E., Tsinghua University, 2007
M.E., Chinese Academy of Sciences, 2010
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
2016
c© Copyright by
HAOHAN ZHU
2016
Approved by
First Reader
George Kollios, PhD
Professor of Computer Science
Second Reader
Evimaria Terzi, PhD
Associate Professor of Computer Science
Third Reader
Mark Crovella, PhD
Professor of Computer Science
SEQUENCE QUERIES ON TEMPORAL GRAPHS
HAOHAN ZHU
Boston University, Graduate School of Arts and Sciences, 2016
Major Professor: George Kollios, Professor of Computer Science
ABSTRACT
Graphs that evolve over time are called temporal graphs. They can be used to describe
and represent real-world networks, including transportation networks, social networks, and
communication networks, with higher fidelity and accuracy. However, research is still lim-
ited on how to manage large scale temporal graphs and execute queries over these graphs
efficiently and effectively. This thesis investigates the problems of temporal graph data
management related to node and edge sequence queries. In temporal graphs, nodes and
edges can evolve over time. Therefore, sequence queries on nodes and edges can be key com-
ponents in managing temporal graphs. In this thesis, the node sequence query decomposes
into two parts: graph node similarity and subsequence matching. For node similarity, this
thesis proposes a modified tree edit distance that is metric and polynomially computable
and has a natural, intuitive interpretation. Note that the proposed node similarity works
even for inter-graph nodes and therefore can be used for graph de-anonymization, network
transfer learning, and cross-network mining, among other tasks. The subsequence match-
ing query proposed in this thesis is a framework that can be adopted to index generic
sequence and time-series data, including trajectory data and even DNA sequences for sub-
sequence retrieval. For edge sequence queries, this thesis proposes an efficient storage and
optimized indexing technique that allows for efficient retrieval of temporal subgraphs that
satisfy certain temporal predicates.For this problem, this thesis develops a lightweight data
management engine prototype that can support time-sensitive temporal graph analytics ef-
ficiently even on a single PC.
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Chapter 1
Introduction
In the era of Big Data, the management and analytics of graph and sequence (or time
series) data is an essential topic, because not only can such data grow rapidly to extremely
large sizes, but they are also important representations of data from many real-world
applications. For example, graph data are used to organize social networks, biological
protein-protein interaction (PPI) networks, transportation networks, and communication
networks, among others. Meanwhile, sequence or times series data are used, for example,
to represent DNA sequences, trajectories, songs, stock market statistics and many kinds
of economic and financial information.
Much research has focused on graph data and sequence data management and ana-
lytics. However, the fusion of graph data and sequence data has generated a new field,
temporal graphs, for which research on efficient management and analytics is limited. Tem-
poral graphs are a promising research area from which real-world applications will benefit
tremendously. Therefore, this thesis focuses on sequence queries, which are fundamental
to temporal graph management and analytics.
First, this thesis introduces some real-world applications of temporal graphs. As de-
scribed above, collaboration, transportation, and communication networks can be format-
ted into graphs. In real-life settings, those networks are not static and may evolve over
time. For example, consider DBLP collaboration networks in which the nodes are authors.
If two authors collaborate on a publication, an edge connects them. Every year, author
collaborations on publications may change. Moreover, very few authors have exactly the
same collaborators for two consecutive years. If we consider only the aggregated collabo-
2rations for the whole time period in DBLP, which is a stack graph, it will be difficult to
tell how authors’ collaborations evolve, and it also will not be accurate to compare two
authors and judge whether they have similar collaboration patterns or not.
Another example comes from communication networks such as autonomous system
networks in which the nodes are autonomous systems: if two systems communicate, an
edge exists between them. Like the collaboration networks, in communication networks
the autonomous system topologies vary from day to day. It is hard to find exactly the
same topologies on two consecutive days. If we consider only the aggregated autonomous
system topologies, it will be difficult to conduct analytics on them for designated periods,
as in the case of computing centralities of autonomous systems for a certain period when
system connections are stable.
According to the above instances, it is clear that temporal graphs differ significantly
from static graphs because temporal information exists in graphs and is important in ana-
lytics. Meanwhile, temporal information introduces difficulties in managing and analyzing
temporal graphs. Notice that it is also hard to extend the management and analytics to
classic temporal data for temporal graphs. The temporal graph is a special type of tem-
poral data where each object on a specific timestamp is a graph, whereas classic temporal
data management and analytics usually deal with numeric values and character sets. Thus,
managing and analyzing temporal graphs efficiently forms a novel domain and becomes a
challenging task.
This thesis focuses on sequence queries on temporal graphs, namely node sequence
and edge sequence queries. Such queries are unique and fundamental in temporal graph
management and analytics. First, only in temporal graphs may nodes and edges evolve
over time. Node sequences and edge sequences merely exist in temporal graphs. Second,
node sequence queries can be used to find similar nodes or similar node behaviors. In
different applications, nodes may represent different objects. In collaboration networks,
similar nodes could mean similar authors, while in communication networks, similar nodes
may stand for similar autonomous systems. Overall, node sequence queries can help iden-
3tify similarities among network entities. Third, edge sequence queries are the most basic
building blocks for finding temporal subgraphs, which are needed for time-sensitive ana-
lytics on temporal graphs, such as computing centralities in autonomous system networks
when the connections are stable or investigating connectivities in mobile networks when all
connections are completed. Overall, edge sequence queries are key components in assisting
time-sensitive analytics of temporal graphs.
In this thesis, the node sequence query decomposes into two building blocks: graph node
similarity and generic subsequence query. Because the node sequence query detects similar
node behaviors, it is essential to first define a similarity measure for a pair of nodes, then
apply the sequence query to node sequences. For the node similarity, this thesis proposes a
modified tree edit distance that is metric and polynomially computable and has a natural
intuitive interpretation. Note that the proposed node similarity is a metric for inter-graph
nodes and therefore can be used for graph de-anonymization, transferring learning across
networks, and performing biometric pattern recognition, among other tasks. The generic
subsequence query proposed in this thesis is a framework that can be adapted for indexing
sequence and time-series data, including trajectory data and even DNA sequences for
subsequence retrieval. On the other hand, for the edge sequence query, the edge sequence
can be used to express evolving subgraphs that satisfy certain temporal predicates. For
this problem, this thesis proposes and describes a lightweight data management engine
prototype that can support time-sensitive temporal graph analytics efficiently even on a
single PC.
To summarize, the contributions of this thesis are listed below:
• This thesis thoroughly investigates existing node similarity measurements and com-
pares those measures based on applicabilities.
• This thesis proposes a novel inter-graph node metric based on edit distance (NED).
– Real-world graphs demonstrate that NED is efficient for nearest neighbor node
query and top-k similar node ranking tasks.
4– NED can achieve a higher precision in graph de-anonymization tasks.
• This thesis introduces a modified tree edit distance (TED*) that is both metric and
polynomially computable on unordered, unlabeled trees.
– TED* is a good approximation to the original tree edit distance whose compu-
tation on unordered unlabeled trees is NP-Complete.
• This thesis proposes a generic indexing framework for sequence and time series data
that makes minimal assumptions about the underlying distance and thus can be
applied to a large variety of distance functions.
– This thesis introduces the notion of Consistency as an important property for
distance measures applied to sequences.
– This thesis proposes an efficient filtering algorithm that produces a shortlist of
candidates by matching only O(|Q| · |X|) pairs of subsequences, whereas brute
force would match O(|Q|2 · |X|2) pairs of subsequences.
– This thesis introduces a generic indexing structure called Reference Net with
linear space; range similarity queries can be further efficiently answered based
on Reference Net.
– The generic indexing framework is empirically demonstrated to provide good
performance with diverse metrics such as the Levenshtein distance for strings,
and ERP and the discrete Fre´chet distance for time series.
• This thesis proposes a lightweight temporal graph management engine called LiTe-
Graph.
– LiTe-Graph can efficiently manage large-scale temporal graphs (up to a billion
edges) on a single PC.
– LiTe-Graph is space- and time-efficient (in milliseconds) for temporal subgraph
queries.
5– LiTe-Graph improves temporal hashing for faster temporal subgraph queries.
– LiTe-Graph is compatible with existing graph algorithms for time-sensitive an-
alytics on temporal graphs.
– LiTe-Graph has been evaluated using many real-world temporal graphs from
diverse applications.
The following thesis is organized as follows:
• Chapter 2 investigates the existing node similarity measurements with their applica-
bilities.
• Chapter 3 briefly describes the node sequence query problem and splits it into two
subroutines: inter-graph node similarity and generic sequence index.
• Chapter 4 proposes NED, a novel inter-graph node metric based on edit distance that
uses a modified tree edit distance, TED*.
• Chapter 5 discusses a generic indexing framework with Reference Net. Combined
with NED, the framework can answer node sequence queries efficiently.
• Chapter 6 introduces LiTe-Graph, a temporal graph engine that provides efficient
edge sequence queries on temporal graphs.
• Chapter 7 concludes the thesis.
Chapter 2
Node Sequence Query
This chapter introduces the first query type, node sequence query, which it splits into
two independent subroutines: inter-graph node similarity measurements and generic sub-
sequence retrieval.
Firstly, the node sequence is defined formally. Let a temporal graph G(t) be a sequence
of graph snapshots G(t) =< G1, G2, . . . , Gn >, where each graph snapshot Gi is a static
graph associated with a time stamp ti. Let T be the series of time stamps for the temporal
graph G(t). Then T =< t1, t2, . . . , tn >. A snapshot can be represented as Gi = (Vi, Ei),
where Vi is the vertex set and Ei is the edge set at the time stamp ti.
Assume there is a node u existing from time stamp ts to time stamp te, which means u
∈ Vi, ∀ s ≤ i ≤ e. Then the node sequence of u from ts to te can be represented as u(ts, te)
= < us, us+1, . . . , ue >.
The node sequence query problem is defined as:
Definition 1. For a given node sequence u(tus , t
u
e ), find the most similar node subsequence
v(tvs , t
v
e) in the temporal graph G(t).
Notice that, the time stamp tus may not be the same as t
v
s . Also, the time stamp t
u
e
may not be the same as tve . Therefore, two node sequences may not have the same length
and may span different sets of snapshots in the temporal graph. Furthermore, node u and
node v may even belong to different temporal graphs. Therefore, the first problem derived
from node sequence query is how to define the similarity between two node sequences, and
the second problem is how to efficiently find the most similar subsequence.
7Fortunately, there are many distance functions for sequences or time-series that can
be used for measuring pairwise node sequences, such as dynamic time warping (DTW)
distance, ERP distance, or discrete Fre´chet distance. However, if those distance functions
are used, an underlying distance between pairwise objects in the sequences or time-series
should be formalized. For example, if discrete Fre´chet distance is used to measure two tra-
jectories, there should be an underlying distance for pairwise 2D locations (2-dimensional
vectors), usually Euclidean distance. If ERP distance is used to measure the two songs,
there should be another underlying distance for pairwise pitches (integer values), usually
the Hamming distance. Therefore, when distance functions for node sequences are used,
there should be an underlying distance to measure the pairwise nodes. Ideally, this un-
derlying distance should be a metric and should be capable of handling a pair of nodes in
different graphs.
Hence, to conduct the node sequence query, the first key step is to find an inter-graph
node similarity measurement that is a metric. Chapter 3 first investigates all existing
node similarity measurements; unfortunately, no existing measurement can satisfy the re-
quirements for the node sequence query. However, Chapter 4 proposes a novel label-free
inter-graph node similarity measurement that satisfies all metric properties.
Because many different distance functions can be used for comparing pairwise node
sequences, the second key step is to design a generic subsequence indexing framework
that can benefit a variety of distance functions for sequences and time-series. Chapter 5
introduces a generic subsequence indexing method that works for diverse metrics such as
the Levenshtein distance for strings, ERP, and the discrete Fre´chet distance for time series.
Overall, the node sequence query can be split into different tasks as described in Chapter
3, 4, and 5. Combining the inter-graph node similarity in Chapter 4 with the generic
subsequence indexing method in Chapter 5 can solve the node sequence query effectively
and efficiently.
Chapter 3 provides a comprehensive study of node similarity measurements and com-
pares and analyzes existing node similarity measurements according to their applicabilities.
8The analysis demonstrates a lack of node similarity measurements that can measure pair-
wise nodes in different graphs without additional information other than the topological
structures and at the same time satisfy the metric properties. As a measurement, sat-
isfying the metric properties is important and valuable because a metric measurement is
compatible with many metric indexing techniques for accelerating query speed.
Thus, Chapter 4 proposes a novel inter-graph node metric based on edit distance called
NED that satisfies all metric properties. NED introduces a new modified tree edit distance
(TED*). The computation of classic tree edit distance on unlabeled, unordered trees is NP-
Complete. However, TED* is a metric that is also polynomially computable on unlabeled,
unordered trees. According to the empirical study, TED* provides a good approximation
to the classic tree edit distance. As an inter-graph node similarity, NED can be used for
graph transfer learning, graph de-anonymization, and many other stand-alone applications.
Finally, Chapter 5 proposes a generic subsequence indexing method that can be com-
bined with any metric measure in diverse domains, such as sequences, time series, or
strings. Consider a node sequence as a sequence of topological structures: when the node
similarity is metric, it is easy to adopt any sequence or time-series distance function for the
node sequence. Therefore, using the reference net introduced in the generic subsequence
indexing method can enable efficient retrieval of the node subsequence. Notice that, the
generic subsequence indexing method is not only designed for node sequence query. It can
be even used to any kind of sequence and time-series data which has a very large variety
of applications.
Chapter 3
Existing Node Similarity Measures
3.1 Node Similarity Applications
Graph, as a commonly used representation for describing the real-world data, has received
a lot of attentions from many different areas. Graph is utilized to organize data in com-
munication networks, social networks, and biological networks, to name a few.
Node is the basic component of graphs. In communication networks, the nodes are
machines. In social networks, the nodes are people. While in biological networks, the
nodes are genes and proteins. Measuring the similarity between two nodes is an essential
task and also a fundamental building block for graph analysis.
Figure 3.1, shows two graphs: english football positions and american football positions.
In these two graphs, the nodes are the player positions and the edges indicate the passing
paths in general. Consider the following question: How similar (in terms of functionalities)
between a sweeper (SW) and an attacking midfielder (AM) in an english football team?
How similar (in terms of roles) between an attacking midfielder (AM) in an english football
team and a quarterback (QB) in an american football team? To answer such kind of
questions, a measurement to describe the similarity for pairwise nodes in graph structures
is needed.
Similarly in social network graphs, people may want to know how relative of one person
to the other one in a social network. Such measure may indicate how fast the information
can be propagated from one person to the other one. Also people may want to know for a
given person in her/his own social network, whether there is another person in a different
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Figure 3.1: An Example of Node Roles
social network has the similar impact or role. For example, which current english football
player has the most similar impact in the soccer social network as “Tom Brady” in the
current american football players’ social network.
All of above applications require a measurement to describe how similar of two nodes in
graph structures. However, different applications consider different aspects of the nodes.
Therefore, there exists many different node similarities which measure a pair of nodes
according to different criteria. In this chapter, the existing node similarity measurements
are briefly summarized and categorized.
3.2 Node Similarity
Given two nodes: node u in graph Ga(Va, Ea) and node v in graph Gb(Vb, Eb) respectively,
where u ∈ Va and v ∈ Vb. Let the node similarity between a pair of nodes be s(u, v). In
the counterpart, let the node distance between a pair of nodes be d(u, v) which describes
the node dissimilarity. Indeed, both node similarity and node distance can answer the
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question: How similar between node u and node v?
In this chapter, only the node similarity measurements that take the linkage information
from graphs into account are included. Such node similarity measurements sometimes are
called as structure-based similarities. In the opposite way, there is another type of content-
based comparisons which only consider the attribute or property information of nodes. For
example, a sweeper (SW) and an attacking midfielder (AM) may be compared based on
their heights, weights, speeds and durations. But none of these properties is related to the
linkage information in a graph. Therefore, such kind of node similarity measurements is
not considered in this chapter.
Notice that, the graph Ga(Va, Ea) and graph Gb(Vb, Eb) may be the same graph which
indicates that two nodes to be compared should be in the same graph. There is a com-
parative study [77] which compare a number of link-based similarities between two nodes
in the same graph. In this chapter, all kinds of node similarities are considered, no matter
the pair of nodes belong to the same graph or belong to two different graphs.
3.3 Categories of Node Similarity
In [77], the node similarity measurements are categorized into two major classes: similarity
for homogeneous graphs and similarity for heterogeneous graphs. While in [57], there is
another categorization which classifies the node similarity measurements based on the
functionalities into two parts: node roles and node proximities.
This chapter mainly splits the existing node similarity measurements into two groups
based on the structural information they use for the comparisons. If a node similarity mea-
surement may use the linkage information from the whole graph to compare two nodes,
it is called as global-link-based similarity or link-based similarity for short. As a counter-
part, if a node similarity measurement merely use the linkage information from the local
neighborhood subgraphs to compare two nodes, it is called as local-neighborhood-based
similarity or neighborhood-based similarity for short.
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All the measurements mentioned in [77] belong to the linked-based similarity measure-
ments in this chapter. However, this chapter also discusses the linked-based similarity
measurements which can deal with two nodes in different graphs. Compared to [57], node
proximities are usually measured by link-based similarities. Whereas, node roles can be
measured by both link-based similarities and neighborhood-based similarities.
3.4 Link Similarities
In this section, the link-based similarities are split into five different sub-classes: shortest
path distance-based similarity, SimRank-based similarity, HITS algorithm-based similarity,
random walk algorithm-based similarity and sampling graph-based similarity.
3.4.1 Distance-based Similarity
The very basic idea to measure the similarity between two nodes is to use shortest path
distance or minimal weighted distance between two nodes. In [56], several distance-based
similarity measurements are enumerated called graph theoretic distances. However, such
straightforward distances are efficient but ignore information from related paths between
two nodes. Distance-based similarity can be used for special cases of graphs, for example,
uncertain graphs. Potamias et al. [96] proposes a distance function for a pair of nodes in
uncertain graphs which is kind of distance-based similarity for special graphs.
3.4.2 SimRank-based Similarity
Among a huge amount of link-based similarities, SimRank [45] is the most popular mea-
surement which says two objects are similar if they are related to similar objects. Here
“related” means connecting by edges. The SimRank is defined as s(u, v) for a pair of nodes
u and v below:
sk+1(u, v) =
C
|I(u)||I(v)|
|I(u)|∑ |I(v)|∑
sk(I(u), I(v)) (3.1)
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where I(u) and I(v) are the sets of in-neighbors of u and v respectively and C is a
decay factor.
Tremendous research work follows SimRank and improves it from different aspects.
They compose a big family of SimRank-based similarities. Several papers improve the
computation speed for SimRank. The k-iteration time complexity of the original algorithm
of SimRank is O(kn2d2), where n is number of nodes in graph G and d is the average
incoming degree of nodes. Lizorkin et al. [78] improves the computational complexity of
SimRank from O(kn4) to O(kn3) in the worst case. Yu et al. [132] further speeds up the
computation of SimRank to O(kd′n2), where d′ is typically much smaller than the average
incoming degree of nodes. Power-SimRank [14] makes use of the power-law distribution of
similarity scores to reduce iterations for some vertices. Li et al. [72] propose to compute
SimRank between a specified pair of node which is much faster than computing all-pairwise
SimRank.
Moreover, there are many papers [64, 30, 60] which investigate top-k SimRank com-
putation for a single source node. The linearization method proposed by Kusumoto et al.
[60] can linearly compute approximated SimRank for a single source. Yu et al. [136] even
improve the quality of approximated SimRank.
There are also some variants of SimRank proposed to address the drawbacks of the
original SimRank. For example, P-Rank [143] jointly combines both in-link and out-link in
the computation. PSimRank [28], Simrank++ [3] and MatchSim [75] try to solve a common
problem in SimRank: the similarity will decrease if number of common neighbors increases.
SimRank* [134] investigates the problem of zero similarity which is due to the asymmetric
path between a pair of nodes. RoleSim [46] considers a problem in SimRank that if two
nodes are automorphic, the similarity should be maximal which is not true in SimRank.
Although MatchSim and RoleSim try to solve different problem in SimRank, both of them
consider not only global transitivity information but also local neighborhood information.
Different from SimRank which considers all pairwise neighbors in each iteration, MatchSim
and RoleSim try to pick one neighborhood matching in each iteration.
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Some other work on SimRank includes: non-iterative solution for SimRank proposed by
Li et al. [70], paralleled algorithm to deal with SimRank by He et al. [41] and partial-pairs
SimRank computation by Yu et al. [135].
In the application level, Sun et al. [112], Zheng et al. [144] and Tao et al. [116] utilize
SimRank for similarity joining. While Yin et al. [131] adopt SimRank for clustering. Xi et
al. [126] introduce a SimFusion which consider heterogeneous data sources but share the
similar idea with SimRank. Moreover, recently, there are some work [90, 133] focuses on
SimRank computation for evolving or dynamic graphs.
SimRank-based similarities compose a hug family of node similarities which are very
popular to measure the proximity between a pair of nodes in one graph.
3.4.3 HITS-based Similarity
Beside the SimRank-based node similarity measurements, there is another type of node
similarities which are based on HITS algorithm [53] introduced by Kleinberg. Blondel et
al. [12] propose a measure of similarity between a pair of vertices in two directed graphs.
The similarity matrix is defined in an iterative function:
Sk+1 = BSkA
T +BTSkA (3.2)
where A and B are two adjacency matrices of two graphs. Let A be an n × n matrix
and let B be an m × m matrix. While S is an m × n similarity matrix. The entry (u, v)
of S is the similarity value between the node u in graph A and the node v in graph B.
Initially, the similarity values of all pair-wise nodes in the similarity matrix are set to
1. By iteratively updating the similarity matrix, the similarity matrix finally oscillates
between two limits, w.r.t even limit and odd limit.
Clearly, if n and m are large, the node similarity matrix is not feasible to compute.
There are some papers [137, 89] which consider local neighborhood subgraphs of two nodes
instead of the whole graphs. Such methods can reduce the size of matrices to be multiplied.
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However, number of iterations for the convergence may still be large in the computation.
The HITS-based similarities also use linkage information to compare nodes. Notice
that, although HITS-based similarity tries to compare two nodes in two different graphs,
the absolute similarity values in the similarity matrix are not comparable in general. It
only tells that among the nodes from another graph, which one will be more similar to a
given node.
Be more specific, assume there are three nodes: u in graph A, v in graph B and w in
graph C. Even if the similarity value between u and v in the matrix from graph A and B
may be larger than the similarity value between u and w in the matrix from graph A and
C, it does not mean the node u is more similar to node v than node w.
3.4.4 Random Walk-based Similarity
Besides the family of SimRank-based similarities and HITS-based similarities, there is
another kind of similarities which also utilize the adjacency matrix and transitivity infor-
mation to measure the similarity between two nodes.
Random walk with restart [92, 118] is a typical solution which can provide a good
relevance score between two nodes in a weighted graph as shown in Equation (3). Koutra
et al. [26] adopt fast belief propagation to compute node affinities which represent the
similarity between pairwise nodes in the same graph in their algorithm DeltaCon. Fast
belief propagation is identical to personalized random walk with restart under specific
conditions.
~ri = cW˜~ri + (1− c)~ei (3.3)
Personalized PageRank [40] is another solution which generates query-specific impor-
tance scores. The topic-sensitive PageRank is able to deliver the importance ranking for a
given query node.
There are some other solutions which are also based on random walk in a graph. Leicht
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et al. [65] proposes a vertex similarity in networks. Their method finds that two vertices
are similar if their immediate neighbors in the network are themselves similar. Symeonidis
and Tiakas [114] transform the adjacency matrix into a similarity matrix which is based on
the degree of each node. Then by computing the products of the shortest paths between
each pair of nodes, the extended matrix represents the similarities between pairwise nodes
in the same graph. Line et al. [74] proposes a PageSim which computes similarity by using
PageRank scores.
The random walk-based similarities usually compare two nodes int the same graph,
since two nodes should be reachable by links. The exception is similarity flooding [84]. The
similarity flooding can calculate pairwise node similarities between two different graphs,
since the similarity flooding generates one propagation graph from two target graphs. The
propagation graph generation relies on edge labels which are required to be matched from
two target graphs.
3.4.5 Sampling-based Similarity
There are some other link-based similarities which consider a subset of edges from the
original graphs which are called as sampling-based similarity in this chapter.
Zhang et al. [140] utilizes random path to provably and quickly estimate the similarity
between two nodes. The similarity describes how likely two nodes appear on a same path
after randomly sampling several paths with a given length.
Panigrahy et al. [93] proposes a node affinity. In the node affinity, for a given probability
threshold, the maximum fraction of edges that can be deleted randomly from the graph
without disconnecting two reachable nodes is defined as the affinity between those two
reachable nodes.
3.4.6 Link-based Similarity Conclusion
Link-based node similarities compare two nodes based on the graph transitivity and infor-
mation propagation to represent how close two nodes are. Those measurements may use
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the linkage information from the whole graph. All SimRank-based similarities, most ran-
dom walk-based similarities (except similarity flooding) and all sampling-based similarities
compare two nodes in the same connected graph since only if two nodes are reachable,
there exists the proximity between them. The HITS-based node similarities and similarity
flooding can compare two nodes in two different graphs, because these methods generate a
virtual single graph based on the linkage information from two graphs. In most cases, the
link-based node similarities consider the topological information only which means there is
no extra information needed for those measurements. Similarity flooding, otherwise, needs
edge labels in the comparison.
3.5 Neighborhood Similarities
In this section, the neighborhood-based similarities are split into six different sub-classes:
neighbor set based similarity, neighbor vector based similarity, feature vector based simi-
larity, path based similarity, role based similarity and graphlets based similarity.
3.5.1 Neighbor Set Similarity
The neighbor set similarity measure two nodes by comparing the neighbors of two nodes.
The two neighbor sets are usually compared by using set comparison methods such as:
Jaccard coefficient, Sørensen–Dice coefficient, Ochiai coefficient and so on.
In [79, 110, 127], the instant neighbors of two nodes are compared to represent the node
similarity. In SCAN[127], the structural similarity of two nodes is defined as:
σ(u, v) =
|Γ(u) ∩ Γ(v)|√
|Γ(u)||Γ(v)|
(3.4)
where Γ(u) and Γ(v) are the instant neighbor sets of node u and v respectively.
Usually such similarities work for two nodes in the same connected graph and the
compared nodes should be close to each other. Otherwise, if two nodes do not share any
common neighbor, the similarity will be always 0.
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3.5.2 Neighbor Vector Similarity
Lu et al. [80] extend the comparison between instant neighbor sets to k-hop neighbor sets.
Firstly, two authority value vectors of k-hop neighbors are computed by using the HITS
algorithm. The authority value vectors are in n-dimensions where n is number of nodes in
the union set of two k-hop neighbor sets. Then the node similarity is computed by using
the cosine distance between two authority value vectors.
Khan et al. [49] propose a neighborhood-based similarity measurement (Ness) which
also compares two nodes based on their k-hop neighbors. Firstly Ness constructs two
neighborhood vectors of nodes u and v according to the neighbors’ labels and distances.
The neighborhood vector of u is denoted by R(u) = {〈l, A(u, l)〉}, where l is a neighbor
label and A(u, l) represents the strength of label l.
A(u, l) =
h∑
i=1
αi
∑
d(u,v)=i
I(l ∈ L(v)) (3.5)
where α is a constant propagation factor between 0 and 1. Then the cost function or
distance function between two nodes u and v is defined as:
CN (u, v) =
∑
l∈RQ(v)
M(AQ(v, l), Af (u, l)) (3.6)
where M is a positive difference function.
Similarly, in NeMa [50], the node similarity is defined by using the same neighborhood
vector, but the cost function is normalized which can provide a better result for graph
matching problem.
3.5.3 Feature-based Similarity
Both neighbor set similarities and neighbor vector similarities require node identifiers or
node labels to aid the comparison. If two nodes do not share common neighbor identifiers
or neighbor labels, the distance will be always 0. For example, in Figure 3.2, the similarity
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Figure 3.2: How similar between A and α ?
between node A and node α is 0 when using neighbor set similarities and neighbor vector
similarities. To address such problem, there is another kind of measurements which extract
the features from local neighborhood structures and compare the feature vectors as the node
similarity.
Akoglu et al. [1] propose an “OddBall” algorithm to detect abnormal nodes in the
graph. In “OddBall” algorithm, the feature vector is constructed by using egonet features
which include: degree of the node, number of edges in egonet, total weights of egonet and
principal eigenvalue of the weighted adjacency matrix of egonet.
Berlingerio et al. [8] propose a “NetSimile” method which also extracts the feature
vectors from nodes’ egonets. But compared to “OddBall”, “NetSimile” extracts 7 features:
degree, clustering coefficient, average degree of neighbors, average clustering coefficient of
neighbors, number of edges in ego-network, number of outgoing edges of ego-network and
number of neighbors of ego-network.
For the geometric graphs which include spatial information, Armiti and Gertz [4] extract
lengths and angles information from edges of egonet and construct the vertex features.
Then by using string edit distance, the vertex distance is calculated based on their vertex
features.
All of above methods extract the features from the egonet which only includes the
instant neighbors of a node. Sometimes, more features from a broader neighborhood struc-
ture are needed.
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Henderson et al. [43] propose a recursive structural features called “ReFex” which
recursively combines local features with neighborhood features to construct regional fea-
tures that capture “behavioral” information. They separate structural attributes into three
types: local, egonet and recursive features. Local and egonet features together are called
neighborhood features, and all three together are called regional features. In the neigh-
borhood features, local feature is the node degree and egonet features include number of
within-egonet edges, as well as number of edges entering and leaving the egonet. While in
the recursive features, “ReFeX” collects two types of recursive features: means and sums.
They also have a pruning strategy to reduce number of recursive features in “ReFeX”.
All above feature-based similarities can compare two nodes in two different graphs
without any label or identity information. Such kind of measures solve the issue raised in
Figure 3.2 and feature-based measures could solve problems like graph de-anonymization
and transfer learning.
3.5.4 Path-based Similarity
Another type of similarities focuses on local neighborhood structures is called path-based
similarity. Path-based similarity needs specific path schemes and node types to measure a
pair of nodes. PathSim [113] is a path-based similarity measurement between two nodes
in a single connected graph. PathSim utilizes a symmetric meta path to define the node
similarity between a pair of nodes in the same type. HeteSim [109] is also a path-based sim-
ilarity which measures two nodes in heterogeneous graphs as PathSim. However HeteSim
adopts relevance path which can be asymmetric to measure the node similarity.
3.5.5 Role-based Similarity
There is a graph mining task called node role mining. Such task is quite related to the
neighborhood-based node similarity measurements. Because if one node is assigned a role,
other similar nodes (by using neighborhood-based node similarity measurements) to this
node can be assigned to the same role. In the opposite way, the node similarity can be
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defined by using the node roles.
Henderson et al. [42] propose “RolX”, an unsupervised approach for automatically
extracting structural roles from a graph. In their approach each node is assigned a mixed-
membership of roles which means, if there are totally r different roles, the role of each node
can be represented as a r-dimensional vector and each element in the vector is the weight
of each role. The roles are clusters or groups of nodes and number of roles r should be
pre-specified in the approach. “RolX” consists of three components: feature extraction,
feature grouping and model selection. Each node has a feature vector which represents the
neighborhood structural information. “RolX” adopts the vectorization method in [43] for
feature extraction. Let a node-feature matrix be Vn×f where n is number of nodes and f
is number of features per node. The feature grouping is to find G and F satisfying:
argmin
G,F
‖ Vn×f −Gn×rFr×f ‖ s.t. G ≥ 0, F ≥ 0 (3.7)
where r is number of roles.
A structural similarity can be defined based on node roles. Since each node can be
represented as a vector of mixed-membership of roles. By comparing the distribution over
the set of extracted roles, the similarity between two nodes can be measured.
There are some other node role discovery methods. Gilpin et al. [32] consider the
supervision in role discovery, where the node role discovery can refer the expert knowledge.
Scripps et al. [106] adopt degrees and community scores to construct 4 types of community-
based roles: “Ambassadors”, “Big Fish”, “Bridges” and “Loners”. While Chou et al. [19]
discover 3 kinds of community-based roles: “Bridges”, “Gateways” and “Hubs” by using
topological information.
3.5.6 Graphlets-based Similarity
In biological networks, such as protein-protein interaction networks (PPI), gene regulatory
networks, and metabolic networks, finding a mapping from the nodes of one network to the
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Table 3.1: Node Similarity Applicability Comparison
Similarity Inter-G Extra-Info Tri-Ineq
SimRank [45] No No No
P-Rank [143] No No No
PSimRank [28] No No No
SimRank++ [3] No No No
MatchSim [75] No No No
SimRank* [134] No No No
RoleSim [46] No No Yes
HITS-based Similarity [12, 137, 89] Yes No No
Random Walk with Restart [92, 118] No No No
Personalized PageRank [40] No No NO
Similarity Flooding [84] Yes Edge Label NO
Sampling-based Similarity [140, 93] No No No
Neighbor Set Similarity [79, 110, 127, 127] Yes Node Identifier Yes
Neighbor Vector Similarity [80, 49, 50] Yes Node Label No
OddBall [1] Yes No Yes
NetSimile [8] Yes No Yes
Geometric Feature-based Similarity [4] Yes Edge Length Yes
ReFex [43] Yes No No
Path-based Similarity [113, 109] No Node Type No
Role-based Similarity [42, 32, 106, 19] Yes Node Role Yes
Graphlets-based Similarity [23] Yes Graphlets Yes
nodes of another network is a basic problem in order to align the pairwise networks [21].
Such technique is useful in identifying previously undiscovered homologies between pro-
teins of different species and revealing functionally similar subnetworks. Graphlets-based
similarity is a typical way to find the node similarity between pairwise nodes. Graphlets
are small connected non-isomorphic induced subgraphs of a large network [97] and gener-
alize the notion of the degree of a node. For example: [82, 23] extract feature vectors by
using graphlets. Davis et al. [23] adopts 30 graphlets and their 73 automorphism orbits to
construct the feature vectors of nodes in protein-protein interaction networks. However,
they are also limited to the small neighborhood around each node and as the size of the
neighborhood increases the accuracy of this method decreases.
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3.6 Discussion
Clearly, different applications need different node similarity measurements and different
node similarity measurements have different applicabilities. In the discussion, the node
similarities discussed above are majorly compared from 3 aspects:
• Whether node similarity can compare two nodes in two different graphs ?
• Whether node similarity can compare two nodes without any extra information ?
• Whether node similarity can rank more than two nodes ?
Be more specific, the first question asks “if two nodes are not reachable, whether the
node similarity will always return 0”. The second question asks “What kind of information
is needed to let the node similarity work”. The third question asks “Whether two similar-
ities of two different pairs of nodes are comparable (or even satisfy triangular-inequality)”
Table 3.1 summarizes the existing node similarities based on the questions raised above.
If the similarity is able to compare two nodes in two different graphs, in the column “Inter-
G”, it is “Yes”. Otherwise, it is “No”. If the similarity does not need any extra information
except the topological structure, in the column “Extra-Info”, it is “No”. Otherwise, the
extra information needed is listed. If the similarity satisfies the triangular-inequality, in
the column “Tri-Ineq”, it is “Yes”. Otherwise, it is “No”.
Chapter 4
A Novel Node Metric: NED
4.1 Introduction
Node similarity is a fundamental problem in graph data analysis. Many applications use
node similarity as an essential building block to develop more complex graph data mining
algorithms. These applications include node classification, similarity retrieval, and graph
matching.
In particular, node similarity measures between nodes in different graphs (inter-graph
nodes) can have many important applications including transfer learning across networks
and graph de-anonymization [43]. An example comes from biological networks. It has
been recognized that the topological (neighborhood) structure of a node in a biological
network (e.g., a PPI network) is related to the functional and biological properties of
the node [23]. Furthermore, with the increasing production of new biological data and
networks, there is an increasing need to find nodes in these new networks that have similar
topological structures (via similarity search) with nodes in already analyzed and explored
networks [21]. Notice that additional information on the nodes can be used to enhance the
distance function which uses the network structure around the node. Another application
comes from communication networks. Consider a set of IP communication graphs from
different days or different networks have been collected and only one of these networks
has been analyzed [43]. For example, nodes in one network may have been classified into
classes or roles based on their neighborhood. The question is how to use this information
to classify nodes from the other networks without the need to build new classifiers (e.g.,
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across-network classification) [43]. Finally, another important application of inter-graph
node similarity is to use it for de-anonymization. As an example, given an anonymous social
network and a non-anonymized social graph in the same domain, comparing pairwise nodes
is able to de-anonymize or re-identify the nodes in the anonymous social network by using
the structural information from the non-anonymized communication graph [43].
In recent years, many similarity measures for nodes in graphs have been proposed but
most of them work only for nodes in the same graphs (intra-graph.) Examples include
SimRank [45], SimRank variants [134, 3, 46], random walks with restart [118], and set
matching methods [79, 110, 127, 49, 50]. Unfortunately these methods cannot be used
for inter-graph nodes. Existing methods that can be used for inter-graph similarity [1,
8, 43, 12], they all have certain problems. OddBall [1] and NetSimile [8] only consider
the features in the ego-net (instant neighbors) which limits the neighborhood information.
On the other hand, more advanced methods that consider larger neighborhood structures
around nodes, like ReFeX [43] and HITS-based similarity [12] are not metric distances and
the distance values between different pairs are not comparable. Furthermore, the distance
values are not easy to interpret.
This chapter proposes a novel distance function for measuring inter-graph node similar-
ity with edit distance, called NED. In NED measure, two inter-graph nodes are compared
according to their neighborhood topological structures which are represented as unordered
k-adjacent trees. In particular, the NED between a pair of inter-graph nodes is equal to a
modified tree edit distance called TED* that is also proposed in this chapter. Introduc-
ing the TED* is because the computation of the original tree edit distance on unordered
k-adjacent trees belongs to NP-Complete. TED* is not only polynomially computable,
but it also preserves all metric properties as the original tree edit distance does. TED*
is empirically demonstrated to be efficient and effective when comparing trees. Compared
to existing inter-graph node similarity measures, NED is a metric and therefore can admit
efficient indexing and provides results that are interpretable, since it is based on edit dis-
tance. Moreover, since the depth of the neighborhood structure around each node can be
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parameterized, NED provides better quality results in the experiments, including better
precision on graph de-anonymization. A detailed experimental evaluation is provided to
show the efficiency and effectiveness of NED using a number of real-world graphs.
Overall, this chapter makes the following contributions:
[1] Propose a novel distance function, NED, to measure the similarity between inter-
graph nodes.
[2] Propose a modified tree edit distance, TED*, on unordered trees that is both metric
and polynomially computable.
[3] By using TED*, NED is an interpretable and precise node similarity that can capture
the neighborhood topological differences.
[4] Show that NED can admit efficient indexing for similarity retrieval.
[5] Experimentally evaluate NED using real datasets and show that it performs better
than existing approaches on a de-anonymization application.
The rest of this chapter is organized as follows. Section 4.2 introduces related work of
node similarity measurements. Section 4.3 proposes the unordered k-adjacent tree, inter-
graph node similarity with edit distance which is called as NED in this chapter and the
NED in directed graphs. Section 4.4 introduces TED*, a modified tree edit distance, and
its edit operations. Section 4.5 elaborates the detailed algorithms for computing TED*.
Section 4.6 presents the correctness proof of the algorithm and Section 4.7 proves the
metric properties of TED*. Section 4.8 illustrates the isomorphism computability issue
when comparing node similarities. Section 4.9 provides the analysis of the complexities and
Section 4.10 introduces the analysis of the only parameter k in NED and the monotonicity
property in NED. Section 4.11 theoretically compares the TED* proposed in this chapter
with TED and GED from two aspects: edit operations and edit distances. Section 4.12
proposes a weighted version of NED. Section 4.13 empirically verifies the effectiveness and
efficiency of TED* and NED. Section 4.14 concludes the whole chapter and Section 4.15
proposes the future work.
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4.2 Related Work
One major type of node similarity measure is called link-based similarity or transitivity-
based similarity and is designed to compare intra-graph nodes. SimRank [45] and a number
of SimRank variants like SimRank* [134], SimRank++ [3], RoleSim [46], just to name a
few, are typical link-based similarities which have been studied extensively. Other link-
based similarities include random walks with restart [118] and path-based similarity [113].
A comparative study for link-based node similarities can be found in [77]. Unfortunately,
those link-based node similarities are not suitable for comparing inter-graph nodes since
these nodes are not connected and the distances will be always 0.
To compare inter-graph nodes, neighborhood-based similarities have been used. Some
primitive methods directly compare the ego-nets (direct neighbors) of two nodes using
Jaccard coefficient, Sørensen–Dice coefficient, or Ochiai coefficient [79, 110, 127]. Ness [49]
and NeMa [50] expand on this idea and they use the structure of the k-hop neighborhood of
each node. However, for all these methods, if two nodes do not share common neighbors (or
neighbors with the same labels), the distance will always be 0, even if the neighborhoods
are isomorphic to each other.
An approach that can work for inter-graph nodes is to extract features from each node
using the neighborhood structure and compare these features. OddBall [1] and NetSimile
[8] construct the feature vectors by using the ego-nets (direct neighbors) information such
as the degree of the node, the number of edges in the ego-net and so on. ReFeX [43] is
a framework to construct the structural features recursively. The main problem with this
approach is that the choice of features is ad-hoc and the distance function is not easy
to interpret. Furthermore, in many cases, the distance function may be zero even for
nodes with different neighborhoods. Actually, for the more advanced method, ReFeX, the
distance method is not even a metric distance.
Another method that has been used for comparing biological networks, such as protein-
protein interaction networks (PPI) and metabolic networks, is to extract a feature vector
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using graphlets [82, 23]. Graphlets are small connected non-isomorphic induced subgraphs
of a large network [97] and generalize the notion of the degree of a node. However, they are
also limited to the small neighborhood around each node and as the size of the neighborhood
increases the accuracy of this method decreases.
Another node similarity for inter-graph nodes based only on the network structure is
proposed by Blondel et al. [12] which is called HITS-based similarity. In HITS-based
similarity, all pairs of nodes between two graphs are virtually connected. The similarity
between a pair of inter-graph nodes is calculated using the following similarity matrix:
Sk+1 = BSkA
T +BTSkA
where A and B are the adjacency matrices of the two graphs and Sk is the similarity matrix
in the k iteration.
Both HITS-based and Feature-based similarities are capable to compare inter-graph
nodes without any additional assumption. However, HITS-based similarity is neither metric
nor efficient. On the other hand, Feature-based similarities use ad-hoc statistical informa-
tion which cannot distinguish minor topological differences. This means that Feature-based
similarities may treat two nodes as equivalent even though they have different neighborhood
structures.
4.3 NED: Inter-Graph Node Similarity with Edit Distance
4.3.1 K-Adjacent Tree
First of all, this section introduces the unlabeled unordered k-adjacent tree that is used to
represent the neighborhood topological structure of each node. The k-adjacent tree was
firstly proposed by Wang et al. [122] and for the completeness, the definition is included
here:
Definition 2. The adjacent tree T (v) of a vertex v in graph G(V,E) is the breadth-first
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Figure 4.1: K-Adjacent Tree
search tree starting from vertex v. The k-adjacent tree T (v, k) of a vertex v in graph
G(V,E) is the top k-level subtree of T (v).
The difference between the k-adjacent tree in [122] and the unlabeled unordered k-
adjacent tree used in this chapter is that the children of each node are not sorted based on
their labels. Thus, the k-adjacent tree used in this chapter is an unordered unlabeled tree
structure.
An example of a k-adjacent tree is illustrated in Figure 4.1. For a given node in a
graph, its k-adjacent tree can be retrieved deterministically by using breadth first search.
In this chapter, the tree structure is used to represent the topological neighborhood of a
node that reflects its “signature” or “behavior” inside the graph.
In the following chapter the undirected graphs are considered for simplicity. However,
the k-adjacent tree can also be extracted from directed graphs. Furthermore, the distance
metric can also be applied to directed graphs as discussed in Section 4.3.3. Later, Section
4.8 explains why a tree rather than the actual graph structure around a node is chosen as
the node signature.
4.3.2 NED
Here, NED, the inter-graph node similarity with edit distance, is introduced. Let u and
v be two nodes from two graphs Gu and Gv respectively. For a given parameter k, two
k-adjacent trees T (u, k) and T (v, k) of nodes u and v can be generated separately. Then,
by applying the modified tree edit distance TED* on the pair of two k-adjacent trees, the
similarity between the pair of nodes is defined as the similarity between the pair of the two
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k-adjacent trees.
Denote δk as the distance function NED between two nodes with parameter k and
denote δT as the modified tree edit distance TED* between two trees. Then for a parameter
k,
δk(u, v) = δT (T (u, k), T (v, k)) (4.1)
Notice that, the modified tree edit distance TED* is a generic distance for tree struc-
tures. In the following sections, the definition and algorithms for computing the proposed
modified tree edit distance are described in details.
4.3.3 NED in Directed Graphs
This chapter discusses the inter-graph node similarity for undirected graphs. The k-
adjacent tree is also defined in undirected graphs. However it is possible to extend the
k-adjacent tree and inter-graph node similarity from undirected graphs to directed graphs.
For directed graphs, there are two types of k-adjacent trees: incoming k-adjacent tree and
outgoing k-adjacent tree. The definition of incoming k-adjacent tree is as follows:
Definition 3. The incoming adjacent tree TI(v) of a vertex v in graph G(V,E) is a breadth-
first search tree of vertex v with incoming edges only. The incoming k-adjacent tree TI(v, k)
of a vertex v in graph G(V,E) is the top k-level subtree of TI(v).
Similarly, the outgoing adjacent tree TO(v) includes outgoing edges only. For a given
node in a directed graph, both incoming k-adjacent tree and outgoing k-adjacent tree can
be deterministically extracted by using breadth-first search on incoming edges or outgoing
edges only.
Based on Definition 3, for a node v, there are two k-adjacent trees: TI(v) and TO(v).
Let u be a node in the directed graph Gu and v be a node in the directed graph Gv. Then
the distance function NED δkD in directed graphs can be defined as:
δkD(u, v) = δT (TI(u), TI(u)) + δT (TO(u), TO(v)) (4.2)
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Notice that, since TED* is proved to be a metric, not only the NED defined in undi-
rected graphs is a node metric, but the NED defined in directed graphs is also a node metric.
The identity, non-negativity, symmetry and triangular inequality all preserve according to
the above definition.
4.4 TED*: Modified Tree Edit Distance
The tree edit distance [115] is a well-defined and popular metric for tree structures. For a
given pair of trees, the tree edit distance is the minimal number of edit operations which
convert one tree into the other. The edit operations in the original tree edit distance
include: 1) Insert a node; 2) Delete a node; and 3) Rename a node. For unlabeled trees,
there is no rename operation.
Although the ordered tree edit distance can be calculated inO(n3) [95], the computation
of unordered tree edit distance has been proved to belong to NP-Complete [142], and even
MaxSNP-Hard [141]. Therefore, a novel modified tree edit distance called TED* is proposed
which still satisfies the metric properties but it is also polynomially computable.
The edit operations in TED* are different from the edit operations in the original tree
edit distance. In particular, TED* does not allow any operation that can change the depth
of any existing node in the trees. The reason is that, the depth of a neighbor node, which
should be an important property of this node in the neighborhood topology, represents
the closeness between the neighbor node and the root node. Therefore, two nodes with
different depths should not be matched. The definition of TED* is below:
where each edit operation ei belongs to the set of edit operations defined in Section
4.4.1. |E| is the number of edit operations in E and δT is the TED* distance proposed in
this chapter.
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Figure 4.2: TED* vs Tree Edit Distance
4.4.1 Edit Operations in TED*
In the original tree edit distance, when inserting a node between an existing node n and its
parent, it increases the depth of node n and also increases the depths of all the descendants
of node n. Similarly, when deleting a node which has descendants, it decreases the depths
of all the descendants. Since in TED* no operation can change the depth of any existing
node, those operations should not be allowed. Therefore, another set of edit operations is
needed as follows:
I: Insert a leaf node
II: Delete a leaf node
III: Move a node at the same level
To clarify, “Move a node at the same level” means changing an existing node’s parent
to another. The new parent node should be in the same level as the previous parent node.
The above 3 modified edit operations do not change the depth of any existing node. Also
after any edit operation, the tree structure is preserved.
Figure 4.2 shows an example of the difference between the traditional tree edit distance
and the modified tree edit distance in this chapter. When converting the tree Tα to the
tree Tβ, the traditional tree edit distance requires 3 edit operations: delete node B, delete
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node E and insert node H. TED* requires 4 edit operations: delete node F , delete node
G, insert node H and move node E.
Notice that, for the same pair of trees, TED* may be smaller or larger than the original
tree edit distance. Section 4.11 analyzes the differences among TED*, the original tree edit
distance and the graph edit distance in more details, where the TED* can be used to provide
an upper-bound for the graph edit distance on trees.
In the following of this chapter number of edit operations is considered in TED* which
means each edit operation in TED* has a unit cost. However, it is easy to extend TED* to a
weighted version. Section 4.12 introduces the weighted TED*. The weighted TED* can be
proven to be a metric too and moreover, the weighted TED* can provide an upper-bound
for the original tree edit distance.
Definition 4. Given two trees T1 and T2, a series of edit operations E = {e1, ...en} is
valid denoted as Ev, if T1 can be converted into an isomorphic tree of T2 by applying the
edit operations in E. Then δT (T1, T2) = min |E|, ∀Ev.
4.5 TED* Computation
This section introduces the algorithm to compute TED* between a pair of k-adjacent trees.
It is easy to extend TED* to compare two generic unordered trees. Before illustrating the
algorithm, some definitions are introduced.
Definition 5. Let Li(u) be the i-th level of the k-adjacent tree T (u, k), where Li(u) =
{n|n ∈ T (u, k), d(n, u) = i} and d(n, u) is the depth of node n in T (u, k).
In Definition 5, the i-th level Li(u) includes the nodes with depths of i in the k-adjacent
tree T (u, k). Similarly in k-adjacent tree T (v, k), there exists the i-th level Li(v). The
algorithm compares two k-adjacent trees T (u, k) and T (v, k) bottom-up and level by level.
First, the algorithm compares and matches the two bottom levels Lk(u) and Lk(v). Then
the next levels Lk−1(u) and Lk−1(v) are compared and matched. The algorithm continues
like that until reaches the root of the trees.
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T (u, k) k-adjacent tree of node u
Li(u) ith-level of k-adjacent tree of node u
C(n) Canonization label of node n
x ⊏ y Node x is a child of node y
Pi Padding cost for the level i
Mi Matching cost for the level i
G2i Complete bipartite graph in the level i
w(x, y) Edge weight in G2i between x and y
m(G2i ) Minimal cost for G
2
i matching
fi : fi(x) = y Node mapping function for G
2
i matching
Table 4.1: Notation Summarization for TED* Algorithm
The algorithm compares and match two levels based on the canonization labels of nodes
in the corresponding levels. The canonization label is defined as follows:
Definition 6. Let C(n) be the canonization label of node n, C(n) ∈ Z≥0. The canonization
label C(n) is assigned based on the subtree of node n. Two nodes u and v have the same
canonization labels C(u) = C(v), if and only if the two subtrees of nodes u and v are
isomorphic.
Although non-negative integer numbers are used to represent canonization labels in
this chapter, actually any set of symbols can be used for that. Denote x ⊏ y as node x is
a child of node y.
To compute TED* distance, there are two types of costs: padding cost and matching
cost. Since the algorithm runs level by level, for each level i, there exists a local padding
cost Pi and a local matching cost Mi.
The TED* distance represents the minimal number of modified edit operations needed
to convert T (u, k) to T (v, k). Therefore, for each level i, after the comparing and matching,
there exists a bijective mapping function fi from the nodes in Li(u) to the nodes in Li(v).
Thus, ∀ x ∈ Li(u), fi(x) = y ∈ Li(v) and ∀ y ∈ Li(v), f
−1
i (y) = x ∈ Li(u).
The notations used in the algorithm are listed in Table 4.1.
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4.5.1 Algorithmic Overview
This section presents an overview of the TED* computation in Algorithm 1. The input of
the algorithm are two k-adjacent trees.
The TED* algorithm is executed bottom-up and level by level. For each level, there
exists a padding cost and a matching cost. The TED* distance is the summation of padding
and matching costs from all levels.
Actually, as explained in the following sections, there exists one-to-one mapping from
padding and matching in the algorithm to the edit operations defined in Section 4.4.1. The
padding cost represents the number of edit operations of 1) Inserting a leaf node and 2)
Deleting a leaf node, and the matching cost is number of edit operations of 3) Moving a
node at the same level.
To compute the padding and matching costs, 6 steps are utilized in each level: node
padding (line 2-6 in Algorithm 1), node canonization (line 7-8), complete weighted bipartite
graph construction (line 9-13), weighted bipartite graph matching (line 14), matching cost
calculation (line 15) and node re-canonization (line 16-19). Next, those 6 steps are described
in details.
4.5.2 Node Padding
Node padding includes two parts: cost calculation and node padding. The padding cost
is the size difference between two corresponding levels. Let Li(u) and Li(v) be the corre-
sponding levels. The difference between the number of nodes in Li(u) and the number of
nodes in Li(v) is the padding cost:
Pi =
∣∣|Li(u)| − |Li(v)|∣∣ (4.3)
Actually the padding cost represents the number of edit operations of inserting a leaf
node or deleting a leaf node. Assume two levels Li(u) and Li(v) of two k-adjacent trees
T (u, k) and T (v, k) that have different number of nodes. Without loss of generality, let’s
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suppose that |Li(u)| < |Li(v)|. Then when transforming the tree T (u, k) to the tree T (v, k),
there must be several “inserting a leaf node” edit operations conducted on level Li(u).
Symmetrically, if transforming the tree T (v, k) to the tree T (u, k), there must be several
“deleting a leaf node” edit operations conducted on level Li(v). There is no other edit
operation that can change the number of nodes in level Li(u) and level Li(v). The node
padding step always pads the leaf nodes to the level which has less nodes.
Algorithm 1: Algorithm for TED* Computation
Input: Tree T (u, k) and Tree T (v, k)
Output: δT (T (u, k), T (v, k))
1 for i← k to 1 do
2 Calculate padding cost: Pi =
∣∣|Li(u)| - |Li(v)|∣∣;
3 if |Li(u)| < |Li(v)| then
4 Pad Pi nodes to Li(u);
5 else if |Li(u)| > |Li(v)| then
6 Pad Pi nodes to Li(v);
7 foreach n ∈ Li(u) ∪ Li(v) do
8 Get node canonization: C(n);
9 foreach (x, y), where x ∈ Li(u) & y ∈ Li(v) do
10 Get collection S(x) = ( C(x′) | ∀x′ ⊏ x );
11 Get collection S(y) = ( C(y′) | ∀y′ ⊏ y );
12 w(x, y) = |S(x) \ S(y)| + |S(y) \ S(x)|;
13 Construct bipartite graph G2i with weights w(x, y);
14 Get cost m(G2i ) for minimal matching of G
2
i ;
15 Calculate matching cost Mi = (m(G
2
i ) − Pi+1) / 2;
16 if |Li(u)| < |Li(v)| then
17 foreach x ∈ Li(u) do C(x) = C(fi(x));
18 else
19 foreach y ∈ Li(v) do C(y) = C(f
−1
i (y));
20 Return δT (T (u, k), T (v, k)) =
∑k
i=1(Pi +Mi);
4.5.3 Node Canonization
After node padding, the canonization labels are assigned to all the nodes in the correspond-
ing levels Li(u) and Li(v). Namely, ∀ n ∈ Li(u) ∪ Li(v), assign the canonization label
C(n) to node n.
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Figure 4.3: Node Canonization
Based on Definition 6, two nodes x and y have the same canonization labels C(x) =
C(y), if and only if the two subtrees of nodes x and y are isomorphic. However, there is
no need to check the full subtrees of two nodes to decide whether those two nodes should
be assigned to the same canonization label or not. By using the children’s canonization
labels, it is able to decide whether two nodes have the same subtrees or not. Let S(x) be
the collection of the canonization labels of all the children of x, i.e.
Definition 7. S(x) = (C(x′1)...C(x
′
|x|)), where x
′
i ⊏ x for 1 ≤ i ≤ |x| and |x| is the total
number of node x’s children.
The collection of the canonization labels may maintain duplicate labels, since two chil-
dren may have the same canonization labels. Also the canonization labels in a collection
can be lexicographically ordered. Therefore, there exists the following Lemma 1:
Lemma 1. C(x) = C(y) iff S(x) ≡ S(y).
Note that the equivalence ≡ denotes that two collections S(x) and S(y) contain exactly
the same elements. For example, S(x) = (0, 0, 1) and S(y) = (0, 1, 0) are equivalent. The
proof is straightforward, since if the subtrees of two nodes are isomorphic, two nodes must
have the same number of children and the corresponding children must have isomorphic
subtrees.
To avoid checking all pairs of nodes when assigning canonization labels, the collections
of children’s canonization labels can be lexicographically ordered. First, the collections are
ordered based on their size, in ascending order. Second, in each collection, the children’s
38
Algorithm 2: Node Canonization
Input: Two levels Li(u) and Li(v)
Output: C(n), ∀ n ∈ Li(u) ∪ Li(v)
1 Queue q is lexicographically ordered;
2 foreach n ∈ Li(u) ∪ Li(v) do
3 Get collection S(n) = ( C(n′) | ∀n′ ⊏ n );
4 q ← S(n)
5 Pop the first element in q as q0 = S(x);
6 C(x) = 0;
7 for i← 1 to |Li(u)|+ |Li(v)| − 1 do
8 if qi = S(y) ≡ qi−1 = S(x) then
9 C(y) = C(x)
10 else
11 C(y) = C(x) + 1
canonization labels are ordered as well. For example, assume there are 3 collections: (0, 0),
(0, 1) and (2). Then those 3 collections should be ordered as: (2) < (0, 0) < (0, 1). By
using lexicographical order, the canonization labels can be assigned in O(n log n) rather
than O(n2). Algorithm 2 illustrates the details of node canonization.
Figure 4.3 shows an example of node canonization level by level. At the bottom level
(4th level) all the nodes have the same canonization label 0 since they are all leaf nodes
without any subtree. When proceeding to the next level (3rd level), the nodes in the 3rd
level have different collections of children’s canonization labels: (0), (0, 0) and (0, 0, 0).
Then the node with collection of (0) could be assigned to a canonization label 1. Similarly,
the canonization label of node with collection of (0, 0) is 2. Continue like that until reaching
the root.
Such node canonization process guarantees that the nodes with the same canonization
label in the same level must have isomorphic subtrees. However, the canonization labels
of two nodes in different levels do not need to satisfy isomorphism, because two nodes
in different levels are never compared. For each level, after the bipartite graph matching
process, the canonization labels will be re-assigned. Therefore, for the next level, the node
canonization process can be only based on the instant children’s canonization re-labels
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rather than the original labels.
4.5.4 Bipartite Graph Construction
To calculate the matching cost, constructing a complete weighted bipartite graph and
computing the minimum bipartite graph matching are necessary.
The weighted bipartite graph G2i is a virtual graph. The two node sets of the bipartite
graph are the corresponding levels from two k-adjacent trees, namely the nodes in level
Li(u) and level Li(v). The bipartite graph construction is done after the node padding.
Therefore the two node sets Li(u) and Li(v) must have the same number of nodes.
G2i is a complete weighted bipartite graph which means that for every node pair (x, y)
where x ∈ Li(u) and y ∈ Li(v), there exists a virtual weighted edge. The key component
of the bipartite graph construction is to assign the weights to all virtual edges.
Algorithm 3: Bipartite Graph Construction
Input: Two levels Li(u) and Li(v)
Output: Bipartite graph G2i
1 foreach (x, y), where x ∈ Li(u) & y ∈ Li(v) do
2 Get collection S(x) = ( C(x′) | ∀x′ ⊏ x );
3 if x is a padding node then S(x) = ∅;
4 Get collection S(y) = ( C(y′) | ∀y′ ⊏ y );
5 if y is a padding node then S(y) = ∅;
6 w(x, y) = |S(x) \ S(y)| + |S(y) \ S(x)|;
7 (“ \ ” is collection difference)
8 G2i ← w(x, y);
In the complete bipartite graph G2i , the weight of each edge is decided by the children
of two nodes that the edge connects. For two nodes x and y, the children of two nodes can
be represented as two canonization label collections S(x) and S(y). Denote S(x) \ S(y)
be the difference between collections S(x) and S(y). The weight w(x, y) is the size of the
symmetric difference between the collections S(x) and S(y), i.e. w(x, y) = |S(x) \ S(y)|
+ |S(y) \ S(x)|. For example, assume node x has the collection S(x) = (0, 0, 1) and the
node y has the collection S(y) = (0, 2). The weight between two nodes should be 3, since
40
node x does not have a child with label 2, whereas, node y does not have a child with
label 1 and has only one child with label 0. Notice that, the children canonization label
collections allow duplicates, so the difference considers the number of duplicates. If a node
is padded, the children canonization label collections is empty as ∅, since there is no child
of a padding node. Algorithm 3 shows how to construct the bipartite graph in detail.
Figure 4.4 gives an example of constructing the complete weighted bipartite graph. In
the figure, let Li(u) has nodes A, B and C, while Li(v) has nodes X, Y and Z. To avoid
confusions, the example uses Greek characters to represent the canonization labels and
integer values to represent the weights. As shown in Figure 4.4, the weight between node
A and X should be 1 because there is only one child β which is the child of A but not the
child of X.
Since the overall algorithm goes from the bottom level to the root level, when construct-
ing the bipartite graph G2i by using Li(u) and Li(v), the level Li+1(u) and level Li+1(v)
have already been matched which means the canonization labels of nodes in Li+1(u) should
be the same as the canonization labels of nodes in Li+1(v).
Moreover, some nodes in level Li+1(u) or level Li+1(v) may not connect to any node in
the level Li(u) or level Li(v) respectively. For example, as shown in Figure 4.4, the node
with canonization label of ǫ in the left side does not connect to any node of A, B or C.
This is due to the fact that node ǫ is a padded node. The padded nodes are not connected
to any parent to avoid replicated cost.
The weight between a pair of nodes indicates the number of “moving a node at the
same level” edit operations needed. By calculating the minimum matching, it is able to
get the minimal number of moving edit operations.
4.5.5 Bipartite Graph Matching
After constructing a complete weighted bipartite graph G2i , a minimal bipartite graph
matching on G2i is executed.
The minimal bipartite graph matching is to find a bijective mapping function fi for G
2
i ,
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Figure 4.4: Completed Weighted Bipartite Graph Construction
where fi(x) = y, x ∈ Li(u) and y ∈ Li(v). The bijective mapping function is to minimize
the summation of weights from all nodes in Li(u) to the corresponding nodes in Li(v). Let
m(G2i ) be the minimal cost of the matching. Then, there is:
fi : m(G
2
i ) =Min
∑
∀x∈Li(u)
w(x, fi(x)) (4.4)
This chapter uses the Hungarian algorithm to solve the matching problem. In the
bipartite graph matching process, the bijective mapping function fi can be retrieved and
the minimal cost m(G2i ) can be calculated which will be used in the next step: matching
cost calculation. Notice that, the minimal cost for bipartite graph matching is not the
matching cost in TED* algorithm.
4.5.6 Matching Cost Calculation
This section shows how to calculate the matching cost Mi. From the previous section, the
minimal cost for the bipartite graph matching as m(G2i ) is calculated. Let the padding
cost from the previous pair of levels Li+1(u) and Li+1(v) be Pi+1. Then the matching cost
Mi can be calculated as:
Mi = (m(G
2
i )− Pi+1)/2 (4.5)
The matching cost Mi represents the minimal number of “moving a node at the same
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level” edit operations needed to convert level Li(u) to level Li(v). The algorithm considers
the following two situations: 1) there is no padding node in level Li+1(u) and level Li+1(v);
2) there exist padding nodes in level Li+1(u) or level Li+1(v);
If there is no padding node in level Li+1(u) and level Li+1(v), every node in Li+1(u)
must have a parent in Li(u). Similarly, every node in Li+1(v) must have a parent in Li(v).
Because the canonization label collections of Li+1(u) and Li+1(v) should be equivalent, then
for any node with canonization label n in Li+1(u), there must be a node with canonization
label n in Li+1(v). Let C(nu) = n, where nu ∈ Li+1(u) and C(nv) = n, where nv ∈
Li+1(v). Assume nu is the child of node x ∈ Li(u) and nv is the child of node y ∈ Li(v).
If fi(x) = y, where fi is the bijective mapping function in the matching, then node nu and
node nv will not generate any disagreement cost in bipartite graph matching. Otherwise,
the pair of nodes nu and nv will cost 2 in the bipartite graph matching, since x is matching
to some other node other than y and y is also matching to some other node. However, only
one “moving a node at the same level” edit operation is needed to correct the disagreement,
for example, move node nv from y to fi(x). Thus, the matching cost should be equal to
m(G2i )/2.
If there are padded nodes in levels Li+1(u) or Li+1(v), then it is possible to pad the
nodes to the optimal parent which will not generate any matching cost. When constructing
the complete bipartite graph G2i , one padding node in level Li+1(u) or level Li+1(v) will
generate 1 disagreement cost because the padding node is not connected to any node
in Li(u) or Li(v), whereas the matched node must connect some node in Li(v) or Li(u).
Therefore, the number of “moving a node at the same level” operations should be (m(G2i )−
Pi+1)/2.
4.5.7 Node Re-Canonization
The last step for each level is node re-canonization. This step ensures that for each level,
only the children information is needed to perform all 6 steps. Let fi be the bijective
matching mapping function from Li(u) to Li(v). Then, ∀ x ∈ Li(u), fi(x) = y ∈ Li(v).
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Symmetrically, ∀ y ∈ Li(v), f
−1
i (y) = x ∈ Li(u).
The node re-canonization, without loss of generality, always transforms the level with
the smaller size to the level with the larger size, since the algorithm always does the
padding when calculating the inserting and deleting edit operations. Therefore, the node
re-canonization criteria is as follows:
• If |Li(u)| < |Li(v)|, ∀ x ∈ Li(u), C(x) ⇐ C(fi(x))
• If |Li(u)| ≤ |Li(v)|, ∀ y ∈ Li(v), C(y) ⇐ C(f
−1
i (y))
The above node re-canonization criteria means that all the nodes in the level Li(u)
are re-canonized only if the level Li(u) has padding nodes. The new canonization labels
of nodes in Li(u) are the same as the canonization labels of the matched nodes in Li(v).
Similar re-canonization is needed if the level Li(v) has padding nodes.
After the node re-canonization, the canonization labels of nodes in level Li(u) are the
same as the canonization labels of nodes in level Li(v). Then the algorithm proceeds to
the next pair of levels: Li−1(u) and Li−1(v).
4.6 Correctness Proof
Lemma 2. The Algorithm 1 correctly returns the TED* distance defined in Definition 4.
Proof. First, the edit operations defined for TED* cannot change the depth of any existing
node. Then, let the series of edit operations with minimal number of edit operations be
Emin = {e1, e2, ...en. Then each edit operation ei ∈ E can be renamed as e
k
j , where k is
the level of the node in the edit operation and j marks the order of edit operations in level
k. Therefore, the edit operations in Emin can be grouped by each level.
Second, that the level by level algorithm can return the minimal edit operations each
time is proved. The algorithm always pads new nodes to the tree with less nodes. The
number of inserting and deleting leaf nodes represents the padding cost in the algorithm. If
there exists a “moving a node” edit operation in one level, it means before moving a node,
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the bipartite graph matching should count mismatch twice if the mismatched node is not
padded. If the mismatched node is padded, when calculating the weights in the complete
bipartite graph, the padded node is not attached to any parent and the bipartite graph
matching only counts mismatch once. Therefore, by using Equation 4.5, the number of
“moving a node” edit operations can be calculated by using the matching cost.
4.7 Metric Proof
The TED* δT is a metric, if and only if it satisfies 4 metric properties: non-negativity, sym-
metry, identity and triangular inequality. Namely, for any k-adjacent trees trees T (x, k),
T (y, k) and T (z, k) the following holds:
[1] δT (T (x, k), T (y, k)) ≥ 0
[2] δT (T (x, k), T (y, k)) = δT (T (y, k), T (x, k))
[3] δT (T (x, k), T (y, k)) = 0, iff T (x, k) ≃ T (y, k)
[4] δT (T (x, k), T (z, k)) ≤ δT (T (x, k), T (y, k)) + δT (T (y, k), T (z, k))
For the identity property, the distance is 0, if and only if two trees are isomorphic and
the roots are mapped by the bijective node mapping function.
In the following sections, the detailed proofs for non-negativity, symmetry, identity, and
triangular inequality are given. Before the proofs, the formula to calculate TED* distance
is rewritten as follows:
δT =
k∑
i=1
(Pi +Mi) =
k∑
i=2
Pi/2 +
k−1∑
i=1
m(G2i )/2 (4.6)
The above formula is derived from Algorithm 1, where Pi is the padding cost at level
i and Mi is the matching cost at the level i. It has been seen that the matching cost is
Mi = (m(G
2
i ) − Pi+1) / 2. For the root level, there is no padding cost. So P1 = 0. While
for the bottom level, there is no matching cost. So Mk = 0. Therefore, the formula as in
Equation (4.6) holds. The equation will be used in the following proofs.
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4.7.1 Identity
By definition, it is straightforward that the inter-graph node similarity satisfies both non-
negativity and symmetry. Since the number of edit operations must be non-negative and
both the padding cost and matching cost are non-negative, then TED* must be non-
negative. Because all edit operations in TED* can be reverted by symmetric operations,
then TED* is symmetric.
The following parts prove that the distance satisfies the identity property as well, where
δT is the TED*.
Lemma 3. δT (T (x, k), T (y, k)) = 0, iff T (x, k) ≃ T (y, k)
Proof. If the TED* δT (T (x, k), T (y, k)) between two trees is 0, there is no edit operation
needed to convert T (x, k) to an isomorphic tree of T (y, k). Then the two trees T (x, k) and
T (y, k) are isomorphic.
If two k-adjacent trees T (x, k) and T (y, k) are isomorphic, there exists a bijective
mapping function f from all nodes in tree T (x, k) to the nodes in T (y, k). Then, in each
level, number of nodes from two trees should be the same. Then the padding cost is 0 for
each level. Also in each level, the bijective mapping function f makes the bipartite graph
matching to return 0. Therefore the matching cost is 0. Thus, for a pair of isomorphic
trees, the TED* must be 0.
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4.7.2 Triangular Inequality
This section proves that the TED* satisfies the triangular inequality. Let x, y and z be
three trees for short. According to Equation (4.6), there are:


δT (x, y) =
k∑
i=2
P xyi /2 +
k−1∑
i=1
m(G2i )
xy/2
δT (y, z) =
k∑
i=2
P yzi /2 +
k−1∑
i=1
m(G2i )
yz/2
δT (x, z) =
k∑
i=2
P xzi /2 +
k−1∑
i=1
m(G2i )
xz/2
(4.7)
In order to prove δT (x, z) ≤ δT (x, y) + δT (y, z), the following two inequalities are firstly
proved to hold for each level i:
P xzi ≤ P
xy
i + P
yz
i (4.8)
m(G2i )
xz ≤ m(G2i )
xy +m(G2i )
yz (4.9)
Inequality (4.8) means that the padding cost satisfies the triangular inequality and
Inequality (4.9) represents the minimal cost for the bipartite graph matching and satisfies
the triangular inequality.
First of all, the padding cost satisfies the triangular inequality is proved.
Proof. Let Li(x) be the ith level of k-adjacent tree extracted from node x. Similarly, Li(y)
and Li(z) are the levels for nodes y and z respectively. According to Algorithm 1, Pi =∣∣|Li(x)| - |Li(y)|∣∣. Then there is:
P xzi =
∣∣|Li(x)| − |Li(z)|∣∣
=
∣∣(|Li(x)| − |Li(y)|)− (|Li(z)| − |Li(y)|)∣∣
≤
∣∣|Li(x)| − |Li(y)|∣∣+ ∣∣|Li(z)| − |Li(y)|∣∣
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= P xyi + P
yz
i
Therefore, Inequality (4.8) holds.
Next, the minimal cost for bipartite graph matching satisfies the triangular inequality
is proved.
Proof. Let Li(x) be the ith level of k-adjacent tree extracted from node x. Similarly, Li(y)
and Li(z) are the levels for nodes y and z respectively.
Let f be the bijective mapping function from level Li(x) to level Li(z) which satisfies
the minimal bipartite graph matching. Similarly, let g and h be the bijective mapping
functions from level Li(x) to level Li(y) and from level Li(y) to level Li(z). Then, for any
node α ∈ Li(x), f(α) ∈ Li(z). Also, for any node α ∈ Li(x), g(α) ∈ Li(y), and for any
node β ∈ Li(y), h(β) ∈ Li(z).
According to Algorithm 1, the minimal cost for bipartite graph matching m(G2i )
xz,
m(G2i )
xy and m(G2i )
yz can be rewritten as follows:


m(G2i )
xz =
∑
w(α, f(α))
m(G2i )
xy =
∑
w(α, g(α))
m(G2i )
yz =
∑
w(β, h(β))
(4.10)
First the weights in three bipartite graphs satisfy the triangular inequality is proved:
w(α, γ) ≤ w(α, β) + w(β, γ) (4.11)
Since the weights are calculated using w(x, y) = |S(x) \S(y)| + |S(y) \S(x)| according
to Algorithm 1, the Inequality (4.11) can be transformed to:
|S(α) \ S(γ)|+ |S(γ) \ S(α)| ≤|S(α) \ S(β)| + |S(β) \ S(α)|+
|S(β) \ S(γ)|+ |S(γ) \ S(β)|
(4.12)
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Let e be an element. If e ∈ S(α) and e /∈ S(γ), then e costs one disagreement for
|S(α) \ S(γ)|. If e /∈ S(α) and e ∈ S(γ), then e costs one disagreement for |S(γ) \ S(α)|.
For both situations, consider whether e ∈ S(β) or e /∈ S(β). In all cases, Inequality (4.12)
holds.
Then the Inequality (4.9) is proved. Since f , g and h are all bijective mapping functions,
so for any node α ∈ Li(x), both f(α) ∈ Li(z) and h(g(α)) ∈ Li(z) hold. Then according
to Inequality (4.11), there is:
w(α, h(g(α))) ≤ w(α, g(α)) + w(g(α), h(g(α))) (4.13)
Because m(G2i )
xz =
∑
w(α, f(α)) is the minimal matching so there is:
m(G2i )
xz =
∑
w(α, f(α))
≤
∑
w(α, h(g(α)))
≤
∑
w(α, g(α)) +
∑
w(g(α), h(g(α)))
= m(G2i )
xy +m(G2i )
yz
Therefore, the Inequality (4.9) is proved.
Because both Inequality (4.8) and Inequality (4.9) hold for each level, that the TED*
satisfies the triangular inequality overall is proved.
4.8 Isomorphism Computability
This section discusses why this chapter chose to use the neighborhood tree to represent a
node’s neighborhood topological structure rather than the neighborhood subgraph.
The node identity property is defined as follow:
Definition 8. For two nodes u and v, u ≡ v if and only if δ(u, v) = 0.
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The above definition means that two nodes are equivalent if and only if, the distance
between the two nodes is 0. In NED distance between inter-graph nodes, the neighborhood
k-adjacent trees are the signatures of nodes. Therefore, the rooted tree isomorphism should
represent the node equivalency. However, if the k-hop neighborhood subgraphs are the
signatures of nodes, subgraph isomorphism should represent the node equivalency. It is
easy to prove that to satisfy the identity in the metric properties, the computation problem
of node similarity with k-hop neighborhood subgraphs is as hard as graph isomorphism,
which belongs to class NP, but not known to belong to class P.
Lemma 4. Given two nodes u ∈ Gu, v ∈ Gv and a value k. Let δ(u, v) be a distance
between nodes u and v , where δ(u, v) = 0 if and only if two k-hop neighborhood subgraphs
Gs(u, k) and Gs(v, k) are isomorphic and v = f(u), where f is the bijective node mapping
that makes two graphs isomorphic. Then, the computation of distance function δ is at least
hard as graph isomorphism problem.
Proof. There exists a polynomial-time reduction from the graph isomorphism problem to
the computation problem of distance function δ(u, v). Given two graphs Gu and Gv, it
is possible to add two new nodes u and v to G and Gv respectively. Let node u connect
all nodes in G and v connect all nodes in Gv . Then two graphs Gu and Gv are converted
to two 1-hop neighborhood subgraphs rooted at u and v denoted as Gs(u, 1) and Gs(v, 1)
separately. If and only if the distance δ(u, v) = 0, Gu and Gv can be isomorphic. So,
the computation of the distance function can verify the graph isomorphism. Therefore the
computation problem of distance function should be at least as hard as graph isomorphism.
If the distance function can be computed in polynomial-time, it means that the graph
isomorphism can be verified in polynomial time by using the distance function: if the
distance is 0, two graphs are isomorphic, otherwise not. However, the graph isomorphism
does not known to belong to class P.
Lemma 2 guarantees that no matter what kind of distance functions is chosen, if the
nodes are compared based on their k-hop neighborhood subgraphs, the distance cannot
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be both polynomially computable and satisfy the identity property. Therefore, in order
to have a method that is polynomially computable and satisfy the metric properties, this
chapter chooses to use trees and not graphs.
Actually, graph edit distance (GED) is a metric which can be a distance function to
compare inter-graph nodes based on k-hop neighborhood subgraphs. Unfortunately, due
to the computability issue proved above, the computation of graph edit distance is known
to belong to NP-Hard problems[138].
Notice that Jin et al. [46] proposed a set of axiomatic role similarity properties for
intra-graph node measures. The major difference between axiomatic properties and metric
properties in this chapter is that: in the set of axiomatic role similarity properties, the
identity is verified in single direction. Namely, if two nodes are automorphic, the distance
is 0. Whereas, if the distance is 0, two nodes may not be automorphic. The reason of
single direction verification is because the node automorphism is chosen to represent the
node equivalency. Whereas, the graph automorphism problem is also unknown to belong
to class P.
Therefore, this chapter chooses tree structure to represent the neighborhood topology
of a node. Because the tree isomorphism problem can be solved in polynomial time even
for unlabeled unordered trees. It becomes possible to construct a polynomial-time com-
putable distance function for comparing inter-graph nodes based on neighborhood trees
and at the same time the node distance satisfies the node identity in Definition 8. Notice
that, any spanning tree extracted from the neighborhood can be the representation of a
node. This chapter adopts the k-adjacent tree as an example, since k-adjacent tree can be
deterministically extracted and according to Section 4.13.1, it shows that k-adjacent tree
is able to precisely capture the neighborhood topological information of a node.
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4.9 Complexity Analysis
The TED* algorithm in Algorithm 1 is executed level by level and includes 6 steps se-
quentially. Let the number of levels be k and the size of level Li(u) and level Li(v) be
n.
The node padding can be executed in O(n) time and the node canonization can be
calculated in O(n log n) time in the Algorithm 2. The bipartite graph construction needs
O(n2) time to generate all weights for a completed bipartite graph. The most time con-
suming part is the bipartite graph matching. This chapter uses the improved Hungarian
algorithm to solve the bipartite graph matching problem with time complexity O(n3). The
matching cost calculation can be executed in constant time and node re-canonization is in
O(n).
Clearly, the time complexity is dominant by the bipartite graph matching part which
cost O(n3). Notice that, n is the number of nodes per level. Therefore, the overall time
complexity of computing TED* should be O(kn3). Indeed, for the real-world applications,
the parameter k will not be large as shown later. Therefore, the TED* can be computed
efficiently in practice.
4.10 Parameter K and Monotonicity
In NED, there is only one parameter k which represents how many levels of neighbors
should be considered in the comparison. There exists a monotonicity property on the
distance and the parameter k in NED. Let u and v be two nodes and let T (u, k) and
T (v, k) be two k-adjacent trees of those two nodes respectively. Denote δT as the TED*
between two k-adjacent trees. The monotonicity property is defined as follows:
Lemma 5. δT (T (u, x), T (v, x)) ≤ δT (T (u, y), T (v, y)), ∀x, y > 0 and x ≤ y
Proof. The proof of Lemma 5 is based on the procedures in Algorithm 1. In Lemma 5 , x
and y are total levels for k-adjacent trees. According to Equation 4.6, δT (T (u, y), T (v, y))
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can be rewritten as:
δT (T (u, y), T (v, y)) =
y∑
i=1
(P yi +M
y
i ); (4.14)
While δT (T (u, x), T (v, x)) can be rewritten as:
δT (T (u, x), T (v, x)) =
x∑
i=1
(P xi +M
x
i ); (4.15)
Since the padding cost and matching cost are non-negative in each level as proven in
Section 4.7.1. It is obvious that
y∑
i=x
(P yi +M
y
i ) ≥ 0 (4.16)
Then try to prove:
x∑
i=1
(P yi +M
y
i ) ≥
x∑
i=1
(P xi +M
x
i ) (4.17)
According to the algorithm, for the levels from 1 to x, P yi = P
x
i , since the top x levels
of T (u, y) and T (v, y) should have the same topological structures as T (u, x) and T (v, x)
respectively. Meanwhile, there is Myx ≥Mxx , because at the xth level, the children of nodes
in T (u, y) and T (v, y) may have different canonization labels, but the nodes in T (u, x) and
T (v, x) are all leaf nodes. So the matching cost between T (u, x) and T (v, x) at the xth
level should not be larger than the matching cost between T (u, y) and T (v, y) at the xth
level. For all the levels above the xth level, the matching cost for two distances should be
the same.
Therefore, for a given pair of nodes u and v, if x ≤ y, then δT (T (u, x), T (v, x)) cannot
be larger than δT (T (u, y), T (v, y))
The monotonicity property is useful for picking the parameter k for specific tasks as
follows: the node similarity, NED, for a smaller parameter k is a lower bound of NED for
a larger parameter k. Then, for nearest neighbor similarity node queries, increasing k may
reduce the number of “equal” nearest neighbor nodes in the result set. For top-l similarity
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node ranking, increasing k may break the ties in the rank. Section 4.13.3 shows how the
monotonicity property affects the query quality using real world datasets.
4.11 TED*, TED and GED
This section briefly discusses the differences among modified tree edit distance, TED*, tree
edit distance (TED) and graph edit distance (GED) from two aspects: edit operations and
edit distances.
In unlabeled TED, there are only two types of edit operations: insert a node and delete
a node. The edit operations in TED guarantee that no matter which operation is applied
to a tree, the result is still a tree structure. However, the edit operations in unlabeled
GED are different. The edit operations in GED are categorized into node operations and
edge operations. Therefore in GED there can be an edge insertion or deletion without
changing any node. While only isolated nodes can be inserted or deleted in GED. Different
from TED and GED, TED* has another set of edit operations: “Inserting a leaf node”,
“Deleting a leaf node” and “Moving a node in the same level”. All edit operations in TED*
preserve the tree structure which is the same as TED. Moreover, similar to TED, TED*
also has edit operations on nodes only.
Indeed, the edit operations in TED and TED* can be represented as a series of edit
operations in GED. For example, inserting a node in TED is equivalent to inserting an
isolated node and several edges which connect to the new node. There is no one to one
mapping between an edit operation in TED and a series of edit operations in GED. How-
ever, there exists a one-to-one mapping from the edit operation in TED* to exactly two
edit operations in GED. “Inserting a leaf node” in TED* is equivalent to inserting an
isolated node and inserting an edge in GED. The inserted edge connects the new node
and an existing node. “Deleting a leaf node” in TED* is equivalent to deleting an edge
and deleting an isolated node in GED. “Moving a node in the same level” in TED* can
be represented as deleting an edge and inserting an edge in GED. The node is moved by
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changing its parent node which is the same as detaching from the former parent node and
attaching to the new parent node. Therefore, by applying GED on tree structures, there
exists the following bound:
δGED(t1, t2) ≤ 2× δT (t1, t2) (4.18)
where δGED is the distance on GED and δT is the distance on TED*.
When calculating the edit distance between a pair of unlabeled unordered trees, the
edit distance in TED* can be smaller or larger than the edit distance in TED. Since TED
allows to insert or delete intermediate node (with parent and children) in a tree and such
one operation should be done by a series of edit operations in TED*. TED may be smaller
than TED*. Whereas since TED* allows to move a node in the same level but TED does
not have a such edit operation, TED has to use a series of edit operations to match one
“Moving a node in the same level” operation in TED*. Therefore, TED may be larger
than TED*. Indeed, according to the experiments, Section 4.13.1 shows that TED* is
pretty closed to TED even though they have different set of edit operations. Section 4.12
proposes a weighted TED* which can be an upper-bound of TED.
4.12 Weighted TED*
In the TED* of this chapter all the edit operations have the same cost as 1. However,
sometimes, maybe different edit operations should be assigned to different costs. Indeed,
the nodes at different levels of the k-adjacent tree should have different impacts on TED*
distance and the nodes which are more closed to the root should play more important roles.
This section introduces the weighted TED* and proves that the weighted TED* is still a
metric.
Let the “Inserting a leaf node” operation and the“Deleting a leaf node” operations at
the level i have the weights of w1i . The “Moving a node in the same level” operations at
the level i have the weights of w2i . Therefore, the weighted TED* can be calculated based
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on Equation 4.6. Then the weighted TED* can be rewritten as δT (W ):
δT (W ) =
k∑
i=1
(w1i ∗ Pi + w
2
i ∗Mi)
=
k∑
i=2
w1i ∗ Pi/2 +
k−1∑
i=1
w2i ∗m(G
2
i )/2
Lemma 6. δT (W ) is a metric if ∀ w
1
i > 0, ∀ w
2
i > 0
Proof. The proofs of non-negativity, symmetry and node equivalency should be the same
as the proofs for the original TED* in Section 4.7. Since all weights are positive, the
non-negativity and equivalency still preserve.
For the triangular inequality, the Inequality 4.8 and Inequality 4.9 still hold as:
P xzi ≤ P
xy
i + P
yz
i (4.19)
m(G2i )
xz ≤ m(G2i )
xy +m(G2i )
yz (4.20)
The proofs of above two equations are the same as in Section 4.7. Therefore, there still
exists:
δT (W )(x, z) ≤ δT (W )(x, y) + δT (W )(y, z) (4.21)
As discussed in Section 4.11, because the edit operations in TED* and TED are differ-
ent, TED* may be smaller or larger than TED. By assigning the weights for different edit
operations in TED*, an upper-bound for TED can be provided.
Definition 9. δT (W+) =
∑k
i=1(Pi + 4 ∗ i ∗Mi)
Since δT (W+) is a weighted TED* where w
1
i = 1 and w
2
i = 4 ∗ i, then δT (W+) is still a
metric. Furthermore, δT (W+) is also an upper-bound for TED.
Proof. To prove the Lemma 7, it is necessary to prove that the series of edit operation for
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Figure 4.5: Computation Time Comparison Among TED*, TED, and TED
Table 4.2: NED Datasets Summary
Dataset # Nodes # Edges
CA Road (CAR) 1,965,206 2,766,607
PA Road (PAR) 1,088,092 1,541,898
Amazon (AMZN) 334,863 925,872
DBLP (DBLP) 317,080 1,049,866
Gnutella (GNU) 62,586 147,892
Pretty Good Privacy (PGP) 10,680 24,316
δT (W+)(T1, T2) can be translated into a valid series of edit operations in TED and the cost
for δT (W+)(T1, T2) is equal to number of edit operations in TED.
Firstly, since all operations of “inserting a leaf node” and “deleting a leaf node” in
δT (W+)(T1, T2) have the same weight of 1 which are the valid edit operations in TED.
Therefore, all inserting and deleting operations in δT (W+)(T1, T2) can be one-to-one trans-
lated to edit operations in TED.
Lemma 7. δT (W+)(T1, T2) ≥ δTED(T1, T2)
The “moving a node” operation in δT (W+)(T1, T2) can be translated into a series of
node edit operations in TED. Assume the node to be moved is at the ith level, then 4 ∗ i
edit operations in TED are enough to move this node by deleting former parent nodes to
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Figure 4.6: Distance Comparison Among TED*, TED, and TED
the root and inserting new parent nodes from the root back to the ith level. Therefore,
every moving operation in δT (W+)(T1, T2) can be translated to 4∗ i edit operations in TED.
Then there exists a valid series of edit operations in TED which transforms T1 to T2
and the cost is δT (W+)(T1, T2). Then the TED distance between T1 and T2 is no larger
than δT (W+)(T1, T2).
4.13 Experiments
This section empirically evaluates the efficiency and effectiveness of the inter-graph node
similarity based on edit distance. All experiments are conducted on a computing node with
2.9GHz CPU and 32GB RAM running 64-bit CentOS 7 operating system. All comparisons
are implemented in Java.
In particular, this section evaluates TED* and NED over 5 aspects: 1) Compare the
efficiency and distance values of TED* against the original tree edit distance and the graph
edit distance; 2) Evaluate the performance of TED* with different sizes of trees; 3) Analyze
the effect of parameter k on NED; 4) Compare the computation and nearest neighbor
query performance of NED with HITS-based similarity and Feature-based similarity; and
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Figure 4.7: Distance Relative Error Between TED* and TED
5) Provide a case study for graph de-anonymization.
In the experiments, denote the original tree edit distance on unordered trees as TED,
the graph edit distance as GED, the HITS-based similarity measurement as HITS, and the
Feature-based similarity as Feature. Notice that, the Feature-based similarity here means
ReFeX. The OddBall and NetSimile are simplified versions of ReFeX with parameter k = 1.
The datasets used in the experiments are real-world graphs that come from the KONECT [59]
and SNAP [67] datasets. Table 4.2 summarizes the statistical information of the 6 graphs
and the abbreviations used later.
All the distances in the experiments are computed using pair of nodes from two different
graphs to verify the ability of inter-graph node similarity.
4.13.1 TED*, TED and GED Comparison
This section checks the efficiency of TED* and compares how close is the computed distance
to TED on the same trees and the GED distance on the k-hop subgraphs around the same
nodes.
Figure 4.5 shows the computation time of TED*, TED, and GED. TED* is not only
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Figure 4.8: Equivalency Ratio Between TED* and TED
polynomially computable but is also very efficient. On the other hand, computing the ex-
act values for GED and TED on unordered trees is expensive since they are NP-Complete
problems. The most widely used method for computing them is using the A*-based algo-
rithm [39]. As illustrated in [88, 138], this method can only deal with small graphs and
trees with only up to 10-12 nodes. As the number of nodes increases, the searching tree in
A* algorithm grows exponentially. However, TED* is able to compare unordered trees up
to hundred nodes in milliseconds as shown in Section 4.13.2. In this experiment, 400 pairs
of nodes are randomly picked from (CAR) and (PAR) graphs respectively. The k-adjacent
trees and k-hop subgraphs are extracted to conduct TED*, TED, and GED.
Figure 4.6 shows the distance values for TED*, TED, and GED. It is clear that, by
using k-adjacent trees, TED* and TED are able to compare the neighborhood structures
between two nodes. As shown, TED* is slightly smaller than TED in some cases because
TED* has a “move a node” operation which should be done by a series of edit operations in
TED. Moreover, when parameter k is relatively small for k-adjacent trees, there are quite
few intermediate-node insertions and deletions for TED.
Figure 4.7 shows the difference between TED* and TED in details. The figure gives
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Figure 4.9: TED* Computation Time
the average and standard deviation of the relative error between TED* and TED. The
difference is calculated by
|TED − TED ∗ |/TED
The average is between 0.04 to 0.14 and the deviation below 0.2. This means that in
most cases the TED and TED* values are almost the same.
Figure 4.8 shows for how many pairs the TED* are exactly the same as TED. It is
clear that for most k more than 50% of the cases the two distances are exactly the same
and in some cases this can get to more than 80%. This demonstrates that TED* and TED
are actually very close on the trees which are able to compute the exact value for TED.
4.13.2 TED* and NED Computation
Figure 4.9 plots the time to compute TED* with different tree sizes. This experiment
extracts 3-adjacent trees from nodes in (AMZN) graph and (DBLP) graphs respectively.
As shown in the Section 4.13.1, the exact TED and GED cannot deal with trees and graphs
with more than 10 nodes. However, TED* is able to compute the distance between a pair
61
Figure 4.10: NED Computation Time
of trees with up to 500 nodes in one millisecond.
Figure 4.10 plots the NED computation time for different tree levels as k changes in
which 1000 nodes from (CAR) graph and (PAR) graph are randomly selected respectively.
For each node, the k-adjacent trees are extracted where k varies from 1 to 8. For different
k, the average NED computation time is computed for each pair. It is obvious that when
the parameter k increases, the computation time increases. When the value of k is under
5, the computation time is within one millisecond. Next, the experiments show that, the
parameter k does not need to be very large (5 is large enough) for nearest neighbor queries
and top-k ranking queries to give meaningful results.
4.13.3 Analysis of Parameter k
There is only one parameter k in NED which is number of levels (hops) of neighbors to
be considered in the comparison. In this section, the nearest neighbor and top-k ranking
queries are adopted to show the effects of parameter k on the query results.
The nearest neighbor query task is the following: for a given node in one graph, find
the k most similar nodes in another graph. When the parameter k is small, more nodes
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Figure 4.11: Nearest Neighbor Query vs Parameter k
in the graph can have the same minimal distance (usually 0) to a given node. When
k increases, the NED increases monotonically as proved in Section 4.10. Therefore, by
choosing different parameter k, it is possible to control the number of nodes in the nearest
neighbor result set. Figure 4.11 shows the number of nodes in the nearest neighbor result
set for different values of k. The experiment randomly picks 100 nodes from (CAR) and
(PAR) graphs as queries and the nodes in the other graph are computed. It is obvious
that when the parameter k increases, the number of nodes in the nearest neighbor result
set decreases.
The effect of parameter k for the top-k ranking query indicates how many identical
distances (ties) that appear in the ranking. As shown in Figure 4.12, the ties start to
break when k increases. Intuitively, it is more likely to have isomorphic neighborhood
structures if fewer levels of structures are considered. Figure 4.12 shows the number of ties
in the top-l ranking for different values of k. The experimental setting is the same as in
the nearest neighbor query.
Choosing a proper value for the parameter k depends on the query speed and quality.
When k increases, the computation time of NED increases as shown in Section 4.13.2.
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Figure 4.12: Top-l Ranking vs Parameter k
On the other hand, when k increases, both the number of nodes in the nearest neighbor
result set and the number of ties in the ranking decreases. So it is clear that there exists a
trade-off between the query speed and quality. Furthermore, the proper value of k depends
on the specific applications that the graphs come from.
4.13.4 Query Comparison
This section compares the performance of NED with other existing inter-graph node simi-
larity measures: HITS-based similarity and Feature-based similarity.
Figure 4.13 shows the distance computation time for NED, HITS-based similarity, and
Feature-based similarity. This experiment extracts 5-adjacent trees for the nodes in (CAR)
and (PAR) graphs and 3-adjacent trees for the nodes in (PGP), (GNU), (AMZN) and
(DBLP) graphs. NED, HITS-based similarity, and Feature-based similarity are computed
over random pairs of nodes and the average computation time for different measures are
shown in Figure 4.13.
From this figure, it is clear that HITS-based similarity is the slowest among all three
methods, because the HITS-based similarity iteratively updates the similarity matrix until
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Figure 4.13: Computation Time Among NED, HITS, and Feature
the matrix converges. Feature-based similarity is faster than NED which makes sense since
Feature-based similarity only collects statistical information from the neighborhood. NED
pays a little extra overhead to take into account more topological information and be a
metric. The experiments show later why more topological information and metric matter.
As discussed, the Feature-based similarity discards certain topological information
which makes it not precise. Section 4.13.5 uses graph de-anonymization as the application
to show that, with more topological information, NED can achieve a higher precision in
de-anonymization compared to the Feature-based similarity.
Also since the Feature-based similarity uses different features for different pairs, the
similarity values of two pairs of nodes are not comparable. When using the Feature-based
similarity for nearest neighbor queries, a full scan is necessary. However, as a metric, NED
has the advantage in being used with existing metric indices for efficient query processing.
Figure 4.14 shows that although NED pays a little bit more time than Feature-based simi-
larity in distance computation, by combining with a metric index (existing implementation
of the VP-Tree), NED is able to execute a nearest neighbor query much faster (orders of
magnitude) than the Feature-based similarity.
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Figure 4.14: NN Query Time of NED with VP-Tree
4.13.5 Case Study: De-anonymizing Graphs
This section uses graph de-anonymization as a case study to show the merits of NED.
Since NED captures more topological information, it is capable to capture more robust
differences between structures. Therefore, NED can achieve much higher precision than
the Feature-based similarity.
In this experiment, similar to [43], (PGP) and (DBLP) graphs are split into training
data and testing data. The training data is the graph with identification, while the testing
data is the anonymous graph. As stated in [29], three methods are chosen to anonymize
the graphs for testing data: naive anonymization, sparsification, and perturbation. For
each node in the anonymous graph, top-k similar nodes in the training data are examined
. If the top-k similar nodes include the original identification of the anonymous node, it
successfully de-anonymizes this node. Otherwise, the de-anonymization fails.
Figure 4.15 and Figure 4.16 show the precision of de-anonymization using NED and
Feature-based similarity. In the experiment, the parameter k is set to 3. Top-5 similar nodes
(best 5 matches) in (PGP) data and top-10 similar nodes in (DBLP) data are examined.
The permutation ratio in (PGP) is 1% and in (DBLP) is 5%. Based on the results, NED is
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Figure 4.15: De-Anonymize PGP Graph
able to identify anonymized nodes with better accuracy than the Feature-based similarity.
Figure 4.17 shows how the precision changes by varying permutation ratio. The pre-
cision of NED reduces slower than Feature-based similarity when the permutation ratio
increases. The Figure 4.18 shows that when more nodes in top-k results are examined,
how the de-anonymization precision changes. It is clear that if fewer nodes are checked
which means there are less nodes in the top-k results, NED can still achieve a higher
precision.
4.14 Conclusion
This chapter studies the inter-graph node similarity problem. A major application of inter-
graph node similarity is transfer learning on graphs, which means learning a new graph
based on the existing knowledge from another one. To address this problem, this chapter
proposes a novel distance function called NED. In NED, the k-adjacent trees between
two nodes to be compared are extracted first. Then, a newly proposed modified tree edit
distance called TED* is used calculate the distance between two k-adjacent trees. TED* is
a generic distance function for comparing trees which is easy to compute in polynomial time
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Figure 4.16: De-Anonymize DBLP Graph
and satisfies the metric properties of the edit distance. Therefore, as a measurement on
nodes, NED is a node metric. Due to the metric properties, NED is compatible with existing
metric indexing methods. Moreover, since NED captures more structural information, it
is demonstrated to be a more effective and precise for graph de-anonymization than other
existing methods. Indeed, the efficiency and effectiveness of NED are empirically verified
by using real-world graphs.
4.15 NED for Graph Similarity
At last, another promising application for node metric is proposed as one of the future
work. Since a graph can be seen as a collection of nodes, one popular direction for graph
similarity is to compare pairwise nodes from two graphs. If there are more paris of nodes
from two graphs can be matched, the two graphs are more similar.
There are many existing distance functions can be used to measure the similarity be-
tween two collections such as: Hausdorff distance, Fre´chet distance, Earth mover’s distance
and etc. However, to measure two collections of nodes, the underline distance between pair-
wise nodes should be a metric. Fortunately, NED proposed in this chapter is a metric for
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Figure 4.17: De-Anonymization with Different Permutation Ratio
inter-graph nodes.
Next, by using the Hausdorff distance as an example, distance between two graphs
based on NED is illustrated.
Definition 10. Given two graphs A = {a1, a2, ..., ap} and B = {b1, b2, ..., bq}. The Haus-
dorff distance between two graphs is defined as:
H(A,B) = max(h(A,B), h(B,A)) (4.22)
where
h(A,B) = max
a∈A
min
b∈B
(δT (T (a, k), (b, k))) (4.23)
In Definition 10, ai and bj are nodes in graphsA andB respectively. While δT (T (a, k), (b, k))
is the TED* distance between the k-adjacent trees of node a and b. When the distance
function for the corresponding data points is metric as NED, the Hausdorff distance is also
metric. Therefore, a metric distance function to measure the similarity between two graphs
is provided. Since both Hausdorff distance and NED are polynomial-time computable. This
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Figure 4.18: De-Anonymization with Different Top-k Findings
metric for measuring graph similarity is also polynomial-time computable.
Chapter 5
A Generic Sequence Query Index: Reference Net
5.1 Reference Net Introduction
Sequence databases are used in many real-world applications to store diverse types of
information, such as DNA and protein data, wireless sensor observations, music and video
streams, and financial data. Similarity-based search in such databases is an important
functionality, that allows identifying, within large amounts of data, the few sequences that
contain useful information for a specific task at hand. For example, identifying the most
similar database matches for a query sequence can be useful for classification, forecasting,
or retrieval of similar past events.
The most straightforward way to compare the similarity between two sequences is to use
a global similarity measure, that computes an alignment matching the entire first sequence
to the entire second sequence. However, in many scenarios it is desirable to perform
subsequence matching, where, given two sequences Q and X, the pairs of subsequences SQ
of Q and SX of X are identified, such that the similarity between SQ and SX is high.
When a large database of sequences is available, it is important to be able to identify, given
a query Q, an optimally matching pair SQ and SX, where SX can be a subsequence of
any database sequence.
A well-known example of the need for subsequence matching is in comparisons of bi-
ological sequences. It is quite possible that two DNA sequences Q and X have a large
Levenshtein distance [68] (also known as edit distance) between them (e.g., a distance
equal to 90% of the length of the sequences), while nonetheless containing subsequences
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SQ and SX that match at a very high level of statistical significance. Identifying these
optimally matching subsequences [111] helps biologists reason about the evolutionary re-
lationship between Q and X, and possible similarities of functionality between those two
pieces of genetic code.
Similarly, subsequence matching can be useful in searching music databases, video
databases, or databases of events and activities represented as time series. In all the above
cases, while the entire query sequence may not have a good match in the database, there
can be highly informative and statistically significant matches between subsequences of the
query and subsequences of database sequences.
Several methods have been proposed for efficient subsequence matching in large se-
quence databases. However, all the proposed techniques are targeted to specific distance
or similarity functions, and it is not clear how and when these techniques can be general-
ized and applied to other distances. Especially, subsequence retrieval methods for string
databases are difficult to be used for time-series databases. Furthermore, when a new
distance function is proposed, it is required to develop new techniques for efficient subse-
quence matching. In this chapter, a general index is proposed, which can be applied to
any arbitrary distance metric, as long as the metric satisfies a specific property called as
“consistency”. Furthermore, it is shown that many well-known existing distance functions
satisfy consistency. Thus, the index proposed in this chapter can deal with both sequence
types, i.e., strings and time series, including cases where each element of the sequence is a
complex object.
The indexing method in this chapter consists of a number of steps: dataset segmen-
tation, query segmentation, range query, candidate generation, and subsequence retrieval.
Brute-force search would require evaluating a total of O (|Q|2 |X|2) pairs of subsequences
of Q and X. However the filtering method produces a shortlist of candidates after con-
sidering O (|Q| |X|) pairs of segments only. For the case where the distance is a metric,
a hierarchical reference net is proposed, a novel generic index structure that can provide
efficient query processing.
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Overall, this chapter makes the following contributions:
• The indexing technique proposed in this chapter, compared to alternative methods,
makes minimal assumptions about the underlying distance, and thus can be applied
to a large variety of distance functions.
• The notion of “consistency” is introduced as an important property for distance
measures applied to sequences.
• An efficient filtering method is proposed, which produces a shortlist of candidates by
matching only O(|Q| |X|) pairs of subsequences, whereas brute force would match O
(|Q|2 |X|2) pairs of subsequences.
• By using a generic indexing structure with linear space based on Reference Net pro-
posed in this chapter, the range similarity queries can be further efficiently answered.
• Experiments demonstrate the ability of proposed methods to provide good perfor-
mance when combined with diverse metrics such as the Levenshtein distance for
strings, and ERP [16] and the discrete Fre´chet distance [25]) for time series.
5.2 Reference Net Related Work
Typically, the term “sequences” can refer to two different data types: strings and time-
series. There has been a lot of work in subsequence retrieval for both time series and
string databases. However, in almost all cases, existing methods concentrate on a specific
distance function or specific type of queries. Here this section reviews some of the recent
works on subsequence matching. Notice that this review is not exhaustive since the topic
has received a lot of attention and a complete survey is beyond the scope of this chapter.
Time-series databases and efficient similarity retrieval have received a lot of attention
in the last two decades. The first method for subsequence similarity retrieval under the
Euclidean (L2−norm) distance appeared in the seminal paper of Faloutsos et al. [27]. The
main idea is to use a sliding window to create smaller sequences of fixed length and then use
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a dimensionality reduction technique to map each window to a small number of features
that are indexed using a spatial index (e.g., R∗-tree). Improvements of this technique have
appeared in [86, 85] that improve both the window-based index construction and the query
time using sliding windows on the query and not on the database. However, all these
techniques are applicable to the Euclidean distance only.
Another popular distance function for time series is the Dynamic Time Warping (DTW)
distance [9, 48]. Subsequence similarity retrieval under DTW has also received some in-
terest recently. An approach to improve the dynamic programming algorithm to compute
subsequence matchings under DTW for a single streaming time series appeared in [103].
In [37] Han et al. proposed a technique that extends the work by Keogh et al. [47] to deal
with subsequence retrieval under DTW. An improvement over this technique appeared
in [36]. An efficient approximate subsequence matching under DTW was proposed in [6]
that used reference based indexing for efficient retrieval. Another technique that uses early
abandoning during the execution of dynamic programming appeared in [5] and a recent
work that provides very fast query times even for extremely large datasets appeared re-
cently [98]. An interesting new direction is to use FPGAs and GPUs for fast subsequence
matching under DTW [105]. Again, all these works are tailored to the DTW distance.
Subsequence retrieval for string datasets has also received a lot of attention, especially
in the context of biological data like DNA and protein sequences. BLAST [2] is the most
popular tool that is used in the bioinformatics community for sequence and subsequence
alignment of DNA and protein sequences. However, it has a number of limitations, in-
cluding the fact that it is a heuristic and therefore may not report the optimal alignment.
The distance functions that BLAST tries to approximate are variations of the Edit dis-
tance, with appropriate weights for biological sequences [111, 87]. A number of recent
works have proposed new methods that improve the quality of the results and the query
performance for large query sizes. RBSA is an embedding based method that appeared
in [94] and that works well for large queries on DNA sequences. BWT-SW [62] employs a
suffix array and efficient compression to speed up local alignment search. Other techniques
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target more specialized query models. A recent example is WHAM [73] that uses hash
based indexing and bit-wise operations to perform efficient alignment of short sequences.
Other techniques for similar problems include [63, 71, 31]. Finally, a number of techniques
that use q-grams [129, 69, 52, 76] have been proposed for string databases, and can also
be applied to biological datasets. However, all of these methods are applicable to specific
data types and query models.
Indexing in metric spaces has been studied a lot in the past decades and a number of
methods have been proposed. Tree-based methods include the Metric-tree [20] for external
memory and the Cover-tree [11] for main memory. The cover-tree is a structure that
provides efficient and provable logarithmic nearest neighbor retrieval under specific and
reasonable assumptions about the data distribution. Other tree-based structures for metric
spaces include the vp-tree [130] and the mvp-tree [13]. A nice survey on efficient and
provable index methods in metric spaces is in [22].
Another popular approach is to use a set of carefully selected references and pre-
compute the distance of all data in the database against these references [121]. Given
a query, the distance of the references is computed first and using the triangular inequality
of the metric distance, parts of the database can be pruned without computing all the
distances. One problem with this approach is the large space requirement in practice.
5.3 Reference Net Preliminaries
This section gives the basic concepts and definitions used to solve the subsequence query
problem. Let Q be a query sequence with length |Q|, and X be a database sequence
with length |X|. Q = (q1, q2, q3, ..., q|Q|) and X = (x1, x2, x3, ..., x|X|), where the
individual values qi, xj are elements of an alphabet Σ. In string databases, Σ is a finite
set of characters. For example: in DNA sequences, ΣD = {A,C,G, T}, |ΣD| = 4, while in
protein sequences, ΣP contains 20 letters. The alphabet Σ can also be a multi-dimensional
space and/or an infinite set, which is the typical case if Q and X are time series. For
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example: for trajectories on the surface of the Earth, ΣT = {(longitude, latitude)} ⊆ R
2,
|ΣT | =∞. Similarly, in tracks over a 3D space, ΣT = {(x, y, z)} ⊆ R
3, |ΣT | =∞.
For sequences defined over an alphabet Σφ, let δψ be a distance to measure the dissimi-
larity between any two sequences. Then sequence Q ∈ (Σφ, δψ) when explicitly specify the
alphabet and distance measure employed in a particular domain.
5.3.1 Similar Subsequences
Let SX with length |SX| be a subsequence of X, and SQ with length |SQ| be a subse-
quence of Q. Denote SXa,b as a subsequence with elements (xa, xa+1, xa+2, ..., xb), and the
elements of SQc,d are (qc, qc+1, qc+2, ..., qd). Subsequence SX and SQ should be continu-
ous. Determining whether SX and SQ are similar will depend on two parameters, ε and
λ. Namely, define that SX and SQ are similar to each other if the distance δ(SX,SQ) is
not larger than ε, and the lengths of both SX and SQ are not less than λ.
Setting a minimal length parameter λ allows us to discard certain subsequence retrieval
results that are not very meaningful. For example:
• Two subsequences SX and SQ can have very small distance (even distance 0) to
each other, but be too small (e.g., of length 1) for this small distance to have any
significance. In many applications, it is not useful to consider such subsequences as
meaningful matches. For example: two DNA sequences X and Q can each have a
length of one million letters, but contain subsequences SX and SQ of length 3 that
are identical.
• If the distance allows time shifting (like DTW [47], ERP [16], or the discrete Fre´chet
distance [25]), a long subsequence can have a very short distance to a very short
subsequence. For example: sequence 111222333 according to DTW has a distance of
0 to sequence 123. Using a sufficiently high λ value, it can prevent the short sequence
to be presented to the user as a meaningful match for the longer sequence.
As a matter of fact, later in the chapter an additional parameter λ0 is used to explicitly
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restrict the time shifting that is allowed between similar subsequences. The difference
between the lengths of SX and SQ should not be larger than λ0.
5.3.2 Query Types
Given a query sequence Q, there are three types of subsequence searches considered in this
chapter:
• Type I, Range Query: Return all pairs of similar subsequences SX and SQ, where
|SX| > λ, |SQ| > λ, ||SX| − |SQ|| 6 λ0 and δ(SX,SQ) 6 ε.
Note that in typical cases, when SX and SQ are long and similar to each other, any
subsequence of SX has a similar subsequence in SQ. This observation is formalized
in Section 5.4, using the definition of “consistency”. In such cases, the search may
return a large number of results that are quite related.
• Type II, Longest Similar Subsequence Query: Maximize |SQ|, subject to |SX| > λ,
||SX| − |SQ|| 6 λ0 and δ(SX,SQ) 6 ε.
• Type III, Nearest Neighbor Query: Minimize
δ(SX,SQ), subject to |SX| > λ, |SQ| > λ and ||SX| − |SQ|| 6 λ0.
Since the first query type may lead to too many related results, the second and third
query types are more practical. Section 5.8 introduces methods to retrieve query results
after generating similar segment candidates.
In this chapter, ε is allowed to vary at runtime, whereas assume that λ is a user-specified
predefined parameter. The rational is that, for a specific application, specific values of λ
may make sense, such as one hour, one day, one year, one paragraph, or values related
to a specific error model. Thus, the system can be based on a predefined value of λ that
is appropriate for the specific data. On the other hand, ε should be allowed to change
according to different queries.
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5.3.3 Using Metric Properties for Pruning
If distance δ is metric, then δ is symmetric and has to obey the triangle inequality, so that
δ(Q,R) + δ(R,X) > δ(Q,X) and δ(Q,R) − δ(R,X) 6 δ(Q,X). The triangle inequality
can be used to reject, given a query sequence Q, candidate database matches without
evaluating the actual distance between Q and those candidates.
For example, suppose that R is a preselected database sequence, and that r is some
positive real number. Further suppose that, for a certain set L of database sequences, it is
verified that δ(R,X) > r for all X ∈ L. Then, given query sequence Q, if δ(Q,R) 6 r− ε,
the triangle inequality guarantees that, for all X ∈ L, δ(Q,X) > ε. Thus, the entire set X
can be discarded from further consideration.
This type of pruning can only be applied when the underlying distance measure obeys
the triangle inequality. Examples of such distances are the Euclidean distance, ERP, or the
Fre´chet distance for time series, as well as the Hamming distance or Levenshtein distance
for strings. DTW, on the other hand, does not obey the triangle inequality.
5.4 The Consistency Property
As before, let Q and X be two sequences, and let SQ and SX be respectively subsequences
of Q and X. A simple way to identify similar subsequences SQ and SX would be to
exhaustively compare every subsequence of Q with every subsequence of X. However, that
brute-force approach would be too time consuming.
In the proposed method, as explained in later sections, the subsequence searches speed
up by first identifying matches between segments of the query and each database sequence.
It is thus important to be able to reason about distances between subsequences of SQ
and SX, in the case where similar subsequences SQ and SX do exist. To make sure the
method can be applied to a more general family of distance measures, the properties that
the distance measures have to obey need to be specified. One property that the analysis
requires is a notion introduced in this chapter, in terms of “consistency”. Furthermore, if
78
the distance function satisfies the triangular inequality, it can collaborate with the indexing
techniques proposed in this chapter to improve the query time. However, it has to be
pointed out, that some distances with the consistency property may violate triangular
inequality or symmetry. The consistency property is defined as follows:
Definition 11. Let distance δ be a consistent distance measure if it obeys the following
property: if Q and X are two sequences, then for every subsequence SX of X there exists
a subsequence SQ of Q such that δ(SQ,SX) 6 δ(Q,X).
At a high level, a consistent distance measure guarantees that, if Q and X are similar,
then for every subsequence ofQ there exists a similar subsequence inX. From the definition
of consistency, there is a straightforward lemma can be derived which will be used for
pruning dissimilar subsequences:
Lemma 8. If the distance δ is consistent and δ(Q,X) 6 ε, then for any subsequence SX
of X there exists a subsequence SQ of Q such that δ(SQj,k, SX) 6 ε.
The next paragraph will show that the consistency property is satisfied by the Eu-
clidean distance, the Hamming distance, the discrete Fre´chet distance, DTW, ERP, and
the Levenshtein distance (edit distance).
First consider the Euclidean distance, which is defined as δE(Q,X) = (
∑d
m=1(Qm −
Xm)
2)1/2, where |Q| = |X| = d. Then, for any subsequence SQij in Q, there ex-
ists a subsequence SXij in X, such that δE(SQ,SX) = (
∑j
m=i(Qm − Xm)
2)1/2. Ob-
viously, δE(SQ,SX) sums up only a subset of the terms that δE(Q,X) sums up, and
thus δE(SQ,SX) 6 δE(Q,X). Therefore, the Euclidean distance is consistent. The same
approach can be used to show that the Hamming distance is also consistent.
Although DTW, the discrete Fre´chet distance, ERP, and the Levenshtein distance allow
time shifting or gaps, they can also be shown to be consistent. Those distances are com-
puted using dynamic programming algorithms that identify, given X and Q, an optimal
alignment C between X and Q. This alignment C is expressed as a sequence of couplings:
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C = (ωk , 1 6 k 6 K), where K 6 |X| + |Q|, and where each ωk = (i, j) specifies that
element xi of X is coupled with element qj of Q.
In an alignment C, each coupling incurs a specific cost. This cost can only depend on
the two elements matched in the coupling, and possibly on the preceding coupling as well.
For example, in DTW the cost of a coupling is typically the Euclidean distance between
the two time series elements. In ERP and the edit distance, the cost of a coupling also
depends on whether one of the two elements of the coupling also appears in the previous
coupling.
While DTW, ERP, and the Levenshtein distance assign different costs to each coupling,
they all define the optimal alignment C to be the one that minimizes the sum of costs of
all couplings in C. The discrete Fre´chet distance, on the other hand, defines the optimal
alignment to be the one that minimizes the maximal value of its couplings.
For all four distance measures, the alignment C has to satisfy certain properties, namely
boundary conditions, monotonicity, and continuity [47]. Now, suppose that SXa,b =
(xa, xa+1, xa+2, ..., xb) is a subsequence of X. For any element xi of SX there exists some
corresponding elements qj of Q such that (xi, qj) is a coupling ω(i,j) in C. Suppose that
the earliest matching element for xa is qc and the last matching element of xb is qd, and de-
fine SQc,d = (qc, qc+1, qc+2, ..., qd). Because of the continuity and monotonicity properties,
SQc,d is a subsequence of Q. Furthermore, the sequence of couplings in C which match an
element in SX with an element in SQ form a subsequence SC of C, and SC is an optimal
alignment between SX and SQ.
It follows readily that the sum or maximum of the subsequence SC cannot be larger
than the sum or maximum of the whole sequence C. Namely, δ(SX,SQ) 6 δ(X,Q). This
shows that ∀ SXa,b, ∃ SQc,d, such δ(SXa,b, SQc,d) 6 δ(X,Q). Thus DTW, the discrete
Fre´chet distance, ERP, and the Levenshtein distance are all “consistent”.
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5.5 Segmentation
Let X = (x1, x2, x3, ..., x|X|) and Q = (q1, q2, q3, ..., q|Q|) be two sequences. The
objective is to find a pair of subsequences SXa,b = (xa, xa+1, xa+2, ..., xb) and SQc,d =
(qc, qc+1, qc+2, ..., qd), such that δ(SX,SQ) 6 ε and |SX| > λ, |SQ| > λ. Brute force
search would check all (a, c) combinations and all possible |SX| and |SQ|. However, there
are O(|Q|2) different subsequences of Q, and O(|X|2) different subsequences of X, so brute
force search would need to evaluate O(|Q|2|X|2) potential pairs of similar subsequences.
The resulting computational complexity is impractical.
With respect to subsequences of X, the number of subsequences to evaluate can be
drastically reduced, by partitioning sequence X into fixed-length windows wi with length
l, so that X = (w1, w2, w3, ..., w|W |), where wi = (x(i−1)∗l+1, x(i−1)∗l+2, ..., xi∗l), (i 6 |Q|/l).
The following lemma shows that matching segments of Q only against such fixed-length
windows can be used to identify possible locations of all subsequence matches:
Lemma 9. Let SX and SQ be subsequences with lengths > λ, such that δ(SQ,SX) 6 ε,
where δ is consistent. Let sequence X be partitioned into windows of fixed length l. If l
6 λ/2, then there exists a window wj in SX and a subsequence SSQ from SQ, such that
δ(SSQ,wj) 6 ε.
Proof: If the length of the fixed-length windows is less than or equal to λ/2, then
for any subsequence SX of X with length at least λ, there must be a window wi that is
fully contained within SX. Since δ is consistent, and based on lemma 8, if there exist
subsequences SQ and SX such that δ(SQ,SX) 6 ε, then if wi is a sub-subsequence of
SX, there must be some sub-subsequence SSQ from SQ such that δ(SSQ,wi) 6 ε.
Based on lemma 9, another straightforward lemma can be obtained, that can be used
for pruning dissimilar subsequences:
Lemma 10. Let sequence X be partitioned into fixed-length windows with length l = λ/2,
and let distance δ be consistent. If there is no subsequence SQ such that δ(SQ,wj) 6
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ε, then all subsequences which cover window wj have no similar subsequence in Q (where
“similar” is defined as having distance at most ε and length at least λ).
To find a pair of similar subsequences between two sequences, one sequence could be
partitioned into fixed-length windows and match those windows with sliding windows of
the second sequence. Since the total length of sequences X in the database is much larger
than the length of query sequence Q, it will be more efficient to partition sequences X
in the database into fixed-length windows with length λ/2, whereas from the query Q,
subsequences with different lengths are extracted (using sliding windows) .
When using brute force search, there are a total of O(|Q|2 |X|2) potential pairs of similar
subsequences that need to be checked. However, if the sequences X in the database are
partitioned as described above, there are only (|X|/l) windows that need to be compared
to query subsequences. Thus, the number of subsequence comparisons involved here is
O(|Q|2|X|).
For a query sequence Q, there are about (|Q|2/2) different subsequences of Q with
length at least λ. However, number of subsequence comparisons can be further reduced if
the maximum temporal shift that can occur between similar subsequences is limited. In
particular, if λ0 is the maximal shift permitted, then there are no more than (2λ0 + 1)|Q|
different segments of Q need to be considered. The total number of pairs of segments is no
more than 2(2λ0 + 1)|X||Q|/λ. If λ0 ≪ λ, the number of pairs of segments is much less
than |X||Q|.
The method proposed in the next sections assumes both metricity and consistency.
Thus, DTW is not suitable for the metric indexing method, as it is not metric. While the
Euclidean distance and the Hamming distance satisfy both metricity and consistency, they
cannot tolerate even the slightest temporal misalignment or a single gap, and furthermore
they require matches to always have the same length. These two limitations make the
Euclidean and Hamming distances not well matched for sequence matching. Meanwhile,
the discrete Fre´chet distance, the ERP distance, and the Levenshtein distance allow for
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temporal misalignments and sequence gaps, while also satisfying metricity and consistency.
Thus, the method proposed in the next sections can be used for time-series data in conjunc-
tion with the discrete Fre´chet distance or the ERP distance, whereas for string sequences
the indexing method can be used in conjunction with the Levenshtein distance.
5.6 Indexing Using a Reference Net
Based on the previous discussion, if a distance function is consistent, by matching segments
of the query with fixed-length window segments from the database a shortlist of possible
similar subsequences can be quickly identified. A simple approach is to use a linear scan
for that, but this can be very expensive, especially for large databases. Therefore, it is
important to use an index structure to speed up this operation.
Assuming that the distance function is a metric, the existing index structures for metric
distances can be used. One approach is to use reference based indexing [121], as it was used
in [94] for subsequence matching of DNA sequences. However, reference-based indexing
has some important issues. First, the space overhead of the index can be large for some
applications. Indeed, at least a few tens of references per database are needed and this
may be very costly for large databases, especially if the index has to be kept in main
memory. Furthermore, the most efficient reference based methods, like the Maximum
Pruning algorithm in [120], need a query sample set and a training step that can be
expensive for large datasets. Therefore, there is need to use a structure that has good
performance, but at the same time occupies much smaller space to be stored in main
memory and without the need of a training step. Another alternative is to use the Cover
tree [11], which is a data structure that has linear space and answers nearest neighbor
queries efficiently. Actually, under certain assumptions, the cover tree provides logarithmic
query time for nearest neighbor retrieval. The main issue here is that the query performance
of the cover tree for range queries may not be always good. As shown in the experiments,
for some cases the performance of the cover tree can deteriorate quickly with increasing
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Figure 5.1: An Example of Reference Net
range size.
To address the issues discussed above, a new generic indexing structure called Reference
Net is proposed in this chapter. The Reference Net can be used with any metric distance
and therefore is suitable for many applications besides subsequence matching. Unlike the
approaches in [121, 120], it uses much smaller space that is controllable and still provides
good performance. Unlike the cover tree, every node in the structure is allowed to have
multiple parents and this can improve the query performance. Furthermore, it is optimized
to answer efficiently range queries for different range values that can also be controlled.
The reference net is a hierarchical structure as shown in Figure 5.1. The bottom level
contains all original data in the database. The structure has r levels that go from 0 to
r− 1 and in each level, other than the bottom level, a list of references is maintained. The
references are data from the database. The top level has only one reference. In each level
i, there are some references that correspond to ranges with radius ǫi = ǫ
′ ∗ 2i. References
in the same level should have a distance at least ǫi. Let Yi := {R(i, j)} be the set that
contains the references in level i. Each reference R(i, j) is associated with a list L(i, j)
that includes references from the level below(i.e, Yi−1). In particular, it contains references
with distance less or equal to ǫi, that is:
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L(i, j) := {z ∈ Yi−1|δ(R(i, j), z) 6 ǫi} (5.1)
Notice that every node in the hierarchy can have multiple parents, if it is contained in
multiple lists at the same level. This is one main difference with the cover tree. Another
difference is that reference net can set the range ǫ′. This helps to create a structure that
better fits the application. Furthermore, this structure can answer more efficiently range
queries than the cover tree. Another structure that is similar to ours is the navigating nets
[58]. However, in navigating nets, the space can be more than linear. Each node in the
structure has to maintain a large number of lists which makes the space and the update
overhead of this structure large and the update and query algorithm more complicated.
Similar to the cover tree, the reference net has the following inclusive and exclusive
properties for each level i:
• Inclusive : ∀ R(i − 1, k) ∈ Yi−1, ∃ R(i, j) ∈ Yi, δ(R(i, j), R(i − 1, k)) 6 ǫi, namely,
R(i− 1, k) ∈ L(i, j).
• Exclusive : ∀ pairs of R(i, p) ∈ Yi and R(i, q) ∈ Yi, δ(R(i, p), R(i, q)) > ǫi.
The inclusive property means that if a reference appears in the level i − 1 it should
appear in at least one reference list in the level i (any reference has at least one parent in
the hierarchy.) The exclusive property says that for two references to be at the same level
they should be far apart (at least ǫi).
Figure 5.2 shows why it is important to have a multi-parent hierarchy and not a tree.
Assume δ(R1,Xi) 6 ε and δ(R2,Xi) 6 ε, but Xi are only in the list of R2. If δ(Q,R2) + ε
> r, whether δ(Q,Xi) 6 r or not is unknown. However, if Xi also in R1, and δ(Q,R1) + ε
6 r, it is known that δ(Q,Xi) 6 r by checking δ(Q,R1). A similar idea has also been used
in the mvp-tree [13], which is another structure that is optimized for nearest neighbor and
not for range queries.
Notice that there is no need to maintain empty lists or the list of a reference to itself.
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Figure 5.2: Difference between Net and Tree.
Indeed, according to the definition, when a reference appears in the hierarchy at the level
i, it will appear in all levels between i− 1 and 0. However, each reference is only kept in
the highest possible level. Another issue is that, depending on the data distribution and
the value of ǫ′, there may be many parent links from some level to the next and this may
increase the space overhead. In order to keep the space linear and small, a restriction is
imposed on the number of lists that can contain a given reference to nummax. In most of
the experiments, this was not an issue, but there are cases where this helps to keep the
space overhead in check.
The advantage of the reference net compared to the reference based methods is that
using a single reference, much more data from the database can be pruned. This is exem-
plified in the following lemma:
Lemma 11. Let R(i, j) ∈ L(i, j). If δ(Q, R(i, j)) > ǫi+1, ∀ R(i − 1, k) ∈ L(i, j), δ(Q,
R(i− 1, k)) > ǫi.
Proof: Since R(i− 1, k) ∈ L(i, j), then according to definition of reference:
δ(R(i − 1, k), R(i, j)) 6 ǫ′ ∗ 2i (5.2)
While:
δ(Q,R(i, j)) > ǫ′ ∗ 2i+1 (5.3)
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Then according to triangular inequality:
δ(Q,R(i − 1, k)) > ǫ′ ∗ 2i (5.4)
Then for any reference R(l, k), l < i derived from reference R(i, j), δ(R(l, k), R(i, j))
< 2i+1. If δ(Q, R(i, j)) − 2i+1 > r, δ(Q, R(l, k)) > r. If δ(Q, R(i, j)) + 2i+1 6 r, δ(Q,
R(l, k)) 6 r. So, not only the references in one list can be pruned, but all references derived
from that list can also be pruned. A simple example is illustrated in Figure 5.3.
The algorithms for insertion, deletion, and range query for reference nets are introduced
in the next section.
5.7 Algorithms for Reference Net
5.7.1 Insertion
The insertion algorithm starts from the top level of the hierarchy of a reference net. When
inserting a new object X, initially C includes only the root reference and i is the level
where ǫ′ ∗ 2i−1 < δ(root,X) 6 ǫ′ ∗ 2i. Then the algorithm keeps updating the candidate
parents C and level i until there is no parent in C. The algorithm allows to insert one
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object into several lists at the same level. Insertion is illustrated in algorithm 4.
Algorithm 4: Insertion(X)
Input: An object X, initial set of candidate parents C, initial i
1 while ∃ R(i, j) ∈ C do
2 Find L(i+ 1, k), where R(i, j) ∈ L(i+ 1, k);
3 forall the S ∈ L(i, j)
⋃
L(i+ 1, k) do
4 Compute i′, ǫ′ ∗ 2i
′−1 < δ(S,X) 6 ǫ′ ∗ 2i
′
;
5 Update i = min{i′} ;
6 Update C = {S | δ(S,X) 6 ǫ′ ∗ 2min{i
′} };
7 Insert X to L(i′, j) where R(i′, j) ∈ last C;
Notice that the insertion algorithm jumps to the lowest level in each update. Because,
if the inserted object is in the list L(i, j), it cannot belong to any list L(i′, j′) in a higher
level (i′ > i). Hence, go to the lowest possible level to generate less candidates.
5.7.2 Deletion
The deletion algorithm consists of two phases: First, finds the lists that the object belongs
to. Then re-distributes the object in its list. Similar to insertion algorithm, the deletion
algorithm also runs from the top level of a hierarchical reference net. For all objects in the
list of the deleting object, when re-distributing them, they either belong to some references
in the same level of the deleting one, or belong to the object whose lists the deleting object
is in. Deletion is illustrated in algorithm 5.
Algorithm 5: Deletion(X)
Input: An object X
1 Find X = R(i, j);
2 Remove X from L(i+ 1, j0);
3 forall the R(i− 1, k) ∈ L(i, j) do
4 if ∄ j′, R(i− 1, k) ∈ L(i, j′) then
5 Insert R(i− 1, k) to every L(i+ 1, j0);
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5.7.3 Range Query
The range query takes a query Q and a distance ε, and finds all object X, where δ(Q,X) 6
ε. By using lemma 11 and the triangular inequality, the objects in each level can be pruned.
If δ(R(i, j), Q) + ǫ′ ∗ 2i 6 ε, for every object X in L(i, j), δ(Q,X) 6 ε. If δ(R(i, j), Q) −
ǫ′ ∗ 2i > ε, for every object X in L(i, j), δ(Q,X) > ε. If δ(R(i, j), Q) + ǫ′ ∗ 2i+1 6 ε, for
every object X derived from R(i, j), δ(Q,X) 6 ε. If δ(R(i, j), Q) − ǫ′ ∗ 2i+1 > ε, for every
object X derived from R(i, j), δ(Q,X) > ε. Actually two sets: C and P are maintained.
C includes all object which are definitely in the results of the range query. P includes all
objects that are definitely not in the result of the range query.
Algorithm 6: Range Query(Q, ε)
Input: A query Q and a distance ε
1 foreach R(i, j) ∈ Yi, i from r − 1 to 0 do
2 if R(i, j) /∈ C
⋃
P then
3 Compute d = δ(R(i, j), Q);
4 if d + ǫ′ ∗ 2i+1 6 ε then
5 Insert all X derived from R(i, j) to C;
6 else if d + ǫ′ ∗ 2i 6 ε then
7 Insert all X ∈ L(i, j) to C;
8 if d − ǫ′ ∗ 2i+1 > ε then
9 Insert all X derived from R(i, j) to P ;
10 else if d − ǫ′ ∗ 2i > ε then
11 Insert all X ∈ L(i, j) to P ;
12 Expand all objects in C;
Note that sometimes ǫ′∗2i < δ(R(i, j), Q) − ε 6 ǫ′∗2i+1 holds. And for some R(i−1, k)
∈ L(i, j), δ(R(i− 1, k), Q) − ε > ǫ′ ∗ 2i−1. If all R(i− 1, k) ∈ L(i, j) at level i are pruned,
then all X derived from R(i− 1, k) at level i− 1 cannot be pruned.
5.8 Subsequence Matching
Using the concepts introduced in the previous sections, the subsequence matching proposed
in this chapter consists of five steps:
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1. Partition each database sequence into windows of length λ/2.
2. Build the hierarchical reference net by inserting all windows of length λ/2 from the
database.
3. Extract from the query Q all segments with lengths from λ/2− λ0 to λ/2 + λ0.
4. For each segment extracted from Q, conduct a range query on the hierarchical refer-
ence net, so as to find similar windows from the database.
5. Using the pairings between a query segment and a database window identified in the
previous step, generate candidates and identify the pairs of similar subsequences that
answer the user’s query.
In the next few paragraphs, these steps are described in details.
The first two steps are offline preprocessing operations. The first step partitions each
database sequence X into windows of length λ/2, producing a total of 2/λ ∗ |X| windows
per sequence X. At the second step, the hierarchical reference net is built.
The next three steps are performed online, for each user query. Step 3 extracts from
Q all possible segments of lengths between λ/2− λ0 and λ/2 + λ0. This produces at most
(2λ0+1) ∗ |Q| segments. At step 4, a range query for each of those segments is conducted.
Step 4 outputs a set of pairs, each pair coupling a query segment with a database window
of length λ/2. Note that, it is possible that many queries are executed at the same time
on the index structure in a single traversal.
Given a database sequence X, 2/λ ∗ |X| windows of X are stored in the reference net.
Thus, each query subsequence is compared to 2/λ∗|X|∗(1−α) windows fromX, where α <
1 is the pruning ratio attained using the reference net. Since there are at most (2λ0+1)∗|Q|
query segments, and λ is a constant, the total number of segment pairs between Q and X
that must be evaluated is:
2(2λ0 + 1)/λ ∗ (|X||Q|) ∗ (1− α)→ O(|X||Q|) (5.5)
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The experiments show that the pruning ratio α of the proposed reference net is better than
the ratios attained using cover tree and maximum variance.
The final step is to find the pairs of similar subsequences that actually answer the
user’s query. These pairs are identified based on the pairs of subsequences from step 4. Let
SSQa,b = (Qa, Qa+1, ..., Qb) and SSXc = (Xc, Xc+1, ..., Xc+λ/2) be a pair of segments
from step 4. The supersequences SQ of SSQa,b and SX of SSXc included in the query
results should be identified. It suffices to consider sequences SQ whose start points are
from a − λ/2 − λ0 to a, and whose endpoints are between b and b + λ/2 + λ0. Similarly,
it suffices to consider subsequences SX whose starting points are between c − λ/2 and c,
and whose endpoints are between c+ λ/2 and c+ λ.
As described in Section 5.3.2, three query types are considered. For the first type,
step 5 checks all pairs of possible similar subsequences and returns all the pairs that are
indeed similar. However, this query type would generate a lot of results according to the
consistency property. For the second and third type, only optimal results will be returned.
Also, not all pairs of possible similar subsequences need to be checked.
For query type II: Maximize |SX| > λ, Subject to ||SQ| − |SX|| > λ0 and δ(SX,SQ)
6 ε, the steps are:
1. Conduct a range query with radius ε (step 4.) Get a set of similar segments. If there
is no similar segments, there cannot be any similar subsequences.
2. Find the longest similar subsequences: If 〈xi, qj〉 and 〈xi+1, qj+1〉 are two pairs of
segments in the results, they can be concatenated. After concatenation, assume the
longest sequence of segments has length kλ/2, then the longest similar subsequence
has length no longer than (k + 2)λ/2. Then, the verification starts from the longest
sequence of segments.
If k > 1, at least one pair of subsequences with length at least kλ/2 will be similar. On
the other hand, if k = 1, there may not exist similar subsequences at all.
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Figure 5.4: Distance Distribution for PROTEINS
For query type III: Minimize δ(SX,SQ), Subject to ||SQ| − |SX|| > λ0 and δ(SX,SQ)
6 ε, the steps are:
1. Use binary search to find the minimal ε that gives at least a pair of similar segments
in step 4.
2. Find the longest similar subsequences: Conduct step (2) of query type II to get the
longest similar subsequences. If some results are found, the current ε is optimal.
3. If there is no similar subsequence, increase ε by an increment ǫinc and find similar
segments. Then redo step (2).
The increment ǫinc depends on the dataset and the distance function and can be a
constant factor of the minimum pairwise distance in the dataset.
5.9 Experiments
This section presents an experimental evaluation of the reference net using different datasets
and distance functions. The goal of this evaluation is to demonstrate that the proposed
approach works efficiently for a number of diverse datasets and distance functions.
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Figure 5.5: Distance Distribution for SONGS
Figure 5.6: Distance Distribution for TRAJ
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The first dataset is a protein sequence dataset [44] (PROTEINS). Proteins are strings
with an alphabet of 20 and the distance function is the Levenshtein (Edit) distance. The
protein sequences are partitioned into 100K total windows of size l = 20. The experiments
also use two different time series datasets. One is the SONGS dataset, where the sequences
of pitches of songs are used as time series from a collection of songs [10] and the other is a
trajectory (TRAJ) dataset that was created using video sequences in a parking lot [124].
The SONGS dataset contains up to 20K windows and the TRAJ dataset up to 100k
windows both of size l = 20. For the time series datasets, two distance functions: the
Discrete Fre´chet Distance (DFD) and the ERP distance are used.
First, the distance distributions of these datasets are shown in Figure 5.4, Figure 5.5,
Figure 5.6. It is interesting to note that for the SONGS dataset, since the pitch values
range between 0 and 11, the DFD distribution is very skewed and most of the distances
are between 2 and 5. On the other hand, the ERP distance on the same dataset gives
a distance distribution that is more spread out. As shown later this can affect the index
performance.
5.9.1 Space Overhead of Reference Net
This section presents the space overhead of the reference net index for each dataset. All
experiments use a default value for ǫ′ = 1. Figure 5.7 plots the space consumption of the
reference net for the PROTEINS dataset under the Levenshtein distance. Number of nodes
is shown in the index in thousands, when the number of inserted windows ranges from 10K
to 100K. As seen in figures, this increases linearly with the number of inserted windows.
The average size of each reference list is also plotted in the net, which is in general below
4. Note that the average size of each list is actually the average number of parents for each
node. Therefore, the size of the reference net is about three to four times more than the
size of the cover tree where each node has only one parent. Finally, the total size of the
index for 100K windows is about 2.9MB.
Figure 5.8 shows the results for the SONGS dataset using the two different distance
94
Figure 5.7: Space Overhead for PROTEINS
functions DFD and ERP. The above plot shows the number of reference lists (top three
lines) and the size of the index in MB for different number of windows ranging from 1K
to 20K. Recall that the DFD distance creates a very skewed distribution for this dataset.
Therefore, the number of references as well the size of the index is much larger than using
the ERP. The reason is explained in the next plot which shows the average number of
parents per window. Clearly, inserting more and more windows increases the size of the
reference lists for DFD, since most new windows have small distance with many other
existing ones and the number of parents increases. Notice that here there is no restrict to
the size of the number of parents yet. On the other hand, the ERP distance creates a more
wide-spread distance distribution and the average number of parents remains small. Then,
a constraint to limit the maximum number of lists is imposed which means a given window
can appear to nummax = 5 and this is called DFD-5. Notice that the average number of
parents per window is now below 5. The reason is that all windows that can have more
than 5 parents in the unconstrained case are limited to the have exactly 5. Indeed, the size
of the index now decreases and is similar to the index created with the ERP distance.
Finally, Figure 5.9 shows the results for the TRAJ dataset. Since the variance of the
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Figure 5.8: Space Overhead for SONGS
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Figure 5.9: Space Overhead for TRAJ
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Figure 5.10: Query Performance for PROTEINS
distance distribution is now higher for both distance functions, the reference net has small
average number of parents per window and the size of the index is small. Actually, in that
case the size of the index is less than twice the size of the cover tree.
5.9.2 Query Evaluation
This section presents the query performance of reference net (RN) compared against the
cover tree (CT) and the reference based indexing that uses similar or larger space. For
the reference based method, the Maximum Variance (MV) approach is used to select ref-
erences [121]. The main reason is that there is not enough training data for the Maximum
Pruning (MP) approach and actually it performed similarly with the MV for the queries.
The MV method is also much faster to compute.
Figure 5.10 shows the performance of all the indices on the PROTEINS for range queries
with different sizes. Here the percentage of the distance computations is shown when using
different indices against the naive solution where the distance of the query is computed with
each window in the database. It demonstrates that the reference net performs better than
the cover tree as expected. Furthermore, the MV-5, which has the same space requirement
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Range 5% 10% 15% 20% 25% 30% 35%
Cover Tree 39.56% 48.46% 59.81% 64.29% 64.31% 64.38% 64.68%
Reference Net 36.97% 38.16% 46.65% 59.30% 59.32% 59.43% 59.88%
Table 5.1: Computation Ratio of RN and CT for Proteins
Figure 5.11: Query Performance for SONGS in DFD Space
as the reference net, performs much worse. Increasing the size of the MV method by a
factor of 10 (MV-50), helps to improve the performance for very small ranges, but when the
range size increases a little bit (becomes 10% of the maximum distance) the performance
of MV-50 becomes similar to the reference net and then becomes worse. Notice that the
maximum distance is 20 and therefore the 10% means a distance of 2.
The Figure 5.11 presents the results for the SONGS dataset and the DFD distance.
Notice that the RN-5 which is the reference net with the constraint that nummax = 5 has
similar performance with the unconstrained reference net. Again the performance is better
than the cover tree and the MV with similar space. The results with the ERP distance is
similar for this dataset.
Figure 5.13 shows the performance for the TRAJ dataset and the ERP distance. In
addition to the percentage of distance computations versus the naive solution, the plot
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Range 0% 9% 18% 27% 36% 45% 55%
Cover Tree 21.95% 41.06% 55.76% 64.31% 66.82% 73.37% 90.81%
Reference Net 11.38% 24.36% 47.17% 60.32% 63.50% 66.54% 76.41%
Table 5.2: Computation Ratio of RN and CT for for Songs
Figure 5.12: Query Performance for SONGS in ERP Space
shows the pairwise distance distribution for this dataset and distance function. In particu-
lar, for each query range, the distribution of the pairs of sequences that have this distance
is presented. It is interesting to note that the performance of the index methods follow the
distribution of the distance values. Furthermore, the cover tree and the reference net have
similar performance since they have similar space and structure. However, they perform
much better than the MV-20 methods which has 10 times more space. The result for the
DFD distance is similar as shown in Figure 5.14.
Overall, the reference net performs better than the cover tree and much better than
the MV approach when they use the same space. Actually, sometimes it performs better
than the MV method even when using 10 time more space than the reference net.
Finally, Figure 5.15 reports some results on the number of unique windows that match
at least one segment of the query for the PROTEINS dataset. Random queries of size
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Figure 5.13: Query Performance for TRAJ in ERP Space
Figure 5.14: Query Performance for TRAJ in DFD Space
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Figure 5.15: Query Results for PROTEINS
similar to the smallest proteins in the dataset are generated and a number of queries
are executed for different values of ǫ. As expected, the number of unique windows in the
database that have a match with the query follows the distribution of the distances. Notice
that the maximum distance is 20 and therefore, when by setting ǫ = 20, the full database
is returned back. A more interesting result is the number of consecutive windows (at least
two consecutive windows) as a percentage of the total number of windows. Clearly, this
number is much smaller than the number of unique single matching windows. Therefore, for
answering the query Type II, the consecutive windows are tested firstly and if it succeed,
there is no need to check any other matching windows that are not consecutive. This
shows that for more interesting query types (II and III), only a small number of candidate
matches need to be checked and the refinement step can perform very efficiently depending
on the dataset and the query.
5.10 Reference Net Conclusions
In this chapter, a novel method for efficient subsequence matching in string and time series
databases is proposed. The key difference of the proposed method from existing approaches
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is that the reference net can work with a variety of distance measures. As shown in the
chapter, the only restrictions that the reference net places on a distance measure is that
the distance should be metric and consistent. Actually, it is important to note that the
pruning method of Section 5.5 only requires consistency, but not metricity. It is shown
that the consistency property is obeyed by most popular distance measures that have been
proposed for sequences, and thus requiring this property is a fairly mild restriction.
In this chapter, a generic metric indexing structure is also proposed, namely hierarchical
reference net, which can be used to further improve the efficiency of the reference net. It is
shown that, compared to alternative indexing methods such as the cover tree and reference-
based indexing, for comparable space costs the reference net is faster than the alternatives.
Overall, the experiments demonstrate the ability of the reference net to be applied to
diverse data and diverse distance measures.
Chapter 6
Edge Sequence Query: LiTe-Graph Engine
6.1 LiTe-Graph Introduction
Graph data is ubiquitous in versatile domains and to efficiently manage and analyze graph
data is an important problem. Recently, graph management engines and analytic platforms
on a single PC became more and more attractive and successful such as: GraphChi [61],
X-Stream [102], TurboGraph [38], GraphQ [123], GridGraph [145] and Venus [17]. Graph
management and computation systems on a single PC received increased attention because
they provide an ideal alternative to the casual users who would like to manage and analyze
graph data with limited resources. Indeed, distributed computing infrastructures set a
significant barrier to casual users, since to own a high-performance cluster is costly and to
use cloud computing on a rented cluster may disclose important sensitive data.
Nevertheless those existing graph management systems are designed for static graphs.
However, many graphs in real-life settings like collaboration, transportation, and commu-
nication network are temporal graphs which evolve over time. For example, a taxi ride
map is a temporal graph where nodes are geographical regions in a city and each taxi ride
forms a directed edge connecting two regions in the city. In this graph, each taxi ride has a
pick-up time and a drop-off time which means each edge in this temporal graph only exists
during a certain time duration. Another example comes from communications application.
For a mobile network, each cell phone is a node and the phone calls are edges between two
phones. In this temporal graph, all the phone calls also last for a certain time duration.
Indeed, all existing systems that are mentioned before (and run on a single PC) cannot be
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easily extended to handle temporal graphs, because they are not optimized to efficiently
store and retrieve temporal graphs. In this thesis, a LiTe-Graph engine is proposed to fill
the gap and LiTe-Graph engine is the first engine to investigate the problem of efficiently
managing temporal graphs on a single PC.
Note that data analytics for temporal graphs is usually time-sensitive. For example,
in the taxi ride map, the importance of a geographical region, which is calculated by
PageRank, varies at different time periods like rush hour and midnight. To get a precise
and meaningful analysis, it is necessary to specify which temporal part of the graph is
considered for calculation. Another example is to investigate the connectivity between
users in a certain time duration according to a mobile network. It can be acquired by
computing weakly or strongly connected components on a certain part of the temporal
graph. Similarly, the connectivity also changes over time. To cope with graph algorithms
for time-sensitive analytics on temporal graphs, the LiTe-Graph engine mainly focus on 3
problems: (1) How to space-efficiently store the temporal graph on a single PC; (2) How
to time-efficiently retrieve the designated part of the temporal graph with some specified
temporal conditions which are called temporal subgraph queries in this thesis and (3) How
to easily apply existing graph analytic algorithms on the temporal subgraphs.
A lightweight engine called LiTe-Graph is proposed in this thesis which is able to
space-efficiently store temporal graphs and time-efficiently query temporal subgraphs on
a single PC. The LiTe-Graph includes a compressed data storage which is able to deal
with large-scale temporal graphs on limited storage. Furthermore, the LiTe-Graph ex-
ecutes efficiently temporal subgraph queries which retrieve parts of the temporal graph
with specified temporal restrictions as query conditions. To efficiently answer temporal
subgraph queries, LiTe-Graph modifies and improves a temporal hashing index which has
very small overhead. Moreover, LiTe-Graph can easily integrate existing graph algorithms
without any modifications to allow for time-sensitive analytics on temporal graphs. The
LiTe-Graph is evaluated using diverse real-world temporal graphs with up to billion-edges
which demonstrates that LiTe-Graph is able to manage large-scale temporal graphs on a
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single PC.
To summarize, LiTe-Graph makes the following contributions:
• Lite-Graph is able to efficiently manage large-scale temporal graphs (up to billion
edges) on a single PC.
• LiTe-Graph is space-efficient and time-efficient (in milliseconds) for temporal sub-
graph queries.
• LiTe-Graph improves temporal hashing for a faster temporal subgraph queries.
• LiTe-Graph is compatible with existing graph algorithms for time-sensitive analytics
on temporal graphs.
• LiTe-Graph is evaluated by many real-world temporal graphs from diverse applica-
tions.
6.2 Temporal Graph And Query
6.2.1 Temporal Graph Model
The major difference between a temporal graph and a static graph is that the nodes and
edges may evolve along with time in a temporal graph.
Let a temporal graph G(t) be a sequence of graph snapshots G(t) =< G1, G2, . . . , Gn >,
where each graph snapshot Gi is a static graph associated with a time stamp ti. Let T
be the series of time stamps for the temporal graph G(t). Then T =< t1, t2, . . . , tn >.
A snapshot can be represented as Gi = (Vi, Ei), where Vi is the vertex set and Ei is the
edge set at the time stamp ti. The node sets and edge sets in different snapshots may be
different.
The LiTe-Graph adopts the set of temporal edges E(t) to represent a temporal graph
rather than using the snapshot sequence. In the set, every temporal edge et includes four
elements: source node u, destination node v, starting time stamp ts and ending time stamp
te, where ts ∈ T and te ∈ T . Indeed, ts is to represent the snapshot in which an edge from
u to v begins to appear and te is to represent the snapshot in which the edge stops to
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Figure 6.1: Temporal Graph and Temporal Edges
appear. Therefore, it is known that ts ≤ te. Moreover, since each temporal edge lasts for
a certain time duration, let’s denote l as life span of a temporal edge, where l = te − ts. A
temporal edge list E(t) can fully represent a temporal graph, as follows:
Definition 12. G(t) ≡ E(t) = < et1, e
t
2, . . . , e
t
n >, where ∀ e
t
i = (ui, vi, t
s
i , t
e
i ) is a temporal
edge.
According to the temporal graph definition, a temporal graph is a sequence of graph
snapshots. Also, each graph snapshot is a static graph which can be represented as an edge
list. Therefore, a temporal edge set is able to include all information in a temporal graph.
Notice that, two edges may connect the same pair of source node and destination node
but with different starting time stamps and ending time stamps which makes a temporal
graph to become a multi-graph in general.
Figure 6.1 shows an example of a temporal graph in snapshot sequence and the temporal
edge set representation. The upper part shows the snapshot sequence of the temporal graph
and the lower part shows the temporal edge set of the temporal graph. Clearly, 4 temporal
edges are able to represent a temporal graph with 8 snapshots.
Note that, two edge sets Ei and Ei+1 in two consecutive snapshots may have a certain
overlap (the temporal graph changes gradually or at least not dramatically). Hence, the set
of temporal edges is a more space-efficient representation compared to other existing storage
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representations: the snapshot sequence, edge bitmap, and snapshot-delta combination. The
reason why temporal edge set is more compact is illustrated in Section 6.3 and empirically
demonstrate the space-efficiency for the real-world graphs in Section 6.8.2.1.
6.2.2 Temporal Subgraph Query
The LiTe-Graph engine is to support time-sensitive analytics on temporal graphs. There-
fore, in this section, the temporal subgraph and the temporal subgraph query problem are
formally defined first.
As described above, a temporal graph is a sequence of graph snapshots denoted as G(t)
= < G1, G2, . . . , Gn >. Therefore, a temporal subgraph is a subgraph of the union of all
snapshots denoted as Gsub(t) ⊂ ∪
n
i=1Gi. Since LiTe-Graph uses the temporal edge set to
represent a temporal graph, LiTe-Graph also uses the temporal edge set to describe the
temporal subgraph as follows:
Definition 13. Gsub(t) ≡ Esub(t) = { e
t
i = (ui, vi, t
s
i , t
e
i ) | t
s
i ⊘s tx and t
e
i ⊘e ty }, where
⊘s and ⊘e are relation symbols such as: <, ≤, >, ≥, while tx and ty are the end points.
The temporal edges in a temporal subgraph should satisfy certain temporal restrictions.
In the above definition, a set of tokens is used to define the temporal restrictions. The set
of tokens includes: ⊘s, ⊘e, tx and ty. The tokens ⊘s and tx restrict when the temporal
edges should begin to appear, while the tokens ⊘e and ty restrict when the temporal edges
should stop to appear. Notice that, ⊘s and ⊘e are independent which means ⊘s and ⊘e
could be different. Similarly, tx and ty are also independent which means tx may be larger,
smaller or equal to ty.
Here, the temporal subgraph query problem is defined as:
For a given set of tokens ⊘s, ⊘e, tx and ty,
retrieve all temporal edges et(u, v, ts, te) ∈ E(t)
satisfying the temporal restrictions as ts ⊘s tx and t
e ⊘e ty
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Figure 6.2: Two Examples of Temporal Subgraphs
In Figure 6.2, two examples of temporal subgraphs are shown which are called covering
subgraph and persisting subgraph. In covering subgraph, ⊘s is≥ and ⊘e is ≤. The covering
subgraph includes the temporal edges which start to appear and also stop to appear during
the given time range [tx, ty]. This kind of temporal subgraph is useful in finding temporal
shortest paths during a time range because all edges should be able to start and end inside
the time range. In Figure 6.2, when tx is 0 and ty is 9, the covering subgraph includes all
temporal edges e1, e2, e3 and e4. Whereas, in persisting subgraph, ⊘s is ≤ and ⊘e is ≥. In
contrast to covering subgraph, the persisting subgraph includes the temporal edges which
have to be active during the given time range [tx, ty] in the temporal graph. This kind of
temporal subgraph is used to find stable parts of a temporal graph. In Figure 6.2, when
tx is 4 and ty is 5, the persisting subgraph includes all 4 temporal edges.
The notations used in this chapter are summarized in Table 6.1. Some notations are
defined in Section 6.4 when the temporal hashing index is introduced for the temporal
subgraph query problem.
6.3 Storage Representation
The LiTe-Graph utilizes the temporal edge set as the storage format to represent a tem-
poral graph. Compared to other existing temporal graph storage representations such as:
snapshot sequence [100], snapshot-delta combination [35, 51], edge bitmap [35] and node-
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E(t) Temporal graph in temporal edge set
Esub(t) Temporal subgraph in temporal edge set
T Series of time stamps
e(u, v, ts, te) A temporal edge
l = te − ts Life span of a temporal edge
⊘s, ⊘e Relation operators such as <, > and etc.
tx, ty Thresholds for query conditions
n Number of edges
B Bucket size
f(·) Hashing function
bi ith bucket for hashing table
r redundancy ratio
Table 6.1: Lite-Graph Notation Summarization
centric edge shard [61], the temporal edge set is more space-efficient and more suitable for
single-machine platform designs.
Although the snapshot sequence [100] is the most straightforward way to represent a
temporal graph, because consecutive graph snapshots may have a considerable percentage
of overlaps, the snapshot sequence incurs a lot of redundant information.
The snapshot-delta combination is a compact format to store a temporal graph [35, 51].
In snapshot-delta combination, only sampled snapshots are kept and between the snapshots
the changing logs or deltas are maintained. However, the snapshot-delta combination is
useful for querying on single snapshot; however to execute graph algorithms on a part of
the temporal graph, a large set of operations on a series of snapshots may be needed which
increases the time overhead significantly.
To facilitate using existing graph algorithms on temporal graphs, edge bitmap [35] has
been proposed but it is not space-efficient because edge bitmap is typically sparse and
moreover the temporal graph may be a multi-graph, in which case, the edge bitmap does
not work. The node-centric edge shard [61] has the same issue as edge bitmap.
Therefore, the use of temporal edge set as a temporal graph representation is the most
space-efficient, which is important for a single-machine system. All the above tempo-
ral graph storage formats are empirically compared by using real-world temporal graph
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datasets in Section 6.8.2.1.
6.4 Index on Temporal Edges
6.4.1 Temporal Indices
There has already been many temporal indices propose for temporal databases in the past
such as, segment tree, interval tree, multi-version b-tree (MVBT) [7], snapshot index [119]
and temporal hashing [54], to name a few. An excellent survey on the generic temporal
indices can be referred to [104]. The comparison of query types and index sizes of the
most important existing temporal indices is shown in Table 6.2.
However, none of those existing temporal indices can perfectly fit the temporal subgraph
query problem defined above. The segment tree can find the segments which intersect a
given query point and the interval tree is to query the segments which overlap with a
given interval. Whereas, the snapshot index is to query single snapshot and the multi-
version b-tree is to query consecutive snapshots. Also, DeltaGraph [51] allows to query for
single and consecutive graph snapshots. Finally, temporal hashing can execute efficiently
a membership query with a temporal predicate which returns whether an object o was
appear at time t or not. The query type of temporal hashing is closer to the temporal
subgraph query than other indices. The modified temporal hashing index can be suitable
for the temporal subgraph query problems. More importantly, temporal hashing index has
the smallest index space size compared to others (smaller than segment tree and interval
tree, same as MVBT and snapshot index). In Table 6.2, n is number of changes in a
temporal database which is number of temporal edges in temporal graphs and B is bucket
size in the indices.
Next, the modified temporal hashing index and querying algorithms to execute the
temporal subgraph queries are illustrated. Moreover, by taking advantage of the char-
acteristics of temporal graphs, the temporal hashing index is further improved for the
temporal subgraph query problems.
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Index Query Type Size
Segment Tree Point Overlap O(n log(n))
Interval Tree Interval Overlap O(n)
Snapshot Index Single Snapshot O(n/B)
MVBT Consecutive Snapshots O(n/B)
Temporal Hashing Membership O(n/B)
Table 6.2: Temporal Index Comparison
6.4.2 Index on Temporal Edges
For a temporal edge et = (u, v, ts, te), let the starting time stamp ts be the input of the
hashing function. The hashing value indicates the bucket in the hash table where the
temporal edge et should be stored. Let the bucket bi be the bucket where e
t is stored and
let the hashing function be f . Then the relationship between hashing buckets and temporal
edges can be represented as:
et(u, v, ts, te) ∈ bi ⇔ i = f(t
s) (6.1)
Actually, different hashing functions may affect the query performance. The LiTe-
Graph engine uses divide and floor to hash the temporal edges. The idea is that it could
benefit the temporal subgraph query if the temporal edges with similar starting times are
more likely to be in the same bucket. Specifically, denote a parameter B as the bucket size
and the hashing function is described as:
i = f(ts) = ⌊ts/B⌋ (6.2)
The space complexity of the temporal hashing index for temporal edges is O(n/B)
which is the same as the generic temporal hashing index on temporal databases. The
temporal hashing index size can be very small compared to the temporal graph. In the
real-world temporal graphs with 1 billion edges, the actual graph data requires around 16
GB space to store while the index structure can only take around 100 KB space.
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Algorithm 7: Temporal Subgraph Query
Data: E(t) = < et1, e
t
2, . . . , e
t
n >
Query: ⊘s, ⊘e, tx and ty
Result: et, where ts ⊘s tx and t
e ⊘e ty
1 Initial temporal edge set E = ∅;
2 Initial buckets bs = b0, be = bn;
3 if ⊘s includes ‘<’ then be ⇐ e = f(tx) ;
4 else bs ⇐ s = f(tx) ;
5 if ⊘e includes ‘<’ then be ⇐ e = min(f(ty), e);
6 foreach et ∈ bi ∈ [bs, be] do
7 if ts ⊘s tx & t
e ⊘e ty then add e
t to E;
8 Return temporal edge set E;
Algorithm 7 illustrates how to use temporal hashing to answer temporal subgraph
queries. Recall that, in the temporal subgraph query problem, the data input is the
temporal edge set E(t). The query token includes two relation operators ⊘s and ⊘e and
two time stamp end points tx and ty. The query output is a set of temporal edges Esub(t)
which is the subset of the temporal edge set E(t) in a temporal graph as Esub(t) ⊆ E(t).
Notice that, the Algorithm 7 assumes the relation operators ⊘s and ⊘e are chosen from
<, ≤, > and ≥.
Let < b0, b1, ·, bn > be the temporal hashing index for the temporal graph, where each
bi is a bucket with B temporal edges. Algorithm 7 uses two buckets bs and be to denote
the starting bucket and the ending bucket. The searching space is from bs to be. Based
on the hashing function defined above, it guarantees that all the results have to be inside
the buckets from bs to be. For each bucket through bs to be, the temporal edges should be
sequentially checked to determine whether a temporal edge satisfy the query condition or
not.
However, according to the Algorithm 7, it is clear that, in the worst case, either the
starting bucket bs may be the first bucket b0 or the ending bucket be may be the last bucket
bn which makes the searching space very large. In the next section, the temporal hashing
index is further improved to shrink the searching space to a constant number of buckets.
Note that, because the index is very small, is kept in main memory and is very efficient to
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search.
6.4.3 Improved Index on Temporal Edges
In temporal graphs, each temporal edge et(u, v, ts, te) has its life span as l = te − ts.
Different temporal edges may have different life spans. When the life spans of temporal
edges are unbounded, the temporal hashing index for temporal subgraph query problem
suffers unbounded searching space. So in the worst case, the Algorithm 7 may start from
the first bucket b0 or end at the last bucket bn.
In this section, a redundant temporal hashing index is proposed to create the temporal
edge mirrors in multiple buckets. This design introduces a certain redundancy in the hash-
ing table but it dramatically shrinks the searching space. Next, the redundant temporal
hashing index and the analysis of redundancy are illustrated in details.
6.4.3.1 Redundant Hashing
Different from the original temporal hashing index defined above, the redundant temporal
hashing index maintains temporal edge mirrors in multiple buckets. For a temporal edge
et, both the starting time stamp ts and the ending time stamp te are used for hashing. The
temporal edge may be stored in multiple buckets as follows:
et(u, v, ts, te) ∈ bi ⇔ i ∈ [f(t
s), f(te)] (6.3)
The hashing function is the same as shown in Equation (2). Therefore, each temporal
edge et has no more than p extra mirrors in multiple buckets, where p is:
p = ⌊(te − ts)/B⌋+ 1 ≤ l/B + 1 (6.4)
By using the redundant temporal hashing index, the Algorithm 8 can achieve a much
smaller searching space.
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According to Algorithm 8, the searching space only spans 3 buckets at most: bs, bm
and bc which means only the temporal edges in those 3 buckets need to be sequentially
checked. Although the temporal edge candidates are still in the range from the bucket bs to
the bucket be, all temporal edges from those buckets can be directly included as candidates.
The candidates can be pruned by checking the buckets bs, bm and bc only.
Algorithm 8: Improved Temporal Subgraph Query
Data: E(t) = < et1, e
t
2, . . . , e
t
n >
Query: ⊘s, ⊘e, tx and ty
Result: et, where ts ⊘s tx and t
e ⊘e ty
1 Initial temporal edge set E = ∅;
2 Initial buckets bs = b0, be = bn, bm = bn;
3 if ⊘s includes ‘<’ then be ⇐ e = f(tx) ;
4 else bs ⇐ s = f(tx) ;
5 bm ⇐ m = min(f(ty), e);
6 foreach et ∈ bi ∈ (bs, bm) do
7 add et to E
8 foreach et ∈ bs ∪ bm do
9 if ts ⊘s tx & t
e ⊘e ty then add e
t to E;
10 bc ⇐ c = f(ty);
11 if ⊘e includes ‘<’ then
12 foreach et ∈ bc do
13 if ¬ te ⊘e ty & e
t ∈ E then remove et From E;
14 else
15 foreach et ∈ bc do
16 if te ⊘e ty & et ∈ E then retain et From E;
17 Remove other et From E;
18 foreach et ∈ bi ∈ (bm, be] do
19 add et to E
20 Return temporal edge set E;
The intuition to shrink the space is that for a temporal edge et(u, v, ts, te), to satisfy
the query condition ts⊘s tx, firstly the candidates can be located by identifying the target
buckets. Since the temporal hashing index is arranged based on the starting time stamp
ts, when the candidates are located, at most 2 buckets (the first and the last) need to
be checked one temporal edge by one temporal edge. For other buckets in between, all
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temporal edges can be included as candidates. While to satisfy the query condition te⊘e ty,
the edge has to be either in or not in the bucket bi, where i = f(ty). Therefore, there is no
need to check all candidates one by one in the redundant temporal hashing index. Instead,
only to check the candidates in 3 buckets is enough to achieve the exact solution.
Compared to the original temporal hashing index on temporal graphs, the size of re-
dundant temporal hashing index is O(r∗n/B), where r ≥ 1 is the redundancy ratio. In the
next section, the redundancy analysis for redundant temporal hashing index is provided.
6.4.3.2 Redundancy Analysis
In this section, the redundancy analysis is presented for the redundant temporal hashing
index. First, let l be the life span of a temporal edge et(u, v, ts, te), where l = te − ts.
Also let B be the size of bucket in the hashing table. Hence, according to Equation (3),
there are no more than l/B+2 buckets which maintain the temporal edge et. Let r be the
redundancy ratio for the redundant temporal hashing index. Indeed the redundancy ratio
is pretty small which keeps a tiny index overhead
In many real-world temporal graphs, the life spans of temporal edges are usually
bounded. In the worst case, the life span cannot exceed the whole time length of the tem-
poral graph. Furthermore, according to the observations on real-world temporal graphs
from different domains, like transportation and communication, the life spans of temporal
edges are much smaller than the time length of the temporal graph. For example, the
flight data from commercial airlines may be collected for several decades, but the single
flight duration will not exceed 17 hours. The observations about life spans of temporal
edges from the real-world temporal graphs are shown in Section 6.7.2. Since there exists
an upper-bound for life spans, then the redundancy ratio for redundant temporal hashing
should be bounded.
Not only the life spans are bounded, but also in many cases the life spans obey power-
low distribution [83]. The Section 6.7.2 shows the distribution of life spans for the real-
world temporal graphs. In LiTe-Graph engine, the truncated Pareto distribution is used to
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describe the life span distribution which is a typical power-low distribution. The probability
density function is described as:
fX(x) =


αµαx−(α+1) µ ≤ x ≤ n,
0 x < µ or x > n.
(6.5)
By using the cumulative distribution function for the truncated Pareto distribution,
the original temporal hashing index requires the size as:
FX(n) = 1−
(µ
n
)α
for x : µ→ n (6.6)
To get the redundancy ratio r as a function of the shape parameter α from the truncated
Pareto distribution, the bucket size B and the truncated offset n, let µ be 1 and n be mB.
Then the life spans of temporal edges are normalized to the range of [1,mB]. Since if
the length of life span exceed B, it will have multiple mirrors. When a temporal edge
with life span in the range of [(k − 1)B + 1, kB], there are no more than k + 1 mirrors in
the redundant temporal hashing index. Then the cumulative distribution function for the
redundant temporal hashing index is:
F ′X(n) =
m∑
k=1
∫ kB
(k−1)B+1
(k + 1)αx−(α+1) dx
= B−α
m∑
k=1
(k + 1)[(k − 1 + 1/B)−α − k−α]
(6.7)
According to the Equation (6) and Equation (7), the redundancy ratio r can be calcu-
lated as:
r = F ′X(n)/FX (n) (6.8)
Actually, for different given shape parameter α, bucket size B and truncated offset n,
the redundancy ratio r is roughly around 2 which means the redundant temporal hashing
index only cost twice size of the original temporal hashing index. Due to the power-law
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distribution of life spans for temporal edges, the redundant temporal hashing index still
keeps a tiny size but is able to shrink a lot of searching space during the temporal subgraph
query problem. The space complexity of redundant temporal hashing index is still O(n/B).
The searching space is reduced from e− s buckets in the original temporal hashing index
to 3 buckets in the redundant temporal hashing index.
6.5 Time-Sensitive Analytics
This section, presents how LiTe-Graph works with existing graph algorithms by using two
examples: PageRank [91] and temporal shortest path finding [125]. Also the ideas of
collaborating with other graph algorithms are described briefly.
6.5.1 PageRank
In LiTe-Graph, the temporal subgraph query returns a set of temporal edges denoted
as Esub(t) =< e
t
1, e
t
2, · · · , e
t
n >. To run PageRank algorithms on a set of temporal edges,
there should be one sequential scan for the temporal edges to extract nodes in the temporal
subgraph as Vsub(t) =< n1, n2, · · · , nm >. Then, for each iteration in PageRank, a scan
can update the values for all nodes in the temporal subgraph. Namely, for each temporal
edge et(u, v, ts, te), the value of node v is updated based on the value of node u.
The edge-centric paralleled algorithm for PageRank, such as in X-Stream [102] can be
directly used in the LiTe-Graph engine, when the set of temporal edges are extracted as
a temporal subgraph. By combining the edge-centric PageRank algorithm with temporal
subgraph queries, LiTe-Graph is able to efficiently execute time-sensitive PageRank with
temporal restrictions. For example, LiTe-Graph is able to answer the following analytic
request: in an autonomous system, get PageRank for all routers whose edges have stable
connections during a specified time period. The above request can be answered as a two-
stage process: conducting temporal subgraph query (persisting subgraph) on a temporal
autonomous system; executing PageRank on the temporal subgraph (persisting subgraph).
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6.5.2 Temporal Shortest Path Finding
The LiTe-Graph can use another graph algorithm called temporal shortest path finding
(with earliest arrival time) which is designed for temporal graph analytics [125, 15]. How-
ever, different from the PageRank algorithm which does not need any modification for
LiTe-Graph, the algorithm for finding temporal shortest path needs a slight modification
to fit the LiTe-Graph.
Wu et al. [125], proposed a one-pass algorithm for computing the temporal shortest
paths. However, in LiTe-Graph, the temporal edges in the temporal subgraph are not
fully ordered by the starting time. Therefore, directly applying the one-pass algorithm on
LiTe-Graph may not generate the correct results. There are two options to modify the
algorithm for LiTe-Graph: re-order the temporal edges or conduct multiple scans. Clearly,
to re-order the temporal edges is quite time consuming which takes at least O(n log n)
time. However, to conduct multiple scans is much more efficient. Moreover, the multiple
scans can be also paralleled executed. The terminating condition of multiple scans is based
on whether there is any value being updated in the last scan. If there exists any update
in the last pass, the algorithm should take another scan. Otherwise, the algorithm ceases.
Although the multi-scan algorithm takes O(kn) time, where k is number of revisitings, the
multi-scan algorithm can converge and number of iterations for the convergence is bounded
which means k is bounded.
The multi-scan algorithm converges because for each scan, the earliest arrival time for
every node monotonically decreases. When there is no update, all the current earliest
arrival time is minimal. The number of revisitings is bounded by the graph diameter.
Indeed, number of scans cannot be larger than the maximal number of hops for all temporal
paths with earliest arrival time which is the diameter of the temporal graph. Notice that
the diameters of real-world graphs are usually small and specifically the diameters often
shrink over time [66] especially in “small world” graphs. The experiments empirically show
that the number of revisitings is relative small for the multiple scans on real-world temporal
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graphs.
The time-sensitive temporal shortest path finding returns the temporal shortest paths
in a specified temporal subgraph. For example, in the flight route temporal graph, get
the earliest arrival time for the destination city from a departure city during a specified
time period. The flights are temporal edges whose whole life spans have to be inside the
designated time period (covering subgraph).
6.5.3 Other Algorithms
There are many other existing graph algorithms to analyze graphs such as: weakly con-
nected components, strongly connected components, conductance and triangle counting,
to name a few. Indeed, all those graph algorithms work well in edge-centric workflow
framework which has already been demonstrated in X-Stream [102].
Therefore, all those graph algorithms can be perfectly collaborated with LiTe-Graph to
conduct time-sensitive analytics. Similar to PageRank in Section 6.5.1, LiTe-Graph takes
two stages for those graph algorithms: First, one scan on temporal edges in the temporal
subgraph to merge the temporal edges and retrieve the temporal nodes; Second, execute
edge-centric algorithms for the time-sensitive analytics on temporal edges.
6.6 System Overview
The LiTe-Graph engine is composed by three parts: temporal edge storage, temporal index
on temporal edges and graph analytic algorithms. There are two inputs for the LiTe-Graph:
temporal subgraph query tokens and graph algorithm arguments. The output of the LiTe-
Graph is the time-sensitive analytics on a temporal graph.
To create the LiTe-Graph on a temporal graph, extracting temporal edges and building
temporal index are two major tasks. For a real-world temporal graph, the temporal edges
may or may not be organized naturally. To extract the temporal edges is the first step.
Then the temporal hashing index is built on top of the temporal edges. The temporal
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edges are stored on disks in the binary format, while the temporal index is resided in main
memory. LiTe-Graph pre-maps the temporal edges into the cache for the time-sensitive
analytics. Based on the memory size, the hit rate of cache varies.
In LiTe-Graph, the temporal index on temporal edges can be efficiently built in a few
milliseconds. Although the size of the original real-world temporal graphs (in snapshot
sequence) may be up to terabytes. Since the temporal edge representation is much more
compact. The temporal edge storage costs no more than 32 gigabytes for up to 1 billion
edges for a temporal graph which can be fit for the cache of single commodity computers.
The size of temporal index is very tiny compared to the temporal graphs. Usually the size
of index is no more than hundreds KB which can be definitely fit into the memory.
When conducting time-sensitive analytics on a temporal graph, first, the LiTe-Graph
executes a temporal subgraph query according to the temporal index on temporal edges.
The outputs of the temporal subgraph query is a set of temporal edges which satisfy the
query tokens. After that, the paralleled graph algorithms are applied on the temporal
subgraph and the result is the time-sensitive analytics.
In the LiTe-Graph, there is only one system parameter which is the bucket size for the
temporal index. This parameter affects the size of index and the query performance which
is shown in the evaluations. The experiments demonstrate that LiTe-Graph works very well
on single PC and support temporal subgraph queries in milliseconds. For time-sensitive
analytics, the temporal shortest path finding as the example is used to show LiTe-Graph is
good in collaborating with multi-threading graph algorithms. It shows that LiTe-Graph is
an efficient solution on single PC for managing and analyzing real-world temporal graphs.
The architecture of LiTe-Graph is shown in Figure 6.3.
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Figure 6.3: LiTe-Graph Architecture
6.7 Real-World Temporal Graphs
6.7.1 Temporal Graph Extraction
The experiments evaluate the LiTe-Graph engine using 5 large-scale real-world temporal
graphs from different domains including network flow of Yahoo!(NF) [128], taxi rides of
New York City (TA) [117], U.S. domestic flight history (FL) [101], cell phone calls in
Senegal (CP) [24] and autonomous system topology from UCLA (AS) [139]. Table 6.3
summarizes above 5 real-world temporal graph datasets.
In NF graph, nodes are machines and each directed edge represents a packet transfer
between two machines. Each edge is active from the sending time to receiving time. There
are totally 1.5 billion edges spanning more than 0.1 billion time stamps in NF graph. In
TA graph, each geographical area is a node and each taxi ride is a directed edge which is
active between pick up time and drop off time. Similarly, in FL graph, airports are nodes
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Table 6.3: LiTe-Graph Datasets Summary
# Nodes # Edges # Time stamps
NF 76,349,468 1,537,561,393 112,567,942
TA 2,609,061 809,514,169 146,445,438
CP 1,614 204,617,483 729
FL 347 120,947,439 9,876,397
AS 61,356 5,428,111 5,262
and flights are directed edges. Each edge has a departure time and an arrival time. The
above temporal graphs have natural temporal edges which are package transfers, taxi rides
and flights respectively.
Whereas, the temporal graphs CP and AS are organized in snapshot sequences. The
nodes in CP are cell phone sites. For every 12 hours, if there exists any connection between
two sites in that period, there is an edge connecting those two sites in that snapshot.
Similarly, the nodes in AS are autonomous systems and the edges are daily defined which
means if there exists any connection between two autonomous systems in one day, there is
an edge between two autonomous systems in that daily snapshot. The temporal edges are
extracted by continuous checking the overlaps between consecutive snapshots.
6.7.2 Life Span Distribution
As illustrated in Section 6.4.3.2, the redundancy ratio of the temporal hashing index de-
pends on the life span distribution of temporal edges. In this section, the life spans of
temporal edges in real-world temporal graphs are empirically demonstrated to be bounded
and the distribution of life spans follows power-law distribution. The empirical life span dis-
tribution of temporal edges supports that the redundancy ratio of the redundant temporal
hashing index is very small which is merely around 2.
In FL graph, the flight data spans over 22 years but even the longest U.S domestic
flight cannot last more than 12 hours which is from New York (JFK) to Honolulu (HNL)
with 11.6 hours. So the longest life span of temporal edges does not exceed 0.01% of total
time period for the whole temporal graph. The TA graph includes 5.5-year taxi trips in one
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(a) FL (b) TA (c) NF
Figure 6.4: Edge Life Span Distribution
(a) AS (b) CP
Figure 6.5: Edge Life Span Distribution Cont.
city, but a regular taxi ride is within one day. The NF graph records network flow for 1.5
days, while the single package transfers usually last no more than one minute. Similarly,
the temporal edges in CP and AS also have certain upper-bounds which are rather small
compared to the whole time period of the temporal graphs. Above statistics show that for
those real-world temporal graphs, the life spans of temporal edges are bounded and are
relatively small.
Not only the life spans of temporal edges have upper-bounds, but also the life spans
follows power-law distribution as shown in Figure 6.4. Most temporal edges have relative
small life spans. When the length of life span increases, number of temporal edges decreases
exponentially. The average life span of temporal edges in FL graph is around 2− 3 hours
which means the average non-stop U.S domestic flight duration is around 2 − 3 hours.
While the average life span of temporal edges in TA graph is around 12 minutes which
means the average time duration of taxi rides is around 12 minutes.
Also, Figure 6.4 shows that the real-world temporal graphs have power-law distribu-
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tions on life spans of temporal edges. The life span distribution in FL and TA graph
follows double Pareto lognomral distribution which combines the power-law distribution
and lognormal distribution [99, 107, 83]. The life span of temporal edges for NF graph, CP
graph and AS graph fit for the traditional Pareto distribution which is a typical power-law
probability distribution. Since the double Pareto lognomral distribution has the character-
istics of the Pareto distribution especially when the life spans increase and the distribution
is truncated at the upper-bounds of life spans, in Section 6.4.3.2, the truncated Pareto
distribution is used for the redundancy analysis.
6.8 Evaluation
6.8.1 Experimental Settings
The LiTe-Graph is written in C++. All experiments are conducted on a single commodity
machine against five real-world temporal graphs aforementioned. The CPU is 2.9GHz and
the memory is DDR3 1600MHz in 32GB. The hard disk is a 4TB drive with 7200 rpms.
The market price of 32GB DDR3 1600MHz memory is around $300 and 4TB hard drive
with 7200 rpms costs no more than $200 which are definitely affordable for casual users.
The operating system is 64-bit Scientific Linux 6.
6.8.2 Experiments
6.8.2.1 Storage Space Comparison
In Section 6.3, four existing structures are introduced which can store and manage temporal
graph data: snapshot sequence, snapshot-delta combination, edge bitmap and node-centric
edge shard. Among these representations for temporal graphs, the node-centric edge shard
has the same size of edge bitmap and all of these representations are too expensive to fit
for single commodity computers. That is the reason why the systems using those represen-
tations are on the distributed infrastructures. The temporal edge storage representation in
LiTe-Graph is much smaller than those representations and is suitable for single commodity
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Figure 6.6: Temporal Graph Storage Space Comparison
computers.
In Figure 6.6, denote SS as the snapshot sequence and EB as the edge bitmap. For
the snapshot-delta combination, since there exists a parameter to control the frequency
of materialized snapshots. Denote DSD to represent the dense snapshot-delta combina-
tion which means the snapshots are materialized frequently (more snapshots, less deltas)
and SSD to represent the sparse snapshot-delta combination in which the snapshots are
materialized infrequently (less snapshots, more deltas).
Figure 6.6 shows the comparison of different temporal graph storage representations in
logarithmic scale for the 5 real-world temporal graphs. The storage space of LiTe-Graph
which is the set of temporal edges is normalized to 1 which is the most efficient method
to store the temporal graph. As shown in Figure 6.6, snapshot sequence, edge bitmap and
dense snapshot-delta combination are not feasible for single commodity computers. Sparse
snapshot-delta combination is the only possible option but it may still cost 10 times of the
space of the set of temporal edges.
SS is not space-efficient, because the life spans of temporal edges are usually not 0. EB
is inefficient when there are a tremendous amount of time stamps in the temporal graphs.
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Figure 6.7: Covering Subgraph Query Time Comparison
Also, it costs much more for EB when in temporal graphs two nodes may be connected
by more than one edge at the same time stamp (multi-graph) which often happens in the
real-world temporal graphs. For example, in the flight graph, there may be two flights
departing from the same airport with different departure time and arriving at the same
airport with different arrival time, while there may exist time overlaps for two flights which
means at some time point, both two flights are active in the graph. DSD and SSD are
better than SS because they compress some redundant information in SS, but still they
cost much more than the set of temporal edges.
6.8.2.2 Temporal Subgraph Query
In this section, the performance of temporal subgraph query is investigated. According
to the Section 6.8.2.1, SS, EB and DSD are not feasible to store the real-world temporal
graphs used in the experiments. In this section, the LiTe-Graph is compared with sparse
snapshot-delta combination called SSD as in in Chronos [35], edge stream without temporal
index called ES as in X-Stream [102] and node-centric organization called NC as in
GraphChi [61]
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Figure 6.8: Persisting Subgraph Query Time Comparison
Figure 6.7 illustrates that for the covering subgraph query problem (one example of
temporal subgraph query), the LiTe-Graph can be 1 to 2 orders of magnitude faster than
ES for all real-world temporal graphs and at least 3 orders faster than NC while the SSD
is the worst among all methods. Because SSD is designed for storing and retrieving single
snapshot rather than temporal subgraphs. While NC focuses on nodes’ neighborhoods
which cannot be efficient for the queries on time predicates. ES shows that the temporal
index can benefit the temporal subgraph queries a lot. Figure 6.8 shows the performance
for the persisting subgraph query ( another example of temporal subgraph query) which
has the similar results with covering subgraph query.
In Figure 6.9 and Figure 6.10, the performance affected by different query ranges and
query positions are shown respectively. In the temporal subgraph query problems, the
query token includes 4 elements: ⊘s, ⊘e, tx and ty. Denote |tx−ty| as the query ranges and
tx as the query position. Since even the same pair of ⊘s and ⊘e in the temporal subgraph
query, different query ranges and query positions still have different query performances.
The experiments are conducted on the largest temporal graph, NF graph, to demon-
strate that LiTe-Graph can handle queries on billion-edge graphs efficiently by using two
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Figure 6.9: Temporal Subgraph Query vs Query Ranges
kinds of temporal subgraphs: covering subgraph and persisting subgraph to show query
performances. In Figure 6.9, the query range spans from 150M edges to 1B edges and the
query start position does not change. While in Figure 6.10, the query range is fixed to
150M edges but the query start position shifts.
When testing the effects on query ranges, time for querying covering subgraph increases
linearly when the query range increases, however, persisting subgraph are not sensitive to
the query range. This is because the relation operators ⊘s and ⊘e are different. However,
for 1B edges query, the temporal subgraph query can still finish in 80ms.
When testing the effects on query positions, the query time of covering subgraph does
not change but the query time of persisting subgraph changes. The query time will not
keep increasing all the way because there exists an upper-bound for life spans of temporal
edges. All in all, the temporal subgraph query will not be affected a lot when the query
positions shift.
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Figure 6.10: Temporal Subgraph Query vs Starting Positions
6.8.2.3 Time-Sensitive Analytics
This section shows the time-sensitive analytics by using the temporal shortest path finding
algorithm as the example. In Section 6.5.2, to collaborate with LiTe-Graph, the temporal
shortest path finding algorithm have to be modified to multiple scans. While for other
graph algorithms, there is no need to make any modification. In multiple scans there are
two major issues about the time-sensitive analytics: how many revisitings in multiple scans;
how the paralleled algorithm works on LiTe-Graph. In this section, LiTe-Graph applies the
temporal shortest path finding on the real-world temporal graphs to evaluate the number
of revisitings and paralleled algorithm performance.
In Section 6.5.2, it has been proved that number of revisitings is bounded by the graph
diameter and in small-world networks, the diameter is usually very small. In Figure 6.11,
the average number of revisitings for different real-world temporal graphs is shown when
using different number of threads. In Figure 6.11, the temporal subgraph is fixed. Since
number of revisitings varies by different source nodes. The experiments randomly sample
several nodes to calculate the average number of revisitings for each dataset. Clearly,
when number of threads increases, number of revisitings increases. Because when number
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Figure 6.11: Revisitings with Different Datasets for LiTe-Graph
of threads increases, there are more concurrency conflicts. Because lock-free multi-thread
algorithm is used for temporal shortest path finding, the conflicts may increase number of
iterations to converge. Notice that, even if there may exist conflicts in the multi-thread
execution, the number of revisitings is still bounded by the graph diameter. In Figure 6.11,
number of revisitings is no more than 7 for every dataset which means the multiple scans
is very efficient.
In Figure 6.12, the average number of revisitings for different sizes of temporal sub-
graphs is shown when using different number of threads. In this figure, the network flow
data is used and nodes are randomly sampled as sources. It can be seen that, the number
of revisitings is not sensitive to the size of temporal subgraphs which means when the
temporal subgraphs have certain sizes, the diameter is relatively stable.
Figure 6.13 shows the performance gain for multi-threading computation. Since for
different temporal subgraphs, the computation time is different, the computation time
is normalized and the single thread computing time is set as 100%. It is obvious that
although more threads may generate more number of revisitings, the overall computation
is still reduced. Therefore the multi-threading computation still has the performance gain
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Figure 6.12: Revisitings with Multi-threads for LiTe-Graph
in time-sensitive analytics.
6.8.2.4 Parameter Effects
In LiTe-Graph, bucket size is the parameter of the temporal hashing index which is also
the only system parameter. This parameter should not be either too large or too small
because if for each bucket, there are very few temporal edges inside, then not only the
size of index become very large which increases the query time, but also the pruning ratio
cannot gain enough in each bucket. If for each bucket, there are a lot of edges inside, then
number of sequential scans may increase along with the bucket size. Actually there exists
an optimal value for bucket size to minimize the query time for each dataset.
Since every dataset has its own optimal value for the bucket size, in Figure 6.14, the
flight dataset is used as an example to show the effects of number of buckets. The dataset
include 120 million edges. The number of buckets is changed from 0.1K to 10M in the
experiments which means each bucket includes number of temporal edges from 1200K to
12. The covering subgraph query time is also reported for different number of buckets. Al-
though the query time varies when the query range changes, there exists optimal numbers,
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Figure 6.13: LiTe-Graph Performance with Multi-threads
from 5K to 10K, of buckets to get the best performance on the query.
Figure 6.15 shows the sizes of temporal index structures and the index building time
under different numbers of buckets. The figure shows that the size of the index and the
building time increase linearly when the number of buckets increases. Also the size of the
index is small enough to fit in main memory when the number of buckets is optimized. For
number of buckets that ranges from 5K to 10K, the size of bucket index is around 100KB.
Building the index is also very efficient which only takes 10 milliseconds. Once the index
is generated, LiTe-Graph keeps the lightweight index in memory for answering temporal
subgraph queries.
6.8.2.5 Cache Hit Rate
When LiTe-Graph executes temporal subgraph queries, it pre-maps the temporal edges
into the cache. The temporal subgraph query algorithm locates the bucket candidates
through the temporal index. If the candidates are already in the cache, the query algorithm
continues to check and prune temporal edges inside the bucket candidates. However, if the
memory size is limited, there may exists cache misses and the temporal edges should be read
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Figure 6.14: LiTe-Graph System Parameter Analysis
from disk. This section shows for different memory sizes, the cache hit rate for real-world
temporal graphs.
Figure 6.16 investigates the cache hit rate on different memory sizes. In this experiment,
assume the query range for temporal subgraph is uniformly distributed. If there exists some
biased distribution for query range coverage, LiTe-Graph can achieve an even better cache
hit rate. Figure 6.16 shows that if the cache size is 32GB, it is already enough to achieve
100% cache hit rate for all 5 real-world temporal graphs which means, 32GB is enough for
caching 1.5B edges temporal graphs. Even if the cache size is 16GB, the cache hit rate of
network flow graph can go up to 70%. However, for the sparse snapshot-delta combination
storage structure, the cache hit rate is only 3.4% for 16GB cache which is still better than
dense snapshot-delta combination, edge bitmap and snapshot sequences. So there exists a
trade-off between cache size and number of pre-mappings, but LiTe-Graph can gain more
benefits from caching for a fixed memory size.
In the experimental settings, 32GB memory only costs around $300 which is a typical
configuration for a commodity computer. Therefore, a commodity computer is enough to
efficiently manage real-world temporal graphs with up to billion temporal edges.
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Figure 6.15: Index Size and Building Time for LiTe-Graph
6.9 LiTe-Graph Related Work
Graph management and analytic platforms have been extensively studied in recent years.
There are many successful systems such as PowerGraph [33], GraphX [34], Pregel [81], Trin-
ity [108], GraphChi [61], X-Stream [102], TurboGraph [38], GraphQ [123], GridGraph [145]
and Venus [17] to name of few. Among all of these graph systems, the graph analytic plat-
forms on a single PC [61, 102, 38, 123, 145, 17] received more and more attention recently,
because of the increasing demands from casual users who are need to perform graph ana-
lytics on their own computers.
However, all the above graph systems are designed for managing and analyzing static
graphs which are not good for supporting time-locality queries such as temporal subgraph
queries. On the other hand, there are limited recent works that explicitly support storage
and retrieval of temporal graphs like Kineograph [18], Chronos [35] and DeltaGraph [51].
But these temporal graph engines need to use a distributed system to handle large-scale
graphs.
Chronos [35] is an analytic platform that exploits time-locality to store temporal graphs
and schedule bulk operations and computations over them. Chronos is designed for sup-
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Figure 6.16: In-Memory LiTe-Graph
porting graph algorithms. From design view, there are two important data structures in
Chronos: an in-memory edge bitmap data structure and an on-disk snapshot-delta storage.
Koloniari et al. [55] shares a similar on-disk graph storage idea with Chronos. Moreover,
Ren et al. [100] proposes the EGS which is another deviation of snapshot-delta combina-
tion. However, both edge bitmap and snapshot-delta combination are not compact enough
for a single PC engine as shown in the experiments.
DeltaGraph [51] is another temporal graph system. Different from Chronos, Delta-
Graph aims on querying temporal graphs which is more like a temporal graph manage-
ment engine. However, DeltaGraph supports only single and consecutive snapshots queries
which returns the set of snapshots. Also according to their experiments, DeltaGraph is not
suitable for managing large temporal graphs on single commodity computers.
Another system dealing with temporal graphs is Kineograph [18], a dynamic graph
analytic platform over graph streams. However, Kineograph is a distributed system that
provides timely analytics results over fast-evolving graphs using in-memory storage and
incremental computation techniques.
All those existing temporal graph systems rely on distributed systems to handle large-
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scale graphs. But as mentioned in Section 6.1, directly going for distributed solutions may
not be the preferred or even possible choice for many casual users. There exists a high
volume of demands from individuals, small groups or start-ups who need to manage tem-
poral graphs in a light way without a heavy burden on hardware infrastructures. Actually,
the success of some static graph systems designed for single commodity computers, such as
GraphChi [61] and X-Stream [102], has already proved that there is a increasing demand
in this direction.
6.10 LiTe-Graph Conclusion
In this chapter, a lightweight temporal graph managing and analyzing engine, LiTe-Graph,
is proposed. LiTe-Graph is ideal for individuals or casual users using a single commodity
computer. LiTe-Graph utilizes the set of temporal edges as the storage format which is
the most space-efficient representation for temporal graphs. By adopting and modifying
a temporal hashing index, LiTe-Graph introduces a redundant temporal hashing which
is able to answer temporal subgraph queries efficiently. The temporal hashing index on
temporal edges has very small index overhead and the redundancy ratio is proved to be
bounded. All these advantages make LiTe-Graph work well on single commodity computers
with limited resources. LiTe-Graph is good at utilizing existing graph algorithms which
let LiTe-Graph be able to conduct time-sensitive analytics on temporal graphs. For most
existing graph algorithms, there is no gap to conduct analysis on the temporal subgraphs
in LiTe-Graph. For a few graph algorithms, like temporal shortest path finding, there are
only a few modifications needed for LiTe-Graph. However, the modification overhead is
also bounded and LiTe-Graph is able to conduct parallel graph algorithms on temporal
subgraphs. As a temporal graph management engine, the LiTe-Graph can achieve a very
fast query time (tens of milliseconds per query) on temporal subgraph query problems and
the LiTe-Graph can handle large-scale temporal graphs with billion of temporal edges. At
the last, the LiTe-Graph is evaluated against real-world temporal graphs from different
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domains that may cover a number of different application scenarios. The experimental
evaluation demonstrates that LiTe-Graph works well on single commodity computers with
high performance on temporal subgraph queries and time-sensitive analytics.
Chapter 7
Conclusions
This thesis investigates the problems of sequence queries on temporal graphs. As an impor-
tant data representation in many real-world applications such as social networks, biological
protein-protein interaction (PPI) networks, transportation networks, and communication
networks, the temporal graph has become a main database research issue. This thesis
discusses two types of queries on temporal graphs: node sequence query and edge sequence
query, both of which are the unique and basic building blocks for temporal graph manage-
ment and analytics.
For node sequence queries, two major subroutines must be solved independently: graph
node similarity measurements and generic subsequence query problems. Graph node simi-
larity measurements can be used to compare pairwise nodes in the same or different graphs.
The similarity represents how close two nodes are in terms of their roles, neighborhood
topologies, or even proximities. Therefore, this thesis first investigates the existing node
similarity measurements and compares their applicability. Then, this thesis proposes a
novel inter-graph node similarity called NED, a node metric based on edit distance across
graphs. The computation of novel inter-graph node similarity is demonstrated as effi-
cient because this thesis proposes a metric and polynomially computable tree edit distance
TED*, a modified tree edit distance on unordered, unlabeled trees that is a good approxi-
mation to the original tree edit distance whose computation on unordered unlabeled trees is
NP-Complete. For the generic subsequence query problems, this thesis proposes a generic
indexing structure called Reference Net with linear space. Combined with efficient filtering
algorithms introduced in this thesis, the subsequence retrieval can be achieved through
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the examination of a shortlist of candidates with O(|Q| · |X|) pairs of subsequences. The
generic indexing framework works for both sequence and time-series data that make min-
imal assumptions about the underlying distances as long as they satisfy the property of
Consistency as defined in this thesis. The generic indexing framework is empirically demon-
strated to provide good performance with diverse metrics such as the Levenshtein distance
for strings and ERP and the discrete Fre´chet distance for time series.
For edge sequence queries, the objective is to support time-sensitive analytics on tem-
poral graphs. Therefore, this thesis proposes the temporal subgraph query derived from
the edge sequence query to support time-sensitive analytics. Moreover, this thesis proposes
a lightweight temporal graph management engine called LiTe-Graph that can even provide
efficient management for large-scale temporal graphs (up to a billion edges) on a single
PC. LiTe-Graph has tiny overhead costs and takes milliseconds to run temporal subgraph
queries by using improved temporal hashing methods. The use of many real-world tempo-
ral graphs from diverse applications demonstrates LiTe-Graph’s compatibility with existing
graph algorithms for efficient time-sensitive analytics on temporal graphs.
Overall, this thesis investigates the problems of managing and analyzing temporal
graphs and provides efficient and effective solutions for temporal graph node sequence
and edge sequence queries.
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