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I. INTRODUCTION
Information gathering (IG) with autonomous mobile
robots has emerged as a prime alternative to gather infor-
mation in situations that have a high risk for humans, like
e.g. in search and rescue missions, and for applications in
which it is desirable to reduce required time and manpower,
like e.g. in environmental analysis. In such context, IG can
clearly benefit from multi-robot coordination both in terms
of efficiency to gather information and robustness against
robotic failures.
Information gathering with multiple robots (MR-IG) has
been studied for a wide range of applications such as
surveillance, tracking, monitoring, to name only a few. In
particular, in this paper we concentrate on MR-IG to monitor
a physical process of interest like e.g. temperature, magnetic
field, terrain profile, ozone concentration, etc.
State-of-the-art MR-IG algorithms belong to the family
of model-based algorithms. Most widely used classes of
algorithms are Gaussian processes (GPs) [1], [2], and Par-
tially Observable Markov Decision Processes (POMDPs) [3].
Model-based algorithms assume an underlying model that
describes physical properties of the process, such as spatial
and temporal correlation, states’ transition function, etc.
Given a model, IG algorithms exploit it to derive MR coor-
dination strategies that allow robots to gather information by
optimizing some formal IG criterion.
Model-based approaches are designed to exploit properties
of a particular model. This has the advantage of achieving a
high performance in applications where the model accurately
describes the observed process. In contrast, model-based
approaches fail to gather information of processes that cannot
be accurately described by existing models.
In a future robotics society, robots will need to solve new
IG tasks, and, of course, many of them will not be described
by existing models. This implies that we humans will have
to invest our time and efforts to develop novel models and
corresponding IG algorithms. Additionally, many of the new
IG tasks will be too complex to be described by traditional
models like aforementioned GPs or POMDPs. Nevertheless,
we would like to be able to offer, rapidly and with limited
effort, adequate algorithms to solve most of the MR-IG tasks.
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Fig. 1: Three quadcopters cooperating to map an unknown
terrain profile that we built in our lab. Quadcopters run an
instance of DeepIG, which uses deep reinforcement learning
to teach robots how to gather information efficiently, while
avoiding inter-robot collisions.
As we previously stated, model-based approaches will
most likely fail to offer solutions to some of the future IG
tasks. In contrast, reinforcement learning (RL) seems like
a perfect fit to solve complex IG tasks. RL, in contrast
to model-based approaches, does not make any assumption
on the process. This has the advantage that computers can
derive IG strategies, regardless of their complexity, with
little human effort. Recently, RL has been exploited to solve
a wide spectrum of robotic tasks, including control of a
quadcopter [4], or robot navigation [5]. However, to the best
of our knowledge, there is no algorithm in the literature that
solves a MR-IG task using RL.
This gap in the state of the art motivates us to investigate
the use of RL to monitor a physical process of interest with
multiple robots. RL comprises multiple techniques to learn
a mapping between robots’ observations and robots’ actions.
In particular, here we opted for the use of Deep RL, which
uses a deep neural network to implement this mapping.
Since the conception of Deep Q-Networks (DQN) algo-
rithm [6], Deep RL has emerged as a powerful technique to
handle complex sequential decision-making problems. Deep
RL merges the capabilities of deep neural networks, which
are able to process high-dimensional inputs and to make
powerful representations, with the already successful, but
limited to simpler problems, mathematical framework of
RL. Deep RL has led to important breakthroughs like e.g.
learning to play Atari video games [6].
Deep RL impressive breakthroughs motivate us to use it
for MR-IG tasks. In fact, this corresponds to the essential
contribution of our work: formulation of a MR-IG monitor-
ing task as a Deep RL problem. This contribution comes to-
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Fig. 2: Block diagram of DeepIG algorithm for an individ-
ual robot. Inter-robot cooperation is carried out through a
Communications Module.
gether with two additional sub-contributions that we propose
in this paper. These are (i) the definition of a reward function
that allows robots to gather information while avoiding inter-
robot collisions, and (ii) the extension of a state-of-the-art
Deep RL algorithm, Asynchronous Advantage Actor-Critic
(A3C) [7], which permits learning with multiple robots.
The aforementioned contributions are the pillars of the
algorithm we propose to solve MR-IG tasks. This algorithm
we term it DeepIG. DeepIG is designed for tasks for which
a model of the information of interest is too complicated
to be derived by a human. Nevertheless, it is true that
there are information distributions for which very accurate
models have been derived. For example GPs have shown an
outstanding performance for some IG tasks [1], [2], [8]. In
order to exploit existing models, we propose in this paper
an extension of DeepIG that permits incorporating existing
models like e.g. GPs. This extension of DeepIG we term it
model-based DeepIG (MB-DeepIG).
Let us remark that this paper is largely based on our work
in [9]. Therefore, we refer the reader to [9] for additional
details about DeepIG.
II. DEEPIG ALGORITHM
DeepIG is a MR-IG algorithm. In particular, each individ-
ual robot runs in parallel an identical instance of DeepIG,
and inter-robot coordination is done by means of inter-robot
communication. In Fig. 2 we depict a block diagram of
DeepIG. Next let us explain DeepIG in more detail.
Robots interact with the outside world through three
modules: Sensors Module, Communications Module, and
Actuators Module. Actuators translate a robot’s planned
action into a robot’s movement. Sensors and communication
(S&C) modules allow robots to obtain information about the
world in which robots operate. In particular, at each time t,
S&C modules provide each robot m = 1, ..., N with process
measurements zmt taken at positions x
m
t , and with x
m¯
t , z
m¯
t
from all m¯ = 1, ..., N with m¯ 6= m.
Information collected with S&C modules is saved in
an Information Storage module, and later processed by a
Reward Generator and an Information Renderer. On the
one hand, Reward Generator calculates a reward rmt , which
allows the Agent to evaluate the positive/negative impact of
its previous action. Our definition of reward allows us to
ENVIRONMENT
SIMULATOR 
ENVIRONMENT
SIMULATOR 
GROUND TRUTH
LOCAL NEURAL 
NETWORK
I
N
S
T
A
N
C
E
1
ROBOT 1
PROCESS 1
LOCAL NEURAL 
NETWORK
ROBOT 2
PROCESS 2
ROBOT N
PROCESS N PROCESS N+1 PROCESS 2N
ROBOT 1 ROBOT N
PROCESS P
ROBOT N
ENVIRONMENT
SIMULATOR 
I
N
S
T
A
N
C
E
2
I
N
S
T
A
N
C
E
P/N
GLOBAL NEURAL 
NETWORK
Periodically 
synchronize 
local network
Asynchrously 
update global 
network
LOCAL NEURAL 
NETWORK
LOCAL NEURAL 
NETWORK
LOCAL NEURAL 
NETWORK
LOCAL NEURAL 
NETWORK
GROUND TRUTH GROUND TRUTH
Fig. 3: MR-A3C block diagram.
incorporate a model of the information of interest, which is
the basis of MB-DeepIG. For more details on the reward,
we refer the reader to [9]. On the other hand, Information
Renderer maps the output of the Information Storage into an
Observation omt . In this paper, we represent o
m
t as an image,
which is a powerful and compact container of information.
Our Agent takes as inputs rmt , o
m
t . The Agent is the
robot’s brain, and it is the module that calculates next
robot’s action amt . Here we consider four possible ac-
tions: {↑,←, ↓,→}. Initially, we assume the Agent has no
knowledge about how to cooperate with robots to gather
information. Therefore we need to train the Agent. Of
course, we could train robots in the real world. However,
this is impractical as Deep RL algorithms typically require
thousands/millions of executions to solve complex tasks like
e.g. our MR-IG task. Therefore we first train the Agent in
simulations with MR-A3C (see Fig. 3), and then transfer
robots to the real world to solve actual MR-IG tasks.
III. SIMULATIONS AND EXPERIMENTAL RESULTS
We evaluate DeepIG in simulations, and in an indoor
experiment with three quadcopters that autonomously map
an unknown terrain profile built in our lab.
A. Comparison Against Model-Based Strategies
We benchmark DeepIG and MB-DeepIG against two
state-of-the-art GPs-based strategies: entropy-driven [2], and
mutual-information-driven algorithms [8].
In Figs. 4c, 4d we depict the mean NRMSE between
estimate and ground truth obtained for DeepIG, MB-DeepIG,
entropy-driven, and MI-driven strategies. Additionally, we
illustrate in Fig. 4e the posterior entropy, as calculated with
the GP model, that remains about the process after the
robot takes measurements. First conclusion that we can draw
is that DeepIG outperforms entropy-driven, and MI-driven
benchmarks for a boxes-like process (Fig. 4a), but not for the
Gaussian-like one (Fig. 4b). As DeepIG does not use model
information, it does not suffer from a model mismatch in
the boxes-like process, and it does not benefit from a model
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Fig. 4: Evaluation for a single-robot system, and simulated
IG tasks. (a, b) Example of a boxes- and a Gaussian-like
process. (c) NRMSE for a boxes-like process; (d) NRMSE
for a Gaussian-like process; (e) posterior entropy for a
Gaussian-like process. We benchmark MB-DeepIG against
DeepIG, entropy-driven [2], and MI-driven [8] strategies.
match in the Gaussian-like one. This argument is exactly the
opposite for the two considered benchmarks, which explains
the curves behaviour.
Next important fact that we can extract from Fig. 4 is that
MB-DeepIG clearly outperforms GPs-Entropy and GPs-MI
strategies in terms of NRMSE and posterior entropy. This
demonstrates that MB-DeepIG was able to exploit the GPs
model to learn a strategy that is more intelligent than the one
used by the other benchmarks.
B. Scalability with Number of Robots
Next we analyze DeepIG scalability as we increase N
from 1 up to 4 robots. In Fig. 5a we can observe that
our learning metric, which corresponds to the mean of the
NRMSE area over the training time, decreases as training
time increases. This demonstrates that agents learn how
to gather information. Moreover, we can also see that our
learning metric reaches a lower value as N increases, which
exemplifies a proper coordination between robots.
In a second step, we use the trained agents to evaluate
DeepIG performance as N increases (see Fig. 5b). According
to Fig. 5b we can conclude that NRMSE decreases faster as
N increases. This performance gain is particularly noticeable
between systems with 1 and 2 robots. We can also see that
performance gain diminishes as N increases. The explana-
tion for this behaviour is very simple: robots must avoid
inter-robot collisions, which limits robots possible actions.
C. Experiments with 3 Quadcopters
We equipped three quadcopters with an ultrasound sensor
facing down to map an unknown terrain profile using DeepIG
(see Fig. 1). Quadcopters required 143, 70 and 59, time
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Fig. 5: DeepIG evaluation for a multi-robot system. On the
left hand side we show learning curves of DeepIG. On the
right hand side we present performance results for a boxes-
like process and for systems with N = 1, 2, 3, 4 robots.
steps with the 1, 2 and 3 robots systems, respectively.
DeepIG was able to deal with measurement noise introduced
by the ultrasound sensor. In fact, these results confirmed
that DeepIG deep neural network could account for noisy
measurements, although we did not include measurement
noise during DeepIG training phase. In addition, experiments
demonstrated that the policy that we learned offline in
simulations can be translated to a real MR-IG task. Although
we considered in this paper a toy environment and process,
experiments results allow us to conclude that DeepIG was
able to learn how to gather information with multiple aerial
robots in a real environment.
We include in https://youtu.be/-aUUZPGiHlI a video that
illustrates the DeepIG concept, the training process, and the
3 drones experiment.
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