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ABSTRACT 
Both climate and human activities alter watershed characteristics. Because climate will 
continue to change and human population will continue to increase, we can expect that all 
watersheds will change during the foreseeable future. Interactions between climate change and 
human activity drive non-stationary trends in the hydrologic cycle, which make watersheds more 
difficult to manage. In the 21st century, successful management of water resources requires an 
improved understanding of the emergent properties of coupled human and natural systems and 
fully integrated land and water management.  
The primary goal of this research is to better understand the emergent properties of 
watersheds as coupled human-nature systems, namely streamflow frequency and instream biotic 
integrity. We also aim to understand how the dominant controls of these emergent properties 
change through time. This study targets these needs by quantitatively linking natural and 
anthropogenic drainage area characteristics to flow frequency and measures of ecological health 
using data mining techniques. The fact that drainage area characteristics for watersheds in the 
U.S. are known (in the case of ungauged watersheds) or readily predicted (in the case of future 
conditions) makes them ideal independent variables for predicting watershed response. The basic 
idea is to define quantitative indices (e.g., flow duration curve, index of biotic integrity) as a 
function of known drainage area characteristics using data mining algorithms.  
A novel algorithm called Model Tree Ensembles was developed and tested as a way to 
predict flow duration curves in ungaged, human-impacted basins. The importance of 
environmental factors to fish biotic metrics was assessed using conventional measures of 
variable importance as well as more advanced information theory-based techniques. 
Understanding the relative influence of natural and man-made drainage area characteristics on 
streamflow and fisheries is essential for sustainable management of regional water resources (i.e., 
water management) and watershed protection (i.e., land management). A lack of understanding 
of the combined effects and relative importance of major components of the hydrologic cycle 
hinders sustainable management of water supplies.  
In summary, this study determined the relative importance of natural and anthropogenic 
drainage area characteristics to emergent properties of coupled human-nature systems, namely 
streamflow frequency and instream biotic integrity, as well as how those variables change 
through time. The ability of these models to quantitatively assess a wide range of possible causes 
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of streamflow and biotic community variability is evaluated. The concepts and methods are 
generalized and can be applied to other watersheds and response variables.  
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CHAPTER 1.   INTRODUCTION 
 
1.1. Motivation 
Human activity directly and indirectly interferes with the natural partitioning of water 
within a watershed. As human activity intensifies, the anthropogenic component of the water 
balance becomes increasing important (NRC, 2012). All watersheds are ungaged at some point, 
and many are subject to natural and anthropogenic changes in the near future, so there is a need 
to quantify the behavior of ungaged and/or changing watersheds. There has been much interest 
recently in the relationship between watershed characteristics and long-term changes in 
streamflow (e.g., Singh et al. 2011, Sawicz et al. 2014, Rice et al. 2015). The multiple scales and 
dynamic nature of river networks presents a great challenge to understanding the relationships 
between streamflow and watershed characteristics. Being able to identify how watershed 
characteristics contribute to streamflow and ecosystem health is essential to understanding how 
watersheds will evolve in the future, a prerequisite for sustainable management of regional water 
resources. The ultimate goal of this research is to better understand the emergent properties of 
watersheds as coupled human-nature systems, namely streamflow frequency and in-stream biotic 
integrity. We also aim to understand how the dominant controls of these emergent properties 
change through time. This study targets these needs by quantitatively linking natural and 
anthropogenic drainage area characteristics to streamflow metrics and measures of ecological 
health using data mining techniques. 
Coupled Human and Natural Systems (CHANS) develop out of the continuous 
interaction between humans and their environment (Liu et al, 2007). All human settlements 
reside in watersheds, and large human settlements depend on and exert strong influences on 
surrounding watersheds, making human-impacted watersheds exemplary CHANS. CHANS have 
unique properties, referred to as emergent properties, that can be attributed to neither natural nor 
human systems because they are created by the interactions between these two systems. 
Examples of emergent properties in watersheds include land cover, water quality, streamflow 
statistics (e.g., flow duration curve, regime curve), biodiversity measures (e.g., IBI, Shannon 
Index), economic measures (e.g., GDP, median income), and countless others.  
This study focuses on the human and environment interactions that give rise to two 
salient properties of watershed CHANS: the flow duration curve and the index of biotic integrity, 
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which characterize the hydrology and ecology of human-impacted watersheds. Special emphasis 
is given to the combined effects of local climate variability and human activity within the 
watershed as key aspects determining streamflow frequency and fish community composition. 
The Fox River basin in Illinois provides an excellent laboratory to explore these dynamics in 
more detail because it has both large urban areas and expanses of rural areas that are 
characterized in a high quality dataset for the basin. 
Ideally, one would prefer a physically-based, bottom-up approach to predicting 
streamflow frequency and understanding fish community composition. However, historically 
hydrologists have gone to great lengths to ignore human-impacted watersheds in favor of more 
pristine watersheds where hydrology is assumed to behave in a “pure” way, untainted by human 
interference. Some researchers have attempted modeling fish community and distribution 
through physically-based, individual movement models (a.k.a., agent-based models, ABMs) 
using a set of movement rules rooted in ecological theory (Clark et al. 1997, Van Winkle et al. 
1996, Railsback et al., 1999, Marcinkevage, 2007). Fish ABMs have been used in stream 
ecology research for decades (DeAngelis and Grimm, 2014) but are still hampered by high data 
requirements and a lack of consensus about modeling fish behavior (e.g. energy budgets) (Sibly 
et al., 2013). For this reason, many applications are still on single populations or select species 
and limited spatial or temporal scales (e.g. models focusing on young-of-the-year recruitment) 
(DeAngelis and Mooij, 2005; Rose et al., 2015). In the absence of adequate hydrological and 
ecological understanding, cutting-edge data mining and machine learning techniques offer a 
powerful way to extract reliable empirical relationships between predictor and response variables. 
Human activities interfere with low flows via water withdrawals and return flows, and 
with high flows through the use of flood control structures. Urban land use usually comprises a 
relatively small portion of a whole watershed but it has a disproportionate effect on instream 
water quality, flow regime, and thus fish community (Paul and Meyer 2001). As watersheds 
become increasingly human-dominated, water resources management activities that rely on 
hypothetical repetitions of the period of record (e.g., 100-yr flood, drought-of-record, etc.) are in 
danger of being caught unprepared by changes within the watershed that generate an 
unprecedented response (Milly et al. 2008). For this reason, this study makes no effort to exclude 
human-impacted catchments and accounts for that by explicitly considering anthropogenic 
drainage area characteristics.  
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The health of stream ecosystems in human-impacted basins depends on a potentially 
large number of variables including local and catchment-wide land use, water quality, 
geomorphology, habitat, and other drainage area characteristics. The complex interrelationships 
between these variables at multiple spatial scales can make the most important variables difficult 
to identify. Researchers have been interested in identifying the dominant controls of these fish-
environment relationships for many years (Brind’Amour et al. 2005; Yang et al. 2008; Peres-
Neto et al. 2010). The results from previous studies vary depending on the basin and scale 
investigated. The primary hypothesis of this work is that multiple measures of variable 
importance will identify the same variables as important, and that these variables must be truly 
important. 
The results of previous studies vary dramatically depending on the study location, the 
variables considered, the scales investigated and the measures of variables importance used. 
Some studies have identified percent agriculture at the catchment scale as the strongest correlate 
with the Index of Biotic Integrity (IBI) and Habitat Index (HI) while finding it insignificant at the 
local scale (Roth et al. 1996, Wang et al. 1997), while others found the inverse relationship to be 
true for the same system (Lammert and Allan, 1999). The authors of the latter study concluded 
that the contrasting results were due to differences in the scale of investigation and that the 
importance of local habitat variables is most clearly seen at the sub-catchment scale. 
Quantitative assessments of how biophysical watershed characteristics influence the 
provision of ecosystems services are essential for the sustainable management of water resources 
in the 21st century. Data-driven analyses are powerful tools for understanding hydrological 
systems affected by nonstationarity. This dissertation adopts a data-driven modeling approach to 
study complex interactions between natural and anthropogenic drainage area characteristics that 
govern streamflow frequency and instream biotic integrity. It addresses three sets of coupled 
human and natural systems (CHNS) organized into chapters, and focuses on three emergent 
properties (Table 1.1). Each set of systems presents unique challenges and demands special data 
mining approaches to problem-solving (Table 1.1). Specifically, a novel method to 
regionalization of streamflow models is introduced called model tree ensembles. In Chapter 2, 
this method is used to predict streamflow frequency, including complete flow duration curves, in 
ungaged basins based on public domain data about drainage area characteristics. In Chapter 3, 
we apply multiple measures of variable importance, both conventional correlation analyses and 
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more advanced techniques, to determine which variables are important to multiple metrics 
characterizing fish community biotic integrity. In Chapter 4, we discover trends in watershed 
characteristics underlying trends in streamflow. The goal is to use commonly available datasets 
and advanced data mining techniques to investigate the evolution of dominant controls through 
time and demonstrate applications to the research of CHNS. 
Table 1.1. Coupled Human and Natural Systems Addressed in the Dissertation 
 
 
Data-mining algorithms are typically categorized by the task they are designed to perform: 
classification and prediction, cluster analysis, and frequent pattern search including variable 
importance are among the most common tasks (Han and Kamber, 2006). There is quite a bit of 
overlap between these tasks, and this dissertation employs algorithms for all three tasks. Data-
mining algorithms have been gaining in popularity for hydrology research: Ouarda and Shu 
(2009) used an ensemble of neural networks for rainfall-runoff modeling; Yang et al. (2008) 
used genetic programming to develop a parsimonious empirical equation for the Shannon Index, 
a measure of biodiversity; Hejazi and Cai (2009) applied a novel measure of variable importance 
to learn from historical reservoir releases, and Schnier and Cai (2014) used an ensemble of 
model trees to predict complete flow duration curves in ungaged basins. Many hydrology studies 
have been conducted in the past few years using these and other data mining techniques. Studies 
have found genetic programming compared favorably with artificial neural network models for 
predicting streamflow (Mehr et al. 2013) and Sodium concentration in rivers (Ravasalar et al. 
Chp System Description
Emergent 
Properties Challenge Method
Independent (x) 
Variables
Dependent (y) 
Variables
2
294 human-
impacted 
watersheds (164 
in Texas and 130 
in Illinois)
Flow Frequency
Predict streamflow 
statistics for ungaged 
basins
Model Tree 
Ensembles
25 natural and 
anthropogenic 
watershed 
characteristics
Flow duration 
curve (FDC)
3
98 sites in the Fox 
River basin in 
Illinois
Fish Assemblage
Identify variables 
important to fish 
biotic integrity
Four measures 
of variable 
importance: r, ρ, 
MI, and RF
113 potential 
explanatory variables 
covering 
geomorphology, 
streamflow, climate, 
and land use
Index of Biotic 
Integrity (IBI), and 
10 component 
metrics
4
2876 watersheds 
in GAGES-II 
dataset
Evolution of 
Dominant 
Controls
Determine how 
important variables 
change through time
Statistical 
Significance and 
Apriori Frequent 
Pattern Search
Trends in 14 
watershed 
characteristics, 138 
independent 
characteristics
Trends in Average 
Annual Streamflow 
and low (Q90) and 
high (Q10) flow 
frequencies
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2016). Galelli and Castelletti (2013) developed a tree-based algorithm to select the most 
important input variables for hydrological modeling, and Raghavendra and Deka (2014) provide 
a review of the use of Support Vector Machines (SVMs) in hydrology. 
 
1.2. Terminology 
The term ‘watershed’ refers to the geographic area that drains to a single point (Wurbs 
and James, 2002). In this sense, what are popularly termed ‘HUC-watersheds’ are not true 
watersheds because they delineate the incremental (non-overlapping) drainage areas and not the 
complete drainage area of a point. This is why the USGS, the agency in charge of defining 
hydrologic unit codes (HUCs), is careful to call them hydrologic units and not watersheds. In this 
dissertation, the ‘single points’ are taken to be USGS stream gages in Chapter 2 and Chapter 4, 
and fish sample sites in Chapter 3. 
Throughout this dissertation, the terms ‘watershed attributes’ and ‘drainage area 
characteristics’ are used synonymously to mean any property occurring within the watershed 
boundary, assuming the boundary extends vertically into the air and ground, infinitely. So not 
only are surface and subsurface phenomena such as land use, population density, and ground 
water use considered watershed attributes, but also average precipitation and temperature within 
the watershed, which are phenomena that occur above the land surface but within the boundary 
of a watershed. Furthermore, an attribute need not cover the entire watershed area to be 
considered a watershed attribute. For example, Chapter 3 utilizes several variables defined for a 
single site, local catchment, or riparian corridor.   
The term ‘coupled human and nature systems’ refers to systems in which human and 
natural components interact (Liu et al., 2007). A system is a set of connected parts forming a 
complex whole. Together, the land in the drainage area and the water it transforms make up a 
watershed system (Gilland et al. 2009). Because watersheds are systems, watersheds impacted by 
human activity are necessarily coupled human and natural systems because human and natural 
components interact within the watershed. 
An ‘emergent property’ is a property that a system has but individual components of the 
system do not. Classic examples of emergent properties include swarms of bees, flocks of birds, 
mounds built by termites, and sand dunes. This dissertation argues that flow duration curves, IBI 
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scores, and streamflow trends can also be understood as emergent structures like sand dunes or 
termite mounds.  
Central to the idea of emergent properties is that the system that gives rise to the 
emergent property can be subdivided into its individual component parts, but the emergent 
property itself cannot be attributed to individual components of the system (to do so would lead 
to the fallacy of division). Are human and natural systems inseparable? The NSF-sponsored 
Dynamics of Coupled Natural and Human Systems Program certainly indicates that the system 
components are separable: “Research projects to be supported by CNH must include analyses of 
four different components: (1) the dynamics of a natural system; (2) the dynamics of a human 
system; (3) the processes through which the natural system affects the human system; and (4) the 
processes through which the human system affects the natural system.” What is inseparable are 
not the individual components that make up coupled human-nature systems, but instead the 
outputs of these systems (e.g. streamflow, biotic integrity, trends). From this perspective, it 
would be undesirable to try to ascribe percentage contribution from human or natural 
components to streamflow trends, for example. Just as the termite mound cannot be attributed to 
any single termite, the streamflow we observe in the river cannot be attributed to either the 
natural nor anthropogenic components, but instead is due to the interaction between the two.  
Generally speaking, one cannot attribute the amount of water in a stream to natural 
processes alone nor to human processes alone: one cannot say x percent of water is from human 
sources and 1-x percent is natural. After all, one can imagine a situation in which a watershed 
without humans would have very little streamflow: the evaporative demand and soil water 
storage capacity being met perfectly by rainfall. Humans move in and pave over half the 
watershed, thereby increasing runoff and decreasing evaporation. This does not imply the 
presence of streamflow is a wholly human contribution because the presence of streamflow 
would not be possible without working in concert with the natural watershed (precipitation, soil 
water demand of natural land covers). Can the increase in streamflow be attributed wholly to the 
new human presence? No, it’s possible the change in land surface cover could be, but the 
resultant change in streamflow again emerges from the interaction between the two. 
If we concede that streamflow in a watershed impacted by human activity is an emergent 
property of the coupled human and nature system, by extension the flow duration curve is an 
emergent property because it characterizes streamflow frequency. Similar logic can be applied to 
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fish IBI, and streamflow trends as emergent properties of watersheds as coupled human-nature 
systems. 
Surprise is a strong indicator of emergent properties but it is not a necessary condition. 
To think of emergent properties as surprising properties (properties you did not expect to see) is 
helpful on an intuitive level, but not on a practical level. A finding can still be considered 
surprising, even if you can explain it after it is discovered. Someone who has never seen birds 
flock or termite mounds would likely be surprised by them, but those who had would not be. A 
list of surprising findings would be equivalent to a list of unexplained frequent patterns, many of 
which others would be able to explain. In this sense, the surprise and the ability to explain it are a 
function of the researcher, not the finding. This demonstrates surprise is a subjective experience, 
largely dependent on an individual’s historical experience and ability. So in order to have a 
definition of emergence independent of personal knowledge, the definition used here was 
adopted (i.e. a property that a system has but individual components of the system do not). 
In this dissertation, ‘data mining’ is defined as the extraction of patterns from data. It is 
important to note that within this definition there is no requirement that the pattern be new or 
interesting. The reason for this is that the descriptors “new” and “interesting” are qualitative, 
even arbitrary, as demonstrated in the following example. If a researcher finds B is associated 
with A, which is a known relationship (i.e. not new), and also finds that B is associated with C, 
which is a previously unknown relationship (i.e. new), how could we say the second relationship 
is data mining, but the first one is not, when they were arrived at using the same approach, even 
the same step in the process? Going further, if someone were to repeat the analysis and discover 
the same relationships, then none of the findings would be considered new, and thus would not 
be considered data mining under a definition that requires newness. The term ‘data mining’ was 
defined as the simple extraction of patterns from data in order to have a definition that is 
independent of the results obtained and the time period when the analysis was conducted.  
 
These may be unconventional definitions of the terms, even contradictory to common 
usage at times; however, this is the way these concepts are thought of in this dissertation. These 
are admittedly the broadest definitions possible, so although they are the least descriptive, they 
are also the least restrictive and so the least prescriptive. This open-minded perspective towards 
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terminology is derived from an unwillingness to be bound by convention in the hopes that it may 
bring about greater understanding through novel ways of thinking about the problem. 
 
1.3. State of Knowledge 
Previous research relevant to this study is reviewed with respect to the following topics: 
streamflow prediction in ungaged watersheds, variables important to stream fisheries and the 
evolution of the dominant controls of streamflow. 
 
1.3.1. Streamflow Prediction in Ungaged Watersheds 
Figure 1.1 shows the possible pathways through which available water may partition, 
demonstrating the changes in flows due to increasing urbanization. A typical approach to 
predicting flow frequency in ungaged basins is to relate watershed characteristics to flow using 
regression equations, and then use known watershed characteristics to predict flow in ungaged 
watersheds (e.g., Kroll et al., 2004). Regression equations are often developed for regional 
subsets of the data as opposed to the global dataset to improve model results. 
 
 
 
Figure 1.1. Changes in hydrologic flows with increasing impervious surface cover in urbanizing 
catchments (Paul & Meyer, 2001) 
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A flow duration curve (FDC) characterizes the magnitude and frequency of streamflow 
generated by a watershed, and thus is an important tool for water resources planning and design. 
Statistical approaches to the regionalization consider the FDC to be the complement of a 
cumulative frequency distribution. Prediction of FDCs in ungaged watersheds is generally 
performed in three steps: 1) an appropriate frequency distribution is chosen for a region, 2) the 
distribution parameters are estimated based on gaged sites in the region, and finally 3) regional 
regression models are used to predict parameters at ungaged sites based on known watershed 
characteristics (Castellarin et al. 2004). 
 
Multivariate linear regression (MLR) is often used to estimate streamflow statistics as a 
function of drainage area characteristics. Using a database of 930 catchments, Kroll et al. (2004) 
developed multivariate log-linear regression equations on a state-by-state basis for the 
coterminous U.S. to estimate 7Q10 (a low flow statistic) considering 51 topographic, geologic 
and climatic catchment characteristics. 
Fennessey and Vogel (1990) fit a two-parameter lognormal cumulative distribution 
function (CDF) to regional streamflow data to predict low flows in the exceedance range of 50-
100% for 23 natural catchments with perennial streams in Massachusetts considering two 
catchment characteristics (i.e., drainage area and elevation range). Castellarin et al. (2004) 
compared the ability of log-normal CDF, a graphical approach, and 3 parametric functions to 
predict low flows with exceedance probabilities in the range of 30-99% for 51 natural 
catchments in Eastern-central Italy considering eleven topographic and climatic catchment 
characteristics. Regarding predictions at ungaged sites, they found that measuring actual 
streamflow even for a short period of time (e.g., 5 years) often provides better estimates of the 
long-term FDC than do the relatively simple regional models they tested. 
Laaha and Blöschl (2006) compared the ability of four regionalization techniques, 
including the residual pattern approach, to predict the streamflow value exceeded 95% of the 
time (i.e., Q95) based on 325 catchments in Austria and 31 drainage area characteristics. The 
regression tree model (Breiman et al., 1984) was one of the regionalization techniques 
investigated by Laaha and Blöschl (2006). They built regression trees according to the splitting 
criteria proposed by Breiman et al. (1984) but then fit multi-linear equations to the leaves instead 
of using average values. This is likely the first use of model trees for low flow regionalization. 
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Model trees are essentially a more general form of regression tree in which models are fit to the 
leaves of regression trees (Quinlan, 1992) instead of average values as suggested by Breiman et 
al. (1984). Laaha and Blöschl (2006) reported that “the regression tree is an excellent 
classification method if one is interested in finding groups that are most distinct in terms of both 
catchment characteristics and catchment response.”  
Solomatine and Seik (2004) investigated the use of model trees for flow prediction in 
hourly to daily rainfall-runoff modeling and suggested improvements to the algorithm based on 
domain-knowledge for water resources applications. The advantage of model trees is that they 
are more accurate than regression trees, more understandable than ANNs, easy to use and train, 
and able to handle a large number of attributes (Solomatine and Seik, 2004). Solomatine and 
Dulal (2010) found that model trees compared favorably with artificial neural networks (ANNs) 
for predicting runoff with various lead times. The major advantage of model trees over 
regression trees is that model trees are smaller and regression functions do not typically involve 
many variables (Solomatine and Dulal, 2010). 
Ouarda and Shu (2009) used bagging to create ensembles of ANNs for estimating 
regional low flow quantiles in Quebec. They found that ensemble modeling approaches provide 
better generalization ability than single ANN models. 
 
1.3.2. Variables Important to Stream Fisheries 
 For variables important to ecosystem health, the traditional approach is to use an index of 
biotic integrity (IBI), habitat index (HI) or other diversity measures for a particular region as 
response variables and reach-level and catchment-scale land use as potential explanatory 
variables. Then, Pearson correlations (e.g., Roth et al. 1996, Wang et al. 1997, and Snyder et al. 
2003) or multivariate stepwise regression (e.g., Dyer et al. 1998, Lammert and Allan 1999, 
Frimpong et al. 2005, and Walters et al. 2009) are used to determine important variables based 
on a small number of fish samples (e.g., 31 samples is the median number of samples from nine 
studies: Roth et al. 1996, Wang et al. 1997, Snyder et al. 2003, Dyer et al. 1998, Lammert and 
Allan 1999, Frimpong et al. 2005, Walters et al. 2009, Weigel and Robertson 2007, and 
D’Ambrosio et al. 2009). 
The Index of Biological Integrity (IBI) was first proposed by Karr and Dudley (1981), 
and has been widely adopted for stream bioassessment (Lyons et al. 1996; Barbour et al. 1999; 
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USEPA 2006). Fish IBI for Illinois streams was first developed by Karr et al. (1986) and later 
modified by Smogor et al. (2002). It is composed of 10 fish metrics, and each of them is scored 
against its expectation under reference conditions, ranging from 1 at the worst to 6 at the best. 
The sum of scored metrics is the value of IBI, which has a range of 10 to 60. The expectation 
was set based on stream size, channel slope, and biological region. The 10 metrics (Table 3.1) 
describe different aspects of fish community, including richness, trophic structure, and tolerance, 
and thus they may capture the effects of different stressors. An IBI-score of 58 or greater is 
considered excellent, while a score of 22 or below would be very poor (Karr, 1991). 
  
 
 
Figure 1.2. Drainage area characteristics important to fish communities 
 
Snyder et al. (2003) calculated the IBI of 20 sites in West Virginia and investigated the 
value of using catchment-wide land use and land use within a riparian buffer as predictors of IBI. 
They found urban land use at the catchment-scale was the strongest correlate with IBI, while 
finding no significant relationship with agricultural land use or riparian-scale variables. 
Frimpong et al. (2005) studied the relative importance of reach- versus watershed-scale variables 
using data from 95 sites in Indiana. They found that watershed models explained an average of 
about 15% more variation in IBI scores than reach models. Another study based on 41 sites in 
Wisconsin also found that watershed-level land use was the strongest predictor of IBI scores 
(Weigel and Robertson, 2007). D’Ambrosio et al. (2009) calculated IBI for 32 sites in Ohio and 
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found no significant relationship with water quality variables. Lammert and Allan (1999) also 
considered the question of which was more important: riparian land use or catchment land use, 
and found that riparian land use predicted biotic integrity better than catchment land use.  
Wang et al. (1997) and Weigel and Robertson (2007) investigated the existence of 
environmental thresholds in their riverine ecosystems. Wang et al. (1997) found that the 
relationships between IBI and forest land were linear, but relationship with agricultural land 
underwent a step-function (i.e., threshold) at 50% and with urban land at 10 to 20%. Weigel and 
Robertson (2007) found break points in phosphorus and total nitrogen concentrations. 
 
1.3.3. Evolution of the Dominant Controls of Streamflow 
There has been much interest recently in the relationship between watershed 
characteristics and long-term changes in streamflow (e.g., Singh et al. 2011, Sawicz et al. 2014, 
Rice et al. 2015). Rice et al. (2015) used boosted regression tree models to identify watershed 
characteristics important to streamflow trends in the continental U.S. from 1940 to 2009 based 
on 967 observations in the Gages-II dataset. They found that for the complete dataset, 
streamflow tended to increase while becoming less extreme, but that regional subsets of the data 
showed drying trends, long-term changes in streamflow variability and changes in extrema. 
Geographic location was found to be the primary watershed characteristic important to trends in 
the complete dataset, while local differences in topography and climate influenced regional-scale 
trends.  
Sawicz et al. (2014) clustered 314 catchments in the MOPEX dataset into 12 distinct 
regions using Bayesian mixture modeling for a baseline period of 1948-1958. They next fit 
regression trees to these twelve clusters to investigate how individual watersheds were 
reassigned to different clusters as time advanced (1958-1968, 1968-1978, 1978-1988). They 
found that the major factor controlling cluster reassignment was changes in the water balance 
(e.g. rainfall) in watersheds that shift between energy-limited and water-limited. The period of 
record in the Sawicz et al. (2014) study ended in 1988, a truncation that removes more recent 
years that may include strong trends. 
Within hydrology, regionalization is the process of delineating homogeneous subregions 
that behave in a hydrologically similar fashion (Nathan and McMahon, 1990). Within computer 
science, these subregions are known as clusters. Rice et al. (2015) grouped watersheds together 
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based on geographically contiguous eco-regions, not necessarily based on watershed similarity or 
watersheds changing in a similar way. Another approach would be to use a clustering algorithm, 
which have been used in regionalization for a number of years (e.g., Acreman and Sinclair 1986, 
Nathan and McMahon 1990, Rao and Srinivas 2006, Corduas 2011, Sawicz et al. 2011, Mayer et 
al. 2014). For example, Sawicz et al. (2014) assigned watersheds to one of 12 clusters based on 
six streamflow metrics that were recalculated each decade to see how assignments changed 
through time.  
Once the regions have been delineated, we apply a frequent pattern search algorithm to 
discover watershed attributes, including trends in key attributes, that occur within watersheds 
changing in a similar way. Based on our review of the literature, this is the first hydrological 
study to employ a frequent pattern search algorithm. Algorithms for frequent item set mining and 
association rule induction date to the beginning of data mining research (Borgelt, 2012). The 
Apriori algorithm was one of the first frequent item set mining and association rule induction 
algorithms. Since its introduction by Agrawal and Srikant (1994), other algorithms have 
surpassed it in both speed and memory consumption (Han et al. 2000, Lin et al. 2011), but the 
results produced by the Apriori algorithm remain the benchmark (Garg and Gulia, 2015). In the 
analyses presented here, memory and speed are not a major limitation, so we are able to focus on 
the results and use Apriori directly. 
 
1.3.4. Gaps in Knowledge 
The following findings are reasons why model tree ensembles, as introduced in this 
dissertation, are promising tools for the study of hydrology. 
1) The regression tree splitting criteria proposed by Breiman et al (1984) provide an 
objective way to partition a dataset of continuous variables into homogeneous regions 
that do not need to be geographically contiguous. This is in contrast to regionalization by 
states (Kroll et al., 2004) or the residual pattern approach (Hayes, 1992). 
2) The model tree allows regression equations to be developed for individual regions (Laaha 
and Bloschl 2006), which is a practice hydrologists frequently employ and one not 
incorporated into traditional regression trees. 
3) The use of bagging to create ensembles is known to enhance the statistical stability of 
data-driven models (Breiman 1996, Efron 1979). However, ensembles have only recently 
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been applied to hydrology, to bag ANN models for low flow quantile prediction (Ouarda 
and Shu, 2009). 
 
This dissertation builds on these promising findings to, for the first time in the reported 
literature, investigate the utility of model tree ensembles to hydrology. 
For variables important to ecosystem health, the studies listed in Section 1.2.2 identified 
variables important to fish IBI and specific fish metrics. This study extends the analysis by 
considering a new system (i.e. the Fox River), a more complete list of variables including natural 
and anthropogenic factors, and a more comprehensive methodology that employs multiple 
measures of variable importance, which facilitates validation of specific findings. The purpose of 
this part of the dissertation is to identify the main environmental factors responsible for IBI 
scores and metrics in the Fox River of Illinois. The basic approach is to collect readily available 
data about the watershed and the sampling point locations in time from various public-domain 
sources. These variables include both natural and anthropogenic characteristics. The watershed 
and point characteristics are the x-variables and the IBI scores and other biotic metrics are the y-
variables. Next, we apply multiple measures of variable importance, both traditional and 
machine-learning based techniques. The premise is that variables identified by multiple 
algorithms are most likely to be truly important. Where the results differ, we explore how the 
methods differ, how they are redundant (capturing the same information) and how they are 
complementary (capturing new information). The study contributes to scientific understanding of 
the Fox River basin by identifying the most important variables to fish community composition 
and relationships between variables. The management implications of the study include feature 
selection to support modeling efforts, and identification of targets and tools for supporting 
management interventions. 
Future water resources management activities will not rely exclusively on a hypothetical 
repetition of the period of record for the watershed under study because changes within the 
watershed will make those records increasingly less relevant (Milly et al., 2008). Future water 
management strategies are likely to focus on adaptive land and water management (Falkenmark 
and Rockstrom, 2006). Changing streamflows, whether increasing or decreasing, have important 
implications for water availability and ecosystem health. Being able to identify which watershed 
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characteristics are responsible for streamflow changes is the first step in explaining their histories 
of change and understanding how these watersheds will evolve in the future. 
 
1.4. Research Objectives 
This study adopts a data mining approach to investigate watersheds affected by both 
natural and human factors. A data-driven model is developed to predict streamflow frequency in 
any stream (perennial or intermittent, natural or human-impacted) given watershed drainage area 
characteristics. The dominant environmental controls of fishery composition and frequent 
patterns in changing watersheds are also identified, as are frequent patterns in watersheds 
undergoing change. This study focuses on the following three objectives: 
 
Objective 1: Develop and evaluate a novel data mining approach (i.e., model tree ensembles) to 
quantitatively link natural and anthropogenic drainage area characteristics to streamflow 
frequency. 
Hypothesis 1: Stable quantitative relationships exist which equate a small set of drainage area 
characteristics to flow frequency and explain a significant amount of the variance observed at the 
watershed outlet. We also hypothesize that, where present, anthropogenic features of the 
watershed will be among the most important drainage area characteristics. 
 
To accomplish Objective 1, a novel data-driven method is introduced called Model Tree 
Ensembles (MTEs) to predict streamflow frequency statistics based on known drainage area 
characteristics, which yields insights into the dominant controls of regional streamflow. The 
database used to induce the models contains both natural and anthropogenic drainage area 
characteristics for 294 USGS stream gages (164 in Texas and 130 in Illinois). MTEs were used to 
predict complete flow duration curves (FDCs) of ungaged streams by developing 17 models 
corresponding to 17 points along the FDC. Model accuracy was evaluated using ten-fold cross-
validation and the coefficient of determination (R2). During the validation, the gages withheld 
from the analysis represent ungaged watersheds. 
 
Objective 2: Estimate the relative importance and assess the effects of multi-scale environmental 
characteristics on the functional organization of fish communities. 
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Hypothesis 2: Multiple measures of variable importance will identify the same variables as 
important. 
 
To accomplish Objective 2, we evaluated variables important to IBI and species richness 
metrics based on 98 sites in the Fox River basin in Illinois, considering 113 potential explanatory 
variables covering geomorphology, streamflow statistics, water quality, climate, and both reach-
level and catchment-wide land use as independent variables using multiple measures of variable 
importance: the Pearson linear correlation coefficient, the Spearman rank correlation coefficient, 
an information-theory-based algorithm called mutual information, and the measure of variable 
importance built into the machine learning algorithm Random Forest. Similar to Weigel and 
Robertson (2007), we use regression tree analyses to detect thresholds in key variables by 
considering the relationship between a single predictor and single response variable. 
 
Objective 3: Investigate the evolution of variables important to annual streamflow and 
streamflow frequency from 1980 to 2010.  
Hypothesis 3: Over the three decade period of analysis, trends in anthropogenic variables will be 
among the most frequent patterns, especially for low flows (e.g. Q90), in watersheds with 
significantly trending streamflow.  
 
To accomplish Objective 3, the relationships between changes in average annual 
streamflow and changes in watershed characteristics were investigated for 2876 watersheds in 
the continental U.S. We delineate regions of homogenous hydrologic change, i.e. watersheds that 
are undergoing similar trends or staying the same, and discover frequent patterns among 
watershed attributes, including trends in key attributes, within individual regions of homogenous 
hydrologic change. Frequent patterns were discovered by applying the Apriori frequent pattern 
search algorithm to a discretized dataset of watershed characteristics. Trends in fourteen natural 
and anthropogenic watershed characteristics were also calculated for the three decade period 
including precipitation, temperature, population, water use, and land use. For the regions that 
underwent similar types of change, such as most streams gaining flow (e.g. eastern Dakotas) or 
most streams losing flow (e.g. Arizona), 138 independent watershed characteristics from the 
Gages-II dataset were analyzed for frequent patterns. 
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By addressing these objectives, I attempt to understand the relative influence of natural 
and man-made drainage area characteristics on streamflow and fisheries is essential for 
sustainable management of regional water resources (i.e., water management) and watershed 
protection (i.e., land management). A lack of understanding of the combined effects and relative 
importance of major components of the hydrologic cycle hinders sustainable management of 
water supplies. This dissertation determines the relative importance of natural and anthropogenic 
drainage area characteristics to emergent properties of coupled human-nature systems, namely 
streamflow frequency, in-stream biotic integrity, and interannual streamflow trends.  
 
1.5. Outline of Chapters 
Chapter 2 investigates the ability of Model Tree Ensembles, a novel approach to 
watershed regionalization, to predict streamflow frequency in ungaged watersheds. Model tree 
output is stabilized, thereby enhancing the generalization ability of the model, by using a 
properly designed model tree ensemble (MTE). A MTE improves on the very popular Random 
Forest algorithm (Breiman, 2001) by essentially combining it with Ross Quinlan’s M5 Model 
Tree (1992). Furthermore, Random Forest’s measure of variable importance is used to identify 
discriminant variables (i.e. variables that maximumly distinguish between catchment 
characteristics and catchment response). Two extensions in application of the methodology are 
also presented in Chapter 2: consideration of anthropogenic drainage area characteristics, as 
opposed to mostly natural catchments, and prediction of the complete flow duration curve, as 
opposed to a single exceedance frequency (i.e., Q95). 
Chapter 3 expands scientific understanding of variables important to fisheries by 
considering a new system (i.e. the Fox River), a more complete list of variables including natural 
and anthropogenic factors, and a more comprehensive methodology that employs multiple 
measures of variable importance, which facilitates validation of specific findings. The purpose of 
Chapter 3 is to identify the main environmental factors responsible for IBI scores and metrics in 
the Fox River of Illinois. 
Chapter 4 discovers trends in watersheds characteristics important to trends in streamflow 
by applying the Apriori frequent pattern search algorithm to a dataset of nominal watershed 
characteristics. To our knowledge, this is the first application of a frequent pattern search 
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algorithm to the study of watershed dynamics. In Chapter 4, watershed characteristics associated 
with streamflow changes are identified, and frequent patterns are discovered in watersheds 
undergoing similar types of change, including the how the role of human variables has evolved. 
The findings have important implications for management and planning of watersheds 
undergoing change. 
Finally, Chapter 5 presents the major conclusions and a description of future research 
directions. The ability of these data-driven approaches to quantitatively assess a wide range of 
possible causes of streamflow and biotic community variability is evaluated. The concepts and 
methods are generalized and can be applied to other watersheds and response variables. This 
dissertation is an essential building block for the research agenda I hope to pursue after 
graduation. This agenda will benefit the research community in general by realizing the potential 
created by bringing data mining tools to bear on complex hydrologic problems. 
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CHAPTER 2.   PREDICTION OF REGIONAL STREAMFLOW FREQUENCY USING 
MODEL TREE ENSEMBLES1 
 
Summary 
This chapter introduces a novel data-driven method called Model Tree Ensembles (MTEs) 
to predict streamflow frequency statistics based on known drainage area characteristics, which 
yields insights into the dominant controls of regional streamflow. The database used to induce 
the models contains both natural and anthropogenic drainage area characteristics for 294 USGS 
stream gages (164 in Texas and 130 in Illinois). MTEs were used to predict complete flow 
duration curves (FDCs) of ungaged streams by developing 17 models corresponding to 17 points 
along the FDC. Model accuracy was evaluated using ten-fold cross-validation and the coefficient 
of determination (R2). During the validation, the gages withheld from the analysis represent 
ungaged watersheds. MTEs are shown to outperform global multiple-linear regression models 
for predictions in ungaged watersheds. The accuracy of models for low flow is enhanced by 
explicit consideration of variables that capture human interference in watershed hydrology (e.g., 
population). Human factors (e.g., population and groundwater use) appear in the regionalizations 
for low flows, while annual and seasonal precipitation and drainage area are important for 
regionalizations of all flows. The results of this study have important implications for predictions 
in ungaged watersheds as well as gaged watersheds subject to anthropogenically-driven 
hydrologic changes. 
 
2.1. Introduction 
Prediction of streamflow frequency in ungaged watersheds, both theoretical and practical 
aspects, has been a persistent topic for many years. A flow duration curve (FDC) characterizes 
the magnitude and frequency of streamflow generated by a watershed, and thus is an important 
tool for water resources planning and design. All watersheds are ungaged at some point, and 
many are subject to natural and anthropogenic change in the near future, so there is a need to 
quantify the behavior of ungaged and/or changing watersheds. A typical approach is to relate 
watershed characteristics to flow using regression equations, and then use known watershed 
                                                           
1
 This chapter has been published as “Schnier, S., and Cai, X. (2014) Prediction of regional streamflow frequency 
using model tree ensembles. Journal of Hydrology 517: 298-309.” 
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characteristics to predict flow in ungaged watersheds (e.g., Kroll et al., 2004). Regression 
equations are often developed for regional subsets of the data as opposed to the global dataset to 
improve model results. Researchers have focused on the best way to divide the dataset into 
various subsets in order to develop the most meaningful regression equations. This study 
investigates the ability of Model Tree Ensembles, a novel approach to watershed regionalization, 
to predict streamflow frequency in ungaged watersheds.  
Multivariate linear regression (MLR) is often used to estimate streamflow statistics as a 
function of drainage area characteristics. Using a database of 930 catchments, Kroll et al. (2004) 
developed multivariate log-linear regression equations on a state-by-state basis for the 
coterminous U.S. to estimate 7Q10 (a low flow statistic) considering 51 topographic, geologic 
and climatic catchment characteristics. Regionalization is the process of delineating 
homogeneous subregions that behave in a hydrologically similar fashion for the purpose of 
developing regression equations based on drainage area characteristics with greater confidence 
(Nathan and McMahon, 1990). While MLR models identify important watershed features, their 
regionalization by states (Kroll et al., 2004) or via the residual pattern approach (Hayes, 1992) is 
subjective and restricted to contiguous geographic regions.  
Statistical approaches to the regionalization consider the FDC to be the complement of a 
cumulative frequency distribution.  Prediction of FDCs in ungaged watersheds is generally 
performed in three steps: 1) an appropriate frequency distribution is chosen for a region, 2) the 
distribution parameters are estimated based on gaged sites in the region, and finally 3) regional 
regression models are used to predict parameters at ungaged sites based on known watershed 
characteristics (Castellarin et al. 2004). Fennessey and Vogel (1990) fit a two-parameter log-
normal cumulative distribution function (CDF) to regional streamflow data to predict low flows 
in the exceedance range of 50-100% for 23 natural catchments with perennial streams in 
Massachusetts considering two catchment characteristics (i.e., drainage area and elevation range). 
Castellarin et al. (2004) compared the ability of log-normal CDF, a graphical approach, and 3 
parametric functions to predict low flows with exceedance probabilities in the range of 30-99% 
for 51 natural catchments in Eastern-central Italy considering eleven topographic and climatic 
catchment characteristics. Regarding predictions at ungaged sites, they found that measuring 
actual streamflow even for a short period of time (e.g., 5 years) often provides better estimates of 
the long-term FDC than do the relatively simple regional models they tested. 
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Laaha and Blöschl (2006) compared the ability of four regionalization techniques, 
including the residual pattern approach, to predict the streamflow value exceeded 95% of the 
time (i.e., Q95) based on 325 catchments in Austria and 31 drainage area characteristics. The 
regression tree model (Breiman et al., 1984) was one of the regionalization techniques 
investigated by Laaha and Blöschl (2006). They built regression trees according to the splitting 
criteria proposed by Breiman et al. (1984) but then fit multi-linear equations to the leaves instead 
of using average values. This is likely the first use of model trees for low flow regionalization. 
Model trees are essentially a more general form of regression tree in which models are fit to the 
leaves of regression trees (Quinlan, 1992) instead of average values as suggested by Breiman et 
al. (1984). Laaha and Blöschl (2006) reported that “the regression tree is an excellent 
classification method if one is interested in finding groups that are most distinct in terms of both 
catchment characteristics and catchment response.”  
Solomatine and Seik (2004) investigated the use of model trees for flow prediction in 
hourly to daily rainfall runoff modeling and suggested improvements to the algorithm based on 
domain-knowledge for water resources applications. The advantage of model trees is that they 
are more accurate than regression trees, more understandable than ANNs, easy to use and train, 
and able to handle a large number of attributes (Solomatine and Seik, 2004). Solomatine and 
Dulal (2010) found that model trees compared favorably with artificial neural networks (ANNs) 
for predicting runoff with various lead times. The major advantage of model trees over 
regression trees is that model trees are smaller and regression functions do not typically involve 
many variables (Solomatine and Dulal, 2010). 
Model tree output can be stabilized, thereby enhancing the generalization ability of the 
model, by using a properly designed model tree ensemble (MTE). A MTE is made up of multiple 
models trees, each induced from a different bootstrap sample of the training dataset. A MTE is 
conceptually similar to a Random Forest in which bootstrap aggregation (bagging) is performed 
on regression trees (Breiman, 2001). In reference to data mining literature, this approach 
essentially combines Ross Quinlan’s M5 Model Tree (1992) with Leo Breiman’s Random Forest 
(2001). Ouarda and Shu (2009) used bagging to create ensembles of ANNs for estimating 
regional low flow quantiles in Quebec. They found that ensemble modeling approaches provide 
better generalization ability than single ANN models. 
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Despite the promising findings from the studies cited above, the utility of model tree 
ensembles to hydrology has never been investigated. This study used MTEs to predict regional 
streamflow frequency for multiple quantiles along the flow duration curve (i.e., exceedance 
probabilities ranging from 1% to 99%). We take the model tree approach introduced by Laaha 
and Blöschl (2006) as a starting point and make two methodological advances:  
1) We build ensembles of model trees via bootstrap aggregation, or bagging. 
2) We use Random Forest’s measure of variable importance to identify discriminant 
variables; that is, the variables that maximumly distinguish between catchment 
characteristics and catchment response. 
We also make two extensions in application of the methodology:  
1) Consideration of anthropogenic drainage area characteristics, as opposed to mostly 
natural catchments.  
2) Prediction of the complete flow duration curve, as opposed to a single exceedance 
frequency (i.e., Q95). 
The remainder of this paper is organized as follows. Section 2 describes the dataset 
developed for this study. The procedure used to create Model Tree Ensembles is introduced in 
section 3. The results of applying the proposed approach are presented in section 4, and 
discussed in section 5. Finally, the conclusions of the study are presented in section 6. 
 
2.2. Data 
This study aims to predict streamflow of a given exceedance frequency based on drainage 
area characteristics. The analysis was restricted to United States Geological Survey (USGS) 
stream gages with daily streamflow records over 10 years long in Illinois and Texas. The two 
states were chosen for demonstration purposes to ensure a dataset representative of more than 
one climate zone. The drainage areas were delineated for 294 catchments: 130 in Illinois and 164 
in Texas. The drainage areas of the watersheds in the dataset range from 12 km2 to 88,000 km2 
with the average being 1650 km2 in Illinois and 5,250 km2 in Texas. The drainage area for each 
watershed was used as a mask to extract catchment characteristics from public domain databases. 
The dataset includes information on natural characteristics such as precipitation, soil type and 
slope, as well as anthropogenic characteristics including land cover, human population and water 
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use. The 25 independent variables used in this study, their range, and data sources are shown in 
Table 2.1.  
 
Table 2.1. Independent variables, data sources and units 
Code 
ID Independent Variable Minimum Maximum Units Source 
X1 Average Annual Precipitation 409 1421 mm PRISM 
X2 Average Summer Precipitation 52 114 mm PRISM 
X3 Average Winter Precipitation 12 110 mm PRISM 
X4 Percent Sand 12.8 86.0 % NRCS 
X5 Percent Silt 9.4 70.1 % NRCS 
X6 Percent Clay 4.7 59.0 % NRCS 
X7 Percent Open Water 0 12.0 % NLCD 
X8 Percent Agricultural 0 98.8 % NLCD 
X9 Percent Forested 0 99.5 % NLCD 
X10 Percent Urban 0 97.3 % NLCD 
X11 Percent Wetland 0 25.6 % NLCD 
X12 Percent Grassland 0 72.1 % NLCD 
X13 Percent Barren 0 1.8 % NLCD 
X14 Average Slope 0.05 4.14 degree USGS 
X15 Gauge Elevation 0 1577 m USGS 
X16 Average Annual Temperature 8.4 22.3 ºC PRISM 
X17 Average Summer Temperature 19.9 28.9 ºC PRISM 
X18 Average Winter Temperature -3.5 16.0 ºC PRISM 
X19 Drainage Area 13 88383 km2 USGS 
X20 Stream Network Density 129 1138 m/km2 NHD 
X21 Surface Water Use  0 4021 m3/day/km2 USGS 
X22 Groundwater Use 0 302 m3/day/km2 USGS 
X23 Total Water Use 2 4107 m3/day/km2 USGS 
X24 Human Population 0 2302 people/km2 Census 
X25 Percent Dammed 0 100 % USACE 
 
 
Precipitation and temperature data for Texas and Illinois came from the PRISM Climate 
Group at Oregon State University (2011). The variables relating to human population, water use 
and dams needed to be aggregated to the watershed level prior to use. The human population per 
watershed was extracted from U.S. Census data at the tract level assuming a constant population 
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density per tract. Similarly, water use per watershed was extracted from USGS records at the 
county level assuming water use is evenly distributed across each county. Watershed-level 
estimates of human population and water use were then normalized by drainage area to remedy 
the strong correlation with that variable. Information on the location of dams is available from 
the National Inventory of Dams (USACE, 2011). To estimate the percent of watershed controlled 
by dams, the cumulative contributing drainage area for all dams within the watershed was 
divided by the total drainage area of the watershed. Although regression trees are largely 
invariant to independent variable transformations, input data for MLR equations should not be 
highly skewed because it would violate the assumption of normality in the data. The following 
variables were square-root-transformed to achieve a more normal spread: percent open water, 
percent wetland, and percent barren.  
For the dependent variables, exceedance probabilities for 17 streamflow frequencies (i.e., 
the flow duration curve) were calculated based on daily streamflow records from 2001-2010 
available from the USGS. The 10-year period was chosen because precipitation, land cover, 
temperature, and human factors change with time, so flow frequencies can be expected to change 
with time. For this reason, models were constructed using independent and dependent variables 
from the same decade. Streamflow values for each exceedance probability were normalized by 
drainage area to get specific discharge (measured in hundredths of millimeters per day). These 
values were then log-transformed to achieve a more normal spread. Quantiles with observed 
values equal to zero were replaced with one-third the non-zero minimum (i.e., 0.000058 
hundredths of mm/day). 
 
2.3. Methods 
In this study, regression trees are used to group catchments together that have a similar 
hydrologic response (i.e., regionalization) (Section 3.1). Multi-linear regression equations are 
then fit to each region to relate natural and anthropogenic watershed characteristics to 
streamflow frequencies (Section 3.2). After this step, the regression tree is termed a model tree. 
Statistical stability is ensured using bootstrap aggregation (i.e., bagging) to create an ensemble of 
model trees (Section 3.3). After this step, the model is called a model tree ensemble. Cross-
validation is used to estimate the error expected on unseen cases, which are analogous to 
ungaged streams (Section 3.4). 
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2.3.1. Regression Trees 
A regression tree finds optimal splits in the list of attributes until a stopping criterion is 
reached (Breiman et al., 1984). Regression trees build the branches of a decision tree based on 
multivariate splits on a linear combination of attributes (Breiman et al., 1984). Each leaf stores 
the average value of the predicted attribute for the training data points that reach the leaf. A 
regression tree is built by considering all x-attributes (x1, x2,…,xn) and finding the best split of 
the explanatory variable t (e.g., x6<6.9) into two sets tL (e.g., all observations with x6<6.9) and tR 
(e.g., all observations with x6>6.9) such that ∆R is maximized (Eq. 2.1), where R(t) is defined in 
Eq. 2.2 (Breiman et al., 1984). 
 
∆R = R(t) – R(tL) – R(tR)                                                         (2.1) 
 
R(t) = (1/n)∑(yi – yavg(t))2                                                      (2.2) 
 
yavg(t), yavg(tL), and yavg(tR) are the average values of the dependent variable prior to the split, on 
the “left” side of the split, and the “right” side of the split, respectively. yi is the ith occurrence of 
the dependent variable. n is the total number of occurrences of the dependent variable prior to the 
split. Equation 2.1 is applied to each independent variable. An optimal value is sought for the 
independent variable under consideration and the optimal split is identified. Of all the 
independent variables, the variable and corresponding split that maximizes Equation 2.1 is the 
variable chosen to bifurcate the tree at that node. This bifurcation procedure is repeated for 
subsequent nodes to induce the complete tree. Subsequent nodes are split until a stopping 
criterion is reached. In this study, the stopping criterion is that if a split would result in a child 
node with less than three observations, the parent node is not split. The tree reaches its maximum 
size (Tmax) after all leaves meet the stopping criteria. From Tmax, the tree is pruned back to an 
optimal level (i.e., the number of leaves that maximizes the coefficient of determination R2) by 
removing only two leaves at a time. In regression trees, each subsequent bifurcation increases 
∆R. The weakest-link cutting method prunes up on ∆R by removing the split (i.e. two terminal 
nodes) with the smallest marginal increase in ∆R.  
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2.3.2. Model Trees 
There are two differences between regression trees as proposed by Breiman et al. (1984) 
(and discussed in section 3.1) and model trees (i.e., M5) as proposed by Quinlan (1992): 1) the 
criteria used to make splits in the decision tree, and 2) the values assigned to individual leaves. 
Instead of using Eq. 2.1 and 2.2, the M5 model tree proposed by Quinlan (1992) makes splits by 
maximizing the reduction in standard deviation, which is treated as a measure of error. In this 
study, Eq. 2.1 and 2.2 are used to divide the branches of decision trees to be consistent with 
Breiman et al. (1984) and Breiman (2001).  
More importantly, a model tree is a more general form of regression tree that fits models 
(e.g., MLR equations) to the leaves of a regression tree instead of average values (Quinlan, 1992). 
The complete tree is effectively a piecewise-defined linear model. The number of data points at 
each leaf is regarded as the sample size for the MLR equation developed for that leaf. In this 
study, MLR equations are developed according to the procedure described in this section.  
 In multivariate linear regression (MLR), two or more explanatory variables (x1, x2,…,xn) 
are equated to the response variable using the form seen in Eq. 2.3.  
 
y = b + m1x1 + m2x2 + … + mnxn                                                                   (2.3) 
 
In this study, y is taken to be the natural logarithm of the flow quantile, and n is the number of 
explanatory variables. The model parameters are estimated using ordinary least squares 
regression.  
An important consideration when building a MLR model is how many explanatory 
variables to include. In this study, step-wise regression is used to select the variables to be 
included in the model. In step-wise regression, ordinary least squares (OLS) or generalized least 
squares (GLS) regression is used to build a MLR model for an initial set of explanatory variables 
(e.g., 1), then one variable at a time is added. To be included in the model, the regression 
coefficient of a potential explanatory variable (mi) must have a p-value (i.e., significance) less 
than or equal to 0.05; a variable already included in the model is removed if its corresponding p-
value becomes greater than or equal to 0.1 (Draper and Smith, 1998). 
It is important to use uncorrelated variables when building MLR models so that the 
regression coefficients can be properly determined. Several methods have been used to check for 
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correlations (a.k.a. multicollinearities) between variables including Variance Inflation Factor 
(VIF) (Kroll et al., 2004), Mallow’s Cp (Laaha and Bloschl, 2006), and correlation matrices 
(Nathan and McMahon, 1990). This study uses VIF to be consistent with Kroll et al. (2004). The 
VIF for each variable is calculated as shown in Eq. 2.4. 
 
VIFi = 1/(1-Ri2)                                                                                    (2.4) 
 
Where i = 1, 2, …, p – 1, p is the number of explanatory variables, and Ri2 is the coefficient of 
multiple determination when the variable Xi is regressed on the p – 2 other X variables in the 
model (Neter et al. 1985). If the VIF for a certain explanatory variable is greater than 10 
(Rawlings et al. 1998), that variable is removed from the analysis and the regression is re-run.  
 Finally, if predicted values based on the equations developed following the above 
procedure fall outside the range of the observed training data, the prediction is replaced with the 
average of the training samples reaching the particular leaf which is essentially reverting back to 
a regression tree at that leaf. 
 
2.3.3. Model Tree Ensembles 
Bootstrap aggregation, or bagging for short (Breiman, 1996a), is used to create multiple 
training sample sets, each equal in size to the observed dataset, by sampling the observed dataset 
with replacement. To make a forest, or an ensemble of trees, a separate tree is grown from each 
bootstrap sample. Predictions are then made by taking the average of the values predicted by the 
various trees. Bagging is used to correct the instability of statistical models (Breiman, 1996a, 
1996b). Statistical instability refers to the fact that a small change in training samples could 
result in a large change in model output. Instability is an intrinsic property of the model itself. 
According to Breiman (1996b), artificial neural networks, linear regression models and 
regression trees are unstable statistical models.  
Bootstrapping generates new training sample sets with the same distribution as the 
original training sample set (Efron, 1979). These ensemble models give stable and reliable 
outputs (Breiman, 1996a, 1996b). Breiman (2001) developed Random Forest by combining 
bagging with regression trees, so it is essentially a regression tree ensemble. The Random Forest 
model actually produces an estimate of the test set error (Liaw and Wiener, 2002). After each 
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bootstrap sample with replacement, about 1/3 of the data is left out of the sample. This is called 
the out-of-bag (OOB) data. The OOB predictions are aggregated and the corresponding error rate 
is calculated. Random Forest is able to measure the increase in prediction error when OOB data 
for a particular variable is permuted, while all others remain unchanged. The amount by which 
this new error exceeds the original test set error is defined as the importance of the variable 
(Liaw and Wiener, 2002).   
The novelty of this study is in the combination of model trees and bagging and 
application to the complete flow duration curve. Throughout this paper, results for Q5, Q50, and 
Q95 are presented as representative of high, medium, and low flows, respectively. It should be 
noted that Model Tree Ensembles can be used to predict various streamflow statistics such 7Q2, 
mean annual flow, average monthly flow, etc. Developing models for flow duration curves 
allows us to gain insight into the most discriminant variables for various streamflow quantiles. A 
discriminant variable is a particular watershed characteristic (i.e., independent variable) that 
maximumly distinguishes between high and low streamflow values for a particular streamflow 
quantile (e.g., Q95). These are the variables that are selected for splits in the model tree. In terms 
of regionalization, the leaves of model trees represent regions and MTEs represent a collection of 
slight variations on the regions. For this reason, identification of the most discriminant variables 
is important to regionalization of streamflow frequency. Random Forest’s measure of variable 
importance is a good technique for identifying discriminant variables because it emphasizes the 
splits by using a very simple model at each leaf (i.e., average) that summarizes the effect on 
streamflow response in a computationally tractable way. In this study, both anthropogenic and 
natural drainage area characteristics are considered as potential discriminant variables.  
The difference between regression trees, model trees, regression tree ensembles, and 
model tree ensembles are highlighted in Figure 2.1. As expected, R2’s for regression trees and 
their ensembles are slightly negative when the number of leaves equals one (i.e., the average of 
training y-data will result in a slightly negative R2 when compared to the average of test y-data). 
The insensitivity to number of leaves in the middle is typical of regression trees. For model trees, 
a global multi-linear regression model results when the number leaves equal one. Both model 
trees and regression trees are vulnerable to over-fitting, while their ensemble counterparts are not 
afflicted. This is because the generalization error always converges as the number of trees 
increases (Breiman, 2001) due to the Law of Large Numbers, which states that the average of a 
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large number of trials should be close to the expected value, and becomes closer as more trials 
are performed. Model trees tend to outperform regression trees, and both regression tree 
ensembles and model tree ensembles improve on their single tree counterparts. Model tree 
ensembles are reliably the highest performing model. 
 
 
Figure 2.1. Comparison of regression tree, regression tree ensembles, model trees and model tree 
ensemble 
 
2.3.4. Cross-Validation 
Cross-validation is used to assess how accurately a predictive model is expected to 
perform on an independent dataset. In our case, the watersheds in the test set represent ungaged 
watersheds. In 10-fold cross-validation, 90% of the dataset is trained on and 10% is tested on, 10 
times in succession. To facilitate 10-fold cross-validation, the complete database (explanatory 
and response variables) is separated into 10 approximately equal-sized pieces. When undergoing 
validation, each test set contains 29 points. Since there are 294 watersheds, four watersheds are 
always left in the training group. In this way, all but four watersheds are trained on 9 times and 
tested on once. In each of the 10 tests, the training and test sets have comparable statistical 
properties.  
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Predictive performance of the models is quantified using the coefficient of determination 
(R2), percent bias (PBIAS) and mean absolute relative error (MARE). Percent bias (PBIAS) is a 
measure of the model’s general tendency to over or under-predict the observed value (Moriasi et 
al., 2007).  
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The mean absolute relative error (MARE) is calculated as shown in Equation 2.6 (Dawson et al., 
2007). MARE is undefined if Yiobs = 0, and can be highly inflated by very low values for Yiobs. 
For this reason, when Yiobs < 1 hundredth of a mm/day, the denominator is changed to 1.  
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2.4. Results 
This section begins by presenting the outputs of single model trees before presenting the 
results from the ensembles. A single model tree with six leaves (i.e., regions) is grown from the 
complete dataset for each of the three representative quantiles (i.e., Q5, Q50, and Q95) as a 
compromise between model complexity and level of detail, and to facilitate comparison between 
the quantiles. The pruning procedure discussed in the previous section is not applied until we 
build an ensemble of model trees. The model trees depicted in Figure 2.2 and Table 2.2 are 
generally representative of the trees involved in the ensemble. The regions implied by the trees 
are mapped in geographic space in Figure 2.3. 
 The first split for the Q5 and Q50 trees (Figure 2.2a and Figure 2.2b) occurs on the x-
variable average annual precipitation (mm), and separates the dataset into the dry western U.S. 
and the wet east (Figure 2.3a and Figure 2.3b). For Q5, regions 1 and 2 are in the west and 
regions 3-6 are in the east (Figure 2.3a). For Q50, regions 1, 3, and 4 are in the west and regions 
2, 5, and 6 are in the east (Figure 2.3b).  
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Figure 2.2a. Model tree with leaves equal to six for Q5. In the diagram, the ellipses and rectangles are 
nodes; the rectangles represent terminal nodes, or leaves. Inside the ellipses and rectangles, the number on 
top is the average of the observations reaching the node and the number on bottom in parentheses is the 
standard deviation. The variable and value chosen for the split is shown below the ellipses (see Table 2.1 
for variable descriptions). The number of observations falling to the left and right of the split are on the 
branches. The numbers below the rectangles refer to the MLR equation developed for the observations 
reaching that leaf. 
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Figure 2.2b. Model tree with leaves equal to six for Q50 
Q95 is used as an example of how to read Figures 2.2 and 2.3 and Table 2.2. The results 
for Q5 and Q50 can be interpreted in a similar manner. In reference to Figure 2.3c, the split 
average summer precipitation (X2) < 89.9 mm divides the dataset into 97 watersheds with the 
high average of 1.55 and 196 watersheds with the low average of -3.60. In other words, higher 
summer precipitation leads to higher low flows. The wettest portion (summer precipitation > 
89.9 mm) is segregated into Region 1. This includes coastal Texas and northern Illinois (Figure 
2.3c). Equation 1 for Q95 (Table 2.2c) is developed based on the 97 training watersheds with 
summer precipitation in excess of 89.9 mm and is a function of summer precipitation (X2), 
percent clay (X6), percent urban (X10), percent grassland (X12), drainage area (X19), and 
stream network density (X20). The remaining equations in Table 2.2 can be interpreted in a 
similar fashion.  
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Figure 2.2c. Model tree with leaves equal to six for Q95 
 
Table 2.2a. Regression equations for Q5 model tree 
Region Model 
1 ln(q5) = -9.69 + 17.89(X11) 
2 ln(q5) = 2.38 
3 ln(q5) = 3.79+0.0015(X1)+0.015(X3)-0.013(X4)-0.081(X7)-0.0084(X9)+0.007(X10)-0.000009(X19) 
4 ln(q5) = 2.60 + 3.93(X13) 
5 ln(q5) = 5.47 - 0.025(X4) + 0.55(X11) - 0.019(X22) 
6 ln(q5) = -16.87 + 0.81(X17) 
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Table 2.2b. Regression equations for Q50 model tree 
Region Model 
1 ln(q50) = -8.51 
2 ln(q50) = 3.02 - 0.11(X8) + 1.1(X11) 
3 ln(q50) = -9.75 + 26.95(X7) 
4 ln(q50) = 3.38 - 0.13(X5) 
5 ln(q50) = 7.33 - 0.0098(X9) + 0.0072(X10) - 0.17(X17) + 0.000011(X19) - 0.0001(X21) + 0.0028(X25) 
6 ln(q50) = -0.53 + 0.0027(X1) + 0.035(X10) + 0.25(X11) + 0.40(X14) - 0.12(X18) + 0.00011(X19) 
 
 
Table 2.2c. Regression equations for Q95 model tree 
Region Model 
1 ln(q95) = -6.43 + 0.078(X2) - 0.15(X6) + 0.028(X10) + 0.039(X12) + 0.00005(X19) + 0.0025(X20) 
2 ln(q95) = -2.70 + 2.03(X7) - 0.06(X12) 
3 ln(q95) = -7.06 
4 ln(q95) = 0.28 - 0.02(X25) 
5 ln(q95) = -11 + 0.24(X3) - 0.77(X21) 
6 ln(q95) = -8.22 + 0.059(X6) + 9.43(X14) + 0.089(X24) 
 
 
 
Figure 2.3a. Map of regions for Q5 
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Figure 2.3b. Map of regions for Q50 
 
 
 
Figure 2.3c. Map of regions for Q95 
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Regions with fewer observations tend to have simpler equations (e.g., constant or linear 
relationships), while regions with more observations have equations involving multiple variables 
(Table 2.2). Physically, an individual regression coefficient is the expected change in the 
logarithm of the flow quantile with respect to a one-unit increase in the corresponding x-variable, 
holding all other values fixed. In other words, it is a measure of the contribution of that variable 
to streamflow, with all other variables being constant.  
Of the 196 watersheds with summer precipitation less than 89.9 mm, the 103 with 
population densities greater than 15.7 people/km2 are assigned to Region 2. Equation 2 is 
developed based on 103 training watersheds (Figure 2.2c), is a function of the square root of 
percent open water and percent grassland (Table 2.2c), and covers urban areas in Dallas, 
Houston and Austin (Figure 2.3c). The 53 watersheds in Region 3 are dry (summer precipitation 
< 89.9 mm), sparsely populated (population density < 15.7 people/km2), and small (drainage area 
< 1659 km2). The 18 watersheds in region 4 are dry (summer precipitation < 89.9 mm), sparsely 
populated (population density < 15.7 people/km2), large (drainage area > 1659 km2) and have 
low ground water use. 16 are in central Texas and 2 are in Illinois. The 15 watersheds in region 5 
are in dry west Texas, sparsely populated, have high ground water use, and low surface water 
storage. The 7 watersheds in region 6 are in north central Texas, dry, sparsely populated, large, 
have high ground water use, and high surface water storage. 
Two user-specified parameters are required to construct model tree ensembles: the 
number of leaves per tree, and the number of trees per ensemble. The information needed to 
determine the optimal number of leaves per tree in the ensemble is shown in Figure 2.4. The 
algorithm grows the tree to either the size specified by the user or Tmax, whichever is smaller. 
Figure 2.5 shows the amount of variance explained as a function of the number of trees per 
ensemble for a tree with constant number of leaves (6). Based on these results, the model tree 
ensembles for Q5, Q50, and Q95 for the results shown in Figure 2.6 use 10 trees which are 
grown to contain 5, 4, and 10 leaves respectively. 
Figure 2.6 compares observed and predicted estimates of Q5, Q50, and Q95. By 
comparing the coefficients of determination of the untransformed variables in Figure 2.6, it is 
evident that none of the models explain more than 51% of variance. The model for high flows 
(i.e., Q5) fits better than median flows (i.e., Q50), which fits better than low flows (i.e., Q95). 
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The model tends to under-predict both Q50 and Q95 (i.e., lower half of the FDC). A sample of 
flow-duration curves (FDCs) generated by the algorithm for a randomly selected round of cross-
validation is shown in Figure 2.7.  
 
 
Figure 2.4. R2 as a function of number of leaves per tree for three quantiles (The number of trees equals 
ten.) 
 
 
Figure 2.5. R2 as a function of number of trees in ensemble 
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Figure 2.6a. Scatter plot for Q5 
 
 
Figure 2.6b. Scatter plot for Q50 
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Figure 2.6c. Scatter plot for Q95 
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improvement for Q40-Q100 (lower portion of FDC), except Q60, for which improvement was 
marginal. 
 
Figure 2.7. Comparison of predicted and observed flow-duration curves for one round of cross-validation 
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Figure 2.8. Comparison of R2 for models of 17 streamflow exceedance frequencies 
 
 
 
Figure 2.9. R2 for 17 exceedance frequencies based on two different datasets: X-variables containing 
anthropogenic and natural characteristics, and X-variables containing only natural characteristics 
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An additional dataset containing only natural drainage area characteristics was created to 
test the hypothesis that consideration of anthropogenic drainage area characteristics improves 
model accuracy. To create this dataset, the following variables were eliminated (see Table 2.1): 
X8, X10, X21, X22, X23, X24, and X25. The performance of MTEs built on the two datasets, 
with leaves = 4 and trees = 10, is compared in Figure 2.9.  
 
Table 2.3. Top five most discriminant variables for 2001-2010 
  
1st 
Var. Value 
2nd 
Var. Value 
3rd 
Var. Value 
4th 
Var. Value 
5th 
Var. Value 
Q0 X19 1.75 X1 0.74 X3 0.61 X6 0.57 X18 0.40 
Q1 X1 1.37 X19 1.33 X3 0.70 X6 0.60 X15 0.47 
Q5 X1 0.91 X3 0.49 X24 0.36 X20 0.34 X15 0.30 
Q10 X1 0.97 X3 0.46 X2 0.33 X20 0.32 X15 0.30 
Q20 X1 0.92 X3 0.49 X2 0.39 X24 0.36 X15 0.30 
Q25 X1 1.05 X2 0.46 X3 0.46 X24 0.34 X17 0.33 
Q30 X1 0.87 X3 0.50 X2 0.50 X24 0.38 X5 0.32 
Q40 X1 0.83 X2 0.55 X5 0.50 X3 0.45 X17 0.41 
Q50 X1 0.78 X2 0.67 X5 0.47 X24 0.42 X3 0.39 
Q60 X1 0.82 X2 0.76 X19 0.54 X5 0.45 X24 0.40 
Q70 X2 0.86 X1 0.80 X5 0.50 X19 0.48 X24 0.43 
Q75 X2 0.95 X1 0.77 X19 0.52 X24 0.51 X5 0.43 
Q80 X2 1.07 X1 0.68 X19 0.53 X5 0.45 X24 0.43 
Q90 X2 1.27 X19 0.80 X24 0.61 X1 0.49 X7 0.47 
Q95 X2 1.25 X19 1.06 X24 0.65 X22 0.55 X10 0.51 
Q99 X2 1.32 X19 1.14 X24 0.76 X7 0.62 X10 0.51 
Q100 X2 1.38 X19 1.36 X24 0.61 X7 0.47 X3 0.40 
 
 
Table 2.3 depicts the top five most discriminatory variables and their relative importance 
as determined by Random Forest’s built-in measure of variable importance. The value for the 
relative variable importance is shown in Table2.3. It is not surprising that the top 2 most 
important variables for all quantiles are 2 of 4 variables (Table 2.3): average annual precipitation, 
average summer precipitation, average winter precipitation and drainage area. The top 5 most 
important variables for Q5, in order, are: average annual precipitation, average winter 
precipitation, population density, stream network density, and gage elevation. The top 5 most 
important variables for Q50, in order, are: average annual precipitation, average summer 
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precipitation, percent silt, population density, and average winter precipitation. The top 5 most 
important variables for Q95, in order, are: average summer precipitation, drainage area, 
population density, groundwater use, and percent urban. Based on the relative variable 
importance values for this quantile, the first two variables are considerably more important than 
the remaining three.  
 
2.5. Discussion 
In this section, we interpret the results and discuss the implications as well as the 
limitations of the model and the analysis. 
Figure 2.1 for Q50 illustrates many properties of regression trees, model trees, regression 
tree ensembles, and model tree ensembles, respectively. Notably, ensembles improve estimates 
relative to their single tree counterparts, ensembles are immune to the problem of over-fitting 
seen in single trees, and that model tree ensembles outperform all other models with fewer 
number of leaves. 
Breiman et al. (1984) report that “the best split at a node is that split on the x variables 
which most successfully separates the high response values from the low ones.” This has a 
physical meaning in our case which is illustrated in Figure 2.2. The splits at the intermediate 
nodes (ellipses) divide the dataset into a region with a high average streamflow value and a 
region with a low average value. The splits on the Q95 tree (Figure 2.2c) are especially 
illuminating. The second split indicates that watersheds with higher human populations have 
higher low flows, at least within areas of low summer precipitation. The higher low flows may 
be caused by the return flows associated with higher population densities, which could be tested 
with sufficient wastewater treatment plant effluent data.   
The fourth split on this tree applies to watersheds that are dry (X2<89.9 mm), sparsely 
populated (X24<15.7 people/km2), and large (X19>1659.4 km2), and implies that higher 
groundwater use is associated with lower low flow. The effect groundwater use has on 
streamflow depends on the site-specific circumstances. In this case, the relationship may not be 
causal because groundwater is relied on in rural areas with low surface water flows. Under 
different circumstances, it is possible for groundwater use to actually increase surface water 
flows by returning pumped groundwater to surface water channels. The physical meaning of 
other splits shown in Figure 2.2 is more intuitive.  
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The accuracy of Model Tree Ensembles is relatively invariant to the number of leaves, 
with the exception that trees consisting of a single leaf tend to result in slightly poorer fits 
(Figure 2.4). The variance explained by the ensemble has stabilized for all three quantiles (i.e., 
Q5, Q50, and Q95) after just 10 trees are included in the ensemble (Figure 2.5).Marginal 
improvement could be gained by adding more trees to the ensemble, but at the cost of 
computational tractability.  
FDCs for most of the watersheds featured in Figure 2.7 have an acceptable all-round fit. 
However, some watersheds under-predict or over-predict low flows and others have chronic 
under- or over-prediction of flow by greater than an order of magnitude. Not all FDCs in Figure 
2.6 are monotonically decreasing which is an artifact of the approach to predict 17 quantiles. The 
worst fits occur on intermittent streams (i.e., those with one or more low flow quantiles equal to 
zero). Bad fits can result from miscategorization (when a watershed is assigned to an 
inappropriate region) or an inappropriate equation. The x-variables for the test watershed may be 
beyond the range of the training data used to develop the model at that particular leaf.  
By comparing MTE accuracy on two datasets, we showed that consideration of 
anthropogenic drainage area characteristics provides no improvement for high flows (Q0-Q60), 
but increases the amount of variance explained in low flow quantiles (Q70-Q100) (Figure 2.9). 
More light is shed on this finding in Table 2.3. Population density is ranked in the top 3-5 
variables for Q5-Q100.  Percent urban, percent open water and groundwater use are also in the 
top 3-5 variables for low flows (Q90-Q100). These three variables have clear implications for 
low flow hydrology. Urban areas can increase runoff, decrease evapotranspiration and increase 
return flows from effluent discharge. Reservoirs are included in the variable percent open water, 
and their releases can profoundly alter the natural streamflow regime. Groundwater use could 
result in a reduction of spring flow, or increased return flow. 
The analysis presented here has a number of limitations. It could be strengthened by 
including attributes that better capture groundwater-surface water interactions (e.g., depth to 
groundwater), tile-drained agricultural areas, and other key hydrological landscape features. 
Questions of data quality persist, which is why the algorithms robustness to junk data is 
important. Data processing techniques, such as those used to process water use and dam data, 
may be obscuring the importance of those variables.  
52 
 
As described in Section 3, the model involves rigid binning, which means watersheds are 
either assigned to one group or the other. This approach could result in high misclassification 
rates for watersheds with explanatory variables near the split values for the tree. One way to deal 
with this limitation is to assign membership probabilities to watersheds during the discrimination 
step. Furthermore, watersheds will always be assigned to a leaf/region, even if the watershed is 
very different than the training watersheds. In other words, the algorithm does not know what it 
does not know. On a related note, the algorithm cannot predict unprecedented events, so-called 
black swan events, due to the reliance on historical training data.  
The dataset used in this study was built from public domain databases freely available on 
the internet to ensure widespread applicability of the method in practice (Table 2.1). Using this 
method combined with a large national database of watershed drainage area characteristics, it is 
possible to make predictions about hypothetical watersheds (e.g., scenario-based modeling) 
which would be of use to regional water planning. For example, if we know certain drainage area 
characteristics of a watershed of interest are likely to change (e.g., precipitation and temperature 
due to climate change, or population due to increasing urbanization) it is possible to manually 
adjust those x-values to reflect the anticipated changes and then apply the MTE algorithm to 
make predictions of streamflow statistics under future conditions. However, the behavior of the 
water cycle under different climatic conditions is complex and could be problematic for data-
driven approaches. By 2100, Illinois is expected to have a climate similar to present-day Texas 
(Wuebbles and Hayhoe, 2004). By that time, the vegetation, soil and topography of Illinois 
watersheds will co-evolve with their changing climate to be more similar to Texas watersheds. 
For the MTE approach to be useful, the user would need to anticipate all relevant changes in the 
x-variables (e.g., how will changes in climate change land use) and ensure that those changes are 
within the historical range of other watersheds in the dataset. For this reason, it is prudent to 
integrate process-based understanding to empirical models whenever possible. 
 
2.6. Summary and Conclusions 
A novel approach to regionalization and prediction of streamflow statistics at ungaged 
sites is proposed and evaluated. A model tree is built according to the splitting criteria proposed 
by Breiman et al. (1984) and then fitting multi-linear equations to the leaves. A Model Tree 
Ensemble (MTE) is made up of multiple models trees, each induced from a different bootstrap 
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sample of the training dataset. MTEs result in a more robust regionalization by taking the 
average of a collection of randomized variations on the regions and regional regression equations. 
Model trees provide an objective way to regionalize the dataset (unlike regionalization by states) 
that is not restricted to contiguous geographic regions (unlike the method of residuals) and has a 
defensible physical basis (unlike ANNs). We chose to simulate flow duration curves because 
they are an important tool for water resources planning and design, they demonstrate that MTEs 
can be used to predict various streamflow statistics, and they allow us to gain insight into the 
most discriminant variables for various streamflow quantiles. Results for Q5, Q50, and Q95 are 
presented as representative of high, medium, and low flows, respectively. During 10-fold cross-
validation, the gages in the test sets represent ungaged watersheds. 
Model tree ensembles predicted complete flow duration curves in ungaged basins better 
than global multivariate linear regression models under cross-validation. The pattern of high R2s 
for high flows and comparatively lower R2s for low flows is repeated throughout this study. In 
other words, low flows are harder to predict than high flows in this case, possibly because the 
dataset is more suited to high flows than low flows. For example, the current dataset poorly 
characterizes groundwater-surface water interactions important to low flows.  
In contrast to previous studies, no effort was made to restrict the analysis to natural 
watersheds. To balance this, several variables are used to capture human impacts within the 
basins (X8, X10, X21, X22, X23, X24, and X25). Anthropogenic drainage area characteristics 
(e.g., population density) are important for delineating regions of homogenous hydrologic 
response because watersheds with high human populations respond in different ways than 
watersheds without humans. Consideration of anthropogenic drainage area characteristics 
increases the amount of variance explained by regional regression models for the lower half of 
the flow duration curve. Model trees are especially well-equipped to handle human variables 
because human population density, water use, etc. are heterogeneous phenomenon in space and 
model tree regions are not restricted to contiguous geographic space. The presence of human 
variables in the trees and regression equations highlights the importance of maintaining good 
records on human activities within the basin.  
The work presented in this paper can be extended in a number of ways. The dataset used 
in this study consists of 294 watersheds in Illinois and Texas, but should be expanded to include 
the >10,000 USGS stream gages in the continental U.S. with daily streamflow records over 10 
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years long, which would minimize uncertainty and increase applicability. The current study 
considered data from 2001-2010. Subsequent work can evaluate the change in discriminatory 
and in-model variables through time. It remains to be seen how MTEs compare with more 
cutting-edge methods (e.g., ANN). This study examined streamflow exceedance probabilities 
and it would be interesting to investigate the performance on other streamflow statistics (e.g., 
100-year floods, average annual flow). Due to the divide-and-conquer algorithm and the 
robustness of ensemble modeling, Random Forest is an excellent method for testing threshold-
based hypotheses.  
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CHAPTER 3.   IMPORTANCE OF NATURAL AND ANTHROPOGENIC 
ENVIRONMENTAL FACTORS TO FISH COMMUNITIES1 
 
Summary 
The dominant environmental determinants of aquatic communities have been a persistent 
topic for many years. Interactions between natural and anthropogenic characteristics within the 
aquatic environment influence fish communities in complex ways that make the effect of a single 
characteristic difficult to ascertain. Researchers are faced with the question of how to deal with a 
large number of variables and complex interrelationships. This chapter utilized multiple 
approaches to identify key environmental variables to fish communities of the Fox River Basin 
in Illinois: Pearson and Spearman correlations, an algorithm based on information theory called 
mutual information, and a measure of variable importance built into the machine learning 
algorithm Random Forest. The results are based on a dataset developed for this study, which uses 
a fish Index of Biological Integrity (IBI) and its ten component metrics as response variables and 
a range of environmental variables describing geomorphology, stream flow statistics, climate, 
and both reach-scale and watershed-scale land use as independent variables. Agricultural land 
use and the magnitude and duration of low flow events were ranked by the algorithms as key 
factors for the study area. Reach-scale characteristics were dominant for native sunfish, and 
stream flow metrics were rated highly for native suckers. Regression tree analyses of 
environmental variables on fish IBI identified breakpoints in percent agricultural land in the 
watershed (~64%), duration of low flow pulses (~12 days), and 90-day minimum flow (~0.13 
cms). The findings should be useful for building predictive models and design of more effective 
monitoring systems and restoration plans.  
 
3.1. Introduction 
Stream ecosystems have long been recognized as spatially nested hierarchies, from 
microhabitat, to stream reach, segment, and watershed, where the large-scale characteristics 
control the development of smaller-scale units (Hynes 1975; Frissell et al. 1986; Hildrew and 
Miller 1994).  The watershed-scale climate, geology, topography, and land use set the larger 
                                                        
1
 This chapter has been published as “Schnier, S., Cai, X., and Cao, Y. (2016) Importance of natural and 
anthropogenic environmental factors to fish communities of the Fox River in Illinois. Environmental Management 
57: 389-411.” 
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context of stream habitat and biota.  They influence the river-network-scale characteristics such 
as channel geomorphology, hydrological regime, and in-stream chemical load, which in turn 
shape and maintain microhabitats at smaller scales. Both water quality and flow rates can also 
vary substantially over time. The hierarchical and dynamic nature of river networks presents a 
great challenge to understand the relationships between aquatic communities and their 
environments. There has been increasing emphases on a systematic view and multi-scale 
approach to the analysis of these relationships (Poff 1997; Ward 1998; Fausch et al. 2002; 
Frothingham et al. 2002; Wiens 2002; Durance et al. 2006; Marzin et al. 2013).  
Examining the relationships between aquatic communities and their environment is 
particularly challenging in a river basin altered by human disturbances, where multiple stressors 
and their interactions with one another and natural factors can affect the health of aquatic 
communities in complex ways. In such systems, the ecological health of streams depend on a 
potentially large number of variables at different scales, including reach-scale and watershed-
scale land use, flow rates and events, water quality, channel geomorphology, and habitat quality 
(Allan 2004; Walsh et al. 2005). Identifying the most important environmental variables for 
stream health is critical for 1) building relatively simple but robust predictive models (Schindler 
et al. 2015; Woznicki et al. 2015), 2) prioritizing environmental variables for monitoring and 
management (Walters et al. 2009; Sundermann et al. 2013), and 3) generating hypotheses for 
further investigation (Cao et al. 2013). Researchers have been interested in identifying the 
dominant environmental controls of fish communities for many years (e.g. Brind’Amour et al. 
2005; Yang et al. 2008; Peres-Neto et al. 2010). In stream bioassessment, a typical approach is to 
take a fish index of biotic integrity (IBI) or biodiversity measures as response variables and 
water quality, habitat variables, reach-scale and watershed-scale land use as explanatory 
variables. Pearson correlations (e.g. Roth et al. 1996; Wang et al. 1997; Snyder et al. 2003) or 
multivariate stepwise regression (e.g. Dyer et al. 1998; Lammert and Allan 1999; Frimpong et al. 
2005; Walters et al. 2009; Sundermann et al. 2013) are used to assess the importance of a 
variable. More sophisticated modeling methods have also been used to identify key 
environmental variables, such as boosted regression tree (Brown et al. 2012) and Random Forest 
(Carlisle et al. 2009). 
The results of previous studies often depend on the study location, the environmental 
variables considered, the scales investigated, and the measures of variable importance used.  
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Roth et al. (1996) and Wang et al. (1997) identified percent agriculture land at the watershed-
scale as the strongest correlate with fish IBI in Michigan and Wisconsin, respectively. In 
comparison, Lammert and Allan (1999) found land use in the local catchment (i.e. the area that 
drains directly into a reach) to be more important. Snyder et al. (2003) found fish IBI was 
strongly correlated with percent urban land use at the watershed-scale, but not agricultural land 
use or riparian-zone variables in West Virginia. Frimpong et al. (2005) reported that models 
based on watershed-scale variables (e.g. land use and hydrological indices) explained an average 
of about 15% more variation in fish IBI scores than reach-scale models in Indiana. Similarly, 
Weigel and Robertson (2007) found that watershed-scale land use was the strongest predictor of 
IBI scores in Wisconsin. The importance of water quality to fish IBI reported in the literature is 
also inconsistent. D’Ambrosio et al. (2009) found no significant relationship between IBI and 
water quality variables, but Sundermann et al. (2013) and Villeneuve et al. (2015) ranked water 
quality variables as the most important factors for three biological indices, including one based 
on fish communities.  
The inconsistency can be partly attributed to the effects of the spatial extents of different 
studies (Lammert and Allan, 1999) and regional differences in natural environments and human 
disturbances (e.g. urbanized vs. agricultural-dominated watersheds). Another major source of the 
inconsistency is the use of different statistical methods in evaluating variable importance because 
different methods are associated with different assumptions and limitations. Use of multiple 
statistical methods could help us identify a subset of generally important environmental variables 
for a given indicator of stream health. However, different components of biological communities, 
such as individual fish metrics derived for developing a fish IBI, likely capture the responses of 
fish communities to different environmental variables or stressors. Identifying variables 
important to individual biotic metrics can provide insights into the effects of environmental 
stressors on fish communities (Culp et al. 2010).  
A related question is whether fish IBI or any of its metrics are associated with a 
breakpoint along a stressor gradient (i.e. thresholds). Wang et al. (1997) found that the 
relationships between IBI and forest land were linear, but the relationship with agricultural land 
underwent a step-change (i.e. breakpoint) at 50% and with urban land at 10 to 20%. Weigel and 
Robertson (2007) also observed breakpoints in phosphorus and total nitrogen concentrations. 
More complex statistics are available to identify or define ecological thresholds (e.g. King and 
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Baker 2010; Hilderbrand et al. 2010; King et al. 2011; Kovalenko et al. 2014; Capon et al. 2015). 
Analyzing the responses of fish IBI and metrics to environmental variables at different regions 
and under varying environmental settings can provide additional information on ecological 
thresholds.  
The basic approach used in this study is to apply multiple measures of variable 
importance and compare their results. If all methods identify the same set of important variables, 
we can have more confidence about the result. However, different methods are associated with 
different assumptions (including no assumption) about response curves (e.g. linear, monotonic), 
and so may provide different information. In the present study, we used Pearson and Spearman 
correlations because they are commonly reported in the literature (e.g. Wang et al. 1997; Roth et 
al. 1996; Snyder et al. 2003). We also used more advanced methods, a technique based on 
information theory called Mutual Information (Harrold et al. 2001) and a machine learning 
technique called Random Forest (Breiman 2001), because they have been used in related 
applications (Hochachka et al. 2007; Cutler et al. 2007; Hejazi and Cai 2009; Cao et al. 2013). 
These four statistical techniques are used to assess the importance of a wide range of 
environmental variables describing land use at different spatial scales, watershed topography and 
stream flow to fish IBI and 10 component metrics in the Fox River Basin in northeastern Illinois. 
The basin drains part of Metropolitan Chicago and is affected by urbanization, agriculture, water 
quality pollutants, and flow alterations (Pescitelli and Rung 2009). We aim to 1) identify a subset 
of environmental variables, if any, that are ranked highly important by most or all methods to 
fish IBI or a fish metric, 2) examine how individual fish metrics respond to different 
environmental variables, and 3) when a method allows, infer the threshold of a stressor.  
 
3.2. Study Area and Dataset 
The study area is the Illinois portion of the Fox River watershed, from Stratton Dam to 
the Illinois River confluence (Figure 3.1). The Illinois portion of the Fox watershed is 
approximately 57% agricultural land, 27% urban, 9% forest, 3% grassland, 2% wetland and 2% 
open water, based on an average of NLCD 2001 and NLCD 2006 data. West of the Chicago 
metropolitan area, the upstream part of this river drains through urban and suburban areas, 
including two major cities, Elgin (population of 108,188 according to 2010 census) and Aurora 
(population of 197,899 according to 2010 census). The southern downstream part is mainly  
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Figure 3.1. Map of the Fox River Basin showing fish sample sites and stream gages 
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agricultural land. There has been much interest in water quality, water resources, and ecological 
conservation in this watershed (Knapp et al. 1991; Bartosova 2008; Pescitelli and Rung 2009). 
The river provides recreation opportunities, water supply for municipal, industrial, and 
agricultural uses, and serves as receiver of storm water and wastewater discharge. However, it 
suffers from serious water quality degradation and alterations to the natural flow regime due to 
urbanization, tile drainage, channelization, and many low head dams (Pescitelli and Rung 2009).  
The Fox River basin is an appropriate laboratory for an investigation into natural and 
anthropogenic controls of fish community composition because it has both large urban areas and 
expanses of rural areas. The Fox River basin is fortunate to have a great quantity of high quality 
data. This study augmented the database with more detailed information on stream flow and 
climate variables. The analysis was restricted to the Illinois portion of the Fox River watershed to 
maintain consistent and comparable data, including fish sampling protocol. The Wisconsin 
portion of the watershed is predominantly agricultural land cover and has no cities over 100,000 
people. For all fish samples, individual watershed attributes originate from the same data source 
using the same processing methods to maintain data consistency. The remainder of this section 
discusses the data sources and processes used to develop the dataset for this study. 
The Index of Biological Integrity (IBI) was first proposed by Karr and Dudley (1981), 
and has been widely adopted for stream bioassessment (Lyons et al. 1996; Barbour et al. 1999; 
USEPA 2006). Fish IBI for Illinois streams was first developed by Karr (1986) and later 
modified by Smogor et al. (2002). It is composed of 10 fish metrics, and each of them is scored 
against its expectation under reference conditions, ranging from 1 at the worst to 6 at the best. 
The expectation was set based on stream size, channel slope, and biological region. The 10 
metrics (Table 3.1) describe different aspects of fish community, including richness, trophic 
structure, and tolerance, and thus they may capture the effects of different stressors. The 
component metrics are native fish species richness (NF_SR), native minnow species richness 
(NM_SR), native sucker species richness (NS_SR), native sunfish species richness (NSF_SR), 
native benthic invertevore species richness (NBI_SR), native intolerant species richness (NI_SR), 
proportion of specialist benthic invertevore species (PCT_SBIS), proportion of generalist feeders 
(PCT_GF), proportion of obligate-coarse-mineral-substrate spawning species (P_OCMSS), and 
proportion of tolerant species (PCT_TS). The sum of scored metrics is the value of IBI. We 
compiled fish IBI and metric data for 98 fish samples collected during 2001-2007 in the Fox  
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River Basin from the Illinois Department of Natural Resources (IDNR) fisheries database. All 
fish samples were collected based on IEPA standard protocols (IDNR 2010), electric seine in 
most wadeable streams, backpack at small creeks, and boatshock in non-wadeable streams. IBI-
values for the samples ranged from 16 to 59, with a median of 39.  
Environmental data were compiled from multiple sources. The first source is the IDNR 
GIS database, which is based on the Great Lakes Regional Aquatic Gap Analysis Project 
(Brenden et al. 2008; Steen et al. 2008; Cao et al. 2015). The database contains more than 300 
environmental variables describing climate, geology, soil, and land use summarized at different 
spatial scales, watershed topography, and connections to other water bodies. We adopted 49 
variables selected by Cao et al. (2015) in modeling fish distributions across Illinois and derived 
an additional 62 weather and hydrology variables for a total of 111 potential explanatory 
variables.  
Land use is described by percent of different land use categories (forest, urban, and 
agricultural) in both the local catchment (i.e. the land that drains directly to the reach, where 
reach is defined as the river segment between confluences on which the sampling point is 
located) and land use in the complete drainage area of the sample point (Holtrop et al. 2005; 
Brenden et al. 2008). The source of the land use data is the National Land Cover Dataset 
(NLCD) 2001. The NLCD 2001 dataset was used to maintain data consistency because it 
adequately represents land use in all fish samples. Between 2001 and 2006, land use remained 
the same in 97% of the study area, while 2% was converted from agricultural land to urban land, 
and 1% of forest and grassland was converted to urban land. Of the 111 environmental variables 
in the primary dataset, there are six variables characterizing reach-scale land use (W_Urban, 
W_Agri, W_Grass, W_Forest, W_Water, and W_Wet), four watershed-scale variables 
(WT_Urban, WT_Agri, WT_Grass, and WT_Forest), one reach-scale riparian land use variable 
(R_Water), and one variable describing land use in a 60-meter riparian buffer at the watershed-
scale (RT_Grass) (Table 3.9a). Details on the delineation of various categories of land use are 
available from Brenden et al. (2008). 
We appended 30 variables representing historical weather data for each fish sample to the 
49 environmental variables from the IDNR database because fish communities can be affected 
by the weather in the sampling year as well as the climate. For temperature and precipitation 
variables, monthly averages and annual maximum and minimum values were calculated from 
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data for the cumulative upstream drainage area of each sample point (Table 3.9b). The climate 
data came from PRISM’s 2.5 arc min (~4 km) average monthly precipitation grids and monthly 
maximum and minimum temperature grids. The climate grids were clipped around the drainage 
area of the fish sample location, and watershed averages were calculated. While missing the 
daily scale, this climate data represents both the seasonal changes and the extreme events.   
Magnitude, duration, frequency, timing, and rate of change are five aspects of a flow 
regime that are important for in-stream habitat and ecological integrity (Poff et al. 1997). Thirty-
two Indicators of Hydrologic Alteration (IHAs) developed by the Nature Conservancy (Richter et 
al. 1996) were appended to the dataset to measure the flow regime characteristics (Table 3.9c). 
Stream flow records for each fish sample site are needed to calculate the hydrological statistics 
(IHAs). Since the majority of sample sites are on ungaged reaches, daily stream flow records 
were estimated using a drainage area ratio with the nearest downstream USGS stream gage with 
the required period-of-record (Archfield and Vogel 2010). 
This study examined fish IBI-environment relationships by matching fish samples with 
the environmental data for the same time period. It is necessary to consider lag time because fish 
communities are not only affected by the weather in the same year, but also from previous years. 
A severe drought might affect some fish species over several years, but most fish species 
considered in the IBI rebound quickly after natural disturbances (Reice et al. 1990; Detenbeck et 
al. 1992; Lake 2003). Detenbeck et al. (1992) reported that at least 70% of the fish communities 
they studied, including sunfish and suckers, recovered to former levels of species richness within 
two years following a disturbance event. During the development of the dataset, climate and 
hydrological conditions were assumed to influence fish communities for two years prior to the 
sampling event. The 32 stream flow metrics (i.e. IHAs) and 30 monthly precipitation and 
temperature metrics that were appended to the IDNR dataset were computed for this two-year 
period-of-analysis prior to the date of the sampling event.  
The procedures discussed above resulted in 111 independent (x) variables for the primary 
analyses: 2 riparian land use variables, 6 variables to characterize local reach-scale land use, 4 
variables to characterize watershed-scale land use, 30 variables characterizing watershed climate, 
and 32 variables characterizing stream hydrology. The remaining 37 variables characterize 
landscape forming processes, relative position (e.g. stream order) and habitat connectivity (e.g. 
distance to ponds) (Table 3.9d). Although Spearman correlations and RF are invariant to 
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transformations, Pearson correlations should be applied to normal data, and highly skewed 
variables could affect the discretization of the MI algorithm. For this reason, two variables were 
square-root transformed to achieve a more normal spread (WT_Alluv, WT_BR50) and the 
following variables were transformed by taking the natural logarithm: Link, Dlink, WT_Area, 
and the 24 hydrology variables characterizing discharge (cms). The dataset also includes 11 fish 
diversity metrics as dependent (y) variables. For each of the 98 sampling events there is an 
estimation of corresponding environmental conditions at the sampling site and time. In summary, 
the analyses involved a dataset containing 98 observations (rows), 111 x-variables and 11 y-
variables (columns).  
Some undoubtedly important variables were not included in the analyses due to a lack of 
adequate data. Among these are variables characterizing in-stream water quality and habitat 
quality. However, the IDNR database had data on the following ten habitat variables for 38 of the 
98 fish sample sites: mean channel width (ft), mean depth (ft), air temperature (°C), percent 
bedrock, boulder (%), cobble (%), gravel (%), sand (%), silt (%), and clay (%). A separate 
analysis was conducted on this data subset to investigate possible interactions with other 
variables in the dataset. 
 
3.3. Methodology 
 
3.3.1. Correlations 
Many studies consider the correlations between fish metrics and environmental variables 
(Roth et al. 1996; Wang et al. 1997; Snyder et al. 2003). This study considered both Pearson (i.e. 
linear, r) and Spearman (i.e. rank, ρ) correlations, and extended the analysis to include non-linear 
and threshold-based relationships. Measures of correlation were used to evaluate the strength of 
the relationship between fish metrics and environmental variables. The standard linear 
correlation coefficient (r) provides a measure of the degree of linear correlation between fish 
metrics and environmental variables. Spearman’s rank correlation coefficient ranks the x and y 
values in ascending order, and then the linear correlation coefficient is computed for the ranks. A 
value of 1.0 indicates a perfect linear correlation, a value of 0.0 indicates no correlation, and a 
value of -1.0 indicates that the fish metric and environmental variable are inversely correlated. 
The Spearman correlation coefficient is used to supplement the information provided by the 
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Pearson correlation coefficient and is more appropriate for ordinal values, non-normal data and 
non-linear monotonic relationships. It makes no assumptions about the distribution of the data. 
When the Spearman coefficient is considerably larger than the Pearson coefficient, it means there 
exists a strong monotonic relationship between the x and y data although the relationship is not 
strongly linear. 
 
3.3.2. Mutual Information 
Mutual information (MI) is a nonlinear technique from information theory to measure 
relationships between random variables. Relationships in hydrology can be highly non-linear, so 
using standard correlation methods may overlook the existence of important non-linear 
relationships (Harrold et al. 2001). The Pearson correlation coefficient assumes normality and 
measures the linear correlation between two random variables. Thus it may provide poor 
estimates of correlation when the normality or linear assumptions are not met. Mutual 
information on the other hand, is not restricted to a particular distribution and is a robust measure 
of both linear and non-linear correlations between two random variables (Francois et al. 2007). 
MI can be understood as the amount of information variable x explains about y, or the 
uncertainty reduction of y given the state of x. Given two random variables x and y, their mutual 
information is defined in terms of their joint probability distribution function p(x,y) and marginal 
probability distribution functions p(x) and p(y) (Cover and Thomas 2006): 
 
,  = 		
, 
,

    (3.1) 
 
Mutual information ranges from zero, when x and y are independent random variables, to 
the maximum of the entropy of x and entropy of y (Shannon 1948). Higher MI values indicate 
higher correlation between x and y. The MI analysis identifies the environmental variables most 
correlated with a fish metric, not accounting for the correlation or redundancy among the 
environmental variables.  
For discrete data, the integral operation in Equation 3.1 reduces to summation. The 
optimal number of bins for discretizations depends on the application and is an area of active 
research (Hacine-Gharbi et al. 2012; Legg et al. 2013). In this study, continuous data is 
discretized using an equal-width histogram with five bins before applying the MI algorithm. We 
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found that five bins increased the robustness for the 122 variables (i.e. 11 y-variables and 111 x-
variables) and 98 observations in this dataset, as a compromise between too few bins (e.g. 2) 
which would result in a loss of sensitivity, and too many bins (e.g. 20) which would result in a 
loss of generality.  
Statistical instability refers to when a small change in the training sample (i.e. the set of 
observations used to induce a data-driven model) results in a large change in model output. 
Linear regression models, regression trees, and neural networks are examples of unstable data-
driven models (Breiman 1996a). Bootstrap aggregation, or bagging, is used to correct the 
instability of statistical models by creating multiple training sample sets, each equal in size to the 
observed dataset, by sampling the observed dataset with replacement (Breiman 1996a, Breiman 
1996b). Bootstrapping generates new training sample sets with the same distribution as the 
original training sample set (Efron 1979). In the aggregation step, the average of the outputs for 
the ensemble of bootstrap samples is computed and provides a stable and reliable output. In this 
study, we used bagging to estimate the mutual information between x and y variables based on 
1000 bootstrap samples. Although bootstrapping has been applied to mutual information for 
applications such as gene expression (e.g. Steuer et al. 2002; de Matos Simeos et al. 2012), to our 
knowledge, this is the first application to biodiversity research. 
 
3.3.3. Random Forest 
In the Random Forest (RF) algorithm, bootstrap aggregation (Breiman 1996a) is used to 
create an ensemble of regression trees (Breiman et al. 1984), with each tree being induced from a 
randomized selection of explanatory variables (Breiman 2001). The measure of variable 
importance is based on how much prediction error increases when out-of-bag (OOB) data for 
that variable is permuted and all others are left unchanged (Liaw and Wiener 2002). The amount 
by which this new error exceeds the original test set error is defined as the importance of the 
variable and is calculated as shown in Equation 3.2 (Genuer et al. 2010; Verikas et al. 2011).  
 

 = 

∑  !!"
 −  !!"

$                               (3.2) 
 
where Xj is the individual x-variable of interest, ntree is the number of trees in the ensemble, and 
errOOBt is defined as the model error of a single tree t, estimated using mean squared error 
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(MSE) on the OOB sample for that tree (OOBt). The values of Xj in OOBt are then permuted and 
the error is recalculated (errOOBtj). 
In addition, we followed Rathert et al. (1999) and Weigel and Robertson (2007) in using 
regression tree (RT) analyses to detect step-changes, or breakpoints, in key environmental 
variables in which there is an abrupt change in fish metric values. For a given x-variable, the 
algorithm searches for the split of paired x and y variables into two groups: left (tL) (x-variable 
observation < split value) and right (tR) (x-variable observation > split value) that maximizes the 
change in the sum of squared residuals (Equations 3.3 and 3.4; Breiman et al. 1984). 
 
∆R = R(t) – R(tL) – R(tR)                                                         (3.3) 
 
R(t) = (1/N)∑(yn – yavg(t))2                                                       (3.4) 
 
where R(t), R(tL), and R(tR) are the average sum of squared residuals prior to the split, on the “left” 
side of the split, and the “right” side of the split, respectively. yavg(t) is the average value of the 
dependent variable prior to the split, which becomes yavg(tL) and yavg(tR) when calculating R(tL) 
and R(tR), respectively. yn is the nth occurrence of the dependent variable, and N is the total 
number of occurrences of the dependent variable prior to the split. The split divides the dataset 
into a set of samples with a high average IBI value and a set of samples with a low average IBI 
value. Regression trees, which RF is based on, are largely invariant to transformations of 
independent variables, so no assumptions are violated by skewed x-data. The dependent 
variables in this dataset are not highly skewed.  
Patterns in splits could reveal the existence of thresholds. However, the RT algorithm will 
return a ‘best split’ given the data, even when there is no relationship between the x and y 
variables. For this reason it is important consider the frequency with which an x-variable is 
chosen for the split. The algorithm is most adept at identifying thresholds when the left side of a 
scatter plot (e.g. x < xi) has an average y-value significantly different (i.e. higher or lower) from 
the average of the right side (e.g. x > xi). The first step was to determine the variables most 
frequently chosen for the split based on 1000 bootstrap samples, then the average split value and 
standard deviation for the most frequently chosen variables was calculated based on 10,000 
bootstrap samples.  
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The estimates of variable importance returned by each algorithm are not directly 
comparable, and their ranks are influenced by multicollinearities in the dataset. In order to 
aggregate the votes from all algorithms about which variables were most important, as part of a 
separate exercise the estimates from each algorithm were normalized to values between 0 and 1 
(the estimate for the least important variable was assigned a value of 0, the most important a 
value of 1, and the remainder were linearly transformed to this range). The most important 
variable based on the results of all algorithms would then be the one with the highest average 
normalized score.  
Issues of multicollinearity were addressed by determining which other x-variables 
explain the most variability in key hydrology and land use variables. For example, the hydrology 
variables were taken as dependent variables, and land use, climate and geomorphology variables 
were included as potential explanatory variables. The relationships among environmental 
variables were analyzed using the four techniques, irrespective of their relationships with the fish 
metrics.   
By using correlations, mutual information, and Random Forest in a combined approach 
we obtained a more complete picture of variable importance because the methods are based on 
different assumptions and thus provide unique perspectives on the relationships between 
variables. For example, when the Spearman coefficient is larger than the Pearson coefficient, it 
means there is a non-linear monotonic relationship. To supplement the information provided by 
these more conventional correlation methods, we employed the mutual information measure to 
further investigate non-linear relationships and the Random Forest algorithm to explore 
threshold-based relationships.  
 
3.4. Results 
Matrices showing the relationship between fish metrics and environmental variables were 
constructed based on results from four algorithms: Pearson correlation, Spearman correlation, 
mutual information, and Random Forest (Tables 3.4, 3.5, 3.6 and 3.7, respectively). The eleven 
columns represent the fish metrics analyzed. The rows correspond to the various environmental 
variables. The 39 variables listed in Table 3.2 and Tables 3.4-3.7 were selected among the 111 
variables in Table 3.9 because these variables were ranked in the top 5 most important variables 
by at least one algorithm for at least one of the fish metrics. The number inside the parentheses 
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represents the rank of an environmental variable based on the contribution it makes to explain 
the variability in a specific fish metric (i.e. a rank of 1 corresponds to the most important 
variable). The ranks are assigned on a column-by-column basis, that is, for each fish metric. 
Looking horizontally through each row in Tables 3.4-3.7, one gets an idea of the overall 
importance of each environmental variable. Viewed vertically, the tables reveal the association 
between each fish metric and different environmental variables. 
 
 
 
3.4.1. Relative Importance of Environmental Variables to Fish IBI 
In the linear regression of IBI estimates against individual environmental variables (Table 
3.4), the single strongest predictor was 90-day minimum flow (90day Min Flow) (r=0.594, 
p<0.001), followed by percent agricultural land in the watershed (r=0.586, p<0.001), and 30-day 
minimum flow (r=0.579, p<0.001). Pearson correlations, MI and RF agreed that WT_Agri is of 
primary importance, ranked 2, 1, and 2, respectively (Table 3.3). Pearson, Spearman, and RF 
Table 3.2. Summary of 39 selected environmental variables at 98 sampling sites 
Variable Description Units Min Max Mean Std Dev 
Pondup_L Distance to upstream pond m 0 118,885 20,864 32,741 
Ponddn_L Distance to downstream pond m 0 753,189 358,528 211,154 
Damdn_L Distance to dam downstream m 0 492,361 169,413 116,245 
Order Stream Order - 1 6 2.74 1.24 
Downorder Order of downstream reach - 2 6 3.74 1.52 
Link Number of upstream reaches  - 1 624 35 112 
Dlink Link of downstream reach - 2 90,023 5,627 21,661 
RT_Grass Percent grass in watershed riparian zone percent 1.5% 43% 24% 9% 
W_Agri Percent agriculture land in local watershed percent 0% 89% 41% 25% 
W_Forest Percent forest in local watershed percent 0.2% 60% 16% 13% 
W_Area Size of the local watershed km2 0.1 55.2 13.2 13.5 
W_Slope Slope in local watershed m/km 0.10 2.76 0.95 0.61 
WT_Urban Percent urban land in total watershed percent 0.1% 58% 14% 15% 
WT_Agri Percent agricultural land in total watershed percent 5% 89% 55% 22% 
WT_Forest Percent forest in total watershed percent 0.2% 39% 8% 7% 
WT_Coars Percent coarse deposits in total watershed percent 0% 85% 12% 23% 
WT_Carb Percent carbonate in total watershed percent 0% 100% 58% 32% 
WT_BR50 bedrock depth in watershed ≤ 50ft percent 0% 11% 1% 3% 
WT_Slope Watershed slope m/km 0.1 1.7 0.6 0.4 
WT_Precip Historical Total Annual Precipitation mm 884.7 933.6 920.8 11.4 
May Precip Average May Precipitation mm 60.3 191.3 108.1 35.4 
Sep Precip Average September Precipitation mm 30.8 165.0 92.3 40.1 
Dec Precip Average December Precipitation mm 32.6 60.7 44.5 6.6 
Feb Temp Average February Temperature C -6.9 -1.3 -3.8 1.8 
Aug Temp Average August Temperature C 20.47 23.2 22.3 0.7 
Mon Min Temp Monthly Minimum Temperature C -11.27 -6.7 -9.2 1.2 
Jan Flow Mean January Streamflow cms 0.03 57.6 2.8 9.4 
Apr Flow Mean April Streamflow  cms 0.09 97.8 5.2 17.2 
May Flow Mean May Streamflow cms 0.09 80.8 4.3 13.2 
Oct Flow Mean October Streamflow cms 0.04 61.5 2.5 8.7 
Dec Flow Mean December Streamflow cms 0.04 70.1 3.3 11.1 
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showed good agreement on the importance of 30-day minimum flow, ranked 3, 2, and 4, 
respectively (Table 3.3). All four algorithms (Pearson, Spearman, MI, and RF) also showed 
agreement on the importance of 90-day minimum flow, ranked 1, 1, 5, and 3, respectively (Table 
3.3). MI and RF recognized the importance of low flow pulses (the duration of low flow pulses 
was ranked first by RF and the number of low flow pulses was ranked second by MI). Three 
algorithms identified monthly stream flows as important, namely April stream flow and January 
stream flow (Table 3.3).  
Considering only statistically significant Pearson correlation coefficients (i.e. p < 0.001), 
watershed-scale land use was a stronger correlate for all fish metrics with the exception of 
NSF_SR for which two reach-scale variables, W_Agri (-) and W_Forest (+), were significant 
correlates (Table 3.4, rows 9-15). With respect to watershed-scale land use, percent urban land 
cover and percent agricultural land were significant predictors for all fish metrics except for 
NSF_SR (Table 3.4, rows 13 and 14). These two x-variables were also strongly correlated with 
each other (r = -0.82, p < 0.001). For the ten fish metrics for which WT_Urban was significant, it 
had a negative influence on all except percent generalist feeders (PCT_GF) and percent tolerant 
species (PCT_TS). The relationship between WT_Agri and these ten metrics was reversed 
(Table 3.4). According to both the MI and RF algorithms, land use in the cumulative upstream 
drainage area, namely agricultural and urban land use, was generally rated more important than 
reach-scale land use (Tables 3.6 and 3.7, respectively).  
Several observations can be made regarding the correlations between hydrology variables 
and fish metrics: 1) the number of high flow pulses each year was significantly positively 
correlated with 6 fish metrics and negatively correlated with tolerant species (Table 3.4, row 36), 
2) mean duration of low flow pulses each year was negatively correlated with 6 fish metrics 
(Table 3.4, row 39), and 3) hydrology variables in general were important to one fish group in 
particular, suckers (NS_SR) (Tables 3.4, 3.5, 3.6 and 3.7, rows 27-39, column titled NS_SR).  
 
3.4.2. Variation of Relationships among Different Fish Groups 
Hydrology variables were found to be significant predictors for native sucker species 
richness (NS_SR). For this fish group, the correlations with hydrology variables were higher on 
average than the correlations among hydrology variables and other fish groups (Tables 3.4-3.7,  
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rows 27-39). The algorithms show good agreement on which hydrology variables are important 
to NS_SR. Seven-day, 30-day, and 90-day minimum flows were ranked in the top five by all four 
algorithms. These stream flow metrics characterize weekly, monthly, and seasonal low-flows, 
respectively.  
The methods showed notable agreement on which variables were important to native 
sunfish species richness (NSF_SR). Based on the rank of the average of 0-1 normalized 
importance values for all algorithms, the four most important variables to sunfish were: area of 
the local catchment, average slope in the local catchment, percent agricultural land in the local 
catchment, and percent forest in the local catchment (Table 3.8). The importance of variables 
characterizing the reach-scale is evident for sunfish. 
The results also reveal that watershed-scale variables are important to native minnows 
(NM_SR). Based on the average normalized importance values of all algorithms, the four most 
important variables to minnows were: percent agricultural in the total watershed, percent forest 
in the watershed, average slope of the watershed, and percent urban in the watershed (Table 3.8). 
The importance of variables characterizing the total watershed scale is evident for minnows. 
 
3.4.3. Relationships among Environmental Variables 
This section directly addresses issues of multicollinearity in the dataset. The estimates of 
variable importance presented in Tables 3.4 through 3.7 are not affected by multicollinearities 
because the importance of each x-variable to each y-variable was evaluated independently. The 
variable ranking, however, is affected by multicollinearities. Multicollinearities are important to 
consider in at least two other cases: predictive mathematical models based on more than one x-
variable (which is not the aim of this study), and causal explanations of the importance of x-
variables.  
Based on the average of 0-1 normalized importance values, the following three variables 
were the most important to 90-day minimum flow: 1) watershed drainage area (WT_Area), 2) 
number of upstream reaches (Link), and 3) stream order (Order). These three variables were also 
important to explaining 30-day minimum flow. The duration of low flow pulses was controlled 
by climate variables such as January temperature, monthly maximum temperature and May 
precipitation. Percent agricultural land, urban land and forest land in the watershed are inherently  
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Table 3.8. Combined results of selected fish metrics based on 0-1 normalized importance values  
 
Variable Avg Value Pearson Spearman MI RF 
NF_SR 90day Min Flow 0.99 0.99 1.00 0.98 1.00 
30day Min Flow 0.95 0.99 0.99 0.95 0.86 
7day Min Flow 0.92 1.00 0.99 0.96 0.74 
1day Min Flow 0.92 0.99 0.97 0.96 0.76 
 
      
NM_SR WT_Agri 0.99 1.00 1.00 1.00 0.97 
WT_Forest 0.85 0.80 0.99 0.62 1.00 
WT_Slope 0.68 0.71 0.74 0.72 0.54 
WT_Urban 0.66 0.68 0.79 0.63 0.55 
 
      
NS_SR 90day Min Flow 0.98 0.99 1.00 0.92 1.00 
  
Apr Flow 0.95 0.98 0.99 0.84 1.00 
  
30day Min Flow 0.93 1.00 1.00 0.90 0.81 
  
7day Min Flow 0.93 0.99 0.99 0.96 0.77 
 
      
NSF_SR W_Area 0.98 1.00 1.00 0.99 0.95 
  
W_Slope 0.90 0.96 0.95 0.67 1.00 
  
W_Agri 0.82 0.96 0.90 0.98 0.43 
  
W_Forest 0.81 0.99 1.00 0.48 0.76 
 
      
NBI_SR WT_Agri 0.97 1.00 0.93 0.96 1.00 
  
90day Min Flow 0.89 0.93 1.00 0.91 0.74 
  
30day Min Flow 0.87 0.91 0.99 0.81 0.78 
  
WT_Urban 0.83 0.88 0.87 0.63 0.93 
 
      
NI_SR WT_Agri 0.98 1.00 0.97 0.95 1.00 
  
Dur of LFP 0.81 0.79 0.83 0.74 0.86 
  
90day Min Flow 0.78 0.79 0.98 0.88 0.47 
  
Oct Flow 0.76 0.79 0.96 0.81 0.47 
 
      
PCT_SBIS Jan Flow 0.98 1.00 1.00 0.92 0.99 
  
Dec Flow 0.97 0.96 0.99 0.93 1.00 
  
Apr Flow 0.88 0.93 0.95 0.84 0.81 
  
Mar Flow 0.87 0.93 0.95 0.89 0.69 
 
      
PCT_GF WT_Agri 0.99 1.00 0.94 1.00 1.00 
  
WT_Urban 0.79 0.88 0.93 0.65 0.70 
  
Pondup_L 0.74 0.94 0.53 0.75 0.74 
  
WT_BR50 0.71 0.64 0.81 0.92 0.48 
 
      
P_OCMSS WT_Agri 0.99 1.00 0.97 1.00 0.98 
  
WT_Forest 0.87 0.88 1.00 0.63 0.96 
  
Dur of LFP 0.81 0.67 0.74 0.98 0.87 
  
WT_Carb 0.78 0.66 0.65 0.87 0.94 
 
      
PCT_TS 90day Min Flow 1.00 0.99 1.00 1.00 1.00 
  
30day Min Flow 0.93 1.00 0.98 0.96 0.78 
  
7day Min Flow 0.88 0.98 0.96 0.96 0.61 
  
1day Min Flow 0.87 0.96 0.94 0.95 0.62 
  
      
IBI WT_Agri 0.95 0.99 0.84 1.00 0.97 
  
90day Min Flow 0.93 1.00 1.00 0.84 0.87 
  
30day Min Flow 0.86 0.97 0.97 0.74 0.73 
  
Nov Flow 0.84 0.95 0.97 0.84 0.59 
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correlated in this part of the world. The correlation between WT_Agri and WT_Urban was -0.82, 
-0.80 between WT_Agri and WT_Forest, and 0.45 between WT_Urban and WT_Forest. 
There is the question of whether variables were identified as important because they are 
strongly correlated with other variables that were not included in the analysis (e.g. habitat and 
water quality). For the 38 sites with habitat data, mean width was significantly positively 
correlated (p<0.001) with several hydrology variables: average stream flow each month, and 
seasonal minimum and maximum flows (i.e. the first 22 variables of Table 3.9c). Mean width 
was also significantly positively correlated with NS_SR, which is consistent with the finding that 
hydrology variables were important to NS_SR.  
 
3.4.4. Analysis of Environmental Thresholds 
We used regression tree ensembles to detect thresholds in key variables by considering 
the relationship between a single predictor and single response variable to get an idea of the 
predictive strength of step-change based partitions (i.e. breakpoints). Several variables stand out 
for being frequently chosen for splits in the bootstrap samples: percent agricultural land in the 
watershed (WT_Agri), duration of low flow pulses, 90-day minimum flow and 30-day minimum 
flow. In this section, the standard deviation acts as a measure of error in the average breakpoint. 
The standard deviations shown in Figure 3.2 on the other hand, serve as a measure of purity of 
the split, or the reduction in standard deviation compared to the global dataset.  
With regards to IBI, the average split for WT_Agri was 64% with a standard deviation of 
8% (Fig. 2a). The average split for mean duration of low flow pulses was 11.70 days with a 
standard deviation of 0.61 days (Fig. 2b).  The average splits for annual 90-day and 30-day 
minimum flows were 0.134 cms and 0.333 cms with standard deviations of 0.062 cms and 0.049 
cms, respectively (Fig. 2c and Fig. 2d). Although it was not selected by the algorithm as one of 
the strongest partitions based on the frequency chosen, the breakpoint in WT_Urban was around 
11%, with a standard deviation of 8%.  
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Figure 3.2a. IBI as a step-function of percent agriculture in the total watershed showing the 
threshold, and averages and standard deviations to the left and right of the threshold (For 
comparison purposes, the standard deviation of IBI for the global dataset is 12.39.) 
 
 
 
Figure 3.2b. IBI as a step-function of mean duration of low flow pulses showing the threshold, 
and averages and standard deviations to the left and right of the threshold (For comparison 
purposes, the standard deviation of IBI for the global dataset is 12.39.) 
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Figure 3.2c. IBI as a step- function of 90-day minimum flow showing the threshold, and 
averages and standard deviations to the left and right of the threshold (For comparison purposes, 
the standard deviation of IBI for the global dataset is 12.39.) 
 
 
 
Figure 3.2d. IBI as a step- function of 30-day minimum flow showing the threshold, and 
averages and standard deviations to the left and right of the threshold (For comparison purposes, 
the standard deviation of IBI for the global dataset is 12.39.) 
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3.5. Discussion 
A wide range of natural environmental factors and human stressors potentially affect fish 
communities in streams. It is critical to identify those factors that most likely drive the changes 
of fish communities for routine monitoring, guiding restoration efforts or predicting the effects of 
changes in land use and climate. The present study revealed several interesting findings that 
merit further discussion. Namely, IBI scores were positively correlated with the percentage of 
agricultural land in the watershed, and sucker and sunfish species richness were strongly 
associated with hydrology and reach-scale variables, respectively. It follows that fish IBI and its 
component metrics are sensitive to the changes in these three types of environmental variables. 
The methods used in the present study identified percent agricultural land in the total 
watershed as one of the most important factors for fish IBI in Fox River Basin (Table 3.3). Both 
correlation and breakpoint analyses showed the relationship was positive (Tables 3.4 and 3.5, 
row 14; Figure 3.2a), a result that contrasts with other studies, which reported either a negative 
effect (e.g. Roth et al. 1996; Wang et al. 1997; Allan et al. 1997) or no effects (e.g. Synder et al. 
2003; Walters et al. 2009). However, a positive association between fish IBI and percent 
agricultural land was also reported by Wang et al. (2000) while studying the Wisconsin portion 
of the Fox Basin. Our result was closer to that of Wang et al. (2000) because our study sites were 
comprised of more similar landscapes. There was a positive correlation between IBI and percent 
agriculture in the watershed (WT_Agri) because, in the Fox River basin, high levels of 
agriculture are associated with low levels of urbanization, and on a per unit area basis, urban land 
is more harmful to fish IBI than agricultural land (Wang et al. 2000). Sites with low urban land 
use had low to high IBI scores; while sites with high urban land use had low IBI scores, which 
results in a negative correlation (Figure 3.3). There was a strong inverse correlation between 
WT_Agri and WT_Urban (r = -0.82, Figure 3.4). In watersheds with WT_Agri less than 64%, 
the average IBI score was 33 and the average percent urban (WT_Urban) was 21%. Conversely, 
in watersheds with WT_Agri greater than 64%, average IBI score was 48 and the average 
WT_Urban was only 2%. In studies where WT_Agri was found to be negatively correlated with 
IBI, forest land or wetlands, which are beneficial to native fish communities, were being 
replaced by agricultural land. However, in the Fox River basin, the primary land use change is 
conversion of agricultural land to urban land, which degrades fish communities further. In the 
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future, there will likely be further urbanization in the Fox River basin, so we may expect that IBI 
will deteriorate over time.  
 
 
Figure 3.3. Relationship between fish IBI and percent urban in the watershed 
 
 
 
 
Figure 3.4. Relationship between percent agriculture in the watershed and percent urban in the 
watershed 
 
0
10
20
30
40
50
60
70
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
IB
I
Percent Urban in the Watershed (WT_Urban)
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
0% 10% 20% 30% 40% 50% 60% 70%
Pe
rc
en
t A
gr
ic
u
ltu
re
 
in
 
th
e 
W
at
er
sh
ed
 
(W
T_
A
gr
i)
Percent Urban in the Watershed (WT_Urban)
85 
 
Our study also found that fish IBI increased where WT_Agri exceeded around 64%. In 
contrast, Wang et al. (1997) found that IBI decreased where WT_Agri exceeded around 50%. 
However, Wang et al. (1997) studied rural watersheds throughout Wisconsin composed of 
agricultural land and forested land; whereas our study as well as that of Wang et al. (2000) 
focused on watersheds composed of agricultural and urban land. Because urban land and 
agricultural land are strongly inversely correlated in the Fox Basin, the well-documented 
environmental threshold in urban land around 11% (e.g. Schueler 1994; Wang et al. 2000) has a 
mirror-image in percent agricultural land around 64%. An ensemble of the regression tree 
algorithm found that the split in percent agriculture created a stronger partition in the dataset 
(Figure 3.2a). The results should not be interpreted to mean that agriculture is beneficial to in-
stream fish communities, but simply that it is not as harmful as urban land uses on a per unit area 
basis.  
Despite the fact that urban land use usually comprises a relatively small portion of a 
whole watershed, it has a disproportionate effect on in-stream water quality, flow regime, and 
thus fish community (Osborne and Wiley 1988; Wiley et al. 1990; Paul and Meyer 2001). This 
study found a negative correlation between IBI and WT_Forest (Tables 3.4 and 3.5, row 15); this 
abnormal relationship is largely due to the positive correlation between WT_Forest and 
WT_Urban (r = 0.45). In our study area, watersheds with less than 11% urban land had an 
average of 5% forest land, whereas watersheds with greater than 11% urban land had higher 
forest land on average (13%). In other words, forests were found more often in urbanized 
watersheds, whereas watersheds with low levels of urbanization were dominated by agriculture. 
Thus, in terms of IBI, the beneficial effects of forested land in the watershed were outweighed by 
the deleterious effects of urban land. The extent of urban land use was found to favor generalist 
feeders and tolerant species, which has been found by other studies (Adams 2005, D’Ambrosio 
et al. 2009). These fish species are usually regarded by managers as undesirable species. Urban 
land use in the watershed should be explicitly considered in design of management measures 
because the benefits of restoration efforts downstream could be outweighed by the negative 
impacts of urban activity upstream. 
Since the fish metrics reflect different aspects of fish communities, the results provide 
useful information for management targeting specific aspects of fish communities. Previous 
studies have discussed the relative importance of land use at the watershed-scale and reach-scale 
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to fish IBI and mixed conclusions were reached (Roth et al. 1996; Wang et al. 2001; Snyder et al. 
2003). This study found that in the Fox River, land use at the reach-scale and watershed-scale 
were important to different fish groups. Therefore, the importance of these scales to the 
integrated IBI score may vary from case to case, and management measures regarding local or 
watershed land use need to be made based on specific problems. We found that watershed-scale 
land use was more important to most fish metrics than reach-scale variables with the exception 
of NSF_SR, which suggests that the dominant controls of stream biotic integrity operate on a 
larger spatial scale. This finding is consistent with several other studies (e.g. Roth et al. 1996; 
Wang et al. 1997; Snyder et al. 2003; Frimpong et al. 2005; Weigel and Robertson 2007; Wilkins 
et al. 2015). This finding may have important monitoring and management implications given 
that watershed-scale variables are relatively easy to collect from remote-sensing, whereas reach-
scale variables often require labor-intensive field assessments. 
While many of the previous studies focus mainly on IBI, our findings also offer insights 
into the effects of various environmental factors on specific IBI component-metrics. The 
physical explanation for why a certain variable affects a certain fish group is clear in some cases 
and less intuitive in others. Duration of low flow pulses was shown to be important to many fish 
groups (Tables 3.4-3.7, row 39), and 30-day and 90-day minimum flows were ranked very highly 
by all algorithms (Tables 3.4-3.7, rows 34 and 35). During low flows the area of pools in a 
stream will decrease and riffles may disappear, therefore the duration of low flows will affect the 
availability and quality of habitats for many fish species. These results suggest many species, 
particularly native suckers, are sensitive to changes in stream flow and specifically to changes in 
low flows (Aadland 1993; Grantham et al. 2014). It follows that more emphasis should be placed 
on accurate measurements of seasonal low flows, since they were repeatedly found to be 
important in this study despite the sub-ideal method used to estimate them (i.e. drainage area 
ratios). This has implications for policies setting minimum flow requirements, including the 
metrics that are most relevant and their target values. 
Hydrology variables were found to be particularly important to native sucker species 
richness (NS_SR) by all methods (Tables 3.4-3.7, rows 27-35). Some species migrate several 
kilometers between non-spawning habitats and spawning areas with swift moving water in 
stream tributaries (Scott and Crossman, 1973). Eggs are carried downstream to where the water 
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is calmer and stick to or become lodged in the substrate. This behavior may indicate why 
hydrology variables in general were identified by the methods.  
The autecology of sunfish may also shed light on why reach-scale characteristics were 
found to be important to their species richness (Table 3.8). The species is non-migratory and 
typically has a home range of around 30 m2 when not spawning, and lives and lays eggs within 
weed beds and fallen logs of slow-flowing parts of streams and small rivers (Page and Burr, 
1991). These features of sunfish autecology all involve local phenomena, which are best 
characterized by reach-scale variables in this dataset. For example, we found that reach-scale 
slope (W_Slope) was important to NSF_SR while not being a major predictor for other fish 
metrics (Tables 3.4-3.7, row 12), which is consistent with Walters et al. (2009). Slope along the 
reach-scale channel is related to in-stream flow velocity and bottom siltation. This study verified 
that sunfish are sensitive to slope, which could be used to inform management interventions 
involving adjustments to slope to enhance sunfish species richness. 
Similar to Walters et al. (2009), we found that variables characterizing the proximity to 
ponds were significant predictors of many fish metrics (Tables 3.4-3.7, rows 1 and 2). Distance 
to upstream and downstream ponds influence stream flow recession (Griffiths and Clausen 1997, 
Moore 1997) and in-stream water quality (Walters et al. 2009). These ponds are often man-made 
impoundments created by urban development or agricultural practices, such as livestock within 
or near the stream. The further upstream the pond, the better for fish communities (Table 3.4, 
row 1). Interestingly, according to correlation analyses (Tables 3.4 and 3.5, row 2) and RF (Table 
3.7, row 2), Ponddn_L is not a significant predictor of many fish metrics, but the MI algorithm 
identified it as one of the stronger predictors (Table 3.6, row 2). For ponds less than 0.15 km 
away, there was not a strong correlation, but for ponds greater than 0.15 km away there was a 
significant negative correlation (-0.59). Meanwhile, the average of both sides of the split was 
approximately equal, which is why RF did not emphasize it. Of the four methods used, only MI 
was able to detect this discontinuous relationship, which highlights the value of using multiple 
methods.  
One appealing feature of the multiple technique approach is that it may be possible to 
criticize the assumptions of one or more of the algorithms or its application to a particular 
variable; however the likelihood of contradicting patterns consistently identified by all 
algorithms is exceedingly low. Furthermore, using multiple techniques ensures that important 
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variables are not overlooked simply because a single algorithm could not identify it. Bagging 
ensures that the results are not affected by over-fitting to any one particular dataset. In other 
words, we can be fairly confident that the patterns we identify are real and not statistical 
coincidences. Of the 111 environmental variables considered, this study revealed that across all 
fish metrics and all methods, a small number of variables were regularly identified as important 
(see, for example, Table 3.3 and Table 3.8). A similar approach can be used to select a small 
subset of the most important variables for inclusion in ecological models, however care should 
be taken to exclude variables involved in collinearities.  
 
3.6. Conclusion 
Our approach is able to identify the relative importance of individual environmental 
characteristics to the overall fish community as represented by IBI, as well as the environmental 
factors important to individual fish metrics. Findings from this study contribute to the 
understanding of the Fox River ecosystem because the algorithms show good agreement on 
which variables are important to which fish metrics. Percent agriculture in the watershed, and the 
duration and magnitude of seasonal low flows were identified as variables important to IBI. 
Watershed-scale land use variables were generally ranked more important to fish metrics with 
the notable exception of native sunfish species richness, for which reach-scale land use was more 
important. Hydrology variables were found to be important to native sucker species richness. 
Percent urban land in the watershed had a negative relationship with all fish groups except 
generalist feeders and tolerant species. This relationship was reversed for agricultural land. 
Finally, we found that strong thresholds existed for several key environmental variables 
including the magnitude and durations of seasonal low flows, and percent agriculture in the total 
watershed.   
This study focused on the Fox River basin but has implications for other ecosystems. The 
importance of any one land use type can only be understood in the context of its 
interrelationships with other land use types. We expect to see similar results in basins where high 
agricultural land is associated with low urban land and vice versa. Ensemble modeling is the key 
feature of the methodology that can be transferred to other basins, both in the use of multiple 
methods based on different assumptions, and multiple iterations of each method using bagging.  
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Finally, a similar approach can be used to detect non-intuitive frequent patterns. If a variable is 
identified whose physical role in maintaining fishery health is unclear (e.g. WT_BR50), further 
experiments can be conducted in an attempt to explain the role of the variable. In this way, data 
mining aids scientists in hypothesis-generation efforts. 
The work presented here can be extended and enhanced in several ways. The analysis can 
be applied to other basins, include more sample sites, and different methods. The analysis should 
also consider the relative importance of variables characterizing water and habitat quality, as 
well as tile-drained agricultural areas, wastewater treatment facilities, and other salient landscape 
features. We saw that low flows were important to many fish metrics, so it would be interesting 
to see if we can refine our results through better characterization of low flows (e.g. Mathews and 
Richter 2007).  
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CHAPTER 4.   FREQUENT PATTERNS IN WATERSHED CHARACTERISTICS 
IMPORTANT TO TRENDS IN STREAMFLOW 
 
Summary 
Previously stable streamflow patterns are changing in many watersheds across the U.S. 
due to both climatic and anthropogenic factors. This study investigates the relationships between 
changes in streamflow and changes in watershed characteristics in 2876 watersheds in the 
continental U.S. We delineate regions of homogenous hydrologic change, i.e. watersheds that are 
undergoing similar trends or staying the same, and discover frequent patterns among watershed 
attributes, including trends in key attributes, within individual regions of homogenous hydrologic 
change. Frequent patterns were discovered by applying the Apriori frequent pattern search 
algorithm to a discretized dataset of watershed characteristics. Trends in fourteen natural and 
anthropogenic watershed characteristics were also calculated for the three decade period 
including precipitation, temperature, population, water use, and land use. For the regions that 
underwent similar types of change, such as most streams gaining flow (e.g. eastern Dakotas and 
north east) or most streams losing flow (e.g. western US and northeastern Wisconsin), 128 
independent watershed characteristics from the Gages-II dataset were analyzed for frequent 
patterns. For the continental US, results suggest that trends in average annual streamflow are 
attributable primarily to trends in average annual precipitation. Additionally, a large majority of 
watersheds with significantly increasing streamflow are in northern latitudes and experience 
decreasing trends in water use. A large majority of watersheds with significantly decreasing flow 
have low average precipitation and slower rates of human development. Physical explanations 
connecting trends in watershed attributes to trends in streamflow are posited for each region of 
similar change. Patterns in the tails of annual streamflow distributions (i.e., tenth percentile, Q10, 
and ninetieth percentile, Q90) were similar to patterns for average annual streamflow. Significant 
increases in Q90, low flows, were observed around very large cities. This research identified the 
watershed characteristics associated with streamflow change through time, and discovered 
frequent patterns in watersheds undergoing similar types of change, including how the role of 
human variables has evolved. The findings have important implications for management and 
planning of watersheds undergoing change. 
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4.1. Introduction 
There has been much interest recently in the relationship between watershed 
characteristics and long-term changes in streamflow (e.g., Singh et al. 2011, Sawicz et al. 2014, 
Rice et al. 2015). Changing streamflows, whether increasing or decreasing, have important 
implications for water availability and ecosystem health. Being able to identify which watershed 
characteristics are responsible for streamflow changes is the first step in explaining their histories 
of change and understanding how these watersheds will evolve in the future. This study takes the 
trend in average annual streamflow as the response variable and aims to discover which 
characteristics occur frequently within watersheds that are undergoing similar types of 
hydrologic change. A similar analysis is also applied to trends in the frequencies of low flows 
(i.e. Q90) and high flows (i.e., Q10). The overall purpose is to address the following question: 
what do watersheds that are changing in similar ways have in common? 
A few recent studies have investigated the relationships between streamflow change and 
watershed characteristics using advanced data mining tools. Rice et al. (2015) used boosted 
regression tree models to identify watershed characteristics important to streamflow trends in the 
continental U.S. from 1940 to 2009 based on 967 observations in the Gages-II dataset. They 
found that for the complete dataset, streamflow tended to increase while becoming less extreme, 
but that regional subsets of the data showed drying trends and changes in streamflow variability 
and extrema over a period of 70 years. Latitude and longitude were found to be the primary 
watershed characteristics important to trends in the complete dataset, while local differences in 
topography and climate influenced regional-scale trends. Sawicz et al. (2014) clustered 314 
catchments in the MOPEX dataset into 12 distinct regions using Bayesian mixture modeling for 
a baseline period of 1948-1958. They next fit regression trees to these twelve clusters to 
investigate how individual watersheds were reassigned to different clusters as time advanced 
(1958-1968, 1968-1978, and 1978-1988). They found that the major factor controlling cluster 
reassignment was changes in the water balance (e.g. rainfall) in watersheds that shift between 
energy-limited and water-limited.  
These studies made use of regionalization as a fundamental investigative tool. Within 
hydrology, regionalization is the process of delineating homogeneous subregions that behave in a 
hydrologically similar fashion (Nathan and McMahon, 1990). Within computer science, these 
subregions are known as clusters. Rice et al. (2015) grouped watersheds together based on 
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geographically contiguous eco-regions, not necessarily based on watershed similarity or 
watersheds changing in a similar way. Another approach would be to use a clustering algorithm, 
which have been used in regionalization for a number of years (e.g., Acreman and Sinclair 1986, 
Nathan and McMahon 1990, Rao and Srinivas 2006, Corduas 2011, Sawicz et al. 2011, Mayer et 
al. 2014). For example, Sawicz et al. (2014) assigned watersheds to one of 12 clusters based on 
six streamflow metrics that were recalculated each decade to see how assignments changed 
through time. The period of record in the Sawicz et al. (2014) study ended in 1988, a truncation 
that removes more recent years that may include strong trends. In this study, we delineate 
regions that do not have to be contiguous (but often are) in which member-watersheds are 
undergoing similar types of change: either increasing flow, decreasing flow or stationary flow. 
The regionalization is performed based on trend significance and so does not rely on a clustering 
algorithm. Once the regions have been delineated, we apply a frequent pattern search algorithm 
to discover watershed attributes, including trends in key attributes, that occur within watersheds 
changing in a similar way. Based on our review of the literature, this is the first hydrological 
study to employ a frequent pattern search algorithm.    
Algorithms for frequent item set mining and association rule induction date to the 
beginning of data mining research (Borgelt, 2012). The Apriori algorithm was one of the first 
frequent item set mining and association rule induction algorithms. Since its introduction by 
Agrawal and Srikant (1994), other algorithms have surpassed it in both speed and memory 
consumption (Han et al. 2000, Lin et al. 2011), but the results produced by the Apriori algorithm 
remain the benchmark (Garg and Gulia, 2015). In the analyses presented here, memory and 
speed are not a major limitation, so we are able to focus on the results and use Apriori directly. 
The main objectives of this study are to identify regions of homogenous hydrologic 
change, i.e. groups of watersheds where average annual streamflow is trending in similar ways or 
staying the same, and to discover frequent patterns among watershed attributes, including trends 
in key attributes, within the individual regions of relatively homogenous hydrologic change. The 
first objective is accomplished by developing regions around statistically significant increasing 
or decreasing flows, and watersheds with trendlines near zero. The second objective is 
accomplished by applying the Apriori frequent pattern search algorithm to a dataset of watershed 
characteristics representing each region. Following Rice et al. (2015), we apply measures of 
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variable importance to determine which watershed characteristics are the most important 
predictors of streamflow trends. 
Mirroring the regions and questions investigated, the results and discussion are divided 
into sections that present and discuss frequent patterns in watersheds with increasing trends, 
decreasing trends, stationary trends, and trends in streamflow frequency, as well as variables 
important to streamflow trends. 
 
4.2. Datasets 
Gages-II is a public domain dataset of 9,322 USGS stream gages and over 300 natural 
and anthropogenic watershed characteristics compiled from national data sources (Falcone et al. 
2010). Since its release in 2011, the Gages-II dataset has been used extensively to investigate 
changes in streamflow (e.g., Eng et al. 2013, Chang et al. 2014, Grantham et al. 2014, 
McManamay 2014, Gyawali et al. 2015). Of the 9,322 total sites, 2,057 are classified as 
reference (or in condition resembling a natural state), and 7,265 are classified as non-reference 
(or impacted by human activity in some way) (Falcone et al. 2010). Reference gages were 
identified based on indicators that they were the least-disturbed watersheds within the framework 
of broad regions, based on 12 major ecoregions across the United States. Environmental 
variables in the dataset characterize climate (including historical temperature and precipitation), 
geology, soils, and topology. Variables characterizing human activity include land use (including 
crop types), road density, and presence of dams, canals, and power plants. 
Before an analysis of the evolution of important variables could begin, several variables 
had to be appended to the Gages-II dataset. The dependent variables (e.g. trends in average 
annual streamflow) and trends in independent variables that are subject to change with time are 
calculated for the 1981-2010 time period, or as close to that as possible. Precipitation, land cover, 
temperature, and human factors (x-variables) all change with time, so streamflow (y-variable) 
can be expected to change with time. These datasets were clipped around the watersheds in the 
Gages-II dataset using the watershed boundaries as masks. The information extracted was 
processed and appended to the original Gages-II dataset.  
The trends (i.e. slopes) in average annual streamflow were calculated for a 30-year time 
period (i.e. 1981-2010) based on daily streamflow data from USGS gages aggregated up to 
yearly data. The analysis was restricted to the 2,876 gages with no missing streamflow data 
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during the 30-year period. In addition to trends in average annual streamflow, trends in two 
streamflow frequencies, Q10 (high flows) and Q90 (low flows), were also investigated. Q10 is 
defined as the daily streamflow amount exceeded 10% of the days in the period of record, and 
thus characterizes high flows. Similarly, Q90 represents low flows and is defined as the flow 
exceeded 90% of the time. By studying average annual streamflow, we get an idea about which 
variables are important to changes in average conditions in the watersheds each year. By 
studying Q10 and Q90, which could have strong seasonal components, we can see how specific 
streamflow frequencies for both high and low flows may be affected differently. Trends in Q10 
(i.e., high flow) have implications for flood control, water supply, and ecosystem connectivity, 
while trends in Q90 (i.e., low flow) have implications for water supply, water quality and aquatic 
habitat. 
Trends in human population density for each watershed were estimated based on US 
Census tract-level data. For census tracts that extended beyond the watershed boundary, 
population was assumed to be distributed uniformly throughout the tract. Population estimates 
for a 21-year period (i.e. 1990-2010) were based on censuses taken in 1990, 2000, and 2010. 
Population estimates for intervening years were based on linear interpolation between known 
values. Water use estimates for a 26-year period (i.e. 1985-2010) were based on USGS county-
level records, which are available in 5-year increments from 1985-2010. For counties that 
extended beyond the watershed boundary, water use was assumed to be distributed uniformly 
throughout county. Estimates for the years without data were based on linear interpolation 
between years with data.  
Land use estimates for each watershed (%) were based on the National Land Cover 
Datasets (NLCDs), which have ~30m x 30m resolution. The NLCDs characterize historical land 
use and land cover across the United States for the following years: 1992 (Vogelmann et al., 
2001), 2001 (Homer et al., 2007), 2006 (Fry et al., 2011), and 2011(Homer et al., 2015). The 
Multi-Resolution Land Characteristics (MRLC) Consortium, originators of the NLCDs, 
explicitly discourage comparisons between the 1992 dataset and the 2001 dataset due to 
differences in input data, methodology, and land use classifications. They also state that NLCD 
2001 (2011 Edition) and NLCD 2006 (2011 Edition) must be used in any comparison of NLCD 
2001, NLCD 2006 and NLCD 2011 data products. For this reason, the 1992 land use data was 
discarded, and trends in land use change were estimated based on data from 2001 to 2011 (2011 
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editions). The decade of consistently produced land cover across three periods (2001, 2006, and 
2011) allows for effective trend assessments (Homer et al. 2015). In order to use this data to 
analyze trends in streamflow from 1981-2010, the implicit assumption here is that whatever 
trend is present from 2001 to 2011 is sufficiently representative of the trend in land use from 
1981-2000 as well. This is a reasonable assumption because trends in land use tend to be 
monotonic on a decadal scale (i.e. progressing in a single direction without many reversals). It 
also assumes that the rate of change remains constant over the three decades. Although 
geographically extensive land use conversion can happen very rapidly, this is often exceptional. 
Trends in average annual precipitation and temperature for each watershed (mm/km2) 
were calculated based on the PRISM Dataset (~4km x 4km resolution) available from Oregon 
State University (PRISM, 2015). Climate estimates from PRISM for a 30-year period (i.e., 1980-
2009) were available from the Gages-II dataset.  
It is important to use uncorrelated variables when searching for frequent patterns so as to 
not create long uninformative frequent patterns consisting of several correlated variables. This 
study uses the Variance Inflation Factor (VIF) to check for correlations (a.k.a. multicollinearities) 
between variables in the Gages-II dataset (Kroll et al., 2004). The VIF for each variable is 
calculated as shown in Eq. 4.1. 
 
VIFi = 1/(1-Ri2)                                                                                (4.1) 
 
Where i = 1, 2, …, p – 1, p is the number of explanatory variables, and Ri2 is the coefficient of 
multiple determination when the variable Xi is regressed on the p – 2 other X variables in the 
model (Neter et al. 1985). If the VIF for a certain explanatory variable is greater than 10 
(Rawlings et al. 1998), that variable is removed from the analysis and the regression is re-run.  
Applying the VIF procedure described above to the Gages-II dataset resulted in 128 
independent variables included for further analysis (Table 9). Each column of this dataset of 
continuous values (2876 rows and 128 columns) was then reclassified into two categories: above 
median and below median. If more than 70% of the observations fell within one category, that 
variable was eliminated. This resulted in 128 discretized independent variables for each of the 
2876 observations. 
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4.3. Methods 
4.3.1. Regionalization 
We used trends calculated based on 30 years of streamflow data to visually cluster 
together watersheds undergoing similar changes in average annual streamflow. We summed 
daily streamflow from 2,786 USGS stream gages for the period from 1981 to 2010 to yearly data 
(30 points), and then fit a linear trendline to the annual data. We assume linear trends in order to 
characterize the trend with a single number (slope). The slope of the trendline and the Pearson 
correlation coefficient (r) between years and average annual streamflow were recorded for each 
watershed. The significance of each of the 2,786 trends is determined based on the critical r 
value calculated using Equation 4.2.  
  = 	
	
                                                                           (4.2) 
 
Where n is the number of observations, which in the case of average annual streamflow is 30, 
and tcrit is the critical t-value, which is a function of the inverse of Student’s t cumulative 
distribution function for n-2=28 degrees of freedom and a p-value of 0.05. We can use Student’s 
t distribution instead of Mann-Kendall because we assume the trends are linear. A p-value of 
0.05 essentially means that there is a 5% chance the trend is generated by chance. We consider 
any trend with a p-value of 0.05 or less to be statistically significant. In the case of 30 years of 
average annual streamflow, that corresponds to an rcrit of 0.361. In other words, any trend with a 
correlation between years and average annual streamflow greater than 0.361 is labeled 
significant.  
 Several regions are derived based on this trend data (Figure 4.1). The first two regions 
investigated simply divide the dataset into watersheds with increasing trends and those with 
decreasing trends, regardless of the significance of the trend. The next division is into increasing 
trends and decreasing trends significant at the p=0.05 level. These regions of significant 
directional trends are further split into two smaller component-regions each, for a total of four 
clusters of strong directional change. Finally, watersheds with slopes close to zero are grouped 
together and analyzed. This approach to regionalization was chosen because it clusters 
watersheds together based solely on observed response data, independent of watershed 
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characteristics. That way, we can get an unbiased look at which watershed characteristics are 
important. 
 
4.3.2. Apriori Search 
After regions of homogenous hydrologic change have been delineated, the Apriori 
algorithm for frequent pattern search is used to discover frequent patterns among watershed 
attributes. The Apriori algorithm was proposed by Agrawal and Srikant (1994), and is the 
benchmark algorithm for finding frequent itemsets, or groups of items (Han and Kamber, 2006). 
The name of the algorithm comes from using prior knowledge of k-itemsets to explore (k+1)-
itemsets. In Apriori Search, a minimum support threshold (MinSup) is specified for the analysis: 
at least MinSup% of watersheds in the region must contain a given pattern before it is counted as 
frequent. Combinations of watersheds attributes not meeting the minimum support criteria are 
discarded. The search begins by developing a list of 1-itemsets (i.e., single watershed attributes), 
L1, that satisfy the minimum support. We know that any 2-item frequent pattern (i.e. a 2-itemset 
satisfying the MinSup threshold) has to contain a combination of the items present in the 
frequent 1-itemset list. In this way, we can use L1 to develop a short-list of potential candidates 
for L2. The candidates for L2 satisfying the MinSup threshold are then used to generate a list of 
candidates for L3, and so on until none of the candidate combinations satisfy the MinSup 
threshold. 
The Apriori algorithm relies on nominal data, so the dataset of watershed characteristics 
has to be discretized prior to analysis. The discretization is performed on the global dataset (as 
opposed to regions) so that when we inspect individual clusters (or regions) we can detect 
frequent patterns among watershed attributes for that region, patterns that are not present in the 
global dataset. For the 14 x-variables appended to the Gages-II dataset, it was possible to 
calculate multi-year trends and their significance. If the trend was negative (e.g., a loss of forest 
land), the value was assigned to category 1. If the trend was positive, the value was assigned to 
category 2.  
The first task is to discover frequent patterns present in the complete dataset (i.e. all 2876 
observations) prior to any clustering or regionalization. This first exercise looks at only trends in 
watershed characteristics (x-variables), the trends in average annual streamflow (y-variable) are 
not yet being considered. The purpose of this step is to be able to distinguish between patterns 
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present in the complete dataset versus those present only at the regional, or individual cluster, 
scale. The patterns present in the complete dataset are present in all watersheds in the dataset, 
generally speaking, regardless of regional differences. So to drill down into smaller regions and 
find the same patterns would not be very interesting. This does not imply that the patterns found 
at the continental US scale are not interesting.  
Measures of variable importance were used to evaluate the strength of the relationship 
between watershed characteristics and streamflow trends. This study considered Pearson (i.e. 
linear, r) correlations and extended the analysis to include non-linear and threshold-based 
relationships using the machine-learning algorithm Random Forest (RF). The standard linear 
correlation coefficient (r) provides a measure of the degree of linear correlation between 
watersheds characteristics (and trends in those characteristics) and streamflow trends. A value of 
1.0 indicates a perfect linear correlation, a value of 0.0 indicates no correlation, and a value of -
1.0 indicates that the watershed attribute and streamflow trend are inversely correlated. 
In the Random Forest (RF) algorithm, bootstrap aggregation is used to create an 
ensemble of regression trees, with each tree being induced from a randomized selection of 
explanatory variables (Breiman 2001). The measure of variable importance is based on how 
much prediction error increases when out-of-bag (OOB) data for that variable is permuted and all 
others are left unchanged (Liaw and Wiener 2002). The amount by which this new error exceeds 
the original test set error is defined as the importance of the variable and is calculated as shown 
in Equation 4.3 (Genuer et al. 2010; Verikas et al. 2011).  
  = ∑  −                                           (4.3) 
 
where Xj is the individual x-variable of interest, ntree is the number of trees in the ensemble, and 
errOOBt is defined as the model error of a single tree t, estimated using mean squared error 
(MSE) on the OOB sample for that tree (OOBt). The values of Xj in OOBt are then permuted and 
the error is recalculated (errOOBtj). 
To investigate the controls of trends within the various regional sub-clusters, a similar 
variable importance analysis was carried out for individual ecoregions. Table 4.1 lists the 
individual sub-clusters and their corresponding ecoregions. The dominant ecoregion, determined 
by the majority of cluster-member watersheds, was chosen to represent the region. In the case of 
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the southwest gages, there was no clear dominant region so three western ecoregions were 
included. When gages were members of the sub-cluster but not within the dominant ecoregion, 
they were added to the database of gages including all other gages in the ecoregion. 
 
Table 4.1. Individual sub-clusters with the number of members in parentheses, and their 
corresponding ecoregions with the number of gages in the ecoregion in parentheses 
Sub-Cluster Ecoregion 
Significantly Increasing in Eastern Dakotas (33) Central Plains (523) 
Significantly Increasing in North East (75) Northeast (360) 
Significantly Decreasing in Great Lakes (36) Mixed Wood Shield (63) 
Significantly Decreasing in Southwest (118) Western Plains, Western Mountains, Western Xeric (1186) 
 
 
4.4. Results 
First of all, there were several prominent frequent patterns in the complete dataset (Table 
4.2). 100% of the watersheds in the dataset experienced an increase in percent developed, and 85% 
experienced an increasing trend in average annual temperature (of which 968/2431 were 
significant at the p=0.05 level). The frequent patterns returned at the continental US scale can 
inform the reclassification of x-variables so that more meaningful interpretation of the results can 
be made at later levels of analysis. For example, because the variable Percent Developed 
increased in 100% of the watersheds, it makes more sense to discretize it into ‘high increase’ and 
‘low increase’ categories, rather than ‘increase’ and ‘decrease’ categories. The same is true for 
the other variables listed in Table 4.2. The assumption is that any trend in watershed 
characteristics that occurs in less than 70% of the watersheds is of a sufficiently regional nature 
so as to be included in the dataset without further reclassification.  
 
Table 4.2. Single item patterns with >70% support in the complete dataset 
Frequency Count Item Description 
100% 2875 Increase in Developed (%) 
90% 2581 Decrease in Forest (%) 
85% 2431 Increase in Avg Ann Temp (C) 
77% 2203 Increase in Pop Den (ppl/km2) 
73% 2093 Increase in Barren (%) 
70% 2021 Increase in Shrub (%) 
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The six variables listed in Table 4.2 were reclassified such that those observations less 
than the median slope were assigned to Category 1 and those greater were assigned to Category 2. 
That is, watersheds in Category 1 are those with low increases, and those in Category 2 have 
high increases. Reclassification based on median has the advantageous property that 50% of the 
observations are in Category 1 and 50% are in Category 2. So prior to proceeding to later levels 
of analysis, we know that there are no patterns with greater than 70% frequency in the global 
dataset and that the six variables in Table 4.2 have a frequency of 50% because they were 
grouped into two categories based on the median value.  
 
4.4.1. Increasing Streamflow 
Of the 2,876 watersheds in the complete dataset, 1,347 watersheds had increasing trends 
in average annual streamflow, of which 152 were significant at the p=0.05 level. 82% of the 
watersheds with increasing trends in streamflow experienced increasing trends in average annual 
precipitation, and 70% experienced a decreasing trend in agricultural land in the watershed 
(Table 4.3a). 61% of watersheds (822/1,347) experienced both increasing precipitation and 
decreasing agriculture. The next most frequent 2-itemset (i.e. a frequent pattern containing two 
watershed characteristics simultaneously) was 56% of watersheds experience both increasing 
trends in precipitation and increasing trends in the percentage of open water in the watershed.  
 
 
Figure 4.1. Trends in average annual streamflow 
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 Considering only the 152 watersheds with significantly increasing trends, 95% 
experienced increasing trends in average annual precipitation, 76% decreasing trends in surface 
water use, and 66% above median decrease in percent forest (meaning forests are lost at slower 
rates) (Table 4.3a). 72% of these watersheds experienced both increasing trends in precipitation 
and decreasing trends in surface water use. 63% experienced both increasing trends in 
precipitation and slower loss of forestland. 62% experienced both increasing trends in 
precipitation and decreasing trends in agriculture. 47% of watersheds (71/152) experienced all 
three trends: increasing precipitation, decreasing surface water use, and slower rates of forest 
loss. The analysis of x-variables from the Gages-II dataset revealed that, of the 152 watersheds 
with significantly increasing streamflow, 89% have below median depth to water table (i.e. water 
tables relatively close to the surface), 86% are above the median latitude, and 84% have below 
median percentage of land in wheat and soybean production (Table 4.3b). These three watershed 
characteristics are found together in 71% of the 152 watersheds.      
 There are at least two geographic regions where numerous watersheds experienced 
significant increasing trends in average annual streamflow (Figure 4.1): 1) the eastern Dakotas 
(33 watersheds with significant increasing trends), and 2) the northeast or New England area (75 
watersheds). There were several frequent patterns in the eastern Dakotas region (Table 4.3a). 91% 
of watersheds in the eastern Dakotas region experienced the top five most frequent trends 
occurring simultaneously (i.e., increasing precipitation, decreasing grasslands, below median 
increases in temperature, below median rates of forest loss, and below median increases in 
population density). The analysis of x-variables from the Gages-II dataset also revealed many 
frequent patterns. Table 4.3b lists the watersheds characteristics that occur in 100% of the 33 
watersheds with significantly increasing flow in the eastern Dakotas. 
Of the 75 watersheds experiencing significant increasing trends in New England, 100% 
experienced increasing trends in precipitation (of which 47 were significant), 93% experienced 
above median increases in average annual temperature (of which 46 were significant), and 87% 
experienced decreasing trends in total water use (Table 4.3a). 80% of watersheds in the northeast 
region experienced these three changes occurring simultaneously. Table 4.3b lists frequent 
patterns that occur in all 75 New England watersheds with significantly increasing flow based on 
an analysis of x-variables from the Gages-II dataset. 100% of watersheds have above median  
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Table 4.3a. Single item patterns with >60% support in watersheds with increasing flow 
1,347 Watersheds with Increasing Flow 
Frequency Count Item Description 
82% 1105 Increase in Avg Ann Precip (cm) 
70% 944 Decrease in Agriculture (%) 
67% 909 Increase in Water (%) 
62% 839 Below Median Increase in Shrub (%) 
62% 830 Above Median Increase in Developed (%) 
60% 809 Decrease in Total Water Use (MGD) 
152 Watersheds with Significantly Increasing Flow 
Frequency Count Item Description 
95% 144 Increase in Avg Ann Precip (cm) 
76% 115 Decrease in SW Use (MGD) 
74% 113 Decrease in Total Water Use (MGD) 
66% 101 Above Median Decrease in Forest (%) 
65% 99 Decrease in Agriculture (%) 
61% 92 Decrease in GW Use (MGD) 
33 Watersheds with Significantly Increasing Flow in Eastern Dakotas 
Frequency Count Item Description 
100% 33 Increase in Avg Ann Precip (cm) 
100% 33 Decrease in Grasslands (%) 
97% 32 Below Median Increase in Avg Ann Temp (C) 
97% 32 Above Median Decrease in Forest (%) 
91% 30 Below Median Increase in Pop Den (ppl/km2) 
91% 30 Below Median Increase in Shrub (%) 
82% 27 Below Median Increase in Developed (%) 
73% 24 Decrease in SW Use (MGD) 
70% 23 Increase in Agriculture (%) 
67% 22 Decrease in Wetlands (%) 
64% 21 Increase in Water (%) 
75 Watersheds with Significantly Increasing Flow in New England 
Frequency Count Item Description 
100% 75 Increase in Avg Ann Precip (cm) 
93% 70 Above Median Increase in Avg Ann Temp (C) 
87% 65 Decrease in Total Water Use (MGD) 
83% 62 Decrease in SW Use (MGD) 
77% 58 Above Median Increase in Shrub (%) 
76% 57 Increase in Grasslands (%) 
69% 52 Decrease in Agriculture (%) 
68% 51 Decrease in GW Use (MGD) 
65% 49 Increase in Wetlands (%) 
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Table 4.3b. Single item patterns from the Gages-II dataset in watersheds with increasing flow 
(support in parentheses) 
152 Watersheds with Significantly Increasing Flow (>85%) 
Frequency Count Item Description 
89% 136 BELOW MEDIAN WTDEPAVE 
86% 130 ABOVE MEDIAN LAT_CENT 
84% 128 BELOW MEDIAN JAN_TMP7100_DEGC 
84% 127 BELOW MEDIAN CDL_WWHT_SOY_DBL_CROP 
33 Watersheds with Significantly Increasing Flow in Eastern Dakotas (100%) 
Frequency Count Item Description 
100% 33 ABOVE MEDIAN LAT_CENT 
100% 33 BELOW MEDIAN LONG_CENT 
100% 33 ABOVE MEDIAN LST32F_SITE 
100% 33 BELOW MEDIAN WDMIN_SITE 
100% 33 ABOVE MEDIAN PRECIP_SEAS_IND 
100% 33 BELOW MEDIAN MAR_PPT7100_CM 
100% 33 BELOW MEDIAN MAY_PPT7100_CM 
100% 33 BELOW MEDIAN AUG_PPT7100_CM 
100% 33 BELOW MEDIAN OCT_PPT7100_CM 
100% 33 BELOW MEDIAN JAN_TMP7100_DEGC 
100% 33 ABOVE MEDIAN TOPWET 
100% 33 ABOVE MEDIAN CONTACT 
100% 33 BELOW MEDIAN PCT_1ST_ORDER 
100% 33 BELOW MEDIAN FRESHW_WITHDRAWAL 
100% 33 ABOVE MEDIAN FRAGUN_BASIN 
100% 33 BELOW MEDIAN BARRENNLCD06 
100% 33 BELOW MEDIAN EVERGRNLCD06 
100% 33 BELOW MEDIAN SHRUBNLCD06 
100% 33 ABOVE MEDIAN EMERGWETNLCD06 
100% 33 ABOVE MEDIAN MAINS100_PLANT 
100% 33 ABOVE MEDIAN MAINS100_95 
100% 33 ABOVE MEDIAN MAINS800_95 
100% 33 BELOW MEDIAN RIP100_31 
100% 33 ABOVE MEDIAN RIP100_95 
100% 33 ABOVE MEDIAN CDL_CORN 
100% 33 ABOVE MEDIAN CDL_SOYBEANS 
100% 33 ABOVE MEDIAN CDL_BARLEY 
100% 33 ABOVE MEDIAN CDL_WINTER_WHEAT 
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Table 4.3b. (continued) 
Frequency Count Item Description 
100% 33 ABOVE MEDIAN CDL_ALFALFA 
100% 33 ABOVE MEDIAN NITR_APP_KG_SQKM 
100% 33 ABOVE MEDIAN PHOS_APP_KG_SQKM 
100% 33 ABOVE MEDIAN PESTAPP_KG_SQKM 
100% 33 ABOVE MEDIAN HGBD 
100% 33 ABOVE MEDIAN HGCD 
100% 33 BELOW MEDIAN WTDEPAVE 
100% 33 ABOVE MEDIAN ROCKDEPAVE 
100% 33 ABOVE MEDIAN NO4AVE 
100% 33 ABOVE MEDIAN ELEV_SITE_M 
100% 33 BELOW MEDIAN SLOPE_PCT 
75 Watersheds with Significantly Increasing Flow in New England (100%) 
Frequency Count Item Description 
100% 75 ABOVE MEDIAN LONG_CENT 
100% 75 ABOVE MEDIAN WDMIN_SITE 
100% 75 BELOW MEDIAN PRECIP_SEAS_IND 
100% 75 ABOVE MEDIAN OCT_PPT7100_CM 
 
number of days with precipitation and low seasonality (meaning precipitation is distributed 
evenly throughout the year). 
 
4.4.2. Decreasing Streamflow 
1,529 of the 2,876 watersheds had decreasing trends in average annual streamflow, of 
which 163 were significant at the p=0.05 level. 69% of the watersheds with decreasing trends in 
streamflow experienced decreasing trends in average annual precipitation, and 69% experienced 
a decreasing trend in grasslands in the watershed (Table 4.4a). These two trends in watershed 
characteristics occurred together in 695 of the 1,529 watersheds (45%). 48% of watersheds 
(733/1529) experienced decreasing precipitation and an increase in wetlands. There were no 2-
itemsets with greater than 50% frequency among the 1,529 watersheds.  
 Considering only the 163 watersheds with significantly decreasing trends, 90% 
experienced decreasing trends in average annual precipitation, and 75% experienced below 
median increases in percent developed (Table 4.4a). 66% of watersheds (107/163) experienced 
both increasing precipitation and below median increases in percent developed. Decreasing 
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precipitation and an above median increase in shrubland occurred in 60% of the watersheds. The 
analysis of x-variables from the Gages-II dataset revealed that, of the 163 watersheds with 
significantly decreasing streamflow, 93% have below median precipitation in May, 92% have 
below median percentage of slow-infiltrating soils, and 92% have below median percentage 
development within a 100-meter riparian buffer (Table 4.4b). These three watershed 
characteristics are found together in 80% of the 163 watersheds.      
There are at least two geographic regions where numerous watersheds experienced 
significant decreasing trends in average annual streamflow (Figure 4.1): 1) the Great Lakes 
region around Wisconsin (36 watersheds with significant decreasing trends), and 2) the 
southwestern United States region (118 watersheds). Of the 36 watersheds experiencing 
significant decreasing trends in the Great Lakes region, 86% experienced increasing trends in 
grasslands, 78% experienced decreasing trends in average annual precipitation, and 78% 
experienced below median decreasing trends in forestland (meaning forestland is lost at rates 
faster than the median) (Table 4.4a). 58% of watersheds in the Great Lakes region experienced 
these three changes occurring simultaneously. 61% experienced decreasing trends in 
precipitation, increasing trends in grasslands, and below median increase in average annual 
temperature. Table 4.4b lists frequent patterns that occur in the 36 Great Lakes watersheds with 
significantly decreasing flow based on an analysis of x-variables from the Gages-II dataset. 100% 
of watersheds are north of the median latitude and east of the median longitude, have a late day 
of last freeze, and high percentage of precipitation that falls as snow. 
Of the 118 watersheds with significant decreasing trends in the southwestern US, 94% 
experienced decreasing trends in average annual precipitation, 78% below median increases in 
percent developed, and 75% above median increase in average annual temperature (Table 4.4a). 
These three changes occur simultaneously in 56% of watersheds (66/118). The watersheds in this 
region are west of the median longitude, have low relative humidity, soils without slow 
infiltration rates, and water tables that are farther from the land surface (Table 4.4b).   
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Table 4.4a. Single item patterns with >60% support in watersheds with decreasing flow 
1,529 Watersheds with Decreasing Flow 
Frequency Count Item Description 
69% 1055 Increase in Grasslands (%) 
69% 1055 Decrease in Avg Ann Precip (cm) 
67% 1025 Increase in Wetlands (%) 
67% 1025 Increase in Water (%) 
61% 930 Above Median Increase in Shrub (%) 
60% 921 Below Median Increase in Developed (%) 
163 Watersheds with Significantly Decreasing Flow 
Frequency Count Item Description 
90% 147 Decrease in Avg Ann Precip (cm) 
75% 122 Below Median Increase in Developed (%) 
68% 111 Below Median Increase in Pop Den (ppl/km2) 
63% 103 Increase in Agriculture (%) 
63% 103 Increase in Wetlands (%) 
63% 102 Above Median Increase in Shrub (%) 
63% 102 Above Median Increase in Avg Ann Temp (C) 
60% 98 Increase in Water (%) 
36 Watersheds with Significantly Decreasing Flow near Great Lakes 
Frequency Count Item Description 
86% 31 Increase in Grasslands (%) 
78% 28 Decrease in Avg Ann Precip (cm) 
78% 28 Below Median Decrease in Forest (%) 
75% 27 Below Median Increase in Avg Ann Temp (C) 
75% 27 Above Median Increase in Barren (%) 
75% 27 Below Median Increase in Developed (%) 
69% 25 Below Median Increase in Pop Den (ppl/km2) 
61% 22 Increase in GW Use (MGD) 
118 Watersheds with Significantly Decreasing Flow in Southwest US 
Frequency Count Item Description 
94% 111 Decrease in Avg Ann Precip (cm) 
78% 92 Below Median Increase in Developed (%) 
75% 88 Above Median Increase in Avg Ann Temp (C) 
72% 85 Increase in Agriculture (%) 
71% 84 Increase in Wetlands (%) 
70% 83 Below Median Increase in Barren (%) 
69% 82 Below Median Increase in Pop Den (ppl/km2) 
64% 76 Increase in Water (%) 
64% 76 Above Median Decrease in Forest (%) 
63% 74 Above Median Increase in Shrub (%) 
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Table 4.4b. Single item patterns from the Gages-II dataset in watersheds with decreasing flow 
(support in parentheses) 
163 Watersheds with Significantly Decreasing Flow (>85%) 
Frequency Count Item Description 
93% 151 BELOW MEDIAN MAY_PPT7100_CM 
92% 150 BELOW MEDIAN HGCD 
92% 150 BELOW MEDIAN RIP100_21 
90% 146 BELOW MEDIAN CDL_WWHT_SOY_DBL_CROP 
90% 146 BELOW MEDIAN MAR_PPT7100_CM 
86% 140 BELOW MEDIAN ROADS_KM_SQ_KM 
85% 139 ABOVE MEDIAN ELEV_SITE_M 
85% 138 BELOW MEDIAN RD_STR_INTERS 
36 Watersheds with Significantly Decreasing Flow Near Great Lakes (100%)  
Frequency Count Item Description 
100% 36 ABOVE MEDIAN LAT_CENT 
100% 36 ABOVE MEDIAN LONG_CENT 
100% 36 ABOVE MEDIAN LST32F_SITE 
100% 36 ABOVE MEDIAN SNOW_PCT_PRECIP 
100% 36 BELOW MEDIAN MAR_PPT7100_CM 
100% 36 BELOW MEDIAN MAY_PPT7100_CM 
100% 36 BELOW MEDIAN JAN_TMP7100_DEGC 
100% 36 ABOVE MEDIAN WOODYWETNLCD06 
100% 36 ABOVE MEDIAN EMERGWETNLCD06 
100% 36 ABOVE MEDIAN RIP100_95 
100% 36 ABOVE MEDIAN OMAVE 
100% 36 BELOW MEDIAN SILTAVE 
100% 36 BELOW MEDIAN SLOPE_PCT 
118 Watersheds with Significantly Decreasing Flow in Southwest US (>95%) 
Frequency Count Item Description 
100% 118 BELOW MEDIAN LONG_CENT 
100% 118 BELOW MEDIAN RH_SITE 
100% 118 BELOW MEDIAN HGCD 
99% 117 ABOVE MEDIAN WTDEPAVE 
99% 117 ABOVE MEDIAN ELEV_SITE_M 
97% 114 BELOW MEDIAN PERDUN 
96% 113 BELOW MEDIAN WDMIN_SITE 
95% 112 BELOW MEDIAN MAY_PPT7100_CM 
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4.4.3. Stationary Streamflow 
 The 114 watersheds where we are 95% sure a trend does not exist (i.e., p=0.95) were 
investigated for frequent patterns (Table 4.5a). The goal of this analysis was to determine which 
trends in watershed characteristics, if any, are present in watersheds where average annual 
streamflow remained stationary from 1981-2010. 73% of the watersheds with stationary trends in 
streamflow experienced increasing trends in the percentage of the watershed covered in open 
water, and 73% experienced an increasing trend in grasslands (Table 4.5a). The watersheds with 
strongly insignificant trends in streamflow had few frequent patterns in static watershed 
characteristics (Table 4.5b).  
Watersheds with stationary trends are relatively evenly distributed throughout the United 
States outside the areas with strong directional trends and there are few clear clusters (Figure 4.1). 
One possible cluster includes 21 watersheds in Vermont, West Virginia and Virginia. 20 of these 
watersheds (95%) experienced an increase in grasslands, 90% above median increases in 
shrubland, and 86% increasing wetlands (Table 4.4a). These three trends in watershed 
characteristics occurred simultaneously in 15 watersheds (57%). 17 of these watersheds (81%) 
experienced increasing precipitation (Table 4.5a). The top three most frequent 1-itemsets (Table 
4.5a) occurred together (3-itemsets) in 15 watersheds (71%), and the top four most frequent 1-
itemsets occurred together (4-itemset) in 12 watersheds (57%). For this region, frequent patterns 
in the Gages-II dataset are similar to the patterns for the New England region due to geographic 
proximity (Table 4.5b). Additionally, however, these watersheds have a high percentage of 
forested land within 100 meters of the main stem of the river. 
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Table 4.5a. Single item patterns with >60% support in watersheds with insignificant trends 
114 Watersheds with Insignificant Trends (p=0.95) 
Frequency Count Item Description 
73% 83 Increase in Grasslands (%) 
73% 83 Increase in Water (%) 
65% 74 Increase in Wetlands (%) 
64% 73 Decrease in Agriculture (%) 
21 Watersheds with Insignificant Trends in Vermont and Virginias 
Frequency Count Item Description 
95% 20 Increase in Grasslands (%) 
90% 19 Above Median Increase in Shrub (%) 
86% 18 Increase in Wetlands (%) 
81% 17 Increase in Avg Ann Precip (cm) 
71% 15 Below Median Decrease in Forest (%) 
71% 15 Decrease in Agriculture (%) 
67% 14 Decrease in GW Use (MGD) 
62% 13 Below Median Increase in Pop Den (ppl/km2) 
62% 13 Below Median Increase in Avg Ann Temp (C) 
 
 
Table 4.5b. Single item patterns from the Gages-II dataset in watersheds with insignificant 
trends (support in parentheses) 
114 Watersheds with Insignificant Trends (p=0.95) 
Frequency Count Item Description 
73% 83 ABOVE MEDIAN CLASS 
69% 79 BELOW MEDIAN HGCD 
21 Watersheds with Insignificant Trends in Vermont and Virginias 
Frequency Count Item Description 
100% 21 ABOVE MEDIAN LONG_CENT 
100% 21 ABOVE MEDIAN WDMIN_SITE 
100% 21 BELOW MEDIAN PRECIP_SEAS_IND 
100% 21 ABOVE MEDIAN OCT_PPT7100_CM 
100% 21 ABOVE MEDIAN MAINS100_41 
100% 21 ABOVE MEDIAN CDL_OTHER_HAYS 
100% 21 ABOVE MEDIAN CDL_PASTURE_GRASS 
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4.4.4. Trends in Streamflow Frequency 
There were 113 watersheds with significantly increasing Q10, 141 watersheds with 
significantly decreasing Q10, 251 watersheds with significantly increasing Q90, and 281 
watersheds with significantly decreasing Q90. There are many more significant trends in Q90 
compared to Q10 and average annual streamflow. The watershed attributes that are frequently 
found in watersheds with similar trends in Q10 and Q90 are discussed in more detail below. 
The 113 watersheds with significantly increasing Q10 are located around the same 
regions as those with significantly increasing average annual streamflow; namely, eastern 
Dakotas, Chicago, Indiana, and the northeast US (Figure 4.2). 94 of the 113 watersheds are 
included in the list of 152 watersheds with significantly increasing trends in streamflow. 105 of 
the 113 watersheds (93%) experienced increasing trends in precipitation, and 75% decreasing 
trends in total water use (Table 4.6a). These two trends occurred simultaneously in 71% of 
watersheds with significantly increasing Q10. Table 4.6b lists frequent patterns that occur in the 
113 watersheds with significantly increasing Q10 based on an analysis of x-variables from the 
Gages-II dataset. 90% of watersheds have below median depth to water table (meaning water 
tables are closer to the surface), 87% are above the median latitude and below median 
temperature in January, and 84% have higher than median organic matter content (Table 4.6b). 
These four attributes occur together in 74% of watersheds.  
 
 
Figure 4.2. Trends in Q10, high flows 
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The 141 watersheds with significantly decreasing Q10 are located around the same 
regions as those with significantly decreasing average annual streamflow; namely, the Great 
Lakes area, and the western US. 97 of the 141 watersheds are included in the list of 163 
watersheds with significantly decreasing trends in streamflow. 124 of the 141 watersheds (88%) 
experienced decreasing trends in precipitation, 74% increasing wetlands, and 73% slower rates 
of increase in population density (Table 4.6a). These three trends in watershed attributes were 
experienced together in 55% of watersheds. The analysis of x-variables from the Gages-II dataset 
revealed that, of the 141 watersheds with significantly decreasing Q10, 93% have below median 
percentage of slow-infiltrating soils (HGCD), 89% have below median precipitation in May, and 
86% have below median percentage development within a 100-meter riparian buffer (Table 4.6b). 
These three watershed characteristics are found together in 76% of the 141 watersheds. These 
results are similar to Table 4.4b. 
Geographically, the 251 watersheds with increasing Q90 are distributed around the 
country, although many are located within the eastern Dakotas and New England regions (Figure 
4.3), the same regions that experienced increasing average annual streamflow. California and 
western Washington and Oregon also have a large portion of watersheds with increasing Q90. 
Interestingly, watersheds around the four largest cities in the US (i.e. Los Angeles, Houston, 
Chicago and New York) also have a high number of these watersheds. The most prevalent trends 
in watershed characteristics in watersheds with significantly increasing Q90 low flows are 
decreasing trends in total water use, which occurred in 70% of the 251 watersheds (Table 4.6a). 
Increasing trends in average annual precipitation occurred in 64% of the watersheds (Table 4.6a). 
The analysis of x-variables from the Gages-II dataset revealed that, of the 251 watersheds with 
significantly increasing Q90, 78% have below median percentage of land in wheat and soybean 
production (Table 4.6b). There are not many other patterns are frequent enough to be considered 
interesting.  
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Figure 4.3. Trends in Q90, low flows 
 
The 281 watersheds with significantly decreasing Q90 are geographically distributed 
around the same regions as those with significantly decreasing average annual streamflow; 
namely, the Great Lakes area, northern Florida, and the western US. 105 of the 281 watersheds 
also have significantly decreasing trends in average annual streamflow (64% of the 163 
watershed dataset is shared). These watersheds tend to be in predominately rural areas (Figure 
4.3). 87% of the watersheds with significantly decreasing Q90 low flows have decreasing trends 
in average annual precipitation, 70% have slower rates of human development, and 67% have 
increases in temperature higher than the median (Table 4.6a). These three trends in watersheds 
characteristics occur simultaneously in 47% of the watersheds with significantly decreasing Q90. 
The analysis of x-variables from the Gages-II dataset revealed that, of the 281 watersheds with 
significantly decreasing Q90, 91% have below median percentage of soils with slow infiltration 
rates (HGCD), and 90% have below median precipitation in May and below median percentage 
of land in wheat and soybean production (Table 4.6b). These three watershed characteristics are 
found together in 79% of the 281 watersheds. These patterns are similar to those found for 
significantly decreasing streamflow (Table 4.4b).      
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Table 4.6a. Single item patterns with >60% support in watersheds with significant trends in 
streamflow frequency 
113 Watersheds with Significantly Increasing Q10 
Frequency Count Item Description 
93% 105 Increase in Avg Ann Precip (cm) 
75% 85 Decrease in Total Water Use (MGD) 
73% 83 Decrease in SW Use (MGD) 
65% 74 Above Median Decrease in Forest (%) 
62% 70 Below Median Increase in Shrub (%) 
61% 69 Decrease in GW Use (MGD) 
60% 68 Decrease in Agriculture (%) 
141 Watersheds with Significantly Decreasing Q10 
Frequency Count Item Description 
88% 124 Decrease in Avg Ann Precip (cm) 
74% 104 Increase in Wetlands (%) 
74% 104 Below Median Increase in Developed (%) 
73% 103 Below Median Increase in Pop Den (ppl/km2) 
66% 93 Increase in Agriculture (%) 
64% 90 Above Median Increase in Avg Ann Temp (C) 
63% 89 Increase in GW Use (MGD) 
251 Watersheds with Significantly Increasing Q90 
Frequency Count Item Description 
70% 176 Decrease in Total Water Use (MGD) 
67% 168 Increase in Water (%) 
65% 164 Decrease in SW Use (MGD) 
64% 160 Increase in Avg Ann Precip (cm) 
281 Watersheds with Significantly Decreasing Q90 
Frequency Count Item Description 
87% 244 Decrease in Avg Ann Precip (cm) 
70% 197 Below Median Increase in Developed (%) 
67% 188 Above Median Increase in Avg Ann Temp (C) 
64% 181 Increase in Water (%) 
63% 176 Decrease in SW Use (MGD) 
63% 176 Increase in Wetlands (%) 
60% 169 Above Median Increase in Shrub (%) 
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Table 4.6b. Single item patterns from the Gages-II dataset in watersheds with trends in 
streamflow frequency (support in parentheses) 
113 Watersheds with Significantly Increasing Q10 (>80%) 
Frequency Count Item Description 
90% 102 BELOW MEDIAN WTDEPAVE 
87% 98 ABOVE MEDIAN LAT_CENT 
87% 98 BELOW MEDIAN JAN_TMP7100_DEGC 
84% 95 ABOVE MEDIAN OMAVE 
83% 94 BELOW MEDIAN CDL_WWHT_SOY_DBL_CROP 
81% 92 ABOVE MEDIAN RIP100_95 
81% 91 BELOW MEDIAN STREAMS_KM_SQ_KM 
141 Watersheds with Significantly Decreasing Q10 (>85%) 
Frequency Count Item Description 
93% 131 BELOW MEDIAN HGCD 
89% 126 BELOW MEDIAN MAY_PPT7100_CM 
87% 122 BELOW MEDIAN CDL_WWHT_SOY_DBL_CROP 
87% 122 ABOVE MEDIAN ELEV_SITE_M 
86% 121 BELOW MEDIAN RIP100_21 
251 Watersheds with Significantly Increasing Q90 (>75%) 
Frequency Count Item Description 
78% 195 BELOW MEDIAN CDL_WWHT_SOY_DBL_CROP 
281 Watersheds with Significantly Decreasing Q90 (>80%) 
Frequency Count Item Description 
91% 257 BELOW MEDIAN HGCD 
90% 253 BELOW MEDIAN MAY_PPT7100_CM 
90% 253 BELOW MEDIAN CDL_WWHT_SOY_DBL_CROP 
83% 233 BELOW MEDIAN CDL_CORN 
83% 232 BELOW MEDIAN CDL_SOYBEANS 
81% 229 BELOW MEDIAN RIP100_21 
81% 228 BELOW MEDIAN FRAGUN_BASIN 
81% 227 BELOW MEDIAN OCT_PPT7100_CM 
80% 226 BELOW MEDIAN CDL_PASTURE_GRASS 
80% 225 BELOW MEDIAN PASTURENLCD06 
 
 
4.4.5. Variables Important to Streamflow Trends 
If we take the y-variable to be the slopes of the trend lines in average annual streamflow 
for each of the 2,876 watersheds and the x-variables to be the slopes of the trends in 14 
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watershed characteristics, we can determine watershed trends important to streamflow trends by 
applying multiple measures of variable importance: namely, Pearson correlation coefficient and 
the measure of variable importance built in to the machine-learning algorithm Random Forest 
(RF). Both the RF estimates of variable importance and the absolute Pearson correlation 
coefficients are normalized to between 0 and 1 for comparison purposes (Figure 4.4). At p=0.05 
with 2,876 observations, the significance threshold for Pearson correlations is 0.037, which when 
normalized along with the other Pearson coefficients equals 0.13. 
 The two algorithms agreed that at least three trends in x-variables are important 
predictors of trends in average annual streamflow: trends in average annual precipitation, trends 
in groundwater use, and trends in percentage of shrubland in the watershed (Figure 4.4). Based 
on a review of signed Pearson correlation coefficients, the trend in streamflow increases 
positively as the trend in precipitation increases positively. As the trend in groundwater use 
increases positively, the trend in streamflow increases positively. As the trend in shrubland 
increases negatively, the trend in streamflow increases positively. The two variable importance 
algorithms were also applied to the Gages-II dataset (Table 4.7). Considering only the ten 
variables highest ranked by each algorithm, there are few places of agreement with the notable 
exception of two variables: HGCD and pre-1940_DAMS. The former variable represents the 
percentage of soils in hydrologic group C/D (i.e., slow infiltration rates), and the latter is the 
number of dams in watershed before 1940. 
 
Table 4.7. Gages-II variables important to trends in average annual flow 
Rank Pearson r  Random Forest 
1 pre1940_NDAMS HGCD 
2 HGCD DRAIN_SQKM 
3 LONG_CENT STRAHLER_MAX 
4 ELEV_STD_M_BASIN POWER_NUM_PTS 
5 WDMIN_SITE PCT_6TH_ORDER_OR_MORE 
6 T_MINSTD_BASIN ARTIFPATH_MAINSTEM_PCT 
7 FRAGUN_BASIN MAJ_NDAMS_2009 
8 CDL_SOYBEANS pre1940_NDAMS 
9 T_MAXSTD_BASIN HIRES_LENTIC_NUM 
10 CDL_CORN EVERGRNLCD06 
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The most important factor for predicting streamflow trends in the Central Plains 
ecoregion is average annual precipitation (Figure 4.5a). Trends in percent forest and wetlands 
were also identified as important, and are both positively correlated with trends in streamflow. 
The most important factor for predicting streamflow trends in the Northeast ecoregion is average 
annual precipitation (Figure 4.5b). Trends in percent developed and surface water use were also 
identified as important. The two most important factors for predicting streamflow trends in the 
Mixed Wood Shield ecoregion were average annual precipitation and percent developed (Figure 
4.5c). Figure 4.5d shows that trends in many variables were identified as important to streamflow 
trends in the southwest: precipitation, temperature and five land use categories (water, developed, 
shrubland, agricultural, and wetlands). 
 
 
Figure 4.4. Trends in x-variables correlated with trends in average annual flow 
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Figure 4.5a. Trends in x-variables correlated with trends in average annual flow in the Central 
Plains ecoregion 
 
 
Figure 4.5b. Trends in x-variables correlated with trends in average annual flow in the Northeast 
ecoregion 
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Figure 4.5c. Trends in x-variables correlated with trends in average annual flow in the Mixed 
Wood Shield ecoregion 
 
 
Figure 4.5d. Trends in x-variables correlated with trends in average annual flow in the Western 
ecoregions 
 
As temperature increases, evaporation from the land surface increases and the ground 
becomes drier more quickly. 63% of the increasing trends in temperature for the 118 watersheds 
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an increasing trend in temperature? The question is answered by using multiple linear regression 
to develop Equation 4.4, where x1 is the trend in precipitation, x2 is the trend in temperature, 
there is no constant term, and y is the trend in streamflow. 
 
7.18 ∙ 10' ( )*++)+ , ∙ -./0	234, 678 − 21.71 ∙ 10'(
)*++℃+ , ∙ -2;<	234, ℃78 =
(>;?@AB	234, )*+7 )                                                                                                                                        (4.4) 
 
If we set the trend in streamflow to zero, and the trend in temperature to 1 degree Celsius per 
year and solve for the trend in precipitation, we find that roughly 3 cm/yr of precipitation would 
be require to offset a 1 °C/year increase in temperature in order to maintain the streamflow trend 
close to zero.  
 
4.5. Discussion 
Other studies have investigated trends in streamflow and found results largely consistent 
with the patterns shown in Figure 4.1. The studies can be broadly classified into two categories: 
those based on analyses of historical data, and those based on streamflow changes predicted by 
climate models. The latter category is included based on the argument that we may already be 
seeing changes in streamflow caused by changes in climate. According to a climate model used 
by Ficklin et al. (2013), streamflows in the Upper Colorado River basin are projected to decrease, 
which is consistent with this study (Figure 4.6). According to historical data analyzed by Safeeq 
et al. (2013), watersheds in western Washington, Oregon and northern California have increasing 
trends, and watersheds in Idaho and western Montana have decreasing trends, both of which are 
consistent with the findings of this study (Figure 4.6). Novotny and Stefan (2007) found 
increasing trends in streamflow in western Minnesota, a region close to the eastern Dakotas 
studied here (Figure 4.6). Jha et al. (2004) used a climate model to predict that streamflow would 
increase in the Upper Mississippi River basin, consistent with this study (Figure 4.6). Hayhoe et 
al. (2007) used a climate model to project that flows in the US northeast would increase, 
consistent with this study (Figure 4.6). This broad consistency across the literature corroborates 
the findings regarding streamflow trends in this study. 
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Many watersheds with significantly increasing trends in streamflow have undergone 
similar histories of change in watershed characteristics. Of the 878 watersheds that experienced 
both increasing precipitation and decreasing water use , 76% were watersheds with increasing 
trends in streamflow (12% were significant), and only 1% were watersheds with significantly 
decreasing flow. These percentages are a measure of the confidence we have in the observed 
relationship. Based on the results in Tables 4.3a and 4.3b, increasing streamflow tends to occur 
in northern watersheds with increasing precipitation and decreasing water use. 
Of the 867 watersheds experiencing both decreasing precipitation and below median 
increases in percent developed, 83% were watersheds with decreasing trends in streamflow (12% 
were significant), and only 1% were watersheds with significantly increasing flow. These 
numbers give us a high degree of confidence in the observed patterns. Based on the results in 
Tables 4.4a and 4.4b, decreasing streamflow tends to occur in dry watersheds (low precipitation) 
that are getting drier (decreasing trend in precipitation) and have slower rates of human 
development.  
 
 
Figure 4.6. Brief summary of findings from other studies regarding change in regional 
streamflows 
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There are several interesting regional differences among watersheds with significantly 
increasing streamflow. The fact that trends in streamflow are grouped into regions of relatively 
homogenous change (i.e. clusters) indicates that we are more likely to find that the streamflow 
trends are due to climatic factors because climatic factors operate on regional scales whereas 
anthropogenic factors are comparatively localized. The gages along the Republican River basin 
are an example of a comparatively localized human influence (6 red stars in a row in southwest 
Nebraska in Figure 4.1). There are nearly 100,000 registered active wells within a shallow 
alluvium aquifer for irrigation of mostly corn, which leads to both groundwater and streamflow 
depletion (Noel, 2015). But for the larger geographic groupings, Table 4.8 helps to characterize 
the clusters and highlight some key differences between them. Table 4.8 is referenced in the 
following paragraphs. 
 
Table 4.8. Table of selected regional characteristics (note: Aridity Index = P/PET) 
 
 
4.5.1. Trends in 33 Increasing Eastern Dakotas Gages 
There were a large number of frequent patterns discovered in the 33 watersheds in the 
eastern Dakotas compared to the other data subsets considered. This indicates that these 
watersheds exhibit a high degree of homogeneity. The eastern Dakotas are water-limited 
(average aridity index below 1) and a predominantly agricultural region (Table 4.8). Eastern 
Variable Units CONUS SigInc33_DK SigInc75_NE SigDec36_GL SigDec118_SW Insignificant114
Average Annual Streamflow km3/yr 0.90 0.28 1.28 0.67 0.40 1.21
Average Drainge Area km2 3,764 8,873 2,075 2,285 9,429 4,364
Average Annual Precipitation mm/yr 1,010 529 1,194 800 532 1,121
Average Annual Temperature ºC 10.1 5.1 7.0 5.0 7.6 10.7
Average PET mm/yr 671 603 573 548 567 694
Average Relative Humidity % 65 67 67 69 54 67
Seasonality Index (-) 0.21 0.41 0.07 0.24 0.20 0.07
Aridity Index (-) 1.61 0.86 2.12 1.50 1.03 1.83
Runoff Coefficient (-) 0.33 0.06 0.48 0.40 0.18 0.47
Precipitation Elasticity (-) 0.26 0.02 0.45 0.21 0.05 0.28
% Forest % 40 4 68 53 32 41
% Grassland % 9 11 1 3 16 9
% Developed % 9 4 10 4 2 7
% Agricultural % 23 69 12 7 10 28
Ratio of SW Use to Total Use % 76% 34% 94% 86% 66% 77%
Total Water Use mm/yr 103.00 2.90 143.19 28.19 52.33 84.16
Exceedance Frequency of Average 
Annual Flow % 26% 22% 30% 30% 27% 27%
Standard Deviation of Exceedance 
Frequency of Average Annual Flow % 8% 6% 5% 7% 10% 7%
Range of Exceedance Frequency of 
Average Annual Flow % 1-60 13-44 17-41 15-45 7-52 8-41
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North Dakota, which has 22 of the 33 watersheds in the regional cluster, is heavily artificially 
drained (Figure 4.8). Tile drainage implies that when the rain hits the ground it is rapidly 
transported to the stream channels and there is limited opportunity for storage in the soil. In fact, 
many of the gages with increasing streamflow across the continental U.S. are in catchments with 
high levels of artificial drainage (Figure 4.8). The area also has moderately high irrigation 
(Figure 4.7). If the ground is irrigated, the soil will be closer to saturation, so when it rains it is 
more likely to runoff. In this study, we observed that the region experienced below median 
increases in temperature. Other researchers have observed that there has been a decrease in 
temperature extremes in the Midwest (Mueller et al. 2016). When land is irrigated, there is more 
water available to evaporate away, causing cooling and forming clouds, especially on hot days. 
For this reason, it is possible for the maximum temperatures to be decreasing in areas that are 
increasingly irrigated. The topographic structure of this landscape is so flat that it creates a 
complex of wetlands of various sizes (called potholes) that rarely connect to streams and rivers. 
The loss of this habitat, as captured in the decreasing trend in wetlands, could mean drainage 
networks once disconnected from the stream are now draining to it. These factors individually 
produce suppressed evaporation rates, fast transport rates, and low basin storage and combine to 
translate more precipitation into more streamflow.  
 
4.5.2. Trends in 75 Increasing North East Gages 
The North East region is energy-limited (average aridity index greater than 2), is mostly 
forested and does not have much artificial drainage or irrigation (Table 4.8, Figure 4.8). The 75 
watersheds with increasing flow have an average percent urban of 10%, which is comparatively 
high. The trend in percent developed is inversely correlated with the trend in streamflow. Water 
use in the north east is decreasing, which corresponds to an increase in streamflows. Both trends 
are likely being driven by the same factor, increasing precipitation.  Prein et al. (2016) also found 
increasing trends in precipitation in the northeast US during the same time period as this study, 
i.e. 1980-2010. The region receives high rainfall throughout the year, water tables are relatively 
close to the surface and soils often reach saturation. The moisture-holding capacity of the air is 
increased by increasing temperature, but evaporation does not increase greatly because relative 
humidity is still high (see discussion below). These factors combine to turn more rain into more 
streamflow. 
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4.5.3. Trends in 36 Decreasing Great Lakes Gages 
The watersheds in the Great Lakes region are snow-fed, mostly forested and without 
much artificial drainage (Table 4.8, Figure 4.8). The region has relatively low water use and 
depends mostly on surface water (Table 4.8). As surface water use increases streamflow 
decreases, but surface water use is increasing slowly, if at all. Urban areas and agricultural areas 
each comprise less than 10% of the land use, so they are a small piece of the puzzle. However, 
urban land is increasing and agricultural land is decreasing. Both of these trends are associated 
with decreasing streamflow in this region. Table 4.4a tells us which trends in x-variables occur 
frequently within the Great Lakes watersheds with decreasing flow. Figure 4.5c tells us which of 
these trends are important, namely the trend in precipitation and development. 
 
4.5.4. Trends in 118 Decreasing Southwest Gages 
Whereas the Great Lakes watersheds with decreasing flow experienced below median 
increases in average annual temperature (none of which were significant), the Southwest 
watersheds experienced above median increases in temperature (63% of watersheds had 
significant increases in temperature). This region is dry, with low precipitation and relatively low 
humidity (Table 4.8). The Southwest does not have much artificial drainage (Figure 4.8), an 
agricultural management technique usually used in wetter regions. The Southwest gages are near 
moderately high irrigation (Figure 4.7), and this may be why the gages are located there in the 
first place. This region has high total water use per watershed, though moderate use when 
normalized by drainage area (Table 4.8). Residents of this region utilize both surface water and 
ground water (Table 4.8). Water use is decreasing in the region, which paradoxically, is 
associated with decreases in streamflow. This could be due to municipal and irrigation 
conservation measures; in other words, the decrease in streamflow would be even more severe 
without decreasing water use. This region appears more sensitive to changes in the land cover 
than other regions (Figure 4.5d). Frequent patterns in the important land use variables are: the 
amount of open water is increasing, developed land is increasing, the amount of barren land has 
remained relatively constant, forestland is consistently decreasing, and agricultural land is 
consistently increasing. In these water-limited catchments, increasing temperature increases the 
moisture-holding capacity of air (fewer, more intense storms) and increases evaporation. 
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Many people suspect that flow reduction in the semi-arid southwest U.S. is due to 
increased water withdrawals by humans. In this study, 58% of the watersheds in the southwest 
actually experienced decreasing trends in surface water use. 56% experienced increasing trends 
in groundwater use. This reflects trends both in conservation of surface water and a transition to 
greater dependence on groundwater as surface water supplies decline. Scanlon et al. (2015) 
found that water use in the region has been fairly stable, and that the cause for declining reservoir 
storage levels is due to fluctuations between wet and dry periods (the wet periods are not wet 
enough to fully recharge the deficit left by the dry periods). Irrigation pumping in areas without 
access to the Colorado River also reduces groundwater storage (Scanlon et al. 2015). Prein et al. 
(2016) found that an increase in anticyclonic conditions in the North East Pacific lead to a 
significant decrease in precipitation in the American Southwest, which may become the new 
standard climate for the region. Thus the flow reduction in the semi-arid southwest U.S. is most 
likely due to declining precipitation.  
However, these findings should be regarded with caution because the relationship 
between water use trends and trends in development on the one hand and streamflow trends on 
the other may not be causal. For example, it is possible that more streamflow and less water use 
both occur due to increasing precipitation, and vice versa. 95% of watersheds with significantly 
increasing streamflow have increasing trends in precipitation, which reduces demand for water to 
irrigate crops or water lawns. Regarding development, areas with slower rates of human 
development are essentially rural areas. Areas with low streamflow naturally have lower human 
populations because they attract fewer people and businesses due to a lack of water. Furthermore, 
dry western watersheds have slower rates of human settlement because they do not have 
sufficient water available to support larger populations. On the other hand, streamflow in some 
arid and semi-arid regions can be significantly reduced or depleted by large withdrawals for 
irrigation purposes. 
 
4.5.5. Trends in 114 Gages with No Trends 
We investigated the question of which trends in watershed characteristics, if any, are 
present in watersheds where average annual streamflow remained stationary by selecting the 
watersheds that do not have a trend with 95% confidence. These are heterogeneous watersheds 
that have few attributes in common (Table 4.5b). No trends were identified in precipitation that 
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were more frequent than 60%, which reinforces the idea that the significant increasing and 
decreasing trends are driven primarily by climatic phenomena. 73% of the watersheds 
experienced increases in grasslands and percent open water (Table 4.5a). 
Comparing the precipitation trends in two data subsets (i.e., 21 watersheds with 
stationary streamflow in Vermont and the Virginias (VV), and 75 watersheds with significantly 
increasing flow in New England (NE)), only 1 watershed (5%) in VV had a significantly 
increasing trend in precipitation, while 63% of the watersheds in NE had precipitation trends that 
were significantly increasing. This again reinforces the idea that the significant increasing trends 
in average annual streamflow are driven primarily by corresponding significantly increasing 
trends in average annual precipitation. 
For the 114 gages with strongly insignificant trends in streamflow, 75% of the watersheds 
with increasing precipitation have increasing percent open water (average aridity index = 1.5), 
and 78% of the watersheds with decreasing precipitation have increasing grasslands (average 
aridity index = 2.1). This suggests that watersheds with stationary streamflow are responding to 
increased precipitation by increasing surface water storage (thereby keeping flow the same), and 
decreased precipitation with increasing grasslands (thereby keeping the flow the same). 
 
 
Figure 4.7. Irrigated areas of the continental US 
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Figure 4.8. Artificially drained areas of the continental US 
 
How does increasing temperature contribute to increasing streamflow in the Northeast 
but decreasing streamflow in the Southwest? This apparent paradox can be understood in terms 
of energy-limited watersheds (PET<P, where ETP), such as the Northeast, and water-limited 
watersheds (PET>P, where ETPET), such as the Southwest. Increasing temperature means the 
atmosphere can hold more moisture. So given the same amount of incoming moisture, it will rain 
less frequently, but when it does rain, more water will fall and the ground will saturate faster and 
so more rainfall will reach the channel than otherwise would have. When it is summed over the 
year, there will be more flow in the river. Without an increase in temperature, less rain would fall 
more frequently and the soil-moisture storage would have a lower chance of becoming saturated 
during any given event. In energy-limited basins, the rate of evaporation would not increase 
significantly because relative humidity would remain near saturation. However, because relative 
humidity is low in water-limited basins, the rate of evaporation from the ground surface would 
increase and the soils would not saturate as quickly, thereby reducing the amount of water that 
makes it to the channel. When it is summed over the year, there will be less flow in the river. Put 
succinctly, the evaporation rate remains relatively constant in energy-limited watersheds because 
increases in actual vapor pressure (e) keep pace with increases in saturation vapor pressure (es). 
In water-limited watersheds, e does not increase as quickly as es, so evaporation rate increases. 
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For reference, relative humidity is roughly equal to e/es. The vapor flux rate can be 
approximately estimated for leaf stomata as: 
 D = E∙(F)F                                                                                  (4.4) 
Where k is a constant to account for units, and rs is the vapor flow resistance term. This same 
vapor pressure differential also shows up in the numerator of the Penman-Monteith Equation for 
Evaporation as the variable D, the vapor pressure deficit: 
 D = G ∙ HIJKLMN/LIP(F/L Q                                                                           (4.5) 
 
es will increase if T increases. But if e increases equally (more likely in energy-limited 
catchments), such that the difference remains the same, then the rate of evaporation will remain 
the same, all other factors being constant (Eqn 4.5). If es increases while e remains the same 
(more likely in water-limited catchments), then the rate of evaporation will increase. For more 
information see page 4.13 in Handbook of Hydrology and equations 4.2.27, 4.2.21 and 4.2.2 
(Maidment, 1993). 
There are numerous issues surrounding the evolution of regional land use complexes that 
merit further study. The significant decrease in forest land observed in the Great Lakes region 
could be the result of intensive logging operations. Natural factors could also be contributing to 
the loss of forest. If the watersheds are becoming drier due to less rain, they may respond by 
supporting fewer trees. Typically, reduced forest cover would translate to greater streamflow. 
Regardless of the driver, the flow gained by the loss of forest was not sufficient to offset the flow 
lost by the reduced rainfall in the gages considered. We saw another paradoxical relationship like 
this in the southwest region, where decreasing water use was associated with decreasing 
streamflow. The importance of shrubland identified in Figure 4.4 could be due to conversion of 
grasslands to shrublands in rangelands in the Southwest, which is usually thought to arise from 
over-grazing. Another land use change that may have a detectable signal in streamflow trends is 
the conversion of grasslands to croplands for ethanol production. Other land use changes relevant 
to agriculture’s impact on hydrology is the recent trend in crop intensification in the Midwest 
and resultant modification of temperature extremes (Mueller et al. 2016), and the expansion of 
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the Corn Belt into the Red River valley of eastern Dakotas and western Minnesota and Nebraska 
(Laingen, 2011). Another factor to consider is the fact that the eastern Dakotas are the most 
productive part of the Prairie Pothole region. The landscape is very flat, so there is a lack of 
drainage that creates a complex set of surface water storages of a wide range of sizes. The prairie 
potholes fill with water from snowmelt in the spring as well as some groundwater inflow. 
Potholes and wetlands are often not connected to streams. We observed a decrease in wetlands, 
and an increase in percent open water and agricultural land. The impact of the expansion of the 
Corn Belt into this region, along with accompanying tile drainage, on the prairie pothole 
wetlands also remains to be determined. 
The regional analyses reveal important differences among regions experiencing similar 
types of changes (either increasing or decreasing streamflow) with respect to both the role of air 
temperature and the various land-uses within the watershed. The results indicate that the 
magnitude of the increasing trend in temperature does not favor one trend over another. 
Furthermore, trends in land use variables (e.g. grasslands, barren land) can be understood in the 
context of the evolution of all land uses within each watershed. In other words, we need to 
understand which land use categories are replacing which other ones before understanding how 
trends in individual land use variables affect the partitioning of water within the watershed. 
 
4.5.6. Trends in Streamflow Frequency 
Increasing trends in Q10 are linked with increasing trends in average annual streamflow, 
which tend to occur in northern watersheds with increasing precipitation and decreasing water 
use (compare Tables 4.4a and 4.6a as well as Tables 4.4b. and 4.6b). However, increasing trends 
in wetlands occurred in 63% of the 163 watersheds with significantly decreasing average annual 
streamflow (Table 4.4a), and 74% of the watersheds with significantly decreasing Q10. It is 
possible that the increase in wetlands could be contributing to a decrease in high flows. 
The results for Q10 were similar to the results for average annual flow because the 
probability distribution of streamflow is so highly skewed (Over et al. 2014; Farmer et al. 2015). 
On a continental scale, the exceedance probability of average annual flow (converted to daily 
units, m3/day) tends to be between 19% and 34% (Table 4.8). 99% of the 2876 gages in this 
study had average annual flows less than Q10, which means that the analysis of Q10 is 
characterizing higher-than-average flows. However, an even higher flow quantile (e.g. Q1) 
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would be more representative of trends in extreme high flow events. A similar argument could be 
extended to the study of even lower low flow quantiles (e.g. Q95). 
There were a larger number of watersheds with significant trends, both increasing and 
decreasing, in Q90 than with other data subsets we have considered. Geographically, watersheds 
with significantly increasing trends in Q90 extend beyond the regions with increasing annual 
streamflow to include parts of California, western Washington and Oregon and watersheds 
around the four largest cities in the US (i.e. Los Angeles, Houston, Chicago and New York). 
Watersheds with increasing Q90 around large cities likely indicate increasing return flows in the 
form of wastewater treatment plant discharges. The increasing trend in annual precipitation was 
only the fourth most frequent pattern in these watersheds: 64% of watersheds (Table 4.6a) 
compared to 95% for trends in annual flow (Table 4.3a). Trends in water use and percent open 
water were more frequent. This implies that while trends in precipitation are a strong driver of 
trends in Q90, they are not as influential as they are with trends in annual flow. In fact, 
increasing trends in percent open water occur in 55% of the 152 watersheds with significantly 
increasing annual streamflow (not shown in Table 4.3a), but 67% of the watersheds with 
increasing Q90. It is possible the increase in open water is contributing to an increase in low 
flows. The analysis of static watershed characteristics in the Gages-II dataset did not return many 
frequent patterns, which suggests that these watersheds are heterogeneous and do not have in 
common many of the watersheds characteristics included in the dataset.  
Watersheds with decreasing Q90 were only slightly less influenced by riparian 
development: below median development in a 100-meter riparian buffer occurred in 92% of the 
watersheds with decreasing annual flow but only 81% of those with decreasing Q90.  
 
4.5.7. Variable Importance 
Pearson correlations and Random Forest agreed that trends in average annual 
precipitation, groundwater use and shrubland were important predictors of trends in average 
annual streamflow. With respect to increasing trends in streamflow, positive trends in average 
annual precipitation contributed positively, positive trends in groundwater use contributed 
positively and positive trends in shrubland contributed negatively. The fact that increasing 
groundwater use is correlated with increasing streamflow could imply that more water is taken 
from aquifers disconnected from rivers, which is then returned to the river than is contributed 
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from springs or lost to recharge. Alternatively, increasing groundwater use reduces demand for 
surface water, thereby leaving more water in the stream than there otherwise would have been. 
The inverse relationship between trends in shrubland and streamflow trends is likely because 
shrubs transpire a lot of water and decreasing shrubland may lead to more streamflow. Regarding 
the role of grasslands, positive trends contribute negatively to trends in streamflow, and vice 
versa. The correlation between trends in percent barren and trends in streamflow is not 
significant, but indicates that increasing trends in barren land contribute positively to increasing 
trends in streamflow.  
The two algorithms also agreed that the percent of soils with slow infiltration rates 
(HGCD) and the number of dams in the watershed prior to 1940 were important predictors of 
streamflow trends. In fact, for the 163 watersheds with significantly decreasing streamflow, the 
average percentage of soils in hydrologic group C/D was only 0.14% (and 0% for the 118 
decreasing gages in southwest US), while it was 5.95% for the 152 significantly increasing gages, 
and 1% for the 114 stationary gages. The relationship with the number of dams is less straight-
forward. For the 152 watersheds with significantly increasing streamflow, the average number of 
dams before 1940 was 15.5; it was 9.5 for the 163 watersheds with decreasing flow, and only 6.1 
for 114 watersheds with stationary streamflow. 
Throughout this research, there were numerous indications that the amount of storage in a 
watershed performs an important buffering or dampening role in the face of changing climatic 
trends, consistent with Sankarasubramanian and Vogel (2003). The variable importance exercise 
found that HGCD and pre-1940s dams were important. HGCD characterizes slow infiltration 
rates and is associated with increased surface runoff and reduced soil moisture storage. The 
number of dams in the watershed before 1940 is a measure of surface water storage capacity 
prior to the period of record for this study (i.e., 1981-2010). Pre-1940s dams may be an 
important variable because the amount of storage capacity a watershed has helps determine how 
responsive streamflow is to changes in climate. The analysis of gages with stationary streamflow 
found increasing trends in wetlands and percent water, both measures of water storage capacity 
within the basin. 
Small et al. (2006) analyzed trends in precipitation and streamflow at 218 gages in the 
eastern half of the US and found that average annual streamflow increased from 1948 to 1997 
primarily from an increase in fall precipitation. This is consistent with what we observed for the 
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North East region. They went on to explain that “the observed trends in low flow, especially in 
the… Great Lakes, can be explained by an increase in fall precipitation.” In contrast, we found 
low flow (Q90) had a significantly decreasing trend near the Great Lakes, although four gages 
had significantly increasing Q90.  
Milly et al. (2005) predicted increases in runoff in the eastern US and decreases in the 
western US by the twenty-first century based on an ensemble of 12 global climate models. They 
concluded that “a significant part of twentieth-century hydroclimatic change was externally 
forced” and not caused by non-climatic anthropogenic disturbances. They also predicted that 
initial increases in runoff for the western central plains of North America (including the Dakotas 
region) would reverse in the twenty-first century.  
Novotny and Stefan (2007) studied 36 USGS gages in Minnesota and attributed 
increasing streamflows to increasing average annual precipitation among other precipitation 
changes. The authors suggest that the expansion of artificially drained agricultural land and 
deforestation could also have contributed to the trends. Both conclusions are consistent with the 
findings of this study. 
Johnston and Shmagin (2008) analyzed records from 1956 to 1988 for 32 USGS stream 
gages draining to the Great Lakes and found increasing trends in average annual streamflow for 
southern Wisconsin and the Lower Peninsula of Michigan, which they attributed to increases in 
annual precipitation. Johnston and Shmagin (2008) did not find consistent trends for the other 
basins. We also found gages with increasing and significantly increasing flows in these areas 
(Figure 4.1). However, the authors did not find trends in the 36 gages draining to Lakes Superior 
and Michigan where we found significantly decreasing trends.  
Other studies have found either no trends in the Great Lakes region or increasing trends 
(Small et al. 2006; Johnston and Shmagin, 2008), which appear to contradict the findings of this 
study. It is possible that we detected trends due to a short period of record (30 years) combined 
with either an unusually wet period at the beginning of the record and/or an unusually dry period 
at the end. Of the 36 gages we identified as having significantly decreasing trends in the Great 
Lakes region, 10 have complete records from 1940 to 2010. The linear trend line based on 70 
years of data was negative for all 10 gages, of which 40% (4 gages) were significant at the 
p=0.05 level. This finding corroborates the validity of the original finding, i.e. many streams 
draining to the Great Lakes have decreasing flow, especially in the last 30 years. 
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Chao (1999) evaluated the impact of climate change on the Great Lakes and predicted 
that the level of all Great Lakes would decline in the future due to a reduction in net basin supply 
(i.e. streamflow plus precipitation on the lake minus evaporation from the lake) in upstream lakes, 
not necessarily due to a reduction in precipitation alone. This region contains the largest 
concentration of small water bodies in the world in an area of this size (Johnston and Shmagin, 
2008), so increases in temperature lead to increases in evaporation which would decrease the net 
basin supply. 
 
The trends in streamflow and precipitation identified in this chapter have significant 
economic and ecological consequences and so have very important implications for water 
resource planning and management. Because most of the regional changes in streamflow are 
driven by changes in climate, climate model projections of meteorological forcings (e.g. 
temperature and precipitation) could be incorporated into assessments of water availability. The 
analysis presented in this chapter provides insights into the natural and anthropogenic processes 
that determine regional water availability within the US. Increasing streamflow in the eastern 
Dakotas has potential beneficial impacts. The region is currently water-limited, and an increase 
in streamflow could increase water availability for economic activity, improve water quality, and 
provide more aquatic habitat. More water in the streams, however, could also mean higher 
erosive potential and greater risk of floods. The implications of decreasing streamflow to Lakes 
Superior and Michigan are profound because streams provide 46% of the water to the Great 
Lakes (Botts and Krushelnicki, 1987) and changes in lake levels will substantially impact 
lacustrine ecosystems.  
Managers of watersheds with significant directional trends could incorporate knowledge 
of these trends in their planning efforts. They would likely want to know the answer to at least 
two questions: 1) what is causing the trend, and 2) how to reverse it? This study, and more like it, 
can help answer these questions. In response to the first question, further study is needed but we 
know which watershed patterns co-exist with the trend in streamflow. If we agree that a trend in 
streamflow (y-variable) must be caused by an underlying trend in watershed attributes (x-
variables), and that for a given region, the same trend in y-variable is caused by the same trends 
in x-variables, then the cause of the trend in y-variable will be contained in the frequent patterns 
found in the trend of the x-variables. Note, we cannot rule out the possibility that the set of 
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frequent patterns may also contain superfluous variables that do not play an important role but 
are nonetheless frequent for coincidental reasons. In short, the results in Table 4.3a and Table 
4.4a are likely to contain the true cause of the trend in streamflow, and Figures 4.3a-d likely 
point to the responsible variables. 
Lins and Slack 2005 cite Mather (1981) in noting that “it takes at least 15-25 years of 
systematic observations to characterize statistically the spatial and temporal patterns in 
streamflow.” We achieve this minimum record length with our 30-year period of record, 
however we cannot be sure if the observed trends are affected by a transient climate variation or 
are part of a long-term trend. If they are part of a long-term trend, because trends in average 
annual streamflow are primarily attributable to trends in average annual precipitation, working to 
reverse the concentration of greenhouse gases in the atmosphere could help ameliorate the 
undesired consequences. How to address the environmental and socio-economic consequences of 
the trends in planning efforts is a question that requires more work. If managers are interested in 
reversing or mitigating the damage from said trends in streamflow, then it is possible using 
techniques similar to those applied here to look at watersheds in the same area but without the 
trend and see what is different in those watersheds, and then emulate it if possible.  
Furthermore, managers could use the MLR-based approach used to develop Equation 4.4. 
to answer the following questions: 
•  For stationary watersheds: What increase in percent open water is required to 
offset an increase in precipitation in order to keep streamflow the same? What 
increase in grasslands is required to offset a decrease in precipitation in order to 
keep streamflow the same? 
•  For Great Lakes watersheds: How much forest loss is required to offset the loss in 
precipitation in order to keep streamflow the same? 
•  For Southwest watersheds: What rate of decrease in water use would be required 
to offset the decrease in rainfall in order to keep streamflow the same? 
 
4.6. Conclusions 
The relationships between changes in trends in three streamflow metrics (i.e. average 
annual streamflow, Q10, and Q90) and changes in watershed characteristics were investigated 
for 2,876 watersheds in the continental U.S. We delineated regions of homogenous hydrologic 
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change, i.e. watersheds that are undergoing similar trends or staying the same, and discovered 
frequent patterns among watershed attributes, including trends in key attributes, within 
individual regions of homogenous hydrologic change. Frequent patterns were discovered by 
applying the Apriori frequent pattern search algorithm to a discretized dataset of watershed 
characteristics. Trends in fourteen natural and anthropogenic watershed characteristics were also 
calculated for the three decade period including precipitation, temperature, population, water use, 
and land use. For the regions that underwent similar types of change, such as most streams 
gaining flow (e.g. eastern Dakotas) or most streams losing flow (e.g. Southwest), 128 
independent watershed characteristics from the Gages-II dataset were analyzed for frequent 
patterns. 
 
The key findings generated by this research are summarized below. 
•  Broad consistency across the literature corroborates the findings regarding the geographic 
distribution of streamflow trends in this study (Figure 4.6). 
•  For the continental US, results suggest that significant trends in average annual 
streamflow are attributable primarily to trends in average annual precipitation. 
o The results indicate that increasing trends in temperature favor increasing trends 
in streamflow in energy-limited catchments and decreasing trends in streamflow 
in water-limited catchments. 
•  Increasing streamflow occurs in northern watersheds with increasing precipitation and 
decreasing water use. It is likely that decreasing water use is not the cause of increasing 
streamflow but rather an effect of increasing streamflow and/or precipitation (Tables 
4.2.1 and 4.2.2).  
o Many of the gages with increasing streamflow across the continental U.S. are in 
catchments with high levels of artificial drainage (Figure 4.8). 
•  Decreasing streamflow occurs in dry watersheds that are getting drier and have slower 
rates of human development. It is likely that slow human development is not causing the 
decrease in streamflow but rather is simply associated with the rural areas where this 
trend is occurring (Tables 4.3a and 4.3b). 
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•  There were several regions that underwent similar types of change, such as most streams 
gaining flow (e.g. eastern Dakotas, Northeast US) or most streams losing flow (e.g. 
Southwest US, northeastern Wisconsin).  
o The 33 watersheds with increasing flow in the eastern Dakotas exhibit a high 
degree of homogeneity (Table 4.2.2). Trends in watershed attributes individually 
produce suppressed evaporation rates, fast transport rates, and low basin storage 
and combine to translate more precipitation into more streamflow.  
o The 75 energy-limited catchments in the north east have high rainfall and water 
tables close to the surface so soils often reach saturation. Although temperature is 
increasing, evaporation does not increase greatly because relative humidity 
remains high. These factors combine to turn more precipitation into more 
streamflow. 
o The flow reduction in the semi-arid southwest U.S. is due to declining 
precipitation, which could represent a permanent transition to a drier climate state 
(Prein et al. 2016). Contrary to popular belief, the declines are not likely caused 
by increasing water use (Scanlon et al. 2015). 58% of the 118 watersheds in the 
southwest actually experienced decreasing trends in surface water use, while 56% 
experienced increasing trends in groundwater use. This reflects trends both in 
conservation of surface water and a transition to greater dependence on 
groundwater as surface water supplies decline. This region also appears more 
sensitive to changes in land cover (Figure 4.5d), which is likely because the ratio 
of P to PET is close to one, and so the hydrologic balance is more strongly 
influenced by land use changes.  
•  The attributes frequently found in watersheds with trending Q10 are similar to those for 
trending annual streamflow because annual streamflow has an exceedance frequency 
between 19% and 34%, which is relatively close to 10%. Some increasing trends in Q90 
are associated with very large cities. Water storage within the basin may be acting to 
reduce Q10 and increase Q90. 
 
We must be careful to not conclude that we have completely characterized streamflow in 
the continental US because of the complicated sampling biases that factor into decisions about 
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where to locate stream gages. For example, a river on which many irrigators depend (e.g. the 
Republican River) may be more closely monitored than watersheds with fewer anthropogenic 
stresses. We should also be careful to not confound the intended definition of region/clusters (i.e. 
gages with similar trends) with geographic regions despite the naming convention. For example, 
the “Great Lakes” sub-cluster of gages only contains 36 gages that drain to Lakes Superior and 
Michigan and hardly characterizes all watersheds that flow into the Great Lakes. 
This line of research could be expanded and enhanced in a number of ways. The most 
frequent k-item pattern was usually a combination of the top k 1-item patterns; an intuitive 
finding that nearly obviates the need for an advanced frequent pattern search algorithm in this 
case. The algorithm becomes more useful with more refined discretization categories, more 
variables, and smaller geographic (or otherwise similar) regions. The research presented here 
assumed trends were linear, but that may not be the case, so the characterization of streamflow 
trends could be improved upon. It would be interesting to see how the patterns change for 
different response variables, including the complete flow duration curve. This study clustered 
watersheds together based on trends, but other clustering approaches such as AGNES, which 
requires a measure of similarity (Kaufman and Rousseeuw, 1990), could also be used. In order to 
convert the dataset to nominal data, this study employed the fairly blunt tool of binary 
reclassification based on median values. More refined discretization methods, such as a variation 
of Jenks natural breaks and similar analyses of smaller regions, could yield more detailed 
information on frequent patterns in changing watersheds. 
In short, every region has its own story where climatic variation and land use change 
interact with economic interests and regulation, so that the physical and human connections and 
feedbacks behind observed trends may not be easy to generalize from region to region. 
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Table 4.9. List of 128 independent Gages-II variables 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
DRAIN_SQKM BasinID Watershed drainage area, sq km, as delineated in our basin boundary 
HYDRO_DISTURB_INDX Bas_Classif 
Hydrologic "disturbance index" score, based on 7 
variables: 1) MAJ_DDENS_2009, 2) 
WATER_WITHDR, 3) change in dam storage 1950-
2009, 4) CANALS_PCT, 5) 
RAW_DIS_NEAREST_MAJ_NPDES, 6) 
ROADS_KM_SQ_KM, and 7) FRAGUN_BASIN.  
Low values = low anthropogenic hydrologic 
modification in the watershed, high values = high 
anthropogenic hydologic modification 
BAS_COMPACTNESS Bas_Morph Watershed compactness ratio, = area/perimeter^2 * 
100; higher number = more compact shape.   
LAT_CENT Bas_Morph Latitude of centroid location of basin, decimal degrees 
LONG_CENT Bas_Morph Longitude of centroid location of basin, decimal degrees 
T_MAXSTD_BASIN Climate 
Standard deviation of maximum monthly air 
temperature (degrees C) from 800m PRISM, derived 
from 30 years of record (1971-2000). 
T_MINSTD_BASIN Climate 
Standard deviation of minimum monthly air 
temperature (degrees C) from 800m PRISM, derived 
from 30 years of record (1971-2000). 
RH_SITE Climate 
Site average relative humidity (percent), from 2km 
PRISM, derived from 30 years of record (1961-
1990). 
LST32F_SITE Climate 
Site average of mean day of the year of last freeze, 
derived from 30 years of record (1961-1990), 2km 
PRISM.   For example, value of 100 is the 100th day 
of the year (April 10th).   
WDMIN_SITE Climate 
Site average of monthly minimum number of days 
(days) of measurable precipitation, derived from 30 
years of record (1961-1990), 2km PRISM. 
SNOW_PCT_PRECIP Climate 
Snow percent of total precipitation estimate, mean 
for period 1901-2000.  From McCabe and Wolock 
(submitted, 2008), 1km grid. 
PRECIP_SEAS_IND Climate 
Precipitation seasonality index (Markham, 1970; 
Dingman, 2002).  Index of how much annual 
precipitation falls seasonally (high values) or spread 
out over the year (low values).  Based on monthly 
precip values from 30 year (1971-2000) PRISM.  
Range is 0 (precip spread out exactly evenly in each 
month) to 1 (all precip falls in a single month). 
MAR_PPT7100_CM Climate 
Mean March precip (cm) for the watershed, from 
800m PRISM data.  30 years period of record 1971-
2000.  
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
MAY_PPT7100_CM Climate 
Mean May precip (cm) for the watershed, from 
800m PRISM data.  30 years period of record 1971-
2000.  
AUG_PPT7100_CM Climate 
Mean August precip (cm) for the watershed, from 
800m PRISM data.  30 years period of record 1971-
2000.  
OCT_PPT7100_CM Climate 
Mean October precip (cm) for the watershed, from 
800m PRISM data.  30 years period of record 1971-
2000.  
JAN_TMP7100_DEGC Climate 
Average January air temperature for the watershed, 
degrees C, from 800m PRISM data. 30 years period 
of record 1971-2000. 
GEOL_HUNT_DOM_PCT Geology Percentage of the watershed covered by the dominant geology type (Hunt, 1979) 
STREAMS_KM_SQ_KM Hydro Stream density, km of streams per watershed sq km, from NHD 100k streams 
MAINSTEM_SINUOUSITY Hydro 
Sinuosity of mainstem stream line, from our 
delineation of mainstem stream lines (see Falcone 
and others, 2010b).  Defined as curvilinear length of 
the mainstem stream line divided by the straight-line 
distance between the end points of the line. 
ARTIFPATH_PCT Hydro 
Percent of stream kilometers coded as "Artificial 
Path" in NHDPlus. Note this does not necessarily 
mean the stream is modified, only that it is wide 
enough to be represented as a polygon rather than a 
line. In some cases this is indicative of damming. 
ARTIFPATH_MAINSTEM_PCT Hydro 
Percent of mainstem stream(s) coded as "Artificial 
Path" in NHDPlus., from our delineation of 
mainstem streamlines.  Note this does not 
necessarily mean the stream is modified, only that it 
is wide enough to be represented as a polygon rather 
than a line. In some cases this is indicative of 
damming. 
HIRES_LENTIC_PCT Hydro 
Percent of watershed surface area covered by 
"Lakes/Ponds" + "Reservoirs" in NHD Hi-
Resolution (1:24k) data 
PERDUN Hydro 
Dunne overland flow, also know as saturation 
overland flow, is generated in a basin when the water 
table "outcrops" on the land surface (due to the 
infiltration and redistribution of soil moisture within 
the basin), thereby producing temporary saturated 
areas. These saturated areas generate Dunne 
overland flow through exfiltration of shallow ground 
water and by routing precipitation directly to the 
stream network. 
PERHOR Hydro 
Horton overland flow, also known as infiltration-
excess overland flow, is generated in a basin when 
infiltration rates are exceeded by precipitation rates. 
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
TOPWET Hydro 
Topographic wetness index, ln(a/S); where "ln" is 
the natural log, "a" is the upslope area per unit 
contour length and "S" is the slope at that point.  See 
http://ks.water.usgs.gov/Kansas/pubs/reports/wrir.99-
4242.html and Wolock and McCabe, 1995 for more 
detail 
CONTACT Hydro 
Subsurface flow contact time index. The subsurface 
contact time index estimates the number of days that 
infiltrated water resides in the saturated subsurface 
zone of the basin before discharging into the stream.  
PCT_1ST_ORDER Hydro Percent of stream lengths in the watershed which are first-order streams (Strahler order); from NHDPlus 
PCT_2ND_ORDER Hydro 
Percent of stream lengths in the watershed which are 
second-order streams (Strahler order); from 
NHDPlus 
PCT_3RD_ORDER Hydro Percent of stream lengths in the watershed which are third-order streams (Strahler order); from NHDPlus 
PCT_4TH_ORDER Hydro Percent of stream lengths in the watershed which are fourth-order streams (Strahler order); from NHDPlus 
PCT_5TH_ORDER Hydro Percent of stream lengths in the watershed which are fifth-order streams (Strahler order); from NHDPlus 
NDAMS_2009 HydroMod_Dams 
Number of dams in watershed, from our enhanced 
version of the 2009 National Inventory of Dams 
(NID), created in December 2010.  See note. 
DDENS_2009 HydroMod_Dams 
Dam density; number per 100 km sq 
STOR_NOR_2009 HydroMod_Dams 
Dam storage in watershed 
("NORMAL_STORAGE"); megaliters total storage 
per sq km  (1 megaliters = 1,000,000 liters = 1,000 
cubic meters) 
MAJ_NDAMS_2009 HydroMod_Dams 
Number of "major" dams in watershed.  Major dams 
defined as being >= 50 feet in height (15m) or 
having storage >= 5,000 acre feet (National Atlas 
definition) 
MAJ_DDENS_2009 HydroMod_Dams 
Major dam density; number per 100 km sq 
pre1940_NDAMS HydroMod_Dams 
Number of dams in watershed before 1940 
pre1940_DDENS HydroMod_Dams 
Dam density pre1940; number per 100 km sq 
pre1960_DDENS HydroMod_Dams 
Dam density pre1960; number per 100 km sq 
pre1940_STOR HydroMod_Dams Dam storage in watershed pre1940; megaliters total 
storage per sq km 
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
pre1960_STOR HydroMod_Dams Dam storage in watershed pre1960; megaliters total 
storage per sq km 
pre1970_STOR HydroMod_Dams Dam storage in watershed pre1970; megaliters total 
storage per sq km 
RAW_DIS_NEAREST_DAM HydroMod_Dams Raw straightline distance (km) of gage location to 
nearest dam in watershed.   
RAW_DIS_NEAREST_MAJ_DAM HydroMod_Dams Raw straightline distance (km) of gage location to 
nearest major dam in watershed.   
FRESHW_WITHDRAWAL HydroMod_Other 
Freshwater withdrawal megaliters (1000 cubic 
meters) per year per sqkm, from 1995-2000 county-
level estimates 
MINING92_PCT HydroMod_Other Percent 1992 quarries-strip mines-gravel pits land 
cover in watershed, from class 32 of NLCD92. 
PCT_IRRIG_AG HydroMod_Other Percent of watershed in irrigated agriculture, from 
USGS 2002 250-m MODIS data 
POWER_NUM_PTS HydroMod_Other 
Number of electric generation power plants in 
watershed of type "coal", "gas", "nuclear", "petro", 
or "water" 
POWER_SUM_MW HydroMod_Other 
Sum of MW operating capability of electric 
generation power plants in watershed of type "coal", 
"gas", "nuclear", "petro", or "water" 
FRAGUN_BASIN Landscape_Pat 
Fragmentation Index of "undeveloped" land in the 
watershed.  High numbers = more disturbance by 
development and fragmentation; a very pristine basin 
with a lot of contiguous undeveloped land cover 
would have a low number 
HIRES_LENTIC_NUM Landscape_Pat Number of Lakes/Ponds + Reservoir water bodies 
from NHD Hi-Resolution (1:24k) data 
HIRES_LENTIC_DENS Landscape_Pat Density (#/sq km) of Lakes/Ponds + Reservoir water 
bodies from NHD Hi-Resolution (1:24k) data 
HIRES_LENTIC_MEANSIZ Landscape_Pat Mean size (ha) of Lakes/Ponds + Reservoir water 
bodies from NHD Hi-Resolution (1:24k) data 
WATERNLCD06 LC06_Basin Watershed percent Open Water (class 11) 
DEVLOWNLCD06 LC06_Basin Watershed percent Developed, Low Intensity (class 22) 
DEVMEDNLCD06 LC06_Basin Watershed percent Developed, Medium Intensity (class 23) 
BARRENNLCD06 LC06_Basin Watershed percent Natural Barren (class 31) 
EVERGRNLCD06 LC06_Basin Watershed percent Evergreen Forest (class 42) 
SHRUBNLCD06 LC06_Basin Watershed percent Shrubland (class 52) 
GRASSNLCD06 LC06_Basin Watershed percent Herbaceous (grassland) (class 71) 
PASTURENLCD06 LC06_Basin Watershed percent Pasture/Hay (class 81) 
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
WOODYWETNLCD06 LC06_Basin Watershed percent Woody Wetlands (class 90) 
EMERGWETNLCD06 LC06_Basin Watershed percent Emergent Herbaceous Wetlands (class 95) 
MAINS100_PLANT LC06_Mains100 
Mainstem 100m buffer "planted/cultivated" 
(agriculture), 2006 era.  Sum of MAINS100_81 and 
82 
MAINS100_11 LC06_Mains100 
Mainstem 100m buffer percent Open Water 
MAINS100_21 LC06_Mains100 Mainstem 100m buffer percent Developed, Open 
Space 
MAINS100_22 LC06_Mains100 Mainstem 100m buffer percent Developed, Low 
Intensity 
MAINS100_23 LC06_Mains100 Mainstem 100m buffer percent Developed, Medium 
Intensity 
MAINS100_31 LC06_Mains100 
Mainstem 100m buffer percent Natural Barren 
MAINS100_41 LC06_Mains100 
Mainstem 100m buffer percent Deciduous Forest 
MAINS100_52 LC06_Mains100 
Mainstem 100m buffer percent Shrubland 
MAINS100_71 LC06_Mains100 Mainstem 100m buffer percent Herbaceous (grassland) 
MAINS100_81 LC06_Mains100 
Mainstem 100m buffer percent Pasture/Hay 
MAINS100_90 LC06_Mains100 
Mainstem 100m buffer percent Woody Wetlands 
MAINS100_95 LC06_Mains100 Mainstem 100m buffer percent Emergent 
Herbaceous Wetlands 
MAINS800_11 LC06_Mains800 
Mainstem 800m buffer percent Open Water 
MAINS800_21 LC06_Mains800 Mainstem 800m buffer percent Developed, Open 
Space 
MAINS800_31 LC06_Mains800 
Mainstem 800m buffer percent Natural Barren 
MAINS800_95 LC06_Mains800 Mainstem 800m buffer percent Emergent 
Herbaceous Wetlands 
RIP100_11 LC06_Rip100 Riparian 100m buffer percent Open Water 
RIP100_21 LC06_Rip100 Riparian 100m buffer percent Developed, Open Space 
RIP100_31 LC06_Rip100 Riparian 100m buffer percent Natural Barren 
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
RIP100_95 LC06_Rip100 Riparian 100m buffer percent Emergent Herbaceous Wetlands 
CDL_CORN LC_Crops Watershed percent Corn cropland.  Class 1 of the 2009 USDA NASS Cropland Data Layer. 
CDL_SORGHUM LC_Crops Watershed percent Sorghum cropland.  Class 4 of the 2009 USDA NASS Cropland Data Layer. 
CDL_SOYBEANS LC_Crops Watershed percent Soybeans cropland.  Class 5 of the 2009 USDA NASS Cropland Data Layer. 
CDL_BARLEY LC_Crops Watershed percent Barley cropland.  Class 21 of the 2009 USDA NASS Cropland Data Layer. 
CDL_WINTER_WHEAT LC_Crops Watershed percent Winter Wheat cropland.  Class 24 
of the 2009 USDA NASS Cropland Data Layer. 
CDL_WWHT_SOY_DBL_CROP LC_Crops 
Watershed percent Winter Wheat/Soybeans Double 
Crop cropland.  Class 26 of the 2009 USDA NASS 
Cropland Data Layer. 
CDL_OATS LC_Crops Watershed percent Oats cropland.  Class 28 of the 2009 USDA NASS Cropland Data Layer. 
CDL_ALFALFA LC_Crops Watershed percent Alfalfa cropland.  Class 36 of the 2009 USDA NASS Cropland Data Layer. 
CDL_OTHER_HAYS LC_Crops Watershed percent Other Hays cropland.  Class 37 of the 2009 USDA NASS Cropland Data Layer. 
CDL_FALLOW_IDLE LC_Crops Watershed percent Fallow/Idle cropland.  Class 61 of the 2009 USDA NASS Cropland Data Layer. 
CDL_PASTURE_GRASS LC_Crops Watershed percent Pasture/Grass cropland.  Class 62 
of the 2009 USDA NASS Cropland Data Layer. 
CDL_OTHER_CROPS LC_Crops 
Watershed percent in any other crop type (other than 
the top 20 given above).  From 2009 USDA NASS 
Cropland Data Layer: sum of classes 1-80 and 195-
254, minus the 20 most major types, and minus class 
63 ("Woodlands"). 
NITR_APP_KG_SQKM Nutrient_App 
Estimate of nitrogen from fertilizer and manure, 
from Census of Ag 1997, based on county-wide sales 
and percent agricultural land cover in watershed, 
kg/sq km 
PHOS_APP_KG_SQKM Nutrient_App 
Estimate of phosphorus from fertilizer and manure, 
from Census of Ag 1997, based on county-wide sales 
and percent agricultural land cover in watershed, 
kg/sq km 
PESTAPP_KG_SQKM Pest_App 
Estimate of agricultural pesticide application (219 
types), kg/sq km, from Census of Ag 1997, based on 
county-wide sales and percent agricultural land 
cover in watershed 
PDEN_DAY_LANDSCAN_2007 Pop_Infrastr Population density in the watershed during the day, 
persons per sq km, from 90-m 2007 Landscan 
ROADS_KM_SQ_KM Pop_Infrastr Road density, km of roads per watershed sq km, from Census 2000 TIGER roads 
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
RD_STR_INTERS Pop_Infrastr 
Number of road/stream intersections, per km of total 
basin stream length (2000 TIGER roads and NHD 
100k streams) 
NLCD01_06_DEV Pop_Infrastr 
Watershed percent which changed to "Developed" 
(urban) land (NLCD classes 21-24) between NLCD 
2001 and 2006 
PADCAT1_PCT_BASIN Prot_Areas 
Percent watershed in Protected Areas Database 
(PAD) Category 1 (GAP status 1): "most protected 
lands": Areas managed to maintain a natural state 
and within which natural disturbance events are 
allowed to proceed without interference. primarily: 
National Park, National Monument, Wilderness 
Area, Nature Reserve/Preserve, Research Natural 
Area 
PADCAT2_PCT_BASIN Prot_Areas 
Percent watershed in Protected Areas Database 
(PAD) Category 2 (GAP status 2): (somewhat less 
protected than Cat 1). Areas generally managed for 
natural values, but which may receive uses that 
degrade the quality of existing natural communities. 
primarily: State Parks, State Recreation Areas, 
National Wildlife Refuge, National Recreation Area, 
Area of Critical Environmental Concern, Wilderness 
Study Area, Conservation Easement, Private 
Conservation Land, National Seashore 
PADCAT3_PCT_BASIN Prot_Areas 
Percent watershed in Protected Areas Database 
(PAD) Category 3 (GAP status 3): (less protected 
than Cat 2).  Areas for which permanent land cover 
conversions from natural or semi-natural habitats to 
anthropogenic habitats are generally not permitted, 
but which may be subject to intensive uses such as 
commercial forestry. primarily: BLM Holdings, 
Military Reservations, National Forests, State Forest, 
Wildlife Management Areas, Game and Fish 
Preserves, Fish Hatcheries, State Commemorative 
Area, Access Area, National Grassland, ACOE 
Holding 
HGA Soils 
Percentage of soils in hydrologic group A. 
Hydrologic group A soils have high infiltration rates. 
Soils are deep and well drained and, typically, have 
high sand and gravel content. 
HGC Soils 
Percentage of soils in hydrologic group C. 
Hydrologic group C soils have slow soil inflitration 
rates. The soil profiles include layers impeding 
downward movement of water and, typically, have 
moderately fine or fine texture. 
HGD Soils 
Percentage of soils in hydrologic group D. 
Hydrologic group D soils have very slow infiltration 
rates. Soils are clayey, have a high water table, or 
have a shallow impervious layer. 
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
HGBD Soils 
Percentage of soils in hydrologic group B/D. 
Hydrologic group B/D soils have group B 
characteristics (moderate infiltration rates) when 
artificially drained and have group D characteristics 
(very slow infiltration rates) when not drained. 
HGCD Soils 
Percentage of soils in hydrologic group C/D. 
Hydrologic group C/D soils have group C 
characteristics (slow infiltration rates) when 
artificially drained and have group D characteristics 
(very slow infiltration rates) when not drained. 
AWCAVE Soils 
Average value for the range of available water 
capacity for the soil layer or horizon (inches of water 
per inches of soil depth) 
PERMAVE Soils Average permeability (inches/hour) 
BDAVE Soils Average value of bulk density (grams per cubic 
centimeter) 
OMAVE Soils Average value of organic matter content (percent by 
weight) 
WTDEPAVE Soils Average value of depth to seasonally high water table (feet) 
ROCKDEPAVE Soils Average value of total soil thickness examined (inches) 
NO4AVE Soils 
Average value of percent by weight of soil material 
less than 3 inches in size and passing a No. 4 sieve 
(5 mm) 
CLAYAVE Soils Average value of clay content (percentage) 
SILTAVE Soils Average value of silt content (percentage) 
KFACT_UP Soils 
Average K-factor value for the uppermost soil 
horizon in each soil component. K-factor is an 
erodibility factor which quantifies the susceptibility 
of soil particles to detachment and movement by 
water. The K-factor is used in the Universal Soil 
Loss Equation (USLE) to estimate soil loss by water. 
Higher values of K-factor indicate greater potential 
for erosion 
ELEV_STD_M_BASIN Topo Standard deviation of elevation (meters) across the 
watershed from 100m National Elevation Dataset 
ELEV_SITE_M Topo Elevation at gage location (meters) from 100m National Elevation Dataset 
RRMEDIAN Topo 
Dimensionless elevation - relief ratio, calculated as 
(ELEV_MEDIAN - ELEV_MIN)/(ELEV_MAX - 
ELEV_MIN). 
SLOPE_PCT Topo 
Mean watershed slope, percent. Derived from 100m 
resolution National Elevation Dataset, so slope 
values may differ from those calculated from data of 
other resolutions. 
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Table 4.9. (continued) 
VARIABLE NAME VARIABLE TYPE DESCRIPTION 
ASPECT_DEGREES Topo 
Mean watershed aspect, degrees (degrees of the 
compass, 0-360). Derived from 100m resolution 
National Elevation Data.  0 and 360 point to north.  
Because of the national Albers projection actual 
aspect may vary. 
ASPECT_NORTHNESS Topo 
Aspect "northness".  Ranges from -1 to 1.  Value of 1 
means watershed is facing/draining due north, value 
of -1 means watershed is facing/draining due south. 
ASPECT_EASTNESS Topo 
Aspect "eastness". Ranges from -1 to 1.  Value of 1 
means watershed is facing/draining due east, value 
of -1 means watershed is facing/draining due west. 
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CHAPTER 5.   CONCLUSION 
 
This research defines quantitative indices (i.e., flow duration curve, index of biotic 
integrity, trends in streamflow) as a function of known drainage area characteristics using data 
mining algorithms to improve our understanding of coupled human and nature systems. The 
research findings are organized around three aspects: prediction of streamflow frequency in 
ungaged watersheds, variables important to stream fisheries, and frequent patterns in watersheds 
undergoing change. 
 
Chapters 2, 3, and 4 exhibit several unifying themes common to this dissertation.  
• X-variables: In each chapter, the x-variables are natural and anthropogenic watershed 
characteristics. This was done for two reasons: 1) drainage area characteristics are ideal 
independent variables for predicting watershed response without relying on historical 
records of the response because they are known (in the case of ungauged watersheds) or 
readily predicted (in the case of future conditions), 2) we are interested in understanding 
how watersheds with humans in them respond and so we include x-variables that 
characterize human activity in the basin. 
• Y-variables: The watershed response variable (y-variable) considered in each chapter is 
an emergent property of coupled human and nature systems. These are called emergent 
properties because their values (i.e. time-series) are not a function of just natural or just 
human processes; they evolve out of the interaction between the two drivers. The 
emergent property studied in Chapter 2 was streamflow frequency (i.e. flow duration 
curve). The property studied in Chapter 3 was fish biotic integrity (i.e. fish IBI), and 
trends in annual streamflow were studied in Chapter 4.  
• Methodologies: The methodologies used in Chapters 2, 3, and 4 also share several 
common features. All three chapters rely on data-mining techniques to discover new 
knowledge about the relationship between watershed attributes and the respective 
emergent properties. The measure of variable importance built-in to the algorithm 
Random Forest was used in all three chapters. Continuing to leverage the power of data 
mining algorithms to help solve complex socio-eco-hydrologic problems will yield 
promising results for the research community.  
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• Conclusions: Each chapter reaches conclusions that reshape our understanding of 
humans’ role in the environment. In Chapter 2, the inclusion of human variables 
improved predictions of low flows. In Chapter 3, percent agriculture and seasonal low 
flows were found to be important to fish community health. Chapter 4 showed that while 
streamflow trends were primarily being driven by trends in precipitation, there were 
strong frequent patterns in anthropogenic drainage area characteristics. 
• Implications for Management: Each chapter provides tools and understanding that 
reduce managers’ dependence on historical data for a given watershed. This could 
potentially create greater resilience in the face of changing watersheds, and inform 
decisions about which input variables to include in predictive models.  
• Limitations: Each chapter is affected by similar limitations. In each case, knowledge is 
extracted from historical data. So this work shifts the burden from a reliance on historical 
records for a specific watershed, to reliance on historical records for all watersheds in the 
database (towards space-for-time substitution). This works well when many other 
watersheds in the database have already undergone the changes the watershed of interest 
is currently undergoing. This does not work well when the changes a watershed is 
undergoing are unprecedented in the historical record (i.e. a so-called black-swan event). 
• Future Research: The recommendations for future research in each chapter are also 
similar. All three chapters argue for including more observations in the dataset as well as 
more x-variables, investigations of other y-variables, and consideration of different 
techniques or methods.  
 
5.1.  Research Findings 
  Model Tree Ensembles (MTEs), a novel approach to regionalization and prediction of 
streamflow statistics at ungaged sites, is proposed and evaluated in Chapter 2. MTEs result in a 
more robust regionalization by taking the average of a collection of randomized variations on the 
regions and regional regression equations. Model trees provide an objective way to regionalize 
the dataset (unlike regionalization by states) that is not restricted to contiguous geographic 
regions (unlike the method of residuals) and has a defensible physical basis (unlike ANNs). We 
chose to simulate flow duration curves because they are an important tool for water resources 
planning and design, they demonstrate that MTEs can be used to predict various streamflow 
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statistics, and they allow us to gain insight into the most discriminant variables for various 
streamflow quantiles. Model tree ensembles predicted complete flow duration curves in ungaged 
basins better than global multivariate linear regression models under cross-validation. 
Throughout Chapter 2, we saw that low flows were consistently harder to predict than high flows, 
possibly because the dataset was more suited to high flows than low flows.  
In contrast to previous studies, no effort was made to restrict the analysis to natural 
watersheds. To balance this, several variables are used to capture human impacts within the 
basins. Anthropogenic drainage area characteristics (e.g., population density) are important for 
delineating regions of homogenous hydrologic response because watersheds with high human 
populations respond in different ways than watersheds with few humans. Consideration of 
anthropogenic drainage area characteristics increased the amount of variance explained by 
regional regression models for the lower half of the flow duration curve. Model trees are 
especially well-equipped to handle human variables because human population density, water 
use, etc. are heterogeneous phenomenon in space and model tree regions are not restricted to 
contiguous geographic space. The presence of human variables in the trees and regression 
equations highlights the importance of maintaining good records on human activities within the 
basin.  
The highlights from Chapter 2 are summarized below. 
• A method for regionalization of streamflow statistics is proposed and evaluated. 
• The method predicts streamflow frequency better than global regression models. 
• Inclusion of human variables increases R2 for low flow frequencies. 
• Implications for predictions in ungaged basins and basins undergoing change. 
 
The approach used in Chapter 3 is able to identify the relative importance of individual 
environmental characteristics to the overall fish community as represented by IBI, as well as the 
environmental factors important to individual fish metrics. Findings from this study contribute to 
the understanding of the Fox River ecosystem because the algorithms show good agreement on 
which variables are important to which fish metrics. Percent agriculture in the watershed, and the 
duration and magnitude of seasonal low flows were identified as variables important to IBI. 
Watershed-scale land use variables were generally ranked more important to fish metrics with 
the notable exception of native sunfish species richness, for which reach-scale land use was more 
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important. Hydrology variables were found to be important to native sucker species richness. 
Percent urban land in the watershed had a negative relationship with all fish groups except 
generalist feeders and tolerant species. This relationship was reversed for agricultural land. 
Finally, we found that strong thresholds existed for several key environmental variables 
including the magnitude and durations of seasonal low flows, and percent agriculture in the total 
watershed.   
Chapter 3 focused on the Fox River basin but has implications for other ecosystems. The 
importance of any one land use type can only be understood in the context of its 
interrelationships with other land use types. We expect to see similar results in basins where high 
agricultural land is associated with low urban land and vice versa. Ensemble modeling is the key 
feature of the methodology that can be transferred to other basins, both in the use of multiple 
methods based on different assumptions, and multiple iterations of each method using bagging.  
Finally, a similar approach can be used to detect non-intuitive frequent patterns. If a variable is 
identified whose physical role in maintaining fishery health is unclear (e.g. WT_BR50), further 
experiments can be conducted in an attempt to explain the role of the variable. In this way, data 
mining aids scientists in hypothesis-generation efforts. 
 The key findings from Chapter 3 are summarized below. 
• Percent agriculture and seasonal low flows are important to fish biotic integrity.  
• Watershed-scale land use variables are more important to fish metrics except for native 
sunfish, for which reach-scale land use is more important.  
• Hydrology variables are important to native sucker species. 
• Breakpoints in fish-IBI were identified around 64% agricultural land in the watershed, 
low flow pulses of approximately 12 days, and 90-day minimum flow of around 0.13 cms.  
• Implications for building predictive models and design of more effective monitoring and 
restoration plans.  
 
Several regions in the US that underwent similar types of change, such as most streams 
gaining flow (e.g. eastern Dakotas, Northeast US) or most streams losing flow (e.g. Southwest 
US, eastern Wisconsin) were discussed in Chapter 4. 128 independent watershed characteristics 
from the Gages-II dataset and trends in 14 key watershed attributes were analyzed for frequent 
patterns. 85% of all watersheds experienced increasing trends in average annual temperature, of 
which 968/2431 were significant (p=0.05). For the continental US, results suggest that trends in 
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average annual streamflow are attributable primarily to trends in average annual precipitation. 
Additionally, a large majority of watersheds with significantly increasing streamflow are in 
northern latitudes and experience decreasing trends in water use.  
A large majority of watersheds with significantly decreasing flow have low average 
precipitation and slower rates of human development. However, the colocation of decreasing 
water use trends and slower trends in development may not cause increasing and decreasing 
streamflow trends, respectively. Frequent patterns in watersheds with trends in Q10 and Q90 
paralleled those found in watersheds with trending average streamflow. Increasing low flows 
were associated with large urban areas in some cases, which could be due to return flows from 
wastewater treatment plants. 
Throughout Chapter 4, there were numerous indications that the amount of storage in a 
watershed performs an important buffering or dampening role in the face of changing climatic 
trends. Increasing trends in percent open water and percent wetlands in the watersheds may be 
contributing to decreasing trends in high flows (Q10) and increasing trends in low flows (Q90). 
The variable importance exercise found that HGCD and pre-1940s dams were important. HGCD 
characterizes slow infiltration rates, and is associated with reduced soil moisture storage. The 
number of dams in the watershed before 1940 is a measure of surface water storage capacity 
prior to the period of record for this study (i.e., 1981-2010). Pre-1940s dams may be an 
important variable because the amount of storage capacity a watershed has helps determine how 
responsive streamflow is to changes in climate. The analysis of gages with stationary streamflow 
found increasing trends in wetlands and percent water. 
The highlights from Chapter 4 are summarized below. 
• A large majority of watersheds in the US experienced increasing trends in development 
and annual temperature, and decreasing trends in forestland, regardless of trends in 
streamflow. 
• Trends in average annual streamflow are primarily attributable to trends in average 
annual precipitation. Increasing streamflow tends to occur in northern watersheds with 
increasing precipitation and decreasing water use. Many gages with increasing flow are 
in basins that are tile drained. Decreasing streamflow tends to occur in dry watersheds 
that are getting drier and have slower rates of human development. 
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• The eastern Dakotas, Northeast US, northeastern Wisconsin and the Southwest US could 
be shifting to new climates.  
• The attributes frequently found in watersheds with trending Q10 are similar to those for 
trending annual streamflow. Some increasing trends in Q90 are associated with very large 
cities. Water storage within the basin may be acting to reduce Q10 and increase Q90. 
 
The findings from Chapters 2, 3 and 4 have important implications for water resources 
planning and management. By anticipating changes in watershed characteristics, the techniques 
presented in Chapter 2 can be used to predict FDCs under future watersheds conditions. The 
findings in Chapter 3 can be incorporated into restoration and monitoring plans. With the 
knowledge discovered in Chapter 4, managers of watersheds with significant directional trends 
could incorporate these trends and their causes into their planning efforts. 
 
5.2. Data Mining and Hydrology 
Watershed research can generate immense amounts of data, especially when 
observational data from the field are combined with data generated through GIS and remote 
sensing technologies (such as the dataset used in Chapter 3). Data mining algorithms will greatly 
facilitate the analysis of very large amounts data generated by daily and sub-daily recording of 
precipitation, temperature, streamflow, reservoir releases, pool elevations, water withdrawals, 
and other data. Much of this data for the United States is available free to the public online. 
Moreover, human activity is heterogeneous phenomena that affect watersheds in different ways 
which data-mining techniques are well-equipped to handle. 
Data-mining techniques help scientists in the process of discovery and hypothesis 
generation. These powerful tools represent a fundamental shift in the way science is conducted 
because we now incorporate computer algorithms into key steps of the scientific process 
(Babovic, 2005). In the words of mathematician Steven Strogatz “we’re going to see scientific 
results that are correct, that are predictive, but are without explanation. Science will still progress, 
but computers will tell us things that are true, and we won’t understand them.”  
Many data-mining algorithms can be applied to the analysis of hydrologic problems 
without much modification. However, the hydrologic dataset may need to be modified before a 
meaningful analysis can be conducted. For example, it may make more sense to analyze a time-
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series in the frequency domain (e.g. flow duration curves), or an event-based approached. Many 
data-mining algorithms rely on discrete datasets, and so hydrological datasets, which are usually 
continuous values, may need to be discretized prior to analysis. The domain-knowledge of 
hydrologists should be incorporated into all levels of analysis such as which data to include, 
processing techniques, which algorithms to use, how to interpret the results and which 
conclusions to draw. 
Data quality issues are inherent to hydrologic data due to the errors and uncertainties in 
instrument measurement, sampling records, and satellite data. Gages for hydrologic data such as 
streamflow and precipitation are often plagued by missing records. Data-mining techniques 
could be used to fill in missing data in ways preferable to average values or interpolation (Spate 
et al., 2003). Bagging and ensemble modeling can help overcome some of the limitations of low 
quality data common to hydrological sciences. In the words of statistician Leo Breiman “bagging 
goes a ways toward making a silk purse out of a sow’s ear, especially if the sow’s ear is twitchy,” 
meaning it is an easy way to increase the accuracy of your model, especially if the model output 
is unstable.  
 
What new knowledge has data mining helped discover in this dissertation? This section 
discusses a narrow selection of the complete findings of the dissertation because it precludes 
important discoveries made without direct assistance from data mining (e.g. accuracy of low 
flow prediction is increased by consideration of human variables), and discoveries made with the 
help of data mining that are not new but are confirmatory and serve to validate the approach (e.g., 
precipitation is important to regionalization of all flows). Given the definition of data mining 
presented in Chapter 1 (i.e. extraction of patterns from data), the question is essentially asking: 
what previously-undiscovered patterns has data mining revealed? The term ‘knowledge’ is 
defined as facts or information so complete explanations of the patterns (e.g. whether or not the 
relationships are causal) are not required to address the question. 
 It is possible to demonstrate emergent properties of watersheds as couple human-nature 
systems (CHNS) using the new scientific findings discovered with the aid of data mining 
techniques as part of this dissertation. Jad Abumrad, a MacArthur Fellow and host of Radiolab, 
described emergence as “when many stupid things can add up to something smart.” This 
dissertation argues that the flow duration curve (FDC) is an emergent property because it 
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emerges leaderlessly from the watershed/CHNS. Each pixel or hydrological response unit (HRU) 
of a watershed transforms rainfall and runoff materializes in the stream channel. So to measure 
the slope of the FDC (e.g. Yaeger et al. 2012) is to accept that some tiny dumb HRUs have 
succeeded in creating a stable measurable structure, analogous to termite mounds and bird flocks, 
a property that the system has and the individual pieces do not. Similar arguments can be 
extended to IBI score and spatio-temporal trends. Taking this idea further, the ensemble 
modeling described in Chapters 2 and 3 is in itself a form of emergence. The Model Tree 
Ensembles in Chapter 2 create many dumb models that are all a little wrong and a little right, but 
they are all wrong in ways that cancel each other out and right in complementary ways, so when 
we create an ensemble and average them together we maximize the signal to noise ratio. Similar 
logic can be applied to the multiple method voting technique used in Chapter 3. 
The emphasis of Chapter 2 was not on extraction of new knowledge but on the design, 
implementation and evaluation of model tree ensembles, a novel approach to prediction. 
However, because model tree ensembles are based on data mining techniques, some new 
knowledge was discovered. For example, we found that higher low flows (Q95) were associated 
with higher values for measures of human activity (e.g., Table 2.2.3 and Figure 2.2.3). We also 
found that population density was important for delineating regions of homogenous hydrologic 
response (Table 2.3). Model tree ensembles outperform other tree-based data mining techniques 
(regression trees, model trees, and regression tree ensembles) with fewer number of leaves 
(Figure 2.1). Furthermore, a well-designed model tree ensemble was shown to always 
outperform a global multilinear regression model (Figure 2.8). 
The objective of Chapter 3 was to identify the dominant environmental controls of fish 
communities in the Fox River in Illinois. The findings in this chapter directly address the 
question above to the extent that the environmental controls identified were previously unknown. 
To prove that these findings were previously known, one would have to produce a published 
study showing the same finding. However, there is no direct way to prove that a finding was 
previously unknown. The objective of Chapter 4 was to answer the question: what do watersheds 
that are changing in similar ways have in common? The findings in this chapter also directly 
address the question above to the extent that the watershed characteristics held in common were 
previously unknown. 
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5.3. Limitations and Future Research 
The work presented in Chapter 2 can be extended in a number of ways. The dataset used 
in this study consists of 294 watersheds in Illinois and Texas, but should be expanded to include 
the >10,000 USGS stream gages in the continental U.S. with daily streamflow records over 10 
years long, which would minimize uncertainty and increase applicability. The current study 
considered data from 2001-2010. Subsequent work can evaluate the change in discriminatory 
and in-model variables through time. It remains to be seen how MTEs compare with more 
cutting-edge methods (e.g., ANN). This study examined streamflow exceedance probabilities 
and it would be interesting to investigate the performance on other streamflow statistics (e.g., 
100-year floods, average annual flow). Due to the divide-and-conquer algorithm and the 
robustness of ensemble modeling, Random Forest is an excellent method for testing threshold-
based hypotheses.  
The work presented in Chapter 3 can be extended and enhanced in several ways. The 
analysis can be applied to other basins, include more sample sites, and different methods. The 
analysis should also consider the relative importance of variables characterizing water and 
habitat quality, as well as tile-drained agricultural areas, wastewater treatment facilities, and 
other salient landscape features. We saw that low flows were important to many fish metrics, so 
it would be interesting to see if we can refine our results through better characterization of low 
flows (e.g. Mathews and Richter 2007).  
The line of research advanced in Chapter 4 could also be expanded and enhanced in a 
number of ways. The most frequent k-item pattern was usually a combination of the top k 1-item 
patterns; an intuitive finding that nearly obviates the need for an advanced frequent pattern 
search algorithm in this case. The algorithm becomes more useful with more refined 
discretization categories, more variables, and smaller geographic (or otherwise similar) regions. 
The research presented here assumed trends were linear, but that may not be the case, so the 
characterization of streamflow trends could be improved upon. It would be interesting to see how 
the patterns change for different response variables, including the complete flow duration curve. 
This study clustered watersheds together based on trends, but other clustering approaches such as 
AGNES, which requires a measure of similarity (Kaufman and Rousseeuw, 1990), could also be 
used. In order to convert the dataset to nominal data, this study employed the fairly blunt tool of 
binary reclassification based on median values. More refined discretization methods, such as a 
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variation of Jenks natural breaks, could yield more detailed information on frequent patterns in 
changing watersheds. 
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