Ahfruct-This paper describes a new model for the stability analysis of low-pass Sigma-Delta modulators (UMs) using the describing function method. The transfer of a single-bit quantizer is represented by a global signal gain and a phase uncertainty. This phase uncertainty arisa from the limited accuracy in t i e with which the quantizer can detect the quantization-level crossings. This new model allows for a better prediction of possible idle patterns (important for the in-band signal-to-quantization error ratio), and calculation of zero-input stability boundaries for loop-filter parameters in higher order low-pass E M S .
I. INTRODUCTION
Sigma-Delta (CA) modulation [ 11 has become a very useful and popular technique for high-precision AiD conversion of narrow-band signals. As with other systems based on negative error feedback, one of the basic methods of improving the resulting (in-band) signal-to-error ratio is to increase the order of the loop-filter. Higher order, high-gain filters in feedback-loops can however lead to instability of the system. Instability in sampled systems usually manifests itself in the occurrence of limit cycles. Some of these limit cycles (called idle patterns) are imperative for the correct operation of the system. In practice we distinguish idle patterns and large signal limit cycles: Idle patterns: Limit cycles with a small resulting (stable) amplitude, that are easily disturbed by applying an input to the system. The frequencies of these cycles usually are located far away from the signal-band, in which the loopgain usually is very high, rendering small amplitude signals impossible. Large signal limit cycles: Limit cycles with a large resulting (stable or even continuously growing) amplitude, that therefore are hard (or impossible) to disturb. The frequencies of these cycles are often located near the signal-band.
To analyze the stability of sigma-delta modulators (CAMS) we will consider the general discrete-time model as depicted in Figure 1 , consisting of loop-filter G and quantizer Q. Permission to'make digitaward copy of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copying is by permission of ACM, Inc. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. A well-known and commonly used method to analy7e the stability of non-linear feedback systems is the describing function method [2] . Examples of the application of this method to XAMs can be found in [3] and [4] . The main problem using this method is the ability to adequately model the non-linear element Q. Generally the quantizer is modeled as a global signal gain (which we will call h). For a single-bit quantizer this (real-valued) gain can range from h = 0 if the input signal is extremely large to h = w if the input signal is zero. A sampled quantizer (and a single-bit quantizer in particular) introduces a phase uncertainty [5] that can have a considerable influence on the overall stability of the system.
Modeling of this phase uncertainty allows for a better prediction of possible idle patterns (important for the in-band signal-to-quantization error ratio), and calculation of zeroinput stability boundaries for loop-filter parameters. Ths will be shown in the following sections.
PHASE UNCERTAINTY
Phase uncertainty in the signal-transfer of sampled quantizers arises from the limited accuracy in time with which a quantizer can detect the quantization-level crossings of the input signal. The phase uncertainty of the single-bit quantizer does not depend on the amplitude of the input-signal as there is only one quantization level. This allows us to model the gain and the phase uncertainty in the quantizer independently.
The maximum absolute inaccuracy in time with which a single-bit quantizer can detect the zero-crossings of an input sine-wave with period T , is equal to half the minimum distance in time between these zero-crossings occuring at 1; and the sampling times occuring at kTs = k / i , not coinciding with the zero-crossings:
which can be simplified to: min(T,,, 5 -Ts). As shown in (
In order to model this phase uncertainty of which the range depends on the input signal frequency (Fig. 3) , we introduce a new function using a dimensionless variable a:
(2)
A+,,.(e) = a ( 1 e + -1 -1 e--1 -e).
When using a, the linearized global transfer Q(z) can be described by the global gain A and this phase uncertainty A@,,.(€)) with 0 < h < 00 and -; < a < ?:
Choosing a = 0 reduces (3) to the commonly used model of a (real-valued) global gain A.
As the phase uncertainty becomes very small for small 8 and the global transfer then approximates A, one might expect this extension to have very little influence on the stability criteria of low-pass Z M s . However, in the following section we will show that this extended model allows for a better prediction of idle patterns and calculation of zeroinput stability boundaries for loop-filter parameters.
STABILITY
When using the model for the quantizer derived in the previous section, the linearized signal transfer of the system (Fig. 1) is written as The poles of the system, determining the stability of the system, are equal to the solutions of the stability equation
The solutions of this equation are categorized by their positions in the complex plane:
All poles of the system are inside the unit circle in the complex z-plane: The system is stable. One or more poles are on the unit circle, and the poles will be moved towards the origin by applying or increasing an input: The system contains idle patterns. One or more poles are on the unit circle, and poles will be moved away from the origin by increasing the input: The system is on the verge of instability.
One or more poles are outside the unit circle: The system is unstable.
A. Idle pattems
Prediction of idle patterns is important, because if small inputs disturb the idle pattern this will result in the coding of the signal with an idle frequency. In the case that the actual idle frequency is lower, this effectively results in a lower coding frequency, a lower oversampling ratio, and thus in higher in-band quantization errors.
In the case of idle patterns, one or more poles are on the unit circle (z = de) and can be calculated by reducing (5)
to:
1 + AejAea(e)G(eje) = 0.
In order to determine which idle frequencies are possible, this equation can be reduced to a phase criterion, as h is positively real-valued:
A$,,.(0)+Arg{G(eje)> -n = 0 .
Graphically, this corresponds to drawing the phase shift of the loop-filter Arg{G(eje)} minus n , applying the phase uncertainty from Figure 3 as an error-band, and verifying whether the zero phase shift falls within the error-band. For example, for a second order low-pass ZAM with loop-filter
G ( z ) = (2z-l -z P 2 ) / ( l -2 z -' +~-~) ,
Sigma Delta Stability Phase Criterion idle frequencies from 8 = 4 to 0 = TC are possible (Fig. 4) .
As the output of the single-hit quantizer can only have two values, idle frequencies equal to a submultiple of the sample frequency JT are possible. In the case of a low-pass CAM odd sub-multiples are not allowed, because the idle patterns cannot contain a DC-value. For the second-order low-pass ZAM described here, idle frequencies of and 4 are possible.
The latter frequency is not predicted without modeling the phase uncertainty. Both idle patterns were observed in both simulations and experiments using the test set-up described in section IV.
B. Zero-input stability
A basic method to overview the behaviour of the system is to draw the poles of the system (i.e. the roots of (5)) in the complex plane, as a function the global gain h. Modeling the phase uncertainty with a second parameter converts pole trajectories into a continuous set of trajectories (an area), malung the root locus plot hard to evaluate. Therefore the trajectories are plotted as a function of h for discrete values of a. The basic thought behind this is that in low-pass CAMs the input amplitude of the quantizer is minimized, effectively changing h, but leaving a unchanged. We will now apply this procedure to two cases.
Case I: First we analyze a second order CAh4 described by (8). The root locus is shown in Figure 5 for several values of a.
A discrete-time system is stable when all poles of the system are inside (or on, in the case of a stable oscillation) the unit circle in the complex plane. For zero-input stability, thls means a non-empty set of initial conditions exists for which the poles of the system should either stay inside the unit circle, or move into the unit circle within a finite period of time. In practice, the range of initial conditions should he large enough to allow for a meaningful operation of the system. The range of initial conditions results in a range of initial values for h and a. Generally, the initial condition values (and thus the input of the quantizer) are very small, resulting in a large value for h. In this case one or two poles will be outside the unit circle (Fig. 5) . Due to the single-hit quantizer, which always has a non-zero output value, a signal with increasing amplitude will appear in the system. This will reduce h and move the poles into or onto the unit circle for every possible value of a: the system becomes stable for all initial conditions. Depending on the actual value of a, one of two stable operating points results, as predicted in the previous section: a = 0: A single pole on the unit circle for z = -1, corresponding to an idle pattern at f s / 2 . a x -0.295: A pair of conjugate poles on the unit circle for z = kj, corresponding to an idle pattern at fs/4.
Case ZI: We now apply this method to a class of higher order (> 3) low-pass CAMs described by the class of loopfilters' [6] :
When modeling the quantizer as an addition of (inputindependent) quantization errors, the transfer of this error signal to the output of the CAM (Fig. 1 ) equals
revealing the low-pass (z = do = 1) error-shaping characteristic of these CAMS. In Figure 6 the root locus is shown for a third order (n = 3) ZAM with a = 0. For large values of A, one or two poles will be outside the unit circle. The resulting increasing amplitude of the signal in the system effectively decreases A. For some values of a the poles will not enter the unit circle until h = 0: the CAM is not zero-input stable for a considerable range of initial conditions. ' The second order loop-filter described by (8) also belongs to this class: a = 0 and n = 2. In order for the XAM to be zero-input stable, the poles should enter the unit circle for every a, with h > 0. As the root locus of the CAM changes together with filter parameter a, a boundary (minimum) value for a can be found for which the ZAM is zero-input stable. In Figure 7 the root locus with a = -$ (corresponding to the outermost trajectory possible) is plotted for different values of the filter parameter a. For a 2 0.41 the trajectories intersect the unit circle for all a at h > 0 and the system is zero-input stable. The root loci for n = 4,5,, . . are similar the one shown in Figure 6 , and minimum values for a can be obtained in the same way as for the third order XAM. The minimum values for a can be calculated numerically by determining the value for which the root locus for a = -is tangent to the unit circle. These calculated minimum values for a are listed in Table I, together with minimum values determined experimentally needed for zero-input stability. The differences between experimental and calculated values are due to the linearization in modeling the single-bit quantizer. 
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Iv. TEST SET-UP
In order to verify the theoretical results both computersimulations and an experimental test set-up were used. The test set-up consisted of a 12-bit A/D converter (Philips TDA 8768) frontend, a 10-bit D/A converter (Philips TDA 8776) backend and a programmable logic device (Altera EPF81500) containing 1500 flipflops and over 15000 ports. The programmable logic device was used to implement all-digital ZAMs with 28-bit wide internal registers and upto four adders per filter coefficient. The filter coefficients were implemented using Canonical Signed Digit (CSD) encoding. This set-up allows for real-time evaluation of the behaviour of digital CAMS for speeds up to 10 MHz. Digital implementation of the CAM makes exact control of system parameters possible; the use of an analog frontend and backend simplifies control and evaluation of input and output signals.
V. CONCLUSIONS
A new model for the stability analysis of low-pass SigmaDelta modulators @AMs) is described. The analysis is based on the describing function method in which the non-linear element is modeled by a global transfer. The single-bit quantizer of the ZAM is modeled by a global gain and a variable phase uncertainty. This new model can be reduced to the commonly used model of a global gain by settting the phase uncertainty model parameter to zero. This extended model allows for a better prediction of possible idle patterns (important for the in-band signal-to-quantization error ratio), and calculation of zero-input stability boundaries for loop-filter parameters in low-pass ZAh4s. Both results are not obtained without modeling the phase-uncertainty of the quantizer.
