Abstract: A joint and accurate optical signal-to-noise ratio (OSNR) estimation and modulation formats identification (MFI) scheme based on the artificial neural network (ANN) is proposed and demonstrated via both simulation and the experiment system. The proposed scheme employs ANN to estimate OSNR and modulation formats from the OSNR and modulation formats dependent features, kurtosis, and amplitude variance. Simulation results show that the proposed scheme can achieve high OSNR estimation and MFI accuracy over wide OSNR ranges for the commonly used modulation formats such as QPSK, 8 quadraticamplitude modulation (QAM), 16QAM, and 64QAM. Meanwhile, experimental results also indicate that the mean OSNR estimation errors are 0.15 dB, 0.41 dB, and 0.49 dB for QPSK, 8QAM, and 16QAM over wide ranges OSNR of 10-17 dB, 14-20 dB, and 17-25 dB, respectively. Additionally, 100% MFI accuracy for the commonly used modulation formats in our scheme is also confirmed experimentally. Compared with the convolutional neural network and the deep neural network, the proposed scheme shows comparable estimation and identification performance, and needs less computational resource. Therefore, our scheme can be considered an attractive technique for joint OSNR estimation and MFI in future reconfigurable optical networks.
Introduction
The dramatically increasing transmission capacity demand is driven by the wide application of cloud computing, data-center interconnection (DCI) and internet-of-things (IOTs) [1] , [2] . Elastics optical networks (EONs) has been considered as a promising solution to meet the unpredictable and heterogeneous traffic demands. One of the key requirements in EONs is that the modulation formats and bit rate can be dynamically adjusted according to the fiber link condition and traffic demand [3] , [4] . For ensuring the efficient and intelligent EONs, some important system parameters such as optical signal-to-noise ratio (OSNR), modulation formats and chromatic dispersion (CD) must be monitored [5] . OSNR is introduced by the amplified spontaneous emission noise (ASE) in erbium doped optical fiber amplifier (EDFA), and it is always used to measure the quality of transmission (Qot). Thus, it is imperative to monitor OSNR along fiber link to ensure enough system margins. Meanwhile, for the trade-off between transmission distance and spectrum efficiency, the modulation format and bit-rate should also be adaptively adjusted according to OSNR. With the reconfigured modulation formats in the transmitter, the digital signal processing (DSP) modules should also be dynamically configured to handle the modulation format dependent impairments, such as channel effects and carrier recovery [6] . Consequently, both OSNR and modulation format must be monitored in advance to enable adaptive optical transmitter and intelligent optical receiver.
Several methods have been proposed to estimate OSNR and identify the modulation formats in coherent fiber communication. They can be divided into two groups [7] - [17] : (1) OSNR estimation and MFI separately, and (2) joint OSNR estimation and MFI. Compared with joint method, the separate methods need more power consumption when both OSNR estimation and MFI are implemented separately. Moreover, some of those separate methods employ the training sequence or RF signals to achieve OSNR estimation or MFI at the cost of spectrum efficiency [7] , [9] . Recently, artificial intelligent technologies such as deep neural network (DNN) [13] , convolutional neural network (CNN) [14] and support vector machine (SVM) [15] are used to jointly estimate OSNR and identify modulation formats. For instance, amplitude histograms (AHs) based DNN shows high OSNR estimation and MFI accuracy for joint OSNR and modulation format monitoring, but the large raw data will lead to the increased implementation complexity [13] . Similar with the image recognition in computer vision, the constellation images are sent into CNN for training and predicting the corresponding OSNR and modulation format, but CNN also shows high complexity [14] . Besides, SVM based on cumulative distribution function (CDF) has been proposed for format and OSNR estimation and high estimation accuracy are demonstrated via both simulation and experiment [15] . However, SVM lacks the ability to handle larger scale data and multi-SVM must be used for multicases classification and estimation. Meanwhile, artificial neural network (ANN) with low complexity can also be used for estimation and classification. However, owing to the simple structure and fewer neurons, the raw data-based ANN always shows poor estimation performance. Compared with the raw data, the object-related features can improve the estimation accuracy of ANN. Thus, OSNR and modulation dependent features are very desired for ANN to achieve joint OSNR and modulation format monitoring with low implementation complexity.
In the wireless communication system, the likelihood-based and feature-based approaches are always used for modulation formats identification or OSNR monitoring [18] - [25] . The likelihoodbased approach [21] - [23] , based on the comparison of the probability density, suffers from the high computational complexity, and it is also sensitivity to the frequency offset and phase noise. Meanwhile, the features-based approaches [21] , such as statistical cumulants [18] - [20] and the shape of the constellation [24] as well as the entropy [25] , cannot be directly used for joint multiparameter estimation.
In this work, we proposed to employ kurtosis and amplitude variance as two signal statistics features in ANN. These two features are dependent on both the modulation formats and OSNR. Furthermore, before frequency offset estimation, both kurtosis and amplitude variance are only related to the amplitude of signal, which makes our scheme feasible before the phase recovery module. Considering the mapping ability in ANN to extract the potential relationship between inputoutput data, ANN based on kurtosis and amplitude variance is used here to achieve joint OSNR estimation and modulation format identification. To be specific, the proposed ANN with three layers is used to estimate OSNR and identify OSNR from kurtosis and amplitude variance. The commonly used modulation formats such as QPSK, 8QAM and 16QAM as well as 64QAM signals are used to verify the effectiveness of our scheme. The excellent OSNR estimation performance and high MFI accuracy are confirmed by both simulation and experimental system. Compared with CNN and DNN, our scheme shows comparable OSNR estimation error and MFI accuracy, and needs less implementation complexity.
Operate Principle
After pre-equalization by constant modulus algorithms (CMA), the received signals are affected by frequency offset and phase noise, given as follows: where y k , A k , Ts, f and ϕ k denote the received signal, the transmitted signal, time interval, frequency offset and phase noise, respectively. Besides, n and k represent ASE noise and time index. Owing to the information of modulation format must be known for the commonly used carrier recovery scheme, it is very necessary to monitor the type of format in advance.
Obviously, in the presence of frequency offset, the commonly used modulation formats show different constellation distribution in the complex plane, as shown in Fig. 1 . Kurtosis, as a well-known high-order statistic, is widely used to represent the distribution of signals. To be precise, kurtosis is zeros for the normalized Gaussian distribution signal, whereas it is a non-zeros value for other signal and its sign is dependent on the type of signal. For the commonly used modulation formats in fiber communication system, kurtosis is a negative value and varies with both the modulation formats and OSNR.
For the complex signal, the normalized kurtosis can be expressed mathematically as follows [19] :
in which E {} denotes the expectation operation, superscript " * " denotes the conjugation operation. Obviously, kurtosis is dependent on the expectation of the amplitude and square of signal. In the presence of frequency offset, the commonly used modulation formats show the concentric circle distribution in the complex plane, as shown in Fig. 1 . It is worthy to notice that the centrosymmetric distribution of constellation always makes the expectation of the square of signals tend to zeros. Thus, before frequency offset estimation, kurtosis is only dependent on the amplitude of signal, which makes it as a useful feature for modulation format and OSNR. Similar with kurtosis, amplitude variance is also a important parameter for modulation format, given as follows:
where | | denotes the absolute value operation. Obviously, amplitude variance also varies with modulation format and OSNR and is immune to frequency offset and phase noise, which indicates that amplitude variance can be also used as a feature to monitor OSNR and transmitted signals. As shown in Fig. 2 , kurtosis and amplitude variance vary with OSNR and modulation format, but both have the overlap area for the commonly used signal over wide OSNR range. Thus, only one of kurtosis and amplitude variance cannot be used for monitoring OSNR and modulation format simultaneously. Consideration of the mapping ability of ANN for the unknown relationship between input and output data, we employ the simple ANN to joint monitor OSNR and modulation formats from the useful features of kurtosis and amplitude variance. The schematic diagram of the proposed scheme for joint OSNR and MFI monitoring is shown in Fig. 3 . During the training stage, the modulation format of dataset is labeled, as shown in Table 1 . Next, the trained signals are used to calculate Kurtosis and amplitude variance, and the modulation and OSNR dependent features are fed to the proposed ANN. Then, the weights are optimized to minimize the error between the output value and ideal one. Consequently, the trained ANN can be used to estimate OSNR and modulation formats based on the corresponding input features of the test signals.
Numerical Simulation and Discussion
To verify the effectiveness of the proposed scheme, 28 GS/s polarization division multiplexing (PDM) QPSK, 8QAM, 16QAM and 64QAM are used to evaluate the OSNR estimation and MFI accuracy in our scheme. The laser linewidth and frequency offset are set to 100 KHz and 1 GHz, respectively. The polarization azimuth angle along fiber is set to pi/6. With only consideration of the polarization crosstalk in numerical simulation, the filter length and step size in CMA are set to 1 and 1e-3 for the pre-equalization. The OSNR ranges are set to 10∼16 dB, 12∼18 dB, 15∼2 2 dB and 22∼29 dB for QPSK, 8QAM, 16QAM and 64QAM, respectively. The 400 datasets are sampled for each combination of modulation formats and OSNR. 75% of the datasets are used to train the proposed ANN structure with 50 neurons in the hidden layer, and the rest are used to evaluate the performance of the trained ANN. The output label vectors a and b are used to determine the corresponding modulation formats by comparing the minimization of Euclidean distance between the label vectors in Table 1 and output label vectors.
As shown in Fig. 4 , the estimated OSNR shows the linear relationship with the applied OSNR for the commonly used modulation formats. Moreover, the corresponding mean OSNR estimation errors are 0.005 dB, 0.02 dB, 0.17 dB and 0.67 dB for QPSK, 8QAM, 16QAM and 64QAM respectively. Meanwhile, the mean square error for 64QAM fluctuates more than that of QPSK, 8QAM and 16QAM. For 64QAM, it is also noticed that the OSNR estimation error varies with the OSNR, as shown in Fig. 4(b) . This phenomenon is attributed to the fact that the kurtosis and amplitude variance between adjacent OSNR in 64QAM are small and the imperfect equalization. Furthermore, as shown in Fig. 5 , the proposed scheme also shows around 100% MFI accuracy for QPSK, 8QAM and 16QAM, and more than 98% MFI accuracy for 64QAM within wide OSNR ranges. The misidentification for 64QAM with 22 dB is attributed to the fact that kurtosis and amplitude are affected by the imperfect equalization of CMA. The high MFI accuracy in our scheme is attributed to the fact that ANN can extract the potential relationship between features and target OSNR as well as modulation format. Consequently, high OSNR estimation and MFI accuracy also confirm the effectiveness of the proposed scheme for joint OSNR and modulation format monitoring.
Next, in the presence of residual chromatic dispersion, the OSNR estimation error and MFI accuracy are investigated in detail. As shown in Fig. 6 , the OSNR estimation error and MFI accuracy vary with the modulation formats and the residual chromatic dispersion. With 1 dB mean OSNR estimation error, the tolerance of the residual chromatic dispersion is around 100 ps/nm, 50 ps/nm, 50 ps/nm and 25 ps/nm for QPSK, 8QAM, 16QAM and 64QAM, respectively. Meanwhile, with 100% MFI accuracy, the tolerance of chromatic dispersion for 64QAM is around 60 ps/nm. Obviously, QPSK, 8QAM and 16QAM in the proposed scheme shows larger chromatic dispersion tolerance than 64QAM. The limited chromatic dispersion tolerance in 64QAM is attributed to the fact that high-order format constellation is more sensitivity to the chromatic dispersion. Owing to the residual chromatic dispersion is very small after chromatic dispersion compensation and pre-equalization by multi-taps CMA, the proposed scheme can be used for joint modulation format identification and OSNR estimation in the long-haul communication system.
Experimental Results and Discussion
In this section, 28GS/s polarization division multiplexing (PDM) QPSK, 8QAM and 16QAM systems are used as the example to verify the effectiveness of our scheme experimentally. As shown in Fig. 7 , the experimental setup consists of 3 parts: the transmitter, the receiver and DSP module. In the transmitter, a programmable arbitrary waveform generator (Keysight: M9502A) is used to generate 4 channels 28GS/s electrical driver signals. The driver signals are sent to the dual polarization IQ modulator to generate the multilevel modulated signals. Then, the modulated signals are fed to fiber. Next, a variable amplified spontaneous emission noise source is used to tune OSNR. Meanwhile, an optical spectrum analysis (OSA) is used to record the OSNR. In the receiver, 80GS/s realtime oscilloscope (Keysight: DSA-X 96204Q) is used to acquire the coherently detected signal. Then, the timing recovery is achieved by the cubic spline interpolation algorithms. The CMA with the step size of 1e-3 and 7 taps is used for pre-equalization. Next, the pre-equalized signals are used to calculate kurtosis and amplitude variance. In the following, the proposed ANN with large scale of datasets is trained and consequently used to predict OSNR and MFI. After the estimating OSNR and identifying modulation format, the corresponding modulation dependent schemes for channel equalization, frequency offset and phase noise are configurated adaptively or optimized with the proper tuning parameter. For training and testing the neural network, 100 data sets are sampled under different combination of modulation formats and OSNR. The OSNR ranges are set to 10∼17 dB, 14∼20 dB and 17∼25 dB for QPSK, 8QAM and 16QAM, respectively. 70% of data sets are used to train ANN and the left 30% are used to verify the effectiveness of the proposed scheme. The neurons in the hidden layer is set to 15.
Owing to the accuracy of kurtosis and variance are dependent on the number of symbols, the OSNR estimation error and MFI accuracy are investigated under different symbol length. As shown in Fig. 8 , the mean OSNR estimation error and MFI accuracy is plotted as a function of the symbol number. As shown in Fig. 8(a) , the proposed scheme only needs almost 2000 symbols to achieve 100% MFI accuracy for the commonly used modulation formats over wide OSNR range. Meanwhile, with the target mean OSNR estimation error of 0.5 dB, 10000 symbols are required in our scheme, as shown in Fig. 8(b) . Compared with OSNR estimation, small sampled symbols are needed in our scheme to achieve 100% MFI accuracy. This phenomenon is attributed to the fact that the kurtosis and amplitude variance between adjacent OSNR under same modulation format are more dependent on the symbol's length, compared with the case of different modulation format. Furthermore, the less employed symbols in our scheme also confirm the advantages of less implement and training efforts.
As shown in Fig. 9 , MFI accuracy and mean OSNR estimation error in our scheme is presented as a function of epochs. The proposed scheme shows poor MFI accuracy and large mean OSNR estimation error when the epochs are small, because the parameters optimization have not been finished completely. With the increase of epochs, higher MFI accuracy and smaller mean OSNR estimation error are obtained. Moreover, 60 epochs in scheme are needed to achieve 100% MFI accuracy and stable OSNR estimation error, as shown in Fig. 9(a) and (b) . With the epochs of 60, we also notice that the overall time in training stages is less than 2 s, and the testing time is less than 0.5 s. The fast response time is attributed to the simple network and small size of input features in the proposed scheme.
Meanwhile, the MFI accuracy and OSNR estimation performance in our scheme are investigated over wide OSNR ranges. The number of symbol and epochs is set to 10000 and 60, respectively. Similar with the simulation results, the estimated OSNR in our scheme also shows the linear relationship with the applied OSNR, as shown in Fig. 10 . The mean OSNR estimation errors of our scheme is 0.15 dB, 0.41 dB and 0.49 dB for QPSK, 8QAM and 16QAM, respectively. The maximum error is 0.6 dB, 1.7 dB and 2.1 dB for QPSK, 8QAM, and 16QAM, respectively. The overall mean estimation error for the three modulation formats in our work is 0.35 dB. Meanwhile, similar with the simulation results, mean square error in 16QAM also fluctuates more than that of QPSK and 8QAM. The reason for the larger OSNR estimation error and fluctuation for 16QAM is that channel effects have not been compensated completely by CMA, which results in the fluctuation of features between two adjacent OSNR. Meanwhile, the proposed scheme also shows 100% MFI accuracy for the commonly used modulation formats within wide OSNR ranges, as shown in Fig. 11 . The experimental results, which is consistent with the simulation results and theoretical analysis, further confirm the effectiveness and robustness of our scheme for joint OSNR estimation and MFI. Furthermore, according to the simulation results, our scheme can also be applied to monitor high-order modulation format such as 32QAM and 64QAM.
As shown in Table 2 , the performance of CNN and DNN as well as the proposed ANN are summarized regarding the OSNR estimation accuracy and identification accuracy as well as the implementation complexity. The proposed ANN shows 100% MFI accuracy, which is comparable to the reported DNN and CNN. Meanwhile, both DNN and the proposed ANN show small overall mean OSNR estimation error, which confirm high estimation accuracy of the proposed scheme. Obviously, constellation image-based CNN needs more computational resource to achieve joint modulation format and OSNR estimation, compared with DNN and ANN. The overall computational complexity in CNN is directly related to the structure of neural network and the size of image, which can be expressed as O ( [26] . Moreover, the computational complexity of ANN and DNN is dependent on the total weight number W in the neural network, given as O(W 2 ) [27] . It is easy to find that the proposed ANN with 3 layers and fewer input features needs less computational complexity for achieving joint OSNR and MFI, compared with the AHs based DNN. Consequently, owing to the high estimation and identification accuracy as well as less implementation complexity, the proposed scheme can be used as an alternative strongest candidate to monitor OSNR and modulation format in the elastic optical network.
Conclusions
In this paper, we proposed a joint and accurate OSNR estimation and MFI scheme using the featurebased ANN and verified its performance via both numerical simulation and experiment system. The related results confirm that the high OSNR estimation and MFI accuracy can be obtained within wide OSNR ranges for the commonly used modulation formats. Compared with the reported scheme such as CNN and DNN, the proposed scheme shows comparable OSNR estimation and MFI accuracy, and needs less computation complexity. Besides, the proposed scheme also shows fast response time during the testing stage and can tolerate the chromatic dispersion of 25 ps/nm after pre-equalization, which make the proposed scheme compatible with the practical transmission system. Therefore, the proposed joint OSNR estimation and MFI scheme can be used as a favored technique to achieve intelligent elastics and reconfigurable optical network.
