Abstract-Multiple-input multiple-output-synthetic aperture radar (MIMO-SAR) can realize high-resolution imaging by its predominance of parallel sampling. However, the motion compensation and large data amount are the inevitable problems to be solved. In this paper, a novel motion compensating method for MIMO-SAR imaging with the under-sampled echo signal is put forward. First, the echo signal model of MIMO-SAR system with motion error is analyzed and a compensating method with the Nyquist-sampled echo data is proposed. Using the technique of two-step compensation, the motion error is compensated and the imaging result is obtained. Second, to compensate the motion error with the under-sampled echo signal, based on the above compensating method, the transform operator and the CS-based imaging scheme are constructed, which could implement the firststep compensation, range compression, and range cell migration correction simultaneously. At last, the imaging result is obtained by the second-step compensation and azimuth compression. Using the proposed method, just a small amount of imaging data is required for MIMO-SAR imaging. Finally, the effectiveness of the proposed method is proved by the imaging simulations.
echo signal. The problem causes not only serious blurring but also geometric distortion in the SAR imagery. In this paper, the problem of phase error caused by trajectory deviations is discussed. Meanwhile, the amount of raw data will increase sharply along with the improving of image precision. Due to the characteristics of multi-channel, the raw data amount of MIMO-SAR is several times than that of single-channel SAR. The highly huge data amount makes severe demands on the storage capacity of MIMO-SAR system as well as the capacity of signal channel for data transmission. Therefore, compensating motion error and reducing the echo data amount are the inevitable problems to be solved for MIMO-SAR imaging.
The paper [5] puts forward an extend range migration algorithm (RMA) to compensate the motion error for MIMO-SAR imaging. However, this method is based on interpolation processing, which is quite time-consuming. Firstly, in this paper, a new motion compensating method for MIMO-SAR imaging is put forward. The technique of two-step compensation is utilized to compensate the motion error. And the main processing is based on matrix multiplication. Thus, it can work faster than the method of paper [5] . However, the above method is based on the Nyqusit-sampled echo signal. In order to reduce the amount of echo data, based on the proposed compensating method, a novel motion compensating method for MIMO-SAR imaging with Compressed Sensing (CS) theory is proposed. CS theory is introduced in [6] and [7] , which indicates that one can stably and accurately reconstruct nearly sparse signals from dramatically under-sampled data in an incoherent domain. With this prominent advantage, the CS theory has been used in wide-ranging applications. Meanwhile, the idea of CS has also been used in some radar systems, such as conventional radar system [8] , imaging radar system [9] [10] [11] [12] and MIMO radar system [13] , [14] . A waveform designing method is put forward to reduce the correlations between different target responses in [13] . In the case that the targets are sparsely located in the angleDoppler space, an approach proposed in [14] achieves superior resolution of MIMO radar with far fewer required samples than that of traditional approaches. It has the advantage of energy savings. However, there are few reference works available devoted specifically to MIMO-SAR imaging combining with CS theory.
In this paper, a novel motion compensating method for MIMO-SAR imaging with the under-sampled data is put forward. Firstly, the technique of two-step compensation is utilized to compensate the motion error for MIMO-SAR with the Nyquist-sampled data. And then, the transform operator is constructed, which equals to the product of the first-step compensation function, the range compression function and the range cell migration correction (RCMC) function. Thus the first-step compensation, range compression and RCMC are implemented simultaneously by the CS-based imaging scheme. Finally, the imaging result is obtained by the secondstep compensation and azimuth compression processing.
The organization of this paper is as follows. Section II analyzes the signal model for MIMO-SAR with motion error. Then, the two-step motion compensating method for MIMO-SAR with the Nyquist-sampled data is analyzed in Section III. In Section IV, after introducing the CS theory, the transform operator and CS-based imaging scheme are constructed to implement the first-step compensation, range compression and RCMC. And furthermore, the imaging result is obtained by the second-step compensation and azimuth compression. Simulation results are presented in Section V to validate the effectiveness of the proposed approach. Finally, we make some conclusions in Section VI.
II. MIMO-SAR ECHO SIGNAL MODEL WITH MOTION ERROR
The geometric model of MIMO-SAR with motion error is shown in Fig. 1 . In order to facilitate the analysis, the linear antenna array is considered, which is located along the azimuth direction, defined as X 1 , X 2 , . . . , X P in turn. The imaging scene is modeled by using the point-scattering model, which includes N scatterers with the scattering coefficients σ n , n = 1, 2, . . . , N. Supposing the velocity of plane is v, and the height of radar platform is H , the nominal trajectory is shown as the dotted line in Fig. 1 , while the real trajectory is shown as the solid line.
As we all know, the MIMO radar requires transmitting orthogonal (or incoherent) waveforms to ensure the signal channels to be independent from each other. And every target response corresponding to the orthogonal signals can be selected at each receiving channel with a matched filter set. In the paper, the orthogonal frequency division multiplexinglinear frequency modulation (OFD-LFM) signal is employed as the transmitting signal. As following, the echo signal model is analyzed by the q − th, (q = 1, . . . , P) receiving element X q from the p − th, ( p = 1, . . . , P) transmitting element X p . The transmitted signal by the p − th transmitting element can be expressed as
where rect t T p = 1 is the rectangular window with a width of T p , T p is the pulse repetition interval.t is the fast time, t =t + t m , and t m is the slow time. f 0 ( p) is the carrier frequency, which can be expressed as 
where c is the speed of propagation, R pn is the distance between the point scatterer P n and the transmitting element X p , and R qn is the distance between the point scatterer P n and the receiving element X q . From Fig. 2(a) , we can obtain
where, R n0 is the vertical distance between the point scatterer P n and the nominal trajectory.R pn is the distance between the point scatterer P n and the transmitting element X p , and R qn is the distance between the point scatterer P n and the receiving element X q with the real trajectory, which can be written as
whereR n0 is the vertical distance between the point scatterer P n and the real trajectory. The geometric relationship ofR n0 and R n0 is shown in Fig. 2(b) , where δ R n0 is the trajectory deviation between the nominal trajectory and the real trajectory. The distance error induced by the trajectory deviations can be expressed as
Under the assumption of far-field, x p + vt m − x n is much smaller than R n0 . Thus Eq. (5) can be further approximated as
From Eq. (6), we can find that the distance error is coordinated with the height of radar platform and the range distance between the point target and the trajectory, but not with the azimuth distance. Therefore, the imaging targets with the same range distance can be compensated uniformly. In order to facilitate the compensation, δ R x q , x n , R n0 is decomposed into two terms: range-dependent and range-independent distance error, which can be rewritten as
Under the condition of real trajectory, the echo signals received by the receiving element X q from the transmitting element X q can be written as
After the frequency mixing operation, the echo signals s pq t, t m can be rewritten as
where λ = c f 0 ( p). Based on the PCA theory [15] , the P-transmitter P-receiver antenna array is equivalent to a PP-element T/R antenna array. However, the phase error will be induced by the PCA theory. Before the imaging process, this phase error should be compensated. According to [5] , the PCA error compensation function is
After compensating the PCA phase error, s pq t, t m can be rewritten as
where R pqn is the distance from the equivalent phase center X pq to the point target P n (x n , y n , z n ). As following, the motion compensating method with Nyquist-sampled data is discussed in detail.
III. MOTION COMPENSATING METHOD WITH NYQUIST-SAMPLED DATA
In order to facilitate the following analysis, this Section focuses on motion compensation with Nyquist-sampled data. According to the analysis in Section II, the distance error δ R x q , x n , R n0 is decomposed into two terms: rangedependent and range-independent distance error. Therefore the motion error can be compensated by the two-step process. The first-step process is compensating the range-independent distance error, which should be performed before range compression; the second-step process is compensating the rangedependent distance error, which is performed after range compression.
Firstly, to obtain the range frequency-azimuth Doppler data, the discrete Fourier transform (DFT) processing is performed in the range and azimuth directions to the signals pq t, t m .
Then we can obtain
From Eq. (12), we can find that the last phase term is coordinated with the equivalent phase center X pq . Since that X pq has been known, this phase term can be compensated easily. Thus, the residual phase term of S pq ( f r , f a ) can be simplified as (13) where
) is the equivalent chirp rate, which can be obtained by the following expression
Submitting Eq. (13) into Eq. (12), we can obtain
Then the first-step compensation is performed to
After the first-step compensation, the range compression should be implemented. The range compression function is
Since that the range compression function H rc ( f r , f a , R n0 ) is dependent on R n0 , the range compression should be performed in the range-Doppler domain. However, it is a weak correlation between the equivalent chirp rate γ e ( f a , R n0 ) and R n0 . Thus R n0 R 0 is replaced by R n0 , where R 0 is the vertical distance between the center point of observed scene and the nominal trajectory. In the following discussion, range cell migration is corrected. The range cell migration
And therefore, the RCMC function is 
Till now, the motion error of MIMO-SAR is compensated. And then, the imaging result can be obtained by the azimuth compression. The azimuth compression function
However, the amount of raw data will increase sharply along with improving of image precision. The highly huge data amount makes severe demands on the storage capacity of MIMO-SAR system. Therefore, it is necessary to reduce the amount of echo data. So the sampling rate is set lower than the Nyquist sampling rate. However, with the under-sampled echo data, the above compensating method is invalid. Therefore, a novel method should be proposed to compensate motion error for MIMO-SAR.
The superiority of CS lies in that it merges sensing and compressing together, and a small number of "random" measurements can carry enough information to reconstruct the original signal. Therefore if the CS theory is introduced, the MIMO-SAR imaging result can be achieved with the undersampled echo data.
IV. MOTION COMPENSATING METHOD WITH UNDER-SAMPLED DATA

A. Compressed Sensing Theory
Let H ∈ R N 1 denote a finite signal of interest. If there exists a basis matrix = ψ 1 , ψ 2 , . . . , ψ N 1 satisfying H = , where = {θ i } is a K -sparse vector (namely, it can be approximated by its K largest coefficients or its coefficients following a power decay law with K strongest coefficients [16] ), H can be reduced from N 1 )) [6] ), which is expressed as
where denotes a measurement matrix and U is the measurements vector of signal H. Generally, recovery of signal H from the measurements U is an ill-posed problem because M 1 << N 1 . However, the CS theory tells us that when the matrix has the Restricted Isometry Property (RIP) [17] , it is indeed possible to recover the K largest coefficients from the measurements U. The RIP is a significant consequence to ensure the convergence of reconstruction algorithm, and a detailed expression is given as follows
When the RIP holds, the coefficients {θ i } of signal H can be accurately reconstructed from measurements U. It is difficult to validate whether a measurement matrix satisfies the RIP constraints given in [18] directly, but fortunately, the RIP is closely related to an incoherency between and , where the rows of do not provide a sparse representation of the columns of and vice versa. When satisfies the RIP constraints, the coefficients {θ i } of signal H can be reconstructed by solving the next optimization problem min 0 subject to U =
where · 0 denotes l 0 norm, and min (.) denotes the minimization. How to solve this optimization problem is an important aspect in CS theory. Because of the discontinuousness of l 0 norm, it is difficult to solve (11) by gradient method. The smoothed l 0 (SL0) algorithm, which uses the continuous Gauss function to approach the l 0 norm, is proposed by [19] . SL0 algorithm has fast reconstruction speed and high reconstruction accuracy, so it is adopted to solve the above optimization problem. Clearly, three elements are specified in CS theory: 1) a basis to support sparse representation of signal; 2) a measurement operator to make the matrix have RIP; and, 3) a reconstruction algorithm to solve the optimization problem.
B. Motion Compensating Method With Under-Sampled Data
A sensing method for direct sampling and compressing analog signals is Analog-to-Information Conversion (AIC). We adopt AIC framework with random under-sampling scheme in range direction. The essence of this scheme is under-sampling the echo signal non-uniformly. From a CS theory point of view, the under-sampled signal can be viewed as a low-dimensional measurement of Nyquist-sampled signal. Let X and X com denote the Nyquist-sampled echo signal s pq t, t m and the under-sampled echo signal, respectively. Thus we can obtain
where = φ c,d is a N -by-N r random partial unit matrix, N r is the number of range cells, and
The elements in each row vector of are 0, other than the m c th element where m c is the random number. From Eq. (25), we can find that the size of under-sampled signal is N × N a .
The under-sampled ratio of echo signal is defined by
The operations of Eq. (9) and Eq. (10) are implemented in the time domain, which can be performed to the undersampled signal X com directly. And then X com is obtained after the operations of Eq. (9) and Eq. (10). Since X com is undersampled in range direction, the DFT processing in azimuth direction can be performed. After the azimuth DFT processing, the range-Doppler signalX com is obtained. According to Section III, the operations of Eq. (16) to Eq. (19) should be implemented in range frequency domain. BecauseX com is under-sampled in range direction, the range DFT processing cannot be performed directly. And thus the CS-based imaging scheme is constructed to complete the operations. The operations of Eq. (16) to Eq. (19) can be written as matrix expression 
where W N r = exp − j 2π (N r ) . For convenience, Eq. (28) can be rewritten as the following expression
where the transform operator
Combined with Eq. (25), we can obtain
i obeys the RIP, we can obtain i by solving the following expression
As discussed in [20] , the randomly selected partial orthogonal matrix satisfies RIP. In this paper, the measurement matrix is a random partial unit matrix. So if the imaging operator A i is an orthogonal matrix, · A −1 i obeys the RIP. Theorem: The transform operator A i is an orthogonal matrix. Proof: ω and ω 5 are the DFT matrix and IDFT matrix respectively, which are the orthogonal matrices. Thus we have
ω 2i , ω 3i and ω 4i are the diagonal plural matrices, and we can obtain
Furthermore,
So the transform operator A i is an orthogonal matrix. Furthermore, · A
−1 i
obeys the RIP. Solving Eq. (32) by using SL0 algorithm with i = 1, 2, . . . , N a , we can obtain the range-Doppler signal, which has completed the first-step compensation, range compression and RCMC processing. And then the imaging result of observed scene can be obtained by the second-step compensation and azimuth compression. 
V. SIMULATIONS AND DISCUSSIONS
In this Section some simulations are conducted to demonstrate the effectiveness and feasibility of proposed method. The geometric relationship between the observed scene and the MIMO-SAR system is the same as what is shown in Fig. 1 . MIMO-SAR system with the linear uniform antenna array is constructed with 3 transmitters and 3 receivers. The simulation parameters are shown in Table I .
Firstly, the single point target is utilized for simulation, the coordinate of which is (0, 4000, 0) m. Assuming that the trajectory deviation δ R n0 is 0.2 cos (πt m /2) m, which in the z-direction is δz = δ R n0 · sin(π/3), and in the y-direction is δy = δ R n0 · cos(π/3). The Nyquist sampling rate F s is 660 MHz. The imaging results with the Nyquist-sampled echo data are shown in Fig. 4 . Fig. 4(a) and (b) are the imaging results without compensating the motion error. Due to the motion error, the imaging result is defocused in the azimuth direction, which cannot be identified. Fig. 4(c) and (d) are the imaging results with compensating the motion error. The motion error has been compensated and the imaging result is focused very well. Therefore, the proposed imaging method with the Nyquist samples in section III is valid and feasible.
The following simulation is utilized to demonstrate the effectiveness of the proposed motion compensating method with the under-sampled echo data. Firstly, the RIP of
is checked. Construct matrices with Fig. 5 shows that, eigenvalues of T are close to 1, which means the every columns of the matrix are stronger incoherence. Thus satisfies the RIP condition. We also can find that, with increasing of the sparsity levels η and sparsity K , the eigenvalues deviate from 1 farther, which means stronger coherence between columns. Therefore, for the case of less data samples, the signals with larger sparsity can be recovered with high probability.
The random sampling rate is set as 165 MHz, i.e. η = 0.75. The imaging results by the different imaging methods are shown in Fig. 6 . Fig. 6(a) and (b) show the imaging results by the proposed matched filter algorithm of section III. It can be seen that the motion error has been compensated. However, the sidelobe of imaging result is very high, and the point target can hardly be distinguished. Fortunately, by using the proposed CS method of Fig. 4(d) , which means the imaging result of the CS method is more focused than that of the matched filter method. Therefore, the proposed motion compensating method with under-sampled echo data for MIMO-SAR is valid.
In order to further validate our method, the simulated scene data is utilized in the paper. The scene data is obtained by the method of simulating in time-domain. The parameters of MIMO-SAR system are listed in Table I . And the geometric relationship between the observed scene and the MIMO-SAR system is the same as what is shown in Fig. 1 . The observed scene is shown in Fig. 7 . The trajectory deviation δ R n0 is 0.1 cos (πt m /2)m, which in the z-direction is δz = δ R n0 · sin(π/3), and in the y-direction is δy = δ R n0 · cos(π/3). Fig. 8(a) shows the imaging result of Nyquist samples without compensating motion error. Due to the motion error, the imaging result is blurred, which cannot be identified clearly. Fig. 8(b) is the imaging result of Nyquist samples by the proposed method in Section III. From it we can find that, the motion error has been compensated and the focused imagery is obtained. Let the under-sampled ratios η be 0.67 and 0.75, respectively. The respective imaging results are shown in Fig. 8(c) and (d) . Visual inspection of these results reveals that the quality of image is degraded along with the increasing under-sampled ratios. It is easier to be comprehended and also according with the CS reconstructed theory. However, when the under-sampled ratio is 0.75, the quality of the resultant image is good enough. Therefore, the proposed method is valid and feasible.
The existence of noise always destroys the sparsity characteristic of signals, which brings great difficulties to the CS reconstruction. In the following discussion, we investigate the proposed imaging method with η = 0.67 under different SNRs. Let SNR = 5dB, 0dB, −5dB and −10dB, and the reconstructed images are presented in Fig. 9(a) -(d) , respectively. It can be noted that the quality of image becomes poorer and poorer with the decrease of SNR. However, when SNR is not less than 0dB, the quality of the results can be acceptable reluctantly. When SNR decreases to −5dB, the quality of the results is poor just as shown in Fig. 9(c) . The information of observed scene cannot be obtained. Thus, we can say that the proposed method is valid and comparatively robust.
Finally, the Monte Carlo method is introduced here to further examine the imaging performances of the proposed method with different under-sampled ratios of echo signal under different SNRs, respectively. In the paper, the peak signal to noise ratio (PSNR) is utilized to evaluate the quality of the reconstructed images. The expression of PSNR is PSNR = 10 log 255 2 E MSE
where E MSE is the mean square error between the reconstructed image and the ideal image, Here, the ideal image is obtained under the condition of Nyquist-sampled echo data. Obviously, the higher the value of PSNR is, the better the effect of the reconstructed image becomes. Fig. 10 shows the variation curves of PSNR under SNR = 5dB, 0dB, −5dB and −10dB, respectively, when η varies from 0.2 to 0.9. It can be found that the values of PSNR decrease with the increasing under-sampled ratios. However, when η is smaller than 0.7, the values of PSNR vary very slowly. In other words, the quality of the reconstructed image roughly remains steady in this range of under-sampled ratios. When η is higher than 0.7, the values of PSNR vary very quickly. That is, the quality of the reconstructed image is affected in this range of under-sampled ratio. We also find that the above two curves of SNR = 5dB and 0dB are close to each other, while the curves of SNR = −5dB and −10dB are significantly lower than the above two curves. It means that the quality of SNR = 5dB and 0dB is close to each other, while the quality of SNR = −5dB and −10dB is poorer than the other two.
VI. CONCLUSION
In this paper, a motion compensating method for MIMO-SAR imaging with under-sampled echo data is proposed, which can solve the problem of huge data amount and motion compensation in MIMO-SAR imaging system. Firstly, the motion compensating method with the Nyquist-sampled echo data is proposed. And then based on this method, the transform operator and the CS-based imaging scheme are constructed to implement the first-step compensation, range compression and RCMC. Finally, the imaging result is obtained by the second-step compensation and azimuth compression. By using the proposed method, just a small amount of imaging data is required for MIMO-SAR imaging. In this paper, the proposed method is based on the single-channel data of MIMO-SAR system. In the following, the synthesis method in frequency and time domains can be utilized to improve the resolution in range direction for MIMO-SAR imaging.
