Abstract. This paper describes a multilevel preconditioning technique for solving sparse symmetric linear systems of equations. This "Multilevel Schur Low-Rank" (MSLR) preconditioner first builds a tree structure T based on a hierarchical decomposition of the matrix and then computes an approximate inverse of the original matrix level by level. Unlike classical direct solvers, the construction of the MSLR preconditioner follows a top-down traversal of T and exploits a low-rank property that is satisfied by the difference between the inverses of the local Schur complements and specific blocks of the original matrix. A few steps of the generalized Lanczos tridiagonalization procedure are applied to capture most of this difference. Numerical results are reported to illustrate the efficiency and robustness of the MSLR preconditioner with both two-and three-dimensional discretized PDE problems and with publicly available test problems.
Introduction.
In this paper, we consider iterative methods for solving large symmetric sparse linear systems
where A ∈ R n×n and b ∈ R n . Krylov subspace methods belong to a class of generalpurpose techniques that are usually combined with a preconditioner to solve the above system. Preconditioning consists of modifying the original system into, for example, the left-preconditioned system M −1 Ax = M −1 b. The preconditioner M is an approximation to A such that solving linear systems with it is relatively inexpensive. Often, the preconditioning matrix M is built from an Incomplete LU (ILU) factorization extracted from a form of approximate Gaussian elimination process in which "fill-ins," i.e., nonzero entries appearing in zero locations in the original matrix, are removed. ILU preconditioners are fairly easy to implement and robust for a large class of problems.
The success of these ILU methods for solving certain systems arising from PDEs has been widely illustrated in the literature. At the same time it has also become clear in recent years that they fall short of providing robust and scalable solvers 2. Background and motivation. Assume A is a Symmetric Positive Definite (SPD) matrix, and let it be partitioned into 2 × 2 block form as (2.1)
where C ∈ R s×s . We define the Schur complement matrix S = C − E T B −1 E. Since A is SPD, C is also SPD and admits a Cholesky factorization
Define the matrix
and let σ i , i = 1, . . . , s, be its eigenvalues labeled in decreasing order. It can be easily shown that [25] 0 ≤ σ s ≤ σ s−1 ≤ · · · ≤ σ 1 < 1.
We are interested in the separation of the eigenvalues of
The second is easier to analyze. The following result explains the observed "decay" property of the eigenvalues of X. 
. . , s.
In particular the gaps θ i − θ i+1 between two consecutive eigenvalues of X are given by
, i = 1, . . . , s − 1.
These gaps are bigger than the gaps σ i − σ i+1 associated with the matrix G, and they are much bigger for those eigenvalues σ i close to 1, i.e., for the largest ones.
Proof. We have
From the above expression and the Cholesky factorization of C we have and
It shows that as long as the largest σ i 's do not cluster around 1, the largest θ i 's will be very well separated in general.
We were initially interested in the difference between S −1 and C −1 , which is equal to L −T XL −1 . First we observe that X has the same eigenvalues as the matrix (S −1 − C −1 )C: where λ i (·) denotes the ith largest eigenvalue. Based on the eigenvalue inequality (Lidskii's product inequalities and their further developments [28] ) and (2.5), we know that
Assume that (2.6) θ k+1 ≤ τθ 1 and λ 1 (C −1 ) = cλ s (C −1 )
for some constants τ and c; then the following inequalities hold:
Therefore, if the gap between θ 1 and θ k+1 is relatively big, which means τ in (2.6) is small, then the gap between λ 1 (S −1 − C −1 ) and λ k+1 (S −1 − C −1 ) will be preserved except that it will be damped to a certain degree by the condition number of C. In many applications when the matrix A originates from a discretized PDE and the matrix C is associated with the interface unknowns in the domain decomposition framework, C is usually strongly diagonally dominant and has a small condition number. In these cases, S −1 − C −1 inherits the decay property of X. The above analysis can be generalized to the case when B is indefinite and C is SPD in (2.1). In this situation the eigenvalues σ i of G in (2.2) are no longer bounded above by 1, and the gaps |θ i − θ i+1 | are much bigger than the gaps σ i − σ i+1 for those σ i around 1 but not necessarily the largest ones when compared with the SPD case in Proposition 2.1. Then we can apply the singular value inequality (Theorem 9 in [28] ) and prove a result similar to that in (2.7) with the eigenvalues λ i and θ i replaced by the corresponding singular values. Thus, S −1 can still be approximated by C −1 plus a low-rank matrix in this case.
It is not easy to measure the decay rate of S −1 − C −1 for a general matrix. It was explicitly analyzed in [25] for a 2D Laplacian on a regular grid for the two-domain case. It is also possible to illustrate Proposition 2.1 with a simple example where 1000 eigenvalues σ i are assumed to decay linearly between (0, 0.999); see Figure  2 .1(a). The values of θ i = σ i /(1 − σ i ), which are also plotted in Figure 2 .1(b) for comparison, decay much faster than the σ i 's. Thus, when k = 11, σ k is 99% as large as σ 1 , while θ k is only 9% of θ 1 . This means that S −1 can be well approximated by C −1 plus a rank-10 matrix in this case. In contrast, C − S cannot be approximated Downloaded 04/22/16 to 128.101. 35.249 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php by a low-rank matrix. This property is also demonstrated through some examples in section 4.
The SLR preconditioner proposed in [25] exploits the result of Proposition 2.1 in a domain decomposition framework. The idea is to first partition the adjacency graph of the input matrix into p disjoint subdomains. The matrix B in (2.1) corresponds to the interior points of all subdomains and is in a block-diagonal form. The matrices B and C are factored using, e.g., the incomplete Cholesky factorization, so we have
The SLR preconditioner M then has the following form:
C using the Lanczos algorithm.
The numerical tests reported in [25] indicated that the SLR preconditioner is quite robust, making it an attractive alternative to ILU-type preconditioners for certain types of problems. However, its efficiency deteriorates for large 3D problems mainly because the number of the interface points can be relatively big for those problems (see Figure 4 .3 for an illustration) and a direct factorization of the matrix C in (2.1) becomes costly. At the same time, in order to control the cost associated with factoring the matrix B in (2.1), a large number of subdomains is required for those problems. This in turn leads to a larger number of interface unknowns. As a result, SLR scales poorly for large 3D problems, and this provides the main motivation for exploring an extension into a multilevel scheme.
HID ordering.
An interesting class of domain decomposition methods, which exploits a hierarchy of "interfaces," is based on so-called wirebasket orderings [37, 38] . These techniques take advantage of cross points in the partitioned mesh to derive preconditioners with good convergence properties. In [16] a similar idea is introduced for general sparse matrices not necessarily originating from PDEs. This paper defines a so-called Hierarchical Interface Decomposition (HID) ordering for a general graph through "connectors." In an HID ordering with L levels, connectors of level l are a set of subsets of vertices that are disjoint with other connectors on the same level and separated in the original graph by connectors of higher levels. When labeled by levels, the resulting matrix will have a block-diagonal structure for each level, and very efficient parallel preconditioners based on parallel Gaussian elimination can be developed. However, we will not seek to develop ILU-type preconditioners, but rather to incorporate low-rank approximations in this context as is explained in the following sections.
An HID ordering can be obtained in a number of ways; see [16] for an example from a standard graph partitioning. They can also be obtained from the standard Nested Dissection (ND) algorithm [12] . Let G = (V, E) be the adjacency graph associated with a symmetric sparse matrix A. The main idea of the ND ordering is to recursively bi-partition the graph using vertex separators. Here, a vertex separator is a small set of nodes in V whose removal separates the graph into two disjoint subgraphs. Suppose we have L levels. The first bisection produces two subsets and a separator. At this level (L = 3) we will have one connector, and it is just the separator. This set is the line of vertices labeled 15 in (c) Nonzero pattern of the reordered matrix. Figure 3 .1(c) shows the nonzero pattern for the mesh in Figure 3 .1(a) when this ordering is used. The reordered matrix with the HID ordering has the following multilevel recursive form:
where A 0 is the reordered matrix of A from the HID ordering and A L represents the submatrix associated with the top-level connector. Each leading block B l in A l has the desired block-diagonal structure resulting from the block independent set [35] nature of this ordering. In the example of Figure 3 .1(c), B 0 , B 1 , and B 2 correspond to the matrices containing the blocks labeled 1-8, 9-12, and 13-14, respectively. The HID ordering forms the block independent sets in a preprocessing stage. In contrast, the methods in [4, 31, 35, 36] determine these block independent sets dynamically since each A l+1 , which is an approximate Schur complement matrix at level l, is available only after the factorization of A l . Once the block independent set at each level l is determined, classical multilevel algorithms [31, 35, 36] explore different strategies to approximate the following factorization of A l : l . Similar definitions can also be found in [16, 38] . Definition 4.1. Cross points at level l are subsets of connectors of level l that intersect with connectors of higher levels.
In Figure 3 .1(a), for example, the cross points of level 2 are those points at the intersection of the lines labeled 13 and 14 with the line labeled 15. Similarly, cross points of level 1 are those points at the intersection of the lines labeled 9, 10, 11, 12 with the lines labeled 13, 14. The relation between the cross points and the rank of S
is shown in the following lemma. Proof. Since E l in (3.1) represents the couplings between the connectors at level l and upper levels k for k > l, the rank of E l should equal the number of cross points at level l, which is generally smaller than the dimension of C l . This means E l admits a low-rank representation
, where the column size of V l equals the number of cross points at level l. Thus,
Applying the Sherman-Morrison-Woodbury formula to S l ,
shows clearly that the rank of S
is bounded by the rank of V l , which is equal to the rank of E l . Lemma 4.2 shows that we can bound the rank of S
based on the rank of E l . For the 2D and 3D PDE problems discretized on the regular grids (N × N for 2D or N × N × N for 3D), the rank of E l can be analytically derived.
Lemma 4.3. Suppose an L-level HID ordering is applied to a 2D/3D regular grid. Then the rank of S
Proof. Based on Lemma 4.2, we know that we only need to count the number of the cross points at each level. For the 2D case, each connector at level l connects to upper level connectors through at most two points. There are 2 L−l connectors in all at level l, so the rank of S The reason is that we use the graph partitioning tool Metis [19] to achieve the HID ordering so that the connectors may have irregular connectivity and do not strictly follow the assumptions in the theoretical analysis.
Figures 4.1 and 4.3 illustrate two different scenarios of interface points in 2D and 3D problems. Apparently, the ratio between the number of the interface points (which correspond to the unknowns at levels 1-4) and the number of the interior points (which correspond to the unknowns at level 0) in the 3D case is much larger than that in the 2D case, which indicates that a multilevel scheme becomes a necessity especially for 3D problems. Here the numerical rank r l = k with respect to τ , or relative to τ , just means that the kth singular value is larger than τ × the 1st singular value, while the (k + 1)st singular value is less than or equal to τ × the 1st singular value. (In these Laplacian examples, the eigenvalues and the singular values are the same.)
From Table 4 .1, we find that the numerical ranks in the 2D Laplacian example are all less than 7 for τ = 2 × 10 −1 . From Table 4 .2, we observe that the ranks in the 3D problem are slightly larger than those in the 2D problem. They are all less than 38 when τ = 2 × 10 −1 . Therefore, S
can be well approximated by a low-rank matrix in these Laplacian examples. Next, we will derive an efficient method to compute such an approximation without having to form S −1 l explicitly. This low-rank approximation method will be used extensively in the construction of the MSLR preconditioner introduced in the next section. 
where L l is the Cholesky factor of C l and
l . Notice that if we compute an approximation based on (4.1) which is adopted in [25] , we would have to compute the incomplete Cholesky factorization of each C l . Obviously, this would be highly inefficient because it is not possible to reuse the factorization information among these factors even though C l is a submatrix of
The other way to compute such an approximation is based on the observation that C l E l due to the following relation:
Thus, the computation of a low-rank approximation to (4.1) can be obtained through the following generalized eigenvalue problem:
We apply the Lanczos algorithm to compute the k largest eigenpairs of the above problem and denote this computation as
For the Lanczos algorithm of matrix pencils, see, e.g., Chapter 9 in [33] for more details. Then, a rank-k approximation to S
can be chosen as
where the diagonal matrix H l is computed by
This low-rank approximation method has the advantage that it only requires a system solution with the matrix C l in the eigenvalue computation. In the next section, we will introduce a recursive formula to solve systems with C l based on the approximation of C k for k > l.
Multilevel low-rank correction preconditioner construction.
In this section, we will show how to utilize the low-rank property discussed in section 4 to develop an efficient multilevel Schur complement based Low-Rank (MSLR) preconditioner for symmetric sparse matrices. As shown in section 2, the proposed method can also be extended to indefinite systems where only B 0 is indefinite and the remaining B l 's for l > 0 are all SPD. This situation often occurs in discretized PDE problems [25] . plus a low-rank correction term; i.e., we have
Notice that this low-rank term also involves information from C
I .
Following the same reasoning as at level 0, the matrix of S −1
plus a low-rank correction:
We then move to level 2 to compute C −1 1 . 4. At level 2, we have
and similarly to previous levels,
We assume that the size of C 2 is small enough that we can compute its incomplete Cholesky factorization,
5. Therefore, a 3-level scheme to compute an approximation to A −1 follows the dependencies as below:
See Figure 5 .1 for an illustration of these dependencies. Once an approximation to C −1 l is available, the low-rank correction matrices W l and H l can be computed with the process described by (4.2). 
5.2.
The multilevel scheme. The 3-level algorithm introduced in the previous section illustrates the basic idea of a multilevel algorithm. In a real implementation, the MSLR preconditioner construction follows a reverse order and proceeds from level L − 1 to level 0. This section provides a few details on this construction process.
First we apply an L-level HID ordering to reorder the matrix A and compute an incomplete Cholesky factorization of C L−1 :
We then traverse the HID tree from level L − 1. We compute an incomplete Cholesky factorization of
, and derive the low-rank correction by computing the largest k eigenpairs of the matrix C
A diagonal matrix H L−1 is then modified from Σ L−1 and is given by
Based on the analysis in section 4, we know that
We then go downwards of the HID tree and repeat the same operations performed on level L − 1 for the remaining levels. At level 0, if B 0 is still an SPD matrix, we apply the incomplete Cholesky factorization to it; otherwise we apply the incomplete LDL factorization. When applying the generalized Lanczos algorithm to compute W l and Σ l at each level l, we need to compute products of the matrix C for l < L− 1, and an approximate factorization of A l+1 has already been available after the computation at level l + 1. Thus, in order to reduce computational costs, we can use this approximation to apply C −1 l to an arbitrary vector. More specifically, we take the following approximation form: Apply an L-level HID ordering to A and denote the reordered matrix as A 0
3:
Factor C L−1 by an incomplete Cholesky factorization
for level l from L − 1 to 0 do
5:
Factor B l by an incomplete Cholesky/LDL factorization
Compute the k largest eigenpairs Call Algorithm 2 to apply C 
T conformingly with the blocking of C l
6:
Compute
Compute y 2 = MSLRSolve(l + 1, z 2 )
10:
return y = (y
end if 14: end procedure
Note that D l+1 is equal to the identity matrix if B l+1 is SPD and C l+1 is solved in a recursive way. Algorithm 1 provides a detailed illustration of the multilevel construction scheme. A recursive scheme for computing the product of C −1 l with a vector b is described in Algorithm 2. Note that the block independent set structure from the HID ordering can greatly improve the efficiency of the MSLR preconditioner in a number of ways. First, in the MSLR construction algorithm, all the diagonal blocks in B l can be factored simultaneously. Second, in the application of the MSLR preconditioner to a vector v, which corresponds to applying Algorithm 2 by setting l = −1, the triangular solves Downloaded 04/22/16 to 128.101.35.249. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php associated with B l can be performed independently for each diagonal block in B l . The computation of the matrix-vector products in the generalized Lanczos algorithm can also take advantage of this structure.
Complexity analysis.
In this section, we show the computational complexity and the storage cost of the MSLR preconditioner for some model problems. For simplicity, we consider the case where the maximal numerical rank used in the approximation of S
is bounded by a constant r. We also want to emphasize that the prefactors in these bounds can be large.
, and the maximal numerical rank used in the lowrank approximation of S
is bounded by a constant r. Then the optimal application cost ξ appl and storage cost σ mem for the MSLR preconditioner on this matrix A satisfy the estimates listed in Table 6 .1. 
Proof. The MSLR preconditioner requires storing the triangular factors and the low-rank correction matrices at each level. For the 2D case, each diagonal block in B l has the size of O(
2 ), and there are 2 L−l blocks in total; thus
The row size of W l is equal to the row size of C l , which is N when l = L − 1 and
Therefore, the storage for the low-rank correction σ lrkmem can be estimated as
which is an increasing function of L. On the other hand, the storage σ lumem for the triangular factors can be estimated in the following way:
Here, we assume that each diagonal block in B l for l > 0 is a tridiagonal matrix and each diagonal block in B 0 is a banded matrix with bandwidth O(
). Therefore,
r ) for the 2D case. The complexity for the 3D case can be analyzed similarly: and
.
The application cost ξ appl of the MSLR preconditioner is the same as that of memory.
Note that in practice, we can merge a few nodes on the binary HID tree into a new node to further improve the performance of the MSLR preconditioner. More specifically, for those nonleaf nodes, we merge one node and its two children nodes into a new node for 2D problems, and merge one node, its two children nodes, and four children nodes of those two children nodes into one new node for 3D problems. See Figure 6 .1 for a 2D example. This modification, in fact, corresponds to a quad/octapartitioning of the mesh for 2D/3D cases, which will create fewer but larger connectors than the original binary HID ordering. The performance is then improved on two fronts. First, the depth of the recursion in the MSLR construction algorithm is reduced, and this will lead to a more accurate approximation. Second, the number of nodes near the root node increases, and this leads to more parallelism in the upper levels of the HID tree.
Numerical experiments.
In this section, we illustrate the efficiency and robustness of the MSLR preconditioner with some sparse matrices from both 2D and 3D simulations. The testing platform consisted of two Intel Xeon X5560 processors (8 MB cache, 4 cores each at 2.8 GHz) and 24 GB of memory. The MSLR preconditioner was implemented in C/C++, and the code was compiled by the Intel C compiler using the −O2 optimization level. We also used BLAS and LAPACK routines from the Intel Math Kernel Library.
The HID ordering in the MSLR preconditioner was implemented through the PartGraphRecursive from Metis [19] . Each diagonal block in an MSLR preconditioner was reordered by the approximate minimum degree (AMD) ordering [1, 2] to reduce the fill-ins in the incomplete Cholesky or LDL factorizations. We consider Downloaded 04/22/16 to 128.101.35.249. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php those reordering procedures as a preprocessing step and do not include these in the MSLR preconditioner construction time. In the generalized Lanczos algorithm, we used the full reorthogonalization algorithm and set the maximal number of Lanczos steps at less than 5 times the number of required eigenvalues.
We compared the MSLR preconditioner with the incomplete Cholesky factorization with threshold dropping (ICT), the incomplete LDL factorization with threshold dropping (ILDLT), and the restricted additive Schwarz (RAS) method with 1-level overlapping in the following tests. The accelerators we used included the conjugate gradient (CG) method [17] for the SPD cases, and the generalized minimal residual (GMRES) [30, 34] method with a restart dimension of 40, denoted by GMRES (40) for the indefinite cases. Since the RAS preconditioner is nonsymmetric even for the symmetric matrices, we used it along with the GMRES (40) for all of the numerical tests. For the ICT and the ILDLT preconditioners, the test matrices were first reordered by the AMD ordering. We followed the numerical experiments in [22, 31] and formed the right-hand side by taking b = Ae, where e is the vector of all ones.
Applications of the MSLR and the RAS preconditioners were parallelized using OpenMP [29] , where the number of threads used is the number of cores, which is 8. For the MSLR preconditioner, the solve with each B-matrix, which is block-diagonal, is performed in parallel with a thread assigned to each diagonal block. Vectorizing the computation in the application of RAS is straightforward, where one thread is used for each subdomain. An exhaustive comparison with more advanced Schwarz methods such as those in [10, 40] is premature at this stage. They will be undertaken in future work once a fully optimized code based on the MSLR preconditioner is available.
The following notation is used throughout the section:
• fill: ratio of the number of nonzeros in the preconditioners over the number of nonzeros in the original matrix; • p-t: wall clock time to build the preconditioners in seconds;
• its: number of iterations using CG or GMRES(40) with preconditioners to reduce the initial residual by a factor of 10 −6 . We use "F" to indicate nonconvergence within 300 iterations; • i-t: wall clock time required in the iteration phase. Following [22, 35] , we do not report the iteration time in the case of nonconvergence and use "−" to indicate it; • rk: maximal rank used in the low-rank corrections;
• lev: number of levels in the binary tree from the HID ordering;
• mg: type of the HID ordering used in the MSLR preconditioner construction.
We use 1, 2, and 3 to denote the HID ordering associated with a binary tree, a merged quadtree (as in Figure 6 .1), and a merged octatree, respectively.
Model problems.
We begin our tests of the MSLR preconditioner with the following model problem:
where the PDEs are defined over Ω = (0, 1) d with d = 2 or 3 and with the zero Dirichlet boundary conditions. These PDEs are discretized by the 5-point stencil in two dimensions and the 7-point stencil in three dimensions.
Effect of the number of levels.
One important consideration when using the MSLR preconditioner is the number of levels. We studied this effect by Downloaded 04/22/16 to 128.101.35.249. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 7 .1. solving (7.1) with c = 0 and discretizing it on a 50 3 grid. We fixed the rank to 16 and the threshold in the ICT to 10 −3 and gradually increased the number of levels from 5 to 11. We did not merge the nodes of the binary HID tree in this example. As can be seen from Table 7 .1, the total fill-factor first decreases from 12.2 to 5.32 as the number of levels increases from 5 to 9 and then increases to 6.38 as the number of levels further increases to 11. Figure 7 .1 shows that the fill-factor from the incomplete factorization is a decreasing function with lev, while the fill-factor from the low-rank corrections is an increasing function with lev. The optimal fill-factor was obtained when the fill-factors from these two parts were almost the same, which is when lev = 9 in this example. The results in Table 7 .1 and Figure 7 .1 are consistent with our complexity analysis in section 6.
Effect of the rank in the low-rank corrections.
We next varied the rank used in the MSLR preconditioner and compared the iteration number and the corresponding fill-factor to solve a discretized negative Laplacian on a 50
3 grid with the CG method. We fixed the threshold to 10 −3 for the incomplete Cholesky factorization, lev to 7, and mg to 3 for this test matrix. The convergence results with respect to different ranks can be found in Table 7 .2.
As the rank increases from 10 to 50, one can observe a steady improvement in the convergence in Table 7 .2. However, larger ranks also lead to larger fill-factors and more computational time to compute the low-rank corrections. In the following numerical examples, we chose a moderate rank for the SPD problems and a relatively larger rank for the indefinite problems. Downloaded 04/22/16 to 128.101. 35.249 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
Preconditioning model problems.
We first solve (7.1) with c = 0 and various grid sizes. We compared the convergence behavior between the MSLR, the ICT, and the RAS preconditioners. The results are reported in Table 7 .3. As the grid size increased, we increased lev accordingly to control the fill-ins from the incomplete Cholesky factorization. For the 2D problems, we set lev to 5, 7, and 9 for the grid size 256 2 , 512 2 , and 1024 2 , respectively. For the 3D problems, we chose lev to be 7, 10, and 13 for the grid size 32 3 , 64 3 , and 128 3 , respectively. Here, the rank in the low-rank corrections was fixed to 16. Table 7 .3 shows that with almost the same fill-factors, the CPU time to construct an MSLR preconditioner is the smallest among these three for the 2D problems and becomes more expensive than the ICT preconditioner for the 3D problems. In fact, the construction time of the MSLR preconditioner is dominated by the generalized Lanczos algorithm since the computation of each Lanczos vector needs a sequence of triangular solves and sparse/dense matrix-vector products. But the MSLR preconditioner can greatly reduce the CPU time in the iteration phase in both cases. We find that even though the iteration number of the MSLR-CG method is slightly larger than that of the ICT-CG method in Table 7 .3, the MSLR-CG method costs only about 60% of the iteration time used by the ICT-CG method to achieve the same accuracy. This can be explained by two factors. First, all the triangular solves associated with the diagonal blocks in the same B l can be performed independently. We have exploited this property with the simple thread-level parallelism by OpenMP. Second, a large portion of the fill-factor in the MSLR preconditioner is from the lowrank corrections. These dense matrices participate in the application phase through very efficient matrix-vector product operations. Therefore, we can expect a more substantial performance improvement when implementing the MSLR preconditioner on SIMD-type parallel machines such as those equipped with GPUs or Intel Xeon Phi Downloaded 04/22/16 to 128.101.35.249. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php It is also interesting to see a comparison between the MSLR and the SLR [25] preconditioners on these model problems. We controlled lev, rk, and the threshold such that the SLR preconditioner had roughly the same fill-factors as the MSLR, and reported its performance in Table 7 .4.
We find that when the grid size is 32 3 , the SLR-CG method requires almost the same number of iterations and iteration time to converge as the MSLR-CG method. But as the grid size increases, the SLR-CG method becomes less efficient. The MSLR-CG method not only requires less CPU time to construct the preconditioner, but it also requires slightly fewer iterations and less iteration time to converge.
We then consider solving indefinite systems by setting c > 0 in (7.1). Here, we shifted the discretized negative Laplacian by sI, where s is related to c by s = h 2 c and h is the grid spacing. We fixed s = 0.01 for the 2D problems, and s = 0.04 for the 3D problems. The convergence results are tabulated in Table 7 .5. We can see that the ILDLT-GMRES and the RAS-GMRES fail on 5 out of the 6 test matrices, while the MSLR-GMRES method fails only on the largest 3D test matrix. The drop tolerance for the ILDLT preconditioners was set as 0.01 for the 2D problems, and 0.06 for the 3D problems. Compared with the SPD matrices in Table 7 .3, we observe that the MSLR preconditioner requires larger fill-factors to converge for these indefinite systems. There are two reasons for this. First, the fill-in in the incomplete factorizations of indefinite matrices is generally more substantial than for SPD matrices, and this leads to denser factors. We also noticed that the MSLR-GMRES method failed to converge when we chose the same number of levels as in the SPD cases in Table  7 .3. This forced us to reduce the number of levels. Thus, the fill-factors from the incomplete factorization are larger than those in the SPD cases. The second reason is that the MSLR preconditioner also requires larger ranks in the low-rank corrections for indefinite systems. This factor not only contributes to a larger fill-factor but also significantly increases its construction time. The reason why higher ranks are needed for indefinite problems can be understood by referring to the analysis in section 2. It shows that the most relevant low-rank approximation to S l E l , C l ) that are near 1. When B l is SPD, these eigenpairs correspond to the largest ones. However, when B 0 is indefinite, these eigenpairs become interior. When computing the desired eigenpairs by the generalized Lanczos algorithm, the extreme eigenpairs generally converge before the interior ones. As the matrix size increases, the number of eigenvalues between the largest one of (E T 0 B −1 0 E 0 , C 0 ) and 1 increases accordingly. Therefore, we need to compute more eigenpairs before those close to 1 reach convergence. Here, we chose the best rank by gradually increasing the rank's value and simply keeping all the computed eigenpairs needed for convergence of the low-rank correction terms.
Preconditioning general matrices.
To show that the MSLR preconditioner is generally applicable, we further tested it on 9 symmetric matrices from the University of Florida Sparse Matrix Collection [9] . These matrices arise from different backgrounds. See Table 7 .6 for a short description.
The convergence results of the three preconditioned methods are reported in Table  7 .7. For the MSLR preconditioner, we chose lev and mg according to the matrix order, and nnz such that most fill-factors are around 4.5 and the largest one is 6.02 for the matrix thermal2. As can be seen, the Krylov methods with the MSLR preconditioner achieve convergence for all the test matrices, using nearly the same fill-factors, whereas they fail to converge with the other two preconditioners in many cases, especially for Downloaded 04/22/16 to 128.101. 35.249 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php those indefinite matrices. Although the MSLR preconditioner requires slightly more CPU time to construct than the ILDLT preconditioner for the matrices Lin and qa8fk, the Krylov methods with the MSLR preconditioner take the lowest iteration times to converge for all cases.
Conclusion.
The MSLR preconditioner presented in this paper exploits a hierarchical graph decomposition called HID, which reorders the matrix into a multilevel block form where at each level the (1,1) block is block-diagonal. One such structure can be obtained from adapting the Nested Dissection ordering, for example, and this is what was used in this paper. The preconditioner is built by obtaining approximate inverses of certain Schur complements by exploiting a low-rank property associated with these Schur complements at each level of the HID tree.
One of the biggest attractions of the MSLR preconditioner is its robustness for indefinite problems. As was illustrated in the experiments, MSLR is able to handle problems that are out of reach of the standard ILU factorizations. Yet, this clear advantage comes with the added benefit of an inexpensive construction of the preconditioner and superior parallelism.
For these reasons we plan on extending these techniques to nonsymmetric and to complex (non-Hermitian) systems. We also plan to explore other low-rank approximation methods to further reduce preprocessing costs. In particular, newly developed rational filtering techniques [42] will be explored for computing all the eigenpairs of (E T l B −1 l E l , C l ) inside the interval centered at 1 with radius τ . It is also possible to make the algorithm more adaptive by controlling the low-rank approximation accuracy at different levels with a specified threshold τ . Finally, another topic that is worth investigating further concerns the obtention of effective HID orderings, other than those extracted from Nested Dissection.
