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つ」という POP (Proximate optimality principle)の概念に基づいている．多くのメタヒューリスティ
クスは「近傍」を基礎として構築されている．
メタヒューリスティクスは様々な手法が提案されており，遺伝的アルゴリズム (Genetic algorithm;
GA)，粒子群最適化法 (Particle swarm optimization; PSO)，差分進化法 (Diﬀerential evolution; DE)な
どが良く知られた手法である．




























に PSOの持つ確率要素を排除した決定論型の PSO (Deterministic PSO; D-PSO)を用いてパラメータ
による粒子軌道の収束条件などの理論解析が行われており，PSOのパラメータ選択方法の指針を与
えている．
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た手法 (PSO Networks; PSON)を提案する．提案手法では，複数のサブ PSO (サブ集団)が並列的に
解空間を探索することができる．各サブ PSOは情報交換することで局所解からの脱出や良好な解探
索を実現できる．また，提案手法は並列計算環境に実装することが可能な構造であり，そのことに













































Step 1 : 問題の確認
問題となっている現象を観察し，問題を明確化する．
Step 2 : 問題の設定
問題解決のために利用可能な決定手法 ·戦略の全体を明確化する．
Step 3 : 問題の数学的定式化
問題の基本的現象を全体的に理解してモデルを作成する．
Step 4 : 解の決定
モデルが問題の本質を捉えているかを検討し，論理的に導き出せる最良解を発見する．
Step 5 : 解の実施
モデルから得られた解が実行可能であるかや操作の方法を検討し，解決案を実施する．
このように問題を数理計画 (Mathematical programming)により定式化し，その数式を解くことで






計画法 (Linear programming; LP)や動的計画法 (Dynamic programming; DP)であり，広い分野で用
いられている．
数理計画，最適化理論 (Optimization theory)は，理論だけでなく現実の問題を解くための手法が




最適化問題とは「与えられた制約条件 (Constraints)のもとで，目的関数 (Objective function)が最





subject to x ∈ F
(2.1)
f を目的関数，F を実行可能領域 (Feasible region)，x = (x1, x2, . . . , xn)を設計変数と呼ぶ．nは設計
変数の総数を表す．目的関数 f (x)は実数値または整数値をとる関数
f : F → ℜ
である．
制約条件は
g j(x) ≤ 0 ( j = 1 ∼ m) (2.2)
hk(x) = 0 (k = 1 ∼ m′) (2.3)
であり，式 (2.2)を不等式制約 (Inequality constraints)，式 (2.3)を等式制約 (Equality constrains)と呼
ぶ．ここで，mは不等式制約の総数，m′は等式制約の総数を表す．
式 (2.1)は目的関数の値を最小化する最小化問題であるが，目的関数の値を最大化する最大化問題
を考えることもできる．つまり，f (x)を最小または最大にする実行可能解 (Globally optimal solution;
大域最適解または最適解)を見つけることが最適化問題の目的である．また， f (x)の実行可能な近
傍の解集合においてその解よりも良好な解がない場合は，xを局所最適解 (Locally optimal solution;
局所解)と呼ぶ．F ⊆ R (実数)を満たす場合は，式 (2.1)は連続最適化問題と呼ばれる．また，F が









図 2.1: 1次元の目的関数 f (x)の景観例
図 2.1に最小化問題における連続的な 1次元の目的関数 f (x)の例を示す．図 2.1において，定義
域が [a, b]であり，この領域の解空間においては 4つの局所解と 1つの最適解が存在する問題であ
る．このように問題の評価値を図的に表現したものを景観 (Landscape)と呼び，問題の景観に応じ
て最適化問題の特徴が変化する．図 2.1のように多数の峰が存在する問題を多峰性問題 (Multimodal
problem)，一方，峰が 1つだけ存在する問題を単峰性問題 (Unimodal problem)と呼ぶ．多峰性問題
は解空間上に局所解が多く，得られた解が最適解ではなく，局所解のみしか探索できないことがあ
り，単峰性問題よりも最適解を発見することが困難な問題である．
最適化問題の分類を図 2.2に示す．図2.2より，最適化問題は動的最適化問題 (Dynamic optimization
problems)と静的最適化問題に分類できる．動的最適化問題は時間経過やノイズの影響などにより解
空間が変化する問題であり，最大電力点追従 (Maximum power point tracking; MPPT)問題 [2.12]な
どがある．一方，静的最適化問題は解空間が変化しない問題であり，巡回セールスマン問題，ナー





























であり，そのオーダーが O(nk)で表せることである．ここで，kは定数値，ai ≥ 0を満たす値であ
る．例えば，n個の数字を昇降順序に並び替えるソーティングアルゴリズムのオーダーはO(n2)であ
る．このような問題を P (Polynomial time)問題と呼ぶ．一方，アルゴリズムの計算時間が O(nlogn),
O(kn), O(nn)のように多項式オーダーとならないことがある．このような問題をNP (Nondeterministic




















法を勾配法 (Gradient method)と呼び，最急降下法 (Steepest decent method)，ニュートン法 (Newton’s





ないことがある．このように定式化することはできないが，設計変数 xの目的関数値 f (x)のみ知














































解が与えられたとき，その解に小さな摂動を加えて得られた解の集合を表す．実行可能解 x ∈ F に















図 2.3にメタヒューリスティクスの分類を示す [2.8],[2.9],[2.11],[2.15]．図 2.3において，メタヒュー
リスティクスは母集団型 (Population-based)と軌道型 (Trajectory)の 2つの種類に分類できる．
軌道型の手法は探索個体 (Agent)が 1つのみの単点探索型のメタヒューリスティクスである．多
出発局所探索法 (Multiple start local search; MLS)，反復局所探索法 (Iterated local search; ILS)，模擬
焼きなまし法 (Simulated annealing; SA) [2.18]，禁断探索法 (Tabu search; TS) [2.19],[2.20]，誘導局所
探索法 (Guided local search; GLS)，GRASP (Greedy randomized adaptive search procedure)，可変近
傍探索法 (Variable neighborhood search; VNS)，ホップフィールドニューラルネットワーク (Hopfield






探索する多点探索型のメタヒューリスティクスである．遺伝的アルゴリズム (Genetic algorithm; GA)
[2.22]，蟻コロニー最適化法 (Ant colony optimization; ACO) [2.23]，粒子群最適化法 (Particle swarm
optimization; PSO) [2.24]，差分進化法 (Diﬀerential evolution; DE) [2.25]，人工蜂コロニー (Artificial
bee colony; ABC) [2.26]，カッコウ探索 (Cuckoo search; CS) [2.27]などがある．GAやDEは進化的








GA PSO DE ABC CS
発表年 1975 1995 1997 2005 2009
解探索性能 (n = 2 ∼ 20) △ ⃝ ⃝ × ×
解探索性能 (n = 20 ∼ 30) △ × ⃝ △ ⃝
パラメータ数 7 4 4 4 2
パラメータ G w F No Pa
:Gray codingの有無 :慣性速度定数 :Scale parameter :Onlooker数 :廃棄確率
E c1 Cr Ne N
:エリート保存の有無 :加速度係数 :交叉確率 :Employed Bee数 :母集団サイズ
S c2 S Ns –
:選択方法 :加速度係数 :戦略 (x/y/z) :Scout数 –
C P P Limit –
:交叉方法 :母集団サイズ :母集団サイズ :Scout Limit –
M – – – –
:突然変異方法 – – – –
A – – – –
:解精度 – – – –
P – – – –
:母集団サイズ – – – –
利点 ·適切なパラメータ設定 ·パラメータ数が少ない ·パラメータ数が少ない ·パラメータ数が少ない ·パラメータ数が少ない
を選択時に解探索性能が ·アプリケーション適用 ·母集団の多様性が高い ·アプリケーション適用 ·母集団の多様性が高い
高い が容易 が容易
·粒子の並列計算性が高い
欠点 ·交叉，突然変異がラン ·母集団の多様性が低い ·解への収束が遅い ·局所探索が不十分 ·ランダム探索に依存
ダムのため，解への早期 しているため，解への
収束が未保証 早期収束が未保証
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粒子群最適化法 (Particle swarm optimization; PSO) [3.1]は母集団型の確率的なメタヒューリスティ




とができる．粒子群における i番目の粒子 (粒子 i)は，速度ベクトル vi = (vi1, vi2, . . . , viD)，位置ベ
クトル xi = (xi1, xi2, . . . , xiD)，自身の探索過程における最良の位置ベクトル (Personal best solution;
pbest) pbi = (pbi1, pbi2, . . . , pbiD)を持つ．また，粒子は粒子群の探索過程における最良の位置ベクト
ル (Global best solution; gbest) gb = (gb1, gb2, . . . , gbD)を共有する．Dは最適化問題の次元数を表す．
tステップ目の粒子 iにおける j次元目の速度と位置の更新式 [3.2]を式 (3.1)，(3.2)に示す．また，
粒子モデルを図 3.1に示す．
vt+1i j = wv
t
i j + c1r1(pb
t
i j − xti j) + c2r2(gbtj − xti j) (3.1)
xt+1i j = x
t
i j + v
t+1
i j (3.2)
ここで，wは慣性速度定数，c1，c2は pbest，gbestそれぞれに対する加速度係数 (Cognitive coeﬃcient;






1: t = 0;
2: 全ての粒子の v0と x0を初期化;
3: 全ての粒子の評価値を f (x0)により計算;
4: 全ての粒子の pb0を自身の x0で初期化;
5: gb0を最良の pb0で初期化;
6: while t ≤ tmax do
7: for i = 1 to N do
8: for j = 1 to D do
9: 式 (3.1)，(3.2)より，粒子 iの j次元要素の速度と位置を更新;
10: end for
11: 粒子 iの評価値を計算;
12: if f (xt+1i ) < f (pb
t
i) then





16: k = arg
i
min f (pbt+1i );
17: if f (pbt+1k ) < f (gb
t) then
18: gbt+1 = pbt+1k ;
19: end if
20: t = t + 1;
21: end while





















































者において，PSOと GAを組み合せた PSO-GA [3.8]，ACOと組み合わせた HAP [3.9]，SAと組み
合わせた PSO-SA [3.10]，DEと組み合わせたHPSO-DE [3.11]などが明らかにされている．後者に
おいて，量子力学の概念を粒子に導入した Quantum-behaved PSO (QPSO) [3.13]，粒子の位置を標







[3.16]-[3.20]が行われている．これらの解析では，粒子の確率要素を 1 (i.e.，r1 = r2 = 1)とした決
定論的な PSO (Deterministic PSO; D-PSO)を用いている [3.19],[3.20]．D-PSOにおける粒子 iにおけ
る j次元要素の速度と位置の更新式は次式となる．
c = c1 + c2 (3.3)
qti j =





yti j = x
t
i j − qti j (3.5)
vt+1i j = wv
t
i j + (c1 + c2)(q
t
i j − xti j) (3.6)
ここで，qi jは平衡点，yi jは平衡点を基準とした粒子の相対位置を表す．式 (3.2)，(3.6)より，速度
と位置情報をベクトル表記すると ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ vt+1i jyt+1i j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ w −cw 1 − c
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

















の収束条件は式 (3.10)となる． ⎧⎪⎪⎪⎨⎪⎪⎪⎩ |w| < 10 < c < 2w + 2 (3.9)
0 < w < 1 (3.10)





文献 [3.17]においては，M. Clercと J. Kennedyらによって理論解析により粒子の速度が収束する
ことを保証する “constriction factor”が提案されている．Clercらは式 (3.7)の速度と位置の更新式を
5個の係数 α，β，γ，δ，ηを用いて以下の式に示した．⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ vt+1i jyt+1i j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ α −βϕγ δ − ηϕ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ vti jyti j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3.11)
ここで，ϕ = c = c1 + c2 (ϕ > 0)とする．式 (3.11)において，α = γ = w，β = δ = η = 1のときは式
(3.7)と等価となる．Clercらはこれら 5個のパラメータ間の関係性について分類し，これらのパラ
メータ選択により粒子の速度が収束，発散することを示している．
これらのパラメータ間の分類についてClass 1′′ (i.e.，α = β = γ = η，δ = 1)では，パラメータ α
に “constriction coeﬃcient (χ)”を設定することによって粒子が安定して平衡点に収束することが解





vt+1i j = χ
(
vti j + ϕ1r1(pb
t





|2 − ϕ − √ϕ2 − 4ϕ| (3.13)
ϕ = ϕ1 + ϕ2 > 4 (3.14)
3.2.3 並列計算環境への実装に関する研究




















離散最適化問題を解くための離散 PSO (Discrete particle swarm optimization; DPSO) [3.28]は無線
センサネットワークにおけるフラッディングの効率化 [3.29]や Zigbeeセンサネットワークのルータ
配置 [3.30]などに適用されている．



















































図 3.5: PSOにおける粒子間の近傍構造例 (総粒子数：8)
静的な近傍構造においては，近傍粒子は解空間上の位置関係によって決定されるのではなく，粒
子番号 (Index)によって決められることが多い．標準的な PSOでは，各粒子は他の全粒子と最良解情
報 (i.e.，gbest)を共有している全結合型の近傍構造 (Fully connected topologyまたは gbest topology)
を持つ．このため，標準的な PSOは gbestに収束しやすく，多峰性問題において初期収束を起こし
やすい．
各粒子が特定の近傍粒子間のみで最良解情報 (Local best solution; lbest)を共有する “lbest topology”







vt+1i j = wv
t
i j + c1r1(pb
t
i j − xti j) + c2r2(nbti j − xti j) (3.15)
ここで，nbi = (nbi1, nbi2, . . . , nbiD)は粒子 iにおける近傍粒子間の最良解情報 (Neighborhood best;
nbest)を表す．したがって，粒子は nbest周辺の探索を行うことになり，粒子が gbestへ一斉に収束
することを抑制できる．
図 3.5に総粒子数が 8個のときの次数が 2，4，7の “lbest topology”の例を示す．図 3.5において，
“◦”は粒子を表し，粒子間を結合する “エッジ”は良解情報を共有する関係を表す．











は “Niching algorithm” [3.89]と類似している．“Niching algorithm”では，各粒子は母集団から分化
し，サブ集団の形成や他サブ集団への統合を繰り返すことで解空間上の局所解を並列的に探索する
ことができる．文献 [3.44]では，“ring topology”にメモリ機構を導入した PSOが提案されており，
“Niching algorithm”よりも解探索性能が優れていることが示されている．
図 3.5 (b)は次数が 4であり，各粒子は隣接する 4近傍の粒子と良解情報の共有を行う．
図 3.5 (c)は次数が 7であり，“gbest topology”と等価であり，各粒子は他の全ての粒子と良解情
報の共有を行う．この場合は最良解情報の伝播が速く，粒子群は局所的な探索を行いやすい．この


















表 3.1に総粒子数 9において，次数 2，4，6，8としたときの “lbest topology”における平均頂点
間距離を示す．表 3.1より，“lbest topology”において，次数が増加するに従い，平均頂点間距離は 1
に近づいていくことがわかる．特に，次数が 8の “gbest topology”においては平均頂点間距離は 1で
あり，粒子は他の全ての粒子と結合していることを表している．一方，次数が 2の “ring topology”
においては平均頂点間距離が最も大きいことから最良解情報の伝搬速度も他の次数と比較して遅く
なる．
粒子間の静的な近傍構造においては “gbest topology”，“lbest topology”とその中間的構造が代表
31
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(a) wheel topology (b) random edge topology (c) small-world topology
(d) von Neumann topology (e) pyramid topology (f) four clusters topology




























図 3.6 (i)のように，“grid topology”の上下をループ状に結合した近傍構造である．
文献 [3.41]では，様々な静的な近傍構造を持つ PSOの解探索性能の比較が行われており，“von






その弊害を回避する手法として FIPS (Fully informed particle swarm) [3.42],[3.43]が明らかにされて
いて，その手法では，各粒子は近傍粒子の最良解情報のみを参照せずに近傍粒子全ての pbestの情
報に基づいて自身の速度情報を更新するものとなっている．
vt+1i j = χ(v
t
i j + ϕ(pb
t





















FIPSの粒子 iにおける j次元要素の速度更新式は式 (3.17)-(3.20)で示される．ここで，ϕkは加速度

































FDR-PSO (Fitness-distance-ratio PSO) [3.52],[3.53]は他粒子の評価値とその距離に基づいて参照す





f (pbtk) − f (xti)
|pbtk j − xti j|
(3.21)
vt+1i j = wv
t
i j + c1r1(pb
t
i j − xti j) + c2r2(gbtj − xti j) + c3r3(pbtn j − xti j) (3.22)
ここで，nは粒子 iにおける j次元要素における最良の近傍粒子番号を表し，pbn jは近傍粒子間の





さらに，“ring topology”に基づいた PSO-Dring [3.55]や各粒子が近傍粒子とみなすための範囲を















くなるように近傍構造を構築する．図 3.7に H-PSOにおける近傍構造の例を示す．下位層の粒子 j
(子ノード)が上位層の粒子 i (親ノード)より良好な解を発見した場合，粒子 jと粒子 iを入れ替える
ことで近傍構造の入れ替えを行う．各サブ木は独自に解空間を探索することができる．
TGPSOでは，粒子 iの pbestiが一定期間改善がされなかった場合，解空間上にランダムに生成し
た粒子 jを粒子 iの近傍として追加する．図 3.8に示すように，初期の近傍構造は 1次元格子状であ




C-PSO (Clan PSO) [3.58]やNS-PSO (Network structured PSO) [3.47]は粒子の評価値に基づいて参
照する近傍粒子が変化する手法である．





















子数が確率的に決定される手法 [3.60]，スケールフリーなネットワークである Baraba`si-Albert (BA)
モデルを用いて確率的に粒子間の近傍構造を構築する手法 [3.62]，pbestが更新されないイタレー












と与えられる．ここで，Lswは SW-TOPOの平均頂点間距離，Lは “lbest topology”の平均頂点間距




IPSO (Independent-minded PSO) [3.61]は各粒子は確率的に他粒子と情報共有するかどうかを決定
する手法である．粒子 iは式 (3.24)に基づいて他粒子と情報共有するかどうかを決定する．
randi ≤ C (3.24)
ここで，randiは [0, 1]の一様乱数を示しているから閾値パラメータCで確率を可変とする．式 (3.24)
を満たした粒子間において情報共有を行い，条件を満たさなかった粒子は情報共有を行わず，群れ
から独立して探索を行う．式 (3.25)，(3.26)に IPSOにおける粒子 iの j次元要素の速度更新式およ
び gbestの更新式を示す．⎧⎪⎪⎪⎨⎪⎪⎪⎩ v
t+1
i j = wv
t
i j + c1r1(pb
t
i j − xti j) + c2r2(gbtj − xti j) randi ≤ C
vt+1i j = wv
t
i j + c1r1(pb
t




min f (pbt+1i ), randi ≤ C (3.26)
したがって，粒子 iが最良値の情報を持っていたとしても，randi > Cの場合はその最良値を gbest










図 3.11: マルチスウォーム PSOの研究の分類





MS-PSOの多くの手法において，母集団は S 個のサブ集団に分割され，g番目のサブ集団 (サブ









DMS-PSO (Dynamic multi-swarm PSO) [3.72]は一定期間ごとに全てのサブ集団がランダムに再グ
ループ化される機構を有する手法である．図 3.12に再グループ化の概念図を示す．粒子は複数のサ
































DMPSO (Diversity-based multiple PSO) [3.85]，MSPSO (Multi-species PSO) [3.81]，PSO-PAS (PSO
for computing plural acceptable solutions) [3.86]が提案されている．
母集団からの分化や移住操作を必要としない手法として免疫機構のメカニズムを導入した Sup-
pression PSO [3.88]や CoPSO (Competitive PSO) [3.82]が提案されている．
CoPSOでは，予め母集団から複数のサブ集団を生成し，各サブ集団は独立して標準的な PSOと
して探索を行う．各サブ集団は他のサブ集団と同一の解領域を探索することを抑制するために優先
評価範囲を有する．例えば，サブ集団 gの優先評価範囲内にサブ集団 hの粒子 iが移動した場合，粒
子 iが pbiの評価値よりも良好な評価値である解を発見したとしても，粒子 iは評価および pbiの更
新を行うことはできない．このため，各サブ集団は他サブ集団が探索している領域を探索すること
なく，複数の近似解を並列的に探索することができることが示されている．
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万のセンサノードにおける FNSPの最適化 [3.26]，大多数のタスク割り当ての最適化 [3.21]，経済

















型の実装手法 (Parallel synchronous PSO; PSPSO)と非同期的に粒子の状態更新を行う非同期型の実
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提案する方法では，粒子群の母集団を複数の小規模な粒子群 (サブ PSO)に分割し，各サブ PSO
は静的な近傍構造に基づき近傍サブ PSOが決定される．各サブ PSOにおける粒子は自身の良解情
報 pbest，粒子が属するサブ PSOの良解情報 lbest，近傍サブ PSO間における良解情報 glbestを参
照し，解空間上を飛び回る．このため，各サブ PSOは解空間上を独立して探索を行う．
各サブ PSOはそれぞれの近傍サブ PSOと情報交換することができ，各サブ PSOの近傍に対する




各サブ PSOは自身の lbestが更新されたときに近傍のサブ PSOと情報交換を行い，その際，自身











団 (サブ PSO) に分割され，各サブ PSOはグラフ理論に基づいた静的な近傍構造によって近傍の
サブ PSOが割り当てられる．g番目のサブ PSO (PSOg) の i番目の粒子 (粒子 i)は，速度ベクト
ル vg,i = (vg,i1, vg,i2, . . . , vg,iD)，位置ベクトル xg,i = (xg,i1, xg,i2, . . . , xg,iD)，自身の探索過程における
最良解ベクトル pbestg,i = (pbg,i1, pbg,i2, . . . , pbg,iD)を持ち，PSOg の探索過程における最良解ベク























glbestg = (glg,1, glg,2, . . . , glg,D)を共有する．Dは最適化する設計変数の総数を表す．PSOgにおける
粒子 iの j次元要素の速度と位置の更新式を式 (4.1)，(4.2)に示し，図 4.1に PSONの粒子の概念図
を示す．
vt+1g,i j = wv
t
g,i j + c1r1(pb
t
g,i j − xtg,i j) + c2r2(lbtg, j − xtg,i j) + c3r3(gltg, j − xtg,i j) (4.1)
xt+1g,i j = x
t




における粒子の速度更新式は式 (3.1)で示した標準的な PSOの速度更新に glbestとの差分項を追加
したものである．PSOgにおいて，lbestgが更新されたときに PSOgの近傍サブ PSOと lbestgの通


















ブ PSOが割り当てられている PSONの例を示す．同図において，PSOgは 2つの近傍サブ PSOから




傍構造はグループ間次数 (Degree Between Groups; DBG)により決定する．図 4.3にはサブ PSO数
が 6個であり，DBGを 2，4，5と変えた PSONの例を示す．図 4.3 (a)において，各サブ PSOは隣
り合う 2つの近傍サブ PSOと情報交換できることを表し (ring topology)，図 4.3 (b)において，各サ
ブ PSOは隣り合う 4つの近傍サブ PSOと情報交換できることを表す．図 4.3 (c)では，他の全ての
サブ PSOと情報交換できることを表している (Fully connected topology)．総サブ PSO数を S とす









(a) DBG = 2 (b) DBG = 4
(c) DBG = 5







f (x)を最小化する問題における PSONの擬似コードを Algorithm 4.1に示す．ここで，tmaxは最




1: t = 0;
2: DBGを初期化し，DBGに基づいて，各サブ PSOの近傍構造を構築;
3: 全ての iに対して，粒子 iの v0i，x
0
i をランダムに初期化;
4: 全ての iに対して，粒子 iの評価値を f (x0i )により計算;
5: 全ての iに対して，粒子 iの pbest0i を自身の x
0
i で初期化;
6: 全ての gに対して，PSOgの lbest0gを最良の pbest0gで初期化;
7: 全ての gに対して，PSOgの近傍と情報交換を行い glbest0gを更新;
8: while t < tmax do
9: for g = 1 to S do
10: for i = 1 to N do





14: if f (xt+1g,i ) < f (pbest
t
g,i) then





18: k = arg
i
min f (pbestt+1g,i );
19: if f (pbestt+1g,k ) < f (lbest
t
g) then
20: lbestt+1g = pbestt+1g,k ;
21: end if
22: end for
23: for g = 1 to S do
24: if lbestt+1g が更新された場合 then
25: PSOgの全ての近傍サブ PSOと通信;
26: PSOgの近傍サブ PSOは式 (4.3)により glbestを更新;
27: end if
28: end for













乱数要素を 1に固定したとき (r1 = r2 = r3 = 1)，PSONにおける PSOgの粒子 iの j次元要素にお
ける速度更新式は次式となる．
vt+1g,i j = wv
t
g,i j + φ1(pb
t




φ1pbg,i j + φ2lbg, j + φ3glg, j
φ1 + φ2 + φ3
(4.5)
φ = φ1 + φ2 (4.6)
vt+1g,i j = wv
t












g,i − (φ + φ3)ytg,i (4.8)
yt+1g,i = wv
t
g,i + (1 − φ − φ3)ytg,i (4.9)



















































(c) w = 0.9
図 4.4: wによるパラメータ領域
式 (4.8)，(4.9)を行列形式で表すと式 (4.10)となる．⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ vt+1g,iyt+1g,i
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =








λ2 − (1 − φ − φ3 + w)λ + w = 0 (4.11)
式 (4.11)より，行列 Aの固有値 λは
λ =
(1 − φ − φ3 + w) ±
√





る．よって，PSONにおける粒子の平衡点への収束条件は⎧⎪⎪⎪⎨⎪⎪⎪⎩ −φ3 < φ < −φ3 + 2w + 2−1 < w < 1 (4.13)
となる．















No. c3 c 解析結果
1 0.1955 2.9910 収束
2 0.8000 1.2000 収束
3 0.8000 1.6000 収束
4 0.3000 2.0000 収束
5 0.8000 2.7000 発散
6 2.6000 0.2000 収束
7 1.9955 1.9910 発散
8 1.8955 2.0910 発散
9 1.4955 2.9910 発散
10 1.0955 3.9910 発散
11 2.4955 2.9910 発散
12 4.0000 0.5000 発散
13 0.5000 4.0000 発散
14 3.0000 1.0000 発散
15 3.0000 0.5000 発散
16 3.5000 0.5000 発散
17 3.5000 0.2500 発散
18 5.0000 0.0000 発散
19 0.0000 5.0000 発散
20 3.0000 3.0000 発散
21 8.0000 0.0000 発散
22 0.0000 8.0000 発散
23 4.0000 4.0000 発散













図 4.6: 1つのサブ PSOにおける 1粒子の推移
決定論的な PSONにおける解析的検討から得られた結果に基づいて加速度係数を収束，発散領域





図 4.5に (a)サブ PSO数が 1，(b)サブ PSO数が 2，のときの粒子の安定性の実験結果を示す．図
4.5において，横軸は c3，縦軸は c = c1 + c2を表し，“No.”は表 4.2の “No.”を表す．また，図 4.6に
サブ PSO数が 1つの場合における収束 (No. 1)，発散 (No. 16)の 1粒子における位置の推移を示す．











表 4.3: 実験環境 I
総サブ PSO数 (S ) 8 16








表 4.4: ベンチマーク問題 I
関数 探索範囲
Rastrigin’s f (x) = 10D +
D∑
i=1
(x2i − 10 cos(2πxi)) [-5.12,5.12]




100(xi+1 − x2i )2 + (1 − xi)2
)
[-2.048,2.048]












































0.25 × (1 + sin2 (50(x2i + x2i+1)0.1)) [-100,100]
PSONの有効性を示すために数値実験を行う．実験環境とベンチマーク問題を表 4.3，表 4.4に
示す．また，CEC’13ベンチマーク問題 [4.2]から 6個のベンチマーク問題を選び，実験で用いる




表 4.5: ベンチマーク問題 II
F ベンチマーク関数 Landscape 最適解 探索範囲
F1 Sphere Separable unimodal 0 [−5.12, 5.12]
F2 Shifted sphere ( f1) [4.2] Separable unimodal -1400 [−100, 100]
F3 Diﬀerent powers ( f5) [4.2] Separable unimodal -1000 [−100, 100]
F4 Rosenbrock’s Non-separable unimodal 0 [−2.048, 2.048]
F5 Ridge Non-separable unimodal 0 [−64, 64]
F6 Rastrigin’s Separable multimodal 0 [−5.12, 5.12]
F7 Ackley’s Separable multimodal 0 [−32, 32]
F8 Griewank’s Non-separable multimodal 0 [−600, 600]
F9 Schaﬀer’s Non-separable multimodal 0 [−100, 100]
F10 Rotated Griewank’s ( f10) [4.2] Non-separable multimodal -500 [−100, 100]
F11 Expanded Griewank’s plus Rosenbrock’s ( f19) [4.2] Non-separable multimodal 500 [−100, 100]
F12 Composition 1 ( f21) [4.2] Non-separable multimodal 700 [−100, 100]
F13 Composition 8 ( f28) [4.2] Non-separable multimodal 1400 [−100, 100]
に依存関係のある問題を表す．PSONのパラメータについて，PSOにおける粒子の解収束を保証す
るパラメータ設定方法 (式 (3.12)-(3.14))に基づいて，その解探索性能が良好なパラメータ設定 (i.e.,
ϕ1 = ϕ2 = 2.05)[4.1]と等価となる w，c1，c2を PSONのパラメータとして経験的に選んだ．c3の値
は式 (4.13)の収束条件を満たし，その固有値 λが複素固有値となるように設定した．また，c3の値
はサブ PSOが探索初期に glbestへ収束することを抑制するために c1，c2の値よりも小さな値に設
定した．なお，w，c1，c2，c3の値を式 (4.13)における収束領域と発散領域の境界に近づけること
で，粒子は最良解周辺を大きく移動するため，広域的な探索を行うようになる．
総粒子数を 160に固定し，総サブ PSO数と各サブ PSO内部の粒子数を変化させる．また，DBG
を変化させて解探索性能を調査する．実験結果は初期値をランダムに変化させた 100回試行の平
均値で示す．また，平均値は探索終了時の最良の glbestと最適解の評価値の誤差値で示す．図 4.7，
図 4.8に実験結果を示す．図 4.7，図 4.8において，横軸は DBG，縦軸は探索終了時における最良
の glbestの評価値を表す．図 4.7，図 4.8より，PSONは 8個のベンチマーク問題 (F1 ∼ F3，F5，
F7 ∼ F10)において最適解を探索できている．また，全てのベンチマーク問題においてサブ PSO数





多峰性問題 (i.e.，F8 ∼ F10，F12，F13)に対して，小さな DBG (Ring topologyに近づける)に設定
することで PSONの解探索性能が向上していくことが示されている．一方，F1 ∼ F5の単峰性問題








































































































































































































































探索性能を比較する．比較対象として標準的な PSO [4.3]，静的な近傍構造を有する PSO (NPSO)





数が少ない場合の 2つについて実験を行う．実験環境は表 4.6を用い，表 4.5のベンチマーク問題を
用いる．総粒子数が 160個，30個において，各手法のパラメータ候補をそれぞれ表 4.7，表 4.8に
示し，各手法において最良の解探索性能を示したパラメータの値をそれぞれ表 4.9，表 4.10に示す．
まず，総粒子数を 160とし，PSON，DMS-PSOにおいてはサブ PSO数を 16，サブ PSOあたりの
粒子数を 10として実験を行う．表 4.11に実験結果を示す．実験結果はランダムに初期値を変化させ
た 100回試行における平均値 (Mean)，標準偏差 (SD)，中央値 (Median)により示す．平均値，中央
値は探索終了時における最良解と最適解の評価値の誤差値で示す．また，表 4.11における平均値お
よび標準偏差を用いて t検定 [4.7]を行った．有意水準は 5%としたときに PSONの結果が他の手法
に有意性を持っているかを検定するものである．t検定の結果を表 4.12に示す．表 4.12には PSON










表 4.7: パラメータ候補 (160粒子)
NPSO Degree {1, 2, 4, 8, 16, 32, 64}
IPSO C {0.01, 0.02, 0.05, 0.10, 0.20, 0.50}
DMS-PSO R {5, 6, 7}
PSON DBG {1, 2, 4, 6, 8, 10, 12, 14, 15}
表 4.8: パラメータ候補 (30粒子)
NPSO Degree {1, 2, 4, 8, 16}
IPSO C {0.01, 0.02, 0.05, 0.10, 0.20, 0.50}
DMS-PSO R {5, 6, 7}
PSON DBG {1, 2, 4, 6, 8, 9}
表 4.9: 各手法におけるパラメータ (160粒子)
F NPSO IPSO DMS-PSO PSON
F1 Degree = 64 C = 0.20 R = 5 DBG = 14
F2 Degree = 1 C = 0.01 R = 7 DBG = 1
F3 Degree = 1 C = 0.01 R = 6 DBG = 1
F4 Degree = 4 C = 0.10 R = 5 DBG = 14
F5 Degree = 16 C = 0.05 R = 5 DBG = 14
F6 Degree = 32 C = 0.05 R = 5 DBG = 14
F7 Degree = 16 C = 0.05 R = 5 DBG = 8
F8 Degree = 2 C = 0.10 R = 6 DBG = 2
F9 Degree = 8 C = 0.02 R = 7 DBG = 4
F10 Degree = 4 C = 0.02 R = 5 DBG = 2
F11 Degree = 8 C = 0.05 R = 7 DBG = 4
F12 Degree = 2 C = 0.05 R = 7 DBG = 1
F13 Degree = 2 C = 0.01 R = 7 DBG = 2
表 4.10: 各手法におけるパラメータ (30粒子)
F NPSO IPSO DMS-PSO PSON
F1 Degree = 8 C = 0.10 R = 5 DBG = 4
F2 Degree = 1 C = 0.01 R = 7 DBG = 1
F3 Degree = 1 C = 0.01 R = 6 DBG = 1
F4 Degree = 2 C = 0.05 R = 6 DBG = 4
F5 Degree = 2 C = 0.05 R = 7 DBG = 4
F6 Degree = 8 C = 0.10 R = 7 DBG = 9
F7 Degree = 2 C = 0.02 R = 7 DBG = 4
F8 Degree = 2 C = 0.05 R = 7 DBG = 2
F9 Degree = 1 C = 0.05 R = 5 DBG = 6
F10 Degree = 2 C = 0.05 R = 7 DBG = 2
F11 Degree = 1 C = 0.05 R = 7 DBG = 2
F12 Degree = 2 C = 0.05 R = 7 DBG = 4
F13 Degree = 1 C = 0.02 R = 7 DBG = 2
F1 ∼ F3，F5，F7 ∼ F10のベンチマーク問題において最適解を発見できている．その中でも PSON
は平均値においてNPSOやDMS-PSOよりも優れた結果を示していて，初期値に依存せず安定して
最適解を得ることができている．
次に，総粒子数を 30個として粒子数を 160個から減少させたときの PSONの性能を調査する．










表 4.11: 比較実験結果 (160粒子)
F PSO NPSO IPSO DMS-PSO PSON
F1 Mean 2.62E-01 0.00E+00 0.00E+00 0.00E+00 0.00E+00
SD 2.61E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Median 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F2 Mean 1.02E+04 0.00E+00 4.87E-05 4.02E+01 0.00E+00
SD 4.90E+03 0.00E+00 3.49E-05 1.82E+02 0.00E+00
Median 9.85E+03 0.00E+00 3.95E-05 0.00E+00 0.00E+00
F3 Mean 1.92E+03 0.00E+00 1.47E+01 2.19E+01 0.00E+00
SD 1.21E+03 0.00E+00 3.85E+01 5.50E+01 0.00E+00
Median 2.06E+03 0.00E+00 3.64E-02 0.00E+00 0.00E+00
F4 Mean 4.45E+01 1.43E+01 2.22E+01 1.93E+01 6.33E+00
SD 1.16E+02 5.96E+00 1.15E+01 7.66E+00 1.77E+00
Median 1.36E+01 1.59E+01 2.09E+01 1.80E+01 6.24E+00
F5 Mean 3.37E+03 2.13E-03 1.51E+00 7.61E+01 0.00E+00
SD 2.57E+03 1.98E-03 1.22E+00 3.98E+02 0.00E+00
Median 2.73E+03 1.60E-03 1.07E+00 4.77E-03 0.00E+00
F6 Mean 9.37E+01 5.49E+01 2.95E+01 3.78E+01 2.01E+01
SD 2.96E+01 1.68E+01 9.57E+00 1.34E+01 8.07E+00
Median 9.11E+01 5.38E+01 2.91E+01 3.48E+01 1.89E+01
F7 Mean 1.67E+00 0.00E+00 8.06E-02 0.00E+00 0.00E+00
SD 4.60E+00 0.00E+00 2.95E-01 0.00E+00 0.00E+00
Median 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F8 Mean 2.72E+00 0.00E+00 5.59E-03 3.20E-03 0.00E+00
SD 1.54E+01 0.00E+00 8.06E-03 5.36E-03 0.00E+00
Median 8.63E-03 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F9 Mean 7.55E+01 1.80E-02 1.44E+01 1.85E+00 2.15E-04
SD 2.91E+01 8.89E-02 1.09E+01 5.39E+00 1.50E-03
Median 7.54E+01 4.21E-05 1.17E+01 0.00E+00 0.00E+00
F10 Mean 1.39E+03 3.02E+01 5.27E+01 1.10E+02 1.19E-01
SD 6.68E+02 4.38E+01 6.81E+01 1.42E+02 4.71E-02
Median 1.29E+03 1.77E+01 2.26E+01 6.48E+01 1.19E-01
F11 Mean 7.55E+03 3.93E+00 8.32E+00 3.74E+00 3.48E+00
SD 1.03E+04 1.38E+00 4.43E+00 3.05E+00 7.97E-01
Median 3.36E+03 3.78E+00 7.07E+00 3.02E+00 3.38E+00
F12 Mean 1.10E+03 2.14E+02 2.93E+02 3.06E+02 2.43E+02
SD 4.79E+02 3.47E+01 8.15E+01 1.23E+02 5.53E+01
Median 1.09E+03 2.00E+02 3.00E+02 3.00E+02 2.05E+02
F13 Mean 2.63E+03 3.00E+02 4.71E+02 8.72E+02 3.00E+02
SD 4.34E+02 0.00E+00 3.73E+02 4.99E+02 0.00E+00




表 4.12: PSON vs比較手法における t検定の結果 (160粒子)
F PSO NPSO IPSO DMS-PSO PSON
F1 Mean±SD 2.62E-01±2.61E+00 0.00E+00±0.00E+00 0.00E+00±0.00E+00 0.00E+00±0.00E+00 0.00E+00±0.00E+00
p−value 3.20E-01 – – – –
F2 Mean±SD 1.02E+04±4.90E+03 0.00E+00±0.00E+00 4.87E-05±3.49E-05 4.02E+01±1.82E+02 0.00E+00±0.00E+00
p−value 2.20E-16∗ – 2.20E-16∗ 3.05E-02∗ –
F3 Mean±SD 1.92E+03±1.21E+03 0.00E+00±0.00E+00 1.47E+01±3.85E+01 2.19E+01±5.50E+01 0.00E+00±0.00E+00
p−value 2.20E-16∗ – 2.20E-16∗ 1.43E-04∗ –
F4 Mean±SD 4.45E+01±1.16E+02 1.43E+01±5.96E+00 2.22E+01±1.15E+01 1.93E+01±7.66E+00 6.33E+00±1.77E+00
p−value 1.43E-03∗ 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ –
F5 Mean±SD 3.37E+03±2.57E+03 2.13E-03±1.98E-03 1.51E+00±1.22E+00 7.61E+01±3.98E+02 0.00E+00±0.00E+00
p−value 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 6.04E-02 –
F6 Mean±SD 9.37E+01±2.96E+01 5.49E+01±1.68E+01 2.95E+01±9.57E+00 3.78E+01±1.34E+01 2.01E+01±8.07E+00
p−value 2.20E-16∗ 2.20E-16∗ 3.20E-12∗ 2.20E-16∗ –
F7 Mean±SD 1.67E+00±4.60E+00 0.00E+00±0.00E+00 8.06E-02±2.95E-01 0.00E+00±0.00E+00 0.00E+00±0.00E+00
p−value 4.71E-04∗ – 7.70E-03∗ – –
F8 Mean±SD 2.72E+00±1.54E+01 0.00E+00±0.00E+00 5.59E-03±8.06E-03 3.20E-03±5.36E-03 0.00E+00±0.00E+00
p−value 8.17E-02 – 4.97E-10∗ 4.09E-08∗ –
F9 Mean±SD 7.55E+01±2.91E+01 1.80E-02±8.89E-02 1.44E+01±1.09E+01 1.85E+00±5.39E+00 2.15E-04±1.50E-03
p−value 2.20E-16∗ 4.90E-02∗ 2.20E-16∗ 9.30E-04∗ –
F10 Mean±SD 1.39E+03±6.68E+02 3.02E+01±4.38E+01 5.27E+01±6.81E+01 1.10E+02±1.42E+02 1.19E-01±4.71E-02
p−value 2.20E-16∗ 6.51E-10∗ 1.13E-11∗ 1.23E-11∗ –
F11 Mean±SD 7.55E+03±1.03E+04 3.93E+00±1.38E+00 8.32E+00±4.43E+00 3.74E+00±3.05E+00 3.48E+00±7.97E-01
p−value 7.77E-11∗ 5.03E-03∗ 2.20E-16∗ 4.02E-01 –
F12 Mean±SD 1.10E+03±4.79E+02 2.14E+02±3.47E+01 2.93E+02±8.15E+01 3.06E+02±1.23E+02 2.43E+02±5.53E+01
p−value 2.20E-16∗ 2.37E-05∗ 8.98E-07∗ 6.04E-06∗ –
F13 Mean±SD 2.63E+03±4.34E+02 3.00E+02±0.00E+00 4.71E+02±3.73E+02 8.72E+02±4.99E+02 3.00E+02±0.00E+00
p−value 2.20E-16∗ – 1.46E-05∗ 2.20E-16∗ –
+ 0 1 0 0 –
= 2 6 1 4 –




表 4.13: 比較実験結果 (30粒子)
F PSO NPSO IPSO DMS-PSO PSON
F1 Mean 5.24E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
SD 1.11E+01 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Median 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
F2 Mean 2.27E+04 9.38E+00 1.46E+02 3.14E+02 0.00E+00
SD 7.98E+03 9.33E+01 4.00E+02 5.97E+02 0.00E+00
Median 2.09E+04 0.00E+00 1.99E+00 0.00E+00 0.00E+00
F3 Mean 7.91E+03 4.62E-01 5.25E+02 5.88E+02 4.62E-01
SD 5.56E+03 4.60E+00 7.41E+02 1.01E+03 4.60E+00
Median 6.32E+03 0.00E+00 1.86E+02 1.88E+02 0.00E+00
F4 Mean 1.19E+02 2.21E+01 3.45E+01 2.58E+01 2.05E+01
SD 2.59E+02 6.67E+00 2.37E+01 2.35E+01 7.41E+00
Median 1.70E+01 2.31E+01 2.48E+01 2.13E+01 1.94E+01
F5 Mean 5.32E+03 1.27E+02 3.39E+02 1.16E+03 2.33E-03
SD 3.70E+03 3.86E+02 6.08E+02 1.64E+03 3.62E-03
Median 4.78E+03 3.60E+01 1.37E+02 3.14E+00 1.32E-03
F6 Mean 1.33E+02 1.00E+02 6.24E+01 7.18E+01 3.83E+01
SD 3.72E+01 2.73E+01 2.04E+01 2.23E+01 1.13E+01
Median 1.28E+02 1.02E+02 5.87E+01 6.96E+01 3.71E+01
F7 Mean 7.84E+00 1.30E+00 3.28E+00 6.26E+00 1.50E+00
SD 6.77E+00 3.72E+00 3.87E+00 9.09E+00 2.04E+00
Median 3.46E+00 0.00E+00 2.41E+00 0.00E+00 1.34E+00
F8 Mean 2.29E+01 2.40E-03 1.41E-02 6.77E-03 4.34E-03
SD 3.39E+01 4.53E-03 1.77E-02 9.40E-03 8.71E-03
Median 7.18E+00 0.00E+00 9.86E-03 0.00E+00 2.33E-04
F9 Mean 1.22E+02 7.82E+00 4.99E+01 2.71E+01 5.03E+00
SD 2.65E+01 4.03E+00 2.42E+01 1.97E+01 4.35E+00
Median 1.21E+02 6.47E+00 4.67E+01 2.52E+01 4.09E+00
F10 Mean 3.23E+03 1.77E+02 1.99E+02 2.61E+02 5.20E-01
SD 1.07E+03 1.75E+02 2.48E+02 2.72E+02 2.27E+00
Median 3.13E+03 1.35E+02 1.26E+02 1.83E+02 2.69E-01
F11 Mean 1.23E+05 1.66E+01 3.94E+02 3.76E+02 1.00E+01
SD 1.81E+05 3.12E+01 1.47E+03 1.65E+03 2.53E+00
Median 5.77E+04 1.35E+01 2.45E+01 8.27E+00 9.52E+00
F12 Mean 2.56E+03 3.19E+02 3.69E+02 3.92E+02 3.02E+02
SD 4.20E+02 1.58E+02 2.33E+02 2.26E+02 8.56E+01
Median 2.53E+03 3.00E+02 3.00E+02 3.00E+02 3.00E+02
F13 Mean 4.13E+03 6.11E+02 1.45E+03 1.39E+03 4.33E+02
SD 7.76E+02 5.46E+02 6.41E+02 6.73E+02 3.96E+02




表 4.14: PSON vs比較手法における t検定の結果 (30粒子)
F PSO NPSO IPSO DMS-PSO PSON
F1 Mean±SD 5.24E+00±1.11E+01 0.00E+00±0.00E+00 0.00E+00±0.00E+00 0.00E+00±0.00E+00 0.00E+00±0.00E+00
p−value 8.74E-06∗ – – – –
F2 Mean±SD 2.27E+04±7.98E+03 9.38E+00±9.33E+01 1.46E+02±4.00E+02 3.14E+02±5.97E+02 0.00E+00±0.00E+00
p−value 2.20E-16∗ 3.20E-01 4.71E-04∗ 9.35E-07∗ –
F3 Mean±SD 7.91E+03±5.56E+03 4.62E-01±4.60E+00 5.25E+02±7.41E+02 5.88E+02±1.01E+03 4.62E-01±4.60E+00
p−value 2.20E-16∗ 1.00E+00 2.53E-10∗ 8.30E-08∗ –
F4 Mean±SD 1.19E+02±2.59E+02 2.21E+01±6.67E+00 3.45E+01±2.37E+01 2.58E+01±2.35E+01 2.05E+01±7.41E+00
p−value 2.55E-04∗ 1.14E-01 1.45E-07∗ 3.63E-02∗ –
F5 Mean±SD 5.32E+03±3.70E+03 1.27E+02±3.86E+02 3.39E+02±6.08E+02 1.16E+03±1.64E+03 2.33E-03±3.62E-03
p−value 2.20E-16∗ 1.49E-03∗ 2.42E-07∗ 2.43E-10∗ –
F6 Mean±SD 1.33E+02±3.72E+01 1.00E+02±2.73E+01 6.24E+01±2.04E+01 7.18E+01±2.23E+01 3.83E+01±1.13E+01
p−value 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ –
F7 Mean±SD 7.84E+00±6.77E+00 1.30E+00±3.72E+00 3.28E+00±3.87E+00 6.26E+00±9.09E+00 1.50E+00±2.04E+00
p−value 7.70E-15∗ 6.41E-01 8.48E-05∗ 1.58E-06∗ –
F8 Mean±SD 2.29E+01±3.39E+01 2.40E-03±4.53E-03 1.41E-02±1.77E-02 6.77E-03±9.40E-03 4.34E-03±8.71E-03
p−value 2.38E-06∗ 5.05E-02 2.47E-06∗ 6.09E-02 –
F9 Mean±SD 1.22E+02±2.65E+01 7.82E+00±4.03E+00 4.99E+01±2.42E+01 2.71E+01±1.97E+01 5.03E+00±4.35E+00
p−value 2.20E-16∗ 5.29E-06∗ 2.20E-16∗ 2.20E-16∗ –
F10 Mean±SD 3.23E+03±1.07E+03 1.77E+02±1.75E+02 1.99E+02±2.48E+02 2.61E+02±2.72E+02 5.20E-01±2.27E+00
p−value 2.20E-16∗ 2.20E-16∗ 3.13E-12∗ 1.14E-15∗ –
F11 Mean±SD 1.23E+05±1.81E+05 1.66E+01±3.12E+01 3.94E+02±1.47E+03 3.76E+02±1.65E+03 1.00E+01±2.53E+00
p−value 5.28E-06∗ 3.85E-02∗ 1.08E-02∗ 2.99E-02∗ –
F12 Mean±SD 2.56E+03±4.20E+02 3.19E+02±1.58E+02 3.69E+02±2.33E+02 3.92E+02±2.26E+02 3.02E+02±8.56E+01
p−value 2.20E-16∗ 3.41E-01 8.81E-03∗ 3.27E-04∗ –
F13 Mean±SD 4.13E+03±7.76E+02 6.11E+02±5.46E+02 1.45E+03±6.41E+02 1.39E+03±6.73E+02 4.33E+02±3.96E+02
p−value 2.20E-16∗ 9.41E-03∗ 2.20E-16∗ 2.20E-16∗ –
+ 0 0 0 0 –
= 0 7 1 2 –




















サに対して M個のサブ PSO (N < M)がある場合が考えられる．このような場合においては，サブ
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率的な近傍構造を導入した粒子群最適化ネットワーク (PSO Networks with Stochastic Connection;
PSON-SC)を提案する．
PSON-SCでは，PSONと同様に母集団を複数のサブPSOに分割し，各サブPSOは独立に解空間の




る粒子はそのサブ PSOにおける最良解情報 (lbest)を参照し，大域探索モードにおいて，サブ PSO
に属する粒子は gbest情報メモリ (gbest)を参照し，解空間の探索を行う．
各イタレーションにおいて，全てのサブ PSOの探索モードは確率的に決定し，大域探索モードと





















本節では，確率的な結合を有する粒子群最適化ネットワーク (PSO Networks with Stochastic Con-
nection; PSON-SC) を提案し，その説明を行う．PSON-SCにおいては，PSONと同様に粒子群の
母集団を複数の小規模なサブ集団 (サブ PSO) に分割し，各サブ PSOはサブ PSO間における最良
解情報を保持するメモリ (gbest information memory; gbest情報メモリ)と確率的に結合可能な近傍
構造を構築する．各サブ PSOは gbest 情報メモリとのみ結合できる wheel topology (図 3.6参照)
と同様の近傍構造を有する．図 5.1にサブ PSO数が 6個 (1個のサブ PSOに 6個の粒子) から構
成される PSON-SCの例を示す．図 5.1において，各サブ PSOは独立して探索を行い，確率的に
gbest情報メモリと通信を行う．g番目のサブ PSO (PSOg)の i番目の粒子 (粒子 i)は，速度ベクト
ル vg,i = (vg,i1, vg,i2, . . . , vg,iD)，位置ベクトル xg,i = (xg,i1, xg,i2, . . . , xg,iD)，自身の探索過程における最
良解ベクトル pbestg,i = (pbg,i1, pbg,i2, . . . , pbg,iD)を持ち，PSOgは属する粒子群の探索過程における
最良解ベクトル lbestg = (lbg,1, lbg,2, . . . , lbg,D)を持つ．また，gbest情報メモリはサブ PSO間におけ
る最良解ベクトル gbest = (gb1, gb2, . . . , gbD)を保持する．Dは最適化する設計変数の総数を表す．
PSON-SC では，各サブ PSO は局所探索モード (Local search mode) と大域探索モード (Global
search mode)の 2つの探索モードを持つ．PSOgにおいて，lbestgを参照する局所探索モードと gbest
情報メモリと通信し，lbestgの代わりに gbestを参照する大域探索モードがあり，大域探索モードに
設定される確率は切り替え確率 (Switching Rate; SR)により決定される．局所探索モードにおいて，
サブ PSOは gbest情報メモリと通信せず，独立して解空間の探索を行う．また，局所探索モードで




ち，g番目のサブ PSO (PSOg)の粒子 iは pbestg,i，gbestを参照し，速度と位置を更新する．PSOg
における 2つの探索モードの切り替え方法を次に示す．⎧⎪⎪⎪⎨⎪⎪⎪⎩ Global search mode, if randg ≤ SRLocal search mode, otherwise (5.1)






g,i j + c1r1(pb
t
g,i j − xtg,i j) + c2r2(gbtj − xtg,i j), if Global search mode
wvtg,i j + c1r1(pb
t
g,i j − xtg,i j) + c2r2(lbtg, j − xtg,i j), if Local search mode
(5.2)
xt+1g,i j = x
t




式 (5.2)において，SRが大きい (1に近い)場合，各サブ PSOは gbest情報メモリとの通信が促進
され，gbest周辺の探索が促進されるため，多くのサブ PSOにより gbest周辺の探索が行われる．特






PSON-SCにおいて SRは PSONにおける DBGと同様に最適化問題の解空間の構造に合わせて適切
に設定する必要がある．



























f (x)を最小化する問題における PSON-SCの擬似コードをAlgorithm 5.1に示す．ここで，tmaxは




1: t = 0;
2: 全ての iに対して，粒子 iの v0i，x
0
i をランダムに初期化;
3: 全ての iに対して，粒子 iの評価値を f (x0i )により計算;
4: 全ての iに対して，粒子 iの pbest0i を自身の x
0
i で初期化;
5: 全ての gに対して，PSOgの lbest0gを最良の pbest0gで初期化;
6: gbest情報メモリと通信を行い gbest0を最良の lbest0で初期化;
7: 全てのサブ PSOの探索モードを局所探索モードで初期化;
8: while t < tmax do
9: for g = 1 to S do
10: for i = 1 to N do





14: if f (xt+1g,i ) < f (pbest
t
g,i) then





18: k = arg
i
min f (pbestt+1g,i );
19: if f (pbestt+1g,k ) < f (lbest
t
g) then
20: lbestt+1g = pbestt+1g,k ;
21: end if
22: end for
23: 全ての gに対して，PSOgの探索モードを式 (5.1)により決定;
24: for g = 1 to S do
25: if PSOgが大域探索モード then
26: if f (lbestt+1g ) < f (gbestt) then











総サブ PSO数 (S ) 6





DBG 2, 4, 5 –




表 5.2: ベンチマーク問題 I
関数 探索範囲 最適解の評価値
Rastrigin’s F1(x) = 10D +
D∑
i=1
(x2i − 10 cos(2πxi)) [-5.12,5.12] 0










































































































図 5.4: PSON-SC，PSONにおけるサブ PSOの平均多様性
の平均点を表す．式 (5.4)において，σg = 0となれば PSOgの多様性が失われたこと (解収束したこ
と)を意味する．また，多くのサブ PSOが独立的に探索が行われている場合はσgは 0とならず，多
様性を失うことなく解探索が継続的に行われていることを表す．PSON-SC，PSONにおいて，各サ








ここで，S はサブ PSOの総数を表す．各実験結果はランダムに初期値を変更した 100回試行の平均
値で示す．
















































図 5.5: PSON-SC，PSONにおけるサブ PSOの多様性と解探索性能の相関性
の推移を示す．図 5.3において，横軸はイタレーション数，縦軸は最良値と最適解の評価値の誤差
値の平均値を表す．図 5.3より，PSON-SCにおける SR = 0.05のときの解探索性能が各ベンチマー
ク問題に対して最良であることが確認できる．また，PSON-SC (SR = 0.05) では，5000イタレー
ション経過後も解探索が継続しており，小さな SRに設定することが多峰性問題に対して有効であ
ると考えられる．
次に，PSON-SC，PSONにおける全サブ PSOの式 (5.6)で定義される平均多様性 “Diversity” を
調査する．図 5.4より，PSON-SCにおいて SR = 0.05，SR = 0.10と SRを低確率に設定するとき，
PSONにおいて DBG = 2のように DBGを小さな値に設定するとき，多様性が高く維持されている
ことが確認できる (図 5.4 (b))．一方，PSON-SCおよび PSONを他のパラメータ (i.e.，SR = 0.50，






















表 5.4: ベンチマーク問題 II
Function Range





































ク問題 [5.7]における 6個のベンチマーク問題 (F6 ∼ F11)を含む 11個を用いる．その他，表 5.4に
示す 3つのベンチマーク問題 (F3 ∼ F5)と表 5.2に示す 2つのベンチマーク問題 (F1，F2)を用いる．
表 5.5に示すように，F1 ∼ F5は多峰性問題，F6，F7は単峰性問題，F8，F9は解空間を回転させた










F1 Rastrigin’s function 0
F2 Schwefel’s function 0
F3 Ackley’s function 0
F4 Griewank’s function 0
F5 Schaﬀer’s function 0
F6 Sphere function ( f1) -1400
F7 Diﬀerent powers function ( f5) -1000
F8 Rotated bent cigar function ( f3) -1200
F9 Rotated discus function ( f4) -1100
F10 Rotated rosenbrock’s function ( f6) -900
F11 Rotated griewank’s function ( f10) -500
f∗ denotes the CEC’13 benchmark function
表 5.6: 各手法のパラメータ候補
Method Parameters Set
All methods w {0.1,0.3,0.5,0.7,0.9}




W f in 0.20
c1 {0.2,0.4,0.6,. . . ,1.6}




c3 {0.2,0.4,0.6,. . . ,1.6}
表 5.7: 実験環境
PSON-SC & PSON the others
The No. of sub-PSOs (S ) 9 1




期値を変更させた 100回試行の平均値で示す．表 5.9と図 5.6，図 5.7に実験結果を示す．図 5.6，図
5.7では，実験結果を箱ひげ図 (Boxplot graph)により示している．表 5.9において，“Mean”は誤差
値の平均値，“ SD”は標準偏差，“Median”は中央値を表す．中央値は信号の母集団が非ガウス分布
の場合，平均値よりも良好に母集団の中心を推定できる．図 5.6，図 5.7において，縦軸は 5000イ
タレーション終了時における最良解と最適解の評価値の誤差値を表す．
表 5.9より，全ての手法が単峰性問題 F6，F7 に対して最適解を発見できており，単峰性問題を
解く解探索能力を有することが示されている．したがって，F6 および F7 の結果は図 5.6，図 5.7
から除外して示している．図 5.6，図 5.7より，5000イタレーション終了時において，PSONは 7
個のベンチマーク問題において最良の解探索性能を示しているが，RPSO，VPSO，IPSO，そして，
PSON-SCと大きな差はない．
表 5.9と図 5.6，図 5.7より，ほとんど全ての手法において比較的簡単な多峰性問題も含めた F3，
F4，F6，F7に対して 5000イタレーション終了時点で最適解を発見することができている．そこで，
これらのベンチマーク問題以外に対して 30000イタレーションまで探索を行う．表 5.10，図 5.8，図
5.9，図 5.10に 30000イタレーション終了時点における解探索性能の比較結果を示す．また，表 5.10
における平均値および標準偏差を用いて t検定 [5.8]を行った．有意水準は 5%として t検定を行った
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F PSO NOPSO RPSO VPSO IPSO PSON PSON-SC
F1 w = 0.9 c1 = 1.6 w = 0.9 w = 0.7 w = 0.9 w = 0.9 w = 0.7
c1 = c2 = 1.0 c2 = 0.4 c1 = c2 = 0.2 c1 = c2 = 0.4 c1 = c2 = 0.8 c1 = c2 = 0.2 c1 = c2 = 1.6
– – – – C = 0.8 c3 = 1.4 SR = 0.02
– – – – – DBG = 8 –
F2 w = 0.7 c1 = 1.6 w = 0.7 w = 0.7 w = 0.9 w = 0.9 w = 0.7
c1 = c2 = 1.6 c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 0.8 c1 = c2 = 0.2 c1 = c2 = 1.6
– – – – C = 0.2 c3 = 1.4 SR = 0.02
– – – – – DBG = 8 –
F3 w = 0.9 c1 = 1.6 w = 0.7 w = 0.7 w = 0.7 w = 0.7 w = 0.7
c1 = c2 = 1.0 c2 = 1.6 c1 = c2 = 1.4 c1 = c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 1.6
– – – – C = 0.6 c3 = 0.8 SR = 0.02
– – – – – DBG = 2 –
F4 w = 0.7 c1 = 1.6 w = 0.7 w = 0.7 w = 0.7 w = 0.7 w = 0.7
c1 = c2 = 1.6 c2 = 1.6 c1 = c2 = 1.4 c1 = c2 = 1.4 c1 = c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 1.6
– – – – C = 0.4 c3 = 0.6 SR = 0.02
– – – – – DBG = 2 –
F5 w = 0.7 c1 = 1.6 w = 0.9 w = 0.9 w = 0.9 w = 0.7 w = 0.9
c1 = c2 = 1.6 c2 = 0.4 c1 = c2 = 0.6 c1 = c2 = 0.8 c1 = c2 = 0.8 c1 = c2 = 1.6 c1 = c2 = 1.0
– – – – C = 0.2 c3 = 0.6 SR = 0.01
– – – – – DBG = 2 –
F6 w = 0.7 c1 = 1.2 w = 0.3 w = 0.3 w = 0.7 w = 0.9 w = 0.9
c1 = c2 = 1.6 c2 = 1.6 c1 = c2 = 1.4 c1 = c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 0.2 c1 = c2 = 0.6
– – – – C = 0.1 c3 = 1.2 SR = 0.8
– – – – – DBG = 8 –
F7 w = 0.7 c1 = 1.6 w = 0.3 w = 0.3 w = 0.7 w = 0.9 w = 0.9
c1 = c2 = 1.6 c2 = 1.6 c1 = c2 = 1.4 c1 = c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 0.2 c1 = c2 = 0.6
– – – – C = 0.1 c3 = 1.2 SR = 0.8
– – – – – DBG = 8 –
F8 w = 0.7 c1 = 1.6 w = 0.7 w = 0.9 w = 0.7 w = 0.9 w = 0.7
c1 = c2 = 1.6 c2 = 1.6 c1 = c2 = 1.0 c1 = c2 = 0.6 c1 = c2 = 1.4 c1 = c2 = 0.2 c1 = c2 = 1.2
– – – – C = 0.8 c3 = 0.8 SR = 0.05
– – – – – DBG = 2 –
F9 w = 0.7 c1 = 1.6 w = 0.7 w = 0.9 w = 0.7 w = 0.9 w = 0.9
c1 = c2 = 1.4 c2 = 1.6 c1 = c2 = 1.0 c1 = c2 = 0.6 c1 = c2 = 1.4 c1 = c2 = 0.2 c1 = c2 = 0.6
– – – – C = 0.8 c3 = 1.2 SR = 0.8
– – – – – DBG = 8 –
F10 w = 0.9 c1 = 1.2 w = 0.7 w = 0.7 w = 0.7 w = 0.9 w = 0.9
c1 = c2 = 0.8 c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 1.0 c1 = c2 = 1.4 c1 = c2 = 0.6 c1 = c2 = 0.4
– – – – C = 0.6 c3 = 0.4 SR = 0.6
– – – – – DBG = 8 –
F11 w = 0.9 c1 = 1.6 w = 0.7 w = 0.9 w = 0.9 w = 0.9 w = 0.9
c1 = c2 = 0.8 c2 = 1.6 c1 = c2 = 1.6 c1 = c2 = 0.4 c1 = c2 = 0.6 c1 = c2 = 0.2 c1 = c2 = 0.4
– – – – C = 0.6 c3 = 0.6 SR = 0.6
– – – – – DBG = 8 –
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表 5.9: 解探索性能の比較結果 (5000イタレーション終了時点)
F PSO NOPSO RPSO VPSO IPSO PSON PSON-SC
F1 Mean 5.18E+001 5.43E+001 5.57E+001 4.38E+001 4.09E+001 1.88E+001 3.70E+001
SD 2.50E+001 1.30E+001 1.35E+001 1.48E+001 1.14E+001 6.13E+000 8.47E+000
Median 4.68E+001 5.38E+001 5.67E+001 4.36E+001 4.08E+001 1.80E+001 3.70E+001
F2 Mean 3.47E+003 3.76E+003 4.15E+003 3.97E+003 2.80E+003 1.64E+003 2.97E+003
SD 6.42E+002 5.34E+002 4.50E+002 5.44E+002 5.24E+002 5.98E+002 2.91E+002
Median 3.49E+003 3.79E+003 4.20E+003 4.03E+003 2.79E+003 1.52E+003 2.95E+003
F3 Mean 5.18E-001 1.21E+000 0.00E+000 2.66E-002 5.30E-002 0.00E+000 0.00E+000
SD 2.79E+000 9.16E-001 0.00E+000 1.88E-001 2.63E-001 0.00E+000 0.00E+000
Median 2.10E-005 1.34E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000
F4 Mean 1.99E-002 1.59E-002 1.26E-003 5.52E-003 1.56E-002 2.25E-003 1.54E-003
SD 2.35E-002 2.01E-002 3.20E-003 7.63E-003 1.79E-002 4.86E-003 4.26E-003
Median 9.87E-003 9.86E-003 0.00E+000 0.00E+000 1.23E-002 0.00E+000 0.00E+000
F5 Mean 8.52E+001 8.19E+001 2.19E+001 1.17E+001 5.97E+001 6.84E-001 4.19E+001
SD 3.01E+001 2.02E+001 1.31E+001 1.42E+001 2.98E+001 1.77E+000 2.02E+001
Median 8.26E+001 7.97E+001 1.96E+001 7.14E+000 5.52E+001 1.95E-001 3.68E+001
F6 Mean 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000
SD 0.00E+000 0.00E+000 0.00E+000 0.00E+000 1.00E-006 0.00E+000 0.00E+000
Median 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000
F7 Mean 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000
SD 0.00E+000 2.00E-006 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000
Median 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000 0.00E+000
F8 Mean 4.84E+008 1.41E+009 2.10E+008 5.27E+007 4.48E+008 8.23E+007 1.65E+008
SD 6.51E+008 2.24E+009 2.69E+008 6.21E+007 5.77E+008 1.27E+008 2.28E+008
Median 2.32E+008 6.74E+008 1.17E+008 2.94E+007 1.61E+008 2.92E+007 7.92E+007
F9 Mean 1.03E+004 2.62E+004 2.63E+004 8.11E+003 9.63E+003 2.07E+003 5.18E+003
SD 6.28E+003 1.02E+004 4.63E+003 3.42E+003 5.39E+003 1.58E+003 2.86E+003
Median 9.11E+003 2.50E+004 2.67E+004 7.92E+003 8.56E+003 1.59E+003 4.79E+003
F10 Mean 2.48E+001 5.19E+001 2.20E+001 6.16E+000 2.36E+001 2.73E+000 1.09E+001
SD 2.31E+001 2.59E+001 1.79E+001 1.57E+001 2.17E+001 4.58E+000 1.13E+001
Median 1.40E+001 4.79E+001 1.63E+001 4.53E-001 1.43E+001 1.80E+000 1.10E+001
F11 Mean 1.19E-001 7.75E-001 1.42E-001 1.62E-001 1.08E-001 1.08E-001 8.43E-002
SD 1.28E-001 7.18E-001 6.48E-002 8.32E-002 8.06E-002 5.24E-002 7.00E-002




表 5.10: 解探索性能の比較結果 (30000イタレーション終了時点)
F PSO NOPSO RPSO VPSO IPSO PSON PSON-SC
F1 Mean 2.11E+001 3.27E+001 5.17E+001 4.10E+001 3.94E+001 1.12E+001 2.50E+000
SD 8.60E+000 8.80E+000 1.11E+001 1.20E+001 1.10E+001 5.88E+000 1.96E+000
Median 1.99E+001 3.28E+001 5.17E+001 4.18E+001 3.88E+001 1.09E+001 1.99E+000
F2 Mean 3.52E+003 2.83E+003 4.06E+003 3.77E+003 2.23E+003 1.26E+003 9.57E+002
SD 6.00E+002 5.04E+002 4.65E+002 6.05E+002 5.45E+002 4.00E+002 3.08E+002
Median 3.49E+003 2.86E+003 4.05E+003 3.83E+003 2.31E+003 1.16E+003 9.48E+002
F5 Mean 8.82E+001 5.11E+001 1.56E+001 1.14E+001 4.42E+001 7.81E-001 0.00E+000
SD 3.40E+001 1.61E+001 1.15E+001 1.16E+001 2.42E+001 1.81E+000 0.00E+000
Median 9.21E+001 5.07E+001 1.23E+001 7.40E+000 4.28E+001 2.38E-001 0.00E+000
F8 Mean 2.45E+008 6.09E+008 1.49E+008 3.32E+007 2.60E+008 5.61E+007 7.49E+007
SD 3.17E+008 9.29E+008 2.27E+008 5.63E+007 4.08E+008 1.42E+008 1.35E+008
Median 1.12E+008 2.71E+008 6.50E+007 1.65E+007 1.42E+008 1.69E+007 2.82E+007
F9 Mean 1.04E+003 1.47E+003 6.42E+003 1.68E+002 4.81E+000 7.71E-006 3.50E-001
SD 1.50E+003 1.27E+003 2.15E+003 2.17E+002 2.73E+001 3.09E-005 1.77E+000
Median 4.09E+002 1.04E+003 6.19E+003 1.02E+002 4.33E-001 9.45E-007 2.00E-002
F10 Mean 4.56E+000 2.91E+001 6.81E+000 6.71E-001 3.10E+000 2.03E+000 1.29E+000
SD 1.10E+001 2.58E+001 5.30E+000 3.56E+000 4.99E+000 6.55E+000 4.96E+000
Median 2.26E-001 1.46E+001 9.18E+000 1.92E-002 2.49E+000 2.51E-006 2.12E-002
F11 Mean 1.37E-001 1.40E-001 1.17E-001 1.64E-001 1.39E-001 9.98E-002 7.82E-002
SD 1.65E-001 8.39E-002 4.96E-002 8.74E-002 1.51E-001 1.12E-001 6.21E-002
Median 9.85E-002 1.26E-001 1.16E-001 1.35E-001 9.35E-002 7.14E-002 6.65E-002
∗太字は最良の誤差値を示す
表 5.11: PSON-SC vs比較手法における t検定の結果 (30000イタレーション終了時点)
F PSO NOPSO RPSO VPSO IPSO PSON PSON-SC
F1 Mean±SD 2.11E+01±8.60E+00 3.27E+01±8.80E+00 5.17E+01±1.11E+01 4.10E+01±1.20E+01 3.94E+01±1.10E+01 1.12E+01±5.88E+00 2.50E+00±1.96E+00
p−value 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ –
F2 Mean±SD 3.52E+03±6.00E+02 2.83E+03±5.04E+02 4.06E+03±4.65E+02 3.77E+03±6.05E+02 2.23E+03±5.45E+02 1.26E+03±4.00E+02 9.57E+02±3.08E+02
p−value 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 1.90E-08∗ –
F5 Mean±SD 8.82E+01±3.40E+01 5.11E+01±1.61E+01 1.56E+01±1.15E+01 1.14E+01±1.16E+01 4.42E+01±2.42E+01 7.81E-01±1.81E+00 0.00E+00±0.00E+00
p−value 2.20E-16∗ 2.20E-16∗ 2.20E-16∗ 4.40E-16∗ 2.20E-16∗ 4.24E-05∗ –
F8 Mean±SD 2.45E+08±3.17E+08 6.09E+08±9.29E+08 1.49E+08±2.27E+08 3.32E+07±5.63E+07 2.60E+08±4.08E+08 5.61E+07±1.42E+08 7.49E+07±1.35E+08
p−value 2.44E-06∗ 1.41E-07∗ 6.11E-03∗ 5.41E-03∗ 3.64E-05∗ 3.43E-01 –
F9 Mean±SD 1.04E+03±1.50E+03 1.47E+03±1.27E+03 6.42E+03±2.15E+03 1.68E+02±2.17E+02 4.81E+00±2.73E+01 7.71E-06±3.09E-05 3.50E-01±1.77E+00
p−value 4.20E-10∗ 2.20E-16∗ 2.20E-16∗ 1.13E-11∗ 1.08E-01 5.19E-02 –
F10 Mean±SD 4.56E+00±1.10E+01 2.91E+01±2.58E+01 6.81E+00±5.30E+00 6.71E-01±3.56E+00 3.10E+00±4.99E+00 2.03E+00±6.55E+00 1.29E+00±4.96E+00
p−value 7.95E-03∗ 2.20E-16∗ 1.53E-12∗ 3.12E-01 1.15E-02∗ 3.74E-01 –
F11 Mean±SD 1.37E-01±1.65E-01 1.40E-01±8.39E-02 1.17E-01±4.96E-02 1.64E-01±8.74E-02 1.39E-01±1.51E-01 9.98E-02±1.12E-01 7.82E-02±6.21E-02
p−value 1.13E-03∗ 1.67E-08∗ 3.11E-06∗ 1.60E-13∗ 3.23E-04∗ 9.51E-02 –
+ 0 0 0 1 0 0 –
= 0 0 0 1 1 4 –










































































































































































































































































































































CPU 2.4 GHz Intel Core i5
RAM 16GB 1600 MHz DDR3




F NOPSO RPSO VPSO IPSO PSON PSON-SC
F1 1.900 0.982 1.005 0.918 1.111 0.920
F2 2.065 1.230 1.179 0.998 1.313 1.060
F3 1.996 0.789 0.815 0.783 1.011 0.793
F4 2.257 1.061 1.105 0.970 1.273 1.088
F5 1.447 1.059 1.075 0.991 1.070 1.064
F6 2.427 0.954 0.978 0.640 1.289 0.917
F7 1.724 1.008 0.997 0.839 1.561 0.953
F8 1.411 0.950 0.959 0.942 1.022 0.900
F9 1.705 0.986 1.001 1.006 1.116 0.962
F10 1.674 1.008 0.990 0.952 1.119 0.939




F NOPSO RPSO VPSO IPSO PSON PSON-SC
F1 2.413 1.203 1.227 0.964 1.167 0.984
F2 2.002 1.410 1.231 0.851 1.233 1.018
F3 2.558 1.064 1.087 0.916 1.343 0.985
F4 2.203 1.113 1.151 0.923 1.294 1.065
F5 1.559 1.025 1.013 0.923 1.040 0.982
F8 1.369 0.950 0.923 0.956 1.038 0.914
F9 1.694 0.967 0.981 1.002 1.147 0.965
F10 1.644 1.015 0.944 0.960 1.101 0.926
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するモデルを 2つ提案した．(1)静的な近傍構造をサブ PSO間に持つ PSON，(2)動的な近傍構造を
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