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З викладеного випливає, що функція F(x) є неперервною, вклю чаю чи точки стику, має 
неперервну перш у та другу похідні, якщ о виконуються наступні умови: функції / ( х )  та 
ср(х) — симетричні, а на межах інтервалу визначеності (в точках х = 0 та  x - 2 h )  функції до­
рівню ю ть нулю, як показано на рис. 1. П ри цьому необхідно також, щ об функції / ( х ) ,  ф(х) 
були неперервним и та  інтегрованими на фрагментах.
З отриманого базисного сплайна шляхом його зміщення на відстань кратну довжині фрагмен­
та будуємо систему базисних функцій, що є зручною моделлю для багатьох практичних задач об­
робки цифрових даних. Описаний підхід до синтезу сплайнових базисів дає можливість 
цілеспрямовано вибирати базиси, що найкраще підходять до характеру конкретних даних. Зручним 
критерієм відповідності є відповідність спектральних характеристик базисного сплайна та  даних. Це 
більше обгрунтовано тим, що імпульсні характеристики нерекурсивних цифрових фільтрів 
відповідають встановленим вимогам і є хорошими претендентами на роль породжуючих функцій.
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Подано результати використання знаковизначених векторних функцій Ляпунова в зада­
чах ідентифікації динамічних об’єктів. Розглянутий підхід дозволяє уникнути звуження 
областей стійкості натурної інформації, яка містить перешкоди в спостереженнях і в 
самому об'єкті й одержати рівномірно асимптотично стійкі алгоритми настроювання 
параметрів керованих динамічних систем.
В ідом ий метод векторних функцій Л япунова в динаміці систем і теооії керування є то ­
чним  і еф ективним  методом дослідження динамічних властивостей складних систем.
Теорія ідентифікації динамічних об'єктів значну увагу  приділяє алгоритмам 
ідентифікації, які утворю ю ться з достатніх умов стійкості із застосуванням  напіввизначених 
ф ункцій Л япунова [1]. Але недоліком таких алгоритмів є звуж ення областей стійкості натур­
ної інформації, які м істять переш коди в спостереженнях і в самому об'єкті. Крім  того, ці ал­
горитм и дуже чутливі до “модельної недостатності” обраного класу моделей.
А сим птотично стійкі алгоритми, отримані на підставі застосування знаковизначених 
ф ункцій Л япунова, які пропонується використовувати для задач ідентифікації, потребую ть 
знання спеціальним способом складеної матриці, елементи якої м істять середні значення фа­
зових коорд и н аті керую чих впливів.
Рух об 'єкта описується системою  диференціальних рівнянь
х = А х + В и , (1)
де х -  вектор ф азових змінних; х  є  Я п; А та В -  сталі матриці розм ірів (и х и )  і (и х  5) відпо­
відно; и- вектор керуючих впливів.
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Рівняння моделі обираєм о у вигляді
х т = Се + А,„х + Вти, е =  х т -  х  , (2)
де С  -  стала, дійсна, визначено негативна матриця:
С  <  0  . (3 )
В іднім аю чи систему (1) з рівняння (2) і, вводячи позначення ф азових і параметричних 
неузгодж еностей
е = х т - х ,  Ф  =  А  т - А ,  х¥  = В т - В ,  (4)
отрим уємо диференціальне рівняння щодо вектора фазових неузгодженостей:
е = Се+ Фх + Х¥и  . (5)
Щ об одерж ати диференціальні рівняння щодо параметричних неузгодж еностей, роз­
глянемо функцію  Ляпунова:
V  = еТРе + £/?(фгІГ 'Ф  + 'Г Т Г '¥ ) ,  (6)
де Р,Я ,№  -  визначено позитивні дійсні симетричні матриці:
Р Т = Р >  0, Я т = Л > 0 ,  Мт = А > 0 .  (7)
О бчислю ю чи похідну V , з урахуванням рівняння (5) отримуємо.
(8)V = е тРе + етРе + 2 8р(фг Я~1Ф + У 7 А " 1хІ,)=  (етС т + х тФт + и Гх¥ т )ре +
+ е тР(Се + Фх + 4>и)+ 2 5 р (ф г /г_1Ф + А -1'?).
Враховую чи властивості Ьта = Вр(аЬт ), БрІАВ) = БрІБА) = 5 р ( в тА т), запиш емо вираз 
(8) у вигляді
V = ет (стР + РС)г + 2 ^ [ ф г (т?ч Ф + Р ехт )+  (а _1 ¥  +  Р еит )].
В иберем о закон зміни параметричних неузгодженостей у вигляді:
(9)
П охідна функції Л япунова набуде вигляду:
V = е т (стР + РС)е  + 2 ф ( ф г 0 Ф  + Ч>ТГ  Ч>). (10)
За умов С ТР + Р С <  0, 0 Т = б < О ,  Г т = Г  < 0 (11)
функція V  є визначено негативною квадратичною формою. Отже, при виборі матриць С, Р, К,
N. О  і Г , які задовольняють умовам (3), (7) і (11), функції V  і V  вигляду (6) і (10) задовольняють 
всім умовам теореми Ляпунова щодо асимптотичної стійкості нульового розв’язку
е = 0, Ф = 0, ¥  = 0
системи диференціальних рівнянь (5) і (9).
Враховую чи вирази (2), (4), (9), а також рівності
Ф = А  w = в
отримуємо алгоритм  параметричної ідентифікації у вигляді
хт = С е + Атх + Вти ■ Äm = - R P e x r +RQAm+RQA -, Вт = -N P e u T + N  Г  Вт + N  Г  В  . (12) 
А лгоритм  (12) задовольняє всім умовам асимптотичної стійкості і йому притам анний 
розв’язок  xm(t), A m(t), B m(t), що задовольняє рівності
lim *„ ,(/)->  х ’ lim А,  lim Bm( t ) - ^ B .
/—>со /—»co /-»oo
Застосування алгоритму (12) можливе, якщ о матриці А й В виклю чити з рівнянь, кори­
стую чись величинами виміру х і u
Д руге й третє рівняння системи (12) запиш емо у вигляді
Ш ' І А ' . + Ю е х * - R Q A m )=A-{Nry'(Bm + N P e u T - N r B „ ) = B  (ІЗ)
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П ом нож им о ліву і праву частини першого й другого рівнянь (13) на |х (/)сй  і
'о (.
відповідно і задам о отримані вирази:
(Я(2У{Ат + Р Р е /  - / ^ 4 „ ) } х ( / ^  + (Л7')ч (Ди + № е и Т - № В т)\и{і)сіі = /Л * (/)Л  +  \ви{і)сіІ . (14)
В раховую чи рівняння (1), що відповідає рівнянню
х ( / ) -  х(/0 ) = } Ах{І)с11 + |£ и (г )с й ,
>0 'о
запиш емо вираз (14) у вигляді
(Д Є Г (Л . + КРехТ -  Я Є Л .)} * ( /) /!  + (М Г)~'(в. + МРеит -  Ш - В ,,)}и ( / )а  = х(і) -* (< „ ). (15)
*0 *0
С пираю чись на векторне рівняння (15), можна отримати матричне рівняння для визна­
чення Ат(ї) й В т(і).
Н ехай вимір величин х і и здійсню ється на відрізку часу Т. В иділимо на інтервалі [о,7"] 
м нож ину інтервалів [ґ0>,7; ] так, щоб виконувалася умова
^  -  /0> < Т, V/ є  д/', ТУ = л + *.
Р івняння (15) дає можливість отримати « + 5 векторних рівнянь вигляду:
(16)
7  =  1, И  +  5 .
С истем а векторних рівнянь (16) може бути подана в матричній формі вигляду:
1 8  = Я ,  (17)
І  = ( (я д )-1 {а „ + ЯРехт -  я д л т ) і (ТУГ)4  (вт + МРеиТ -  ТУГ  Вт));
За умови, що
сієї Ф 0,
тобто матриця в  неособлива, рівняння (17) можна розв’язати відносно Ь, тобто
і  = т - х, 
де
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М атриці Ь , П маю ть розміри п х (п + 5).
О бернена матриця 5'"1, як і матриця А, має розмірність (п + ^ )х  (п + 5) .
М атриця £  має розміри (п + ^ )х  (п + $).
Зауваження. Матриця 8 може бути складена із середніх значень ху(ґ) і « ,(/) на відповідних 
відрізках часу, але тоді матриця П повинна складатися з елементів, які є відношенням різниць 
*; ( 0 ~  *Д'о.*) Д° відрізків ік - і ок .
Рівняння для визначення елементів матриць А та В записуємо у вигляді:
Лі '»-м V і
|  хсіі ... |  хск
(А ':В) = (х(/, ) -  х(і0 \ ..., х( іп+$) -  х(ґ(п+іН )) (18)
В раховую чи можливість розбиття матриці на клітини й подання оберненої матриці в 
клітинному вигляді, записуєм о окремо рівняння для визначення матриць А та В.
Д ійсно, запиш емо матрицю
у вигляді
де
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причому розм іри матриці 5 И, 5 12, 32і, Л'22 будуть дорівню вати відповідно 
(пхп),  (и х і ), (і х п ), ( у х з ) ,  тобто матриці і В2г є квадратними матрицями (неособли-
вими) і = > 3  обернені матриці 5 , , '1 і 1
О бернена матриця У ' ,  виходить, теж  розбита на клітини:
( Н п  і Я 12>
■Г1 =  ••• і •••
Де
Рівняння (18) для визначення А та В буде мати вигляд 
(Л Д ) = (х(/,) -  х(/0 ),..., х(іп+5) -  *(/(„+,)_! )
Отже, для А та  В маємо окремі рівняння вигляду
А = (х(/,) -  х{ї0) ,. . . ,х(?ч+і) -  х(((п+,у , ) ] • • •
Н пі
Н  21 І Н
Я  = ( * ( ' , ) - * (0 >  а ( С , Ь  х(/(я+і)_,)
або, враховую чи рівності (19),
А  =  (х(/,) -  х(г0),. ,.,х(іп+5) -  х(ґ(и+іц ),
1 >
(19)
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Ц я систем а векторно-матричних диференціальних рівнянь м істить п  + п(п + 5) рівнянь
та п + п 2 + « 5  невідомих функцій хт(ґ); Ап(і) і Вт( і) .
А лгоритм  настрою вання є рівномірно асимптотично стійким, якщ о виконані умови (1), 
(3) та  (11).
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АЛГОРИТМ И ТА ПРОГРАМИ
РОЗВ'ЯЗУВАННЯ СИСТЕМ НЕЧІТКИХ АЛГЕБРИЧНИХ РІВНЯНЬ  
ТА ЇХ РЕАЛІЗАЦІЯ В СИСТЕМІ МОДЕЛЮ ВАННЯ М АТЬАВ/вІМ ІІЬШ К
Розроблено алгоритм розв'язування нечіткої системи алгебричних рівнянь в нейроме- 
режному базисі на платформі МаіТаЬ/ЗЇ тиііпк. Система нечітких рівнянь перетворю­
ється в систему з (пхк) чітких рівнянь, де к -  кількість компонент для уявлення нечіт­
ких коефіцієнтів (а„ є  А )  та правих частин (Ь, є  Ь ), і. \ -  пхп (для чіткої системи). На
а  -рівні система має розмірність пхп і в загальному випадку стає несумісною (перевизна- 
ченою). Запропонований алгоритм дозволяє отримати наближений розв'язок систем рів­
нянь в нейромережному базисі незалежно від сумісності. Розв'язок загальної (несуміс­
ної системи) відшукується в області {.х , х2}. де х ' -  дефадзифікований розв'язок систе­
ми, отриманий на а-рівнях\ X -  розв 'язок загальної (несумісної) системи. Такий підхід 
дозволяє суттєво розширити клас розв'язуваних задач ідентифікації та прогнозування в 
умовах невизначеності.
Д о розв'язування систем лінійних рівнянь (СЛР) зводяться різні задачі, щ о виникаю ть 
при м оделю ванні поведінки об'єктів, проектуванні систем керування, економ ічному аналізі, 
прогнозуванні та ін. Для розв'язування СЛР можуть застосовуватися різні обчислю вальні 
методи та  прийоми залеж но від характеристик конкретної системи. Еф ективність викорис­
товуваного апарата значно впливає на процес опрацювання даних і продуктивність 
обчислю вальних систем  [1].
У ситуаціях, коли система рівнянь як результат експерименту є несумісною (недовизначе- 
ною, перевизначеною) або параметри моделі (коефіцієнти а,, є  А , праві частини
Ь, є  Ь ) визначені наближено (інтервально) або у вигляді нечітких чи змінних чисел, доцільно
рекомендувати природну генерацію деякого методу, що дозволяє одержати достовірний 
результат, адекватний поставленій задачі як за точністю, так і за формою.
На сьогоднішній день відомі спроби модифікації традиційних методів лінійної алгебри 
стосовно сучасних прикладних обчислювальних задач [1].Так, для сумісних СЛР потрібен 
точний розв'язок, тоді як для несумісних систем, що не мають розв'язку, результатом може бути 
деякий вектор (наближений розв'язок), що дає мінімальну похибку і водночас має можливість
