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RandomK-satisfiability (K-SAT) is a paradigmatic model system for studying phase transitions in
constraint satisfaction problems and for developing empirical algorithms. The statistical properties
of the random K-SAT solution space have been extensively investigated, but most earlier efforts
focused on solutions that are typical. Here we consider maximally flexible solutions which satisfy
all the constraints only using the minimum number of variables. Such atypical solutions have high
internal entropy because they contain a maximum number of null variables which are completely free
to choose their states. Each maximally flexible solution indicates a dense region of the solution space.
We estimate the maximum fraction of null variables by the replica-symmetric cavity method, and
implement message-passing algorithms to construct maximally flexible solutions for single K-SAT
instances.
I. INTRODUCTION
The random K-satisfiability (K-SAT) problem is a
paradigmatic model system of theoretical computer
science [1]. It has been widely adopted to under-
stand the typical-case computational complexity of non-
deterministic polynomial complete (NP-complete) opti-
mization problems. It also serves as a convenient test
ground for various empirical search algorithms. There
are only two parameters: the number K of variables in-
volved in each constraint, and the ratio α between the
number of constraints and the number of variables (the
clause density). Phase transitions in this system has
been extensively investigated in the statistical physics
community following the initial empirical observations of
Cheeseman, Kirkpatrick, and colleagues [2, 3] and the
theoretical attempts of Monasson and Zecchina [4, 5].
Deep insights have been achieved on the statistical
properties of the random K-SAT solution space over
the last two decades [6–19]. It is now widely ac-
cepted that random K-SAT will experience a satisfia-
bility phase transition as the clause density α exceeds
certain critical value, αs. The numerical value of αs
as a function of K can be computed with high pre-
cision by the zero-temperature limit of the first-step
replica-symmetry-breaking (1RSB) mean field theory of
statistical physics [6, 7, 11]. Before the satisfiability
phase transition occurs at αs, the random K-SAT prob-
lem will first experiences several other interesting phase
transitions as the clause density α increases, such as
the emergence of solution communities [17, 18, 20], the
breaking of ergodicity in the solution space (the clus-
tering or dynamical transition) [9, 10, 12, 15, 16], and
the dominance of a sub-exponential number of solution
clusters (the condensation transition) [12–14]. Powerful
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message-passing algorithms, such as belief-propagation
and survey-propagation, have been developed for solving
hard random K-SAT problem instances [6, 21–23].
Most of the statistical physics studies in the litera-
ture consider solutions (satisfying configurations) that
are picked uniformly at random from the whole solution
space; in other words, every solution is assigned the same
statistical weight and it has the same contribution to the
partition function. This uniform statistical ensemble is
appropriate for investigating typical configurations in the
solution space, but it will completely miss all the different
types of atypical solutions. A recent surprising theoreti-
cal finding by Huang and co-authors was that the typical
equilibrium solutions may be widely separated in the so-
lution space as α becomes close to αs, and then it should
be very difficult to reach any of them by local dynami-
cal processes [24, 25]. But empirical algorithms such as
survey propagation did indeed succeed at α very close
to αs [6, 21]. Some recent reports suggested that atyp-
ical solutions are very important for understanding the
performance of empirical K-SAT algorithms [20, 26–31].
Especially, Baldassi and co-authors found that there are
sub-dominant and dense clusters in the K-SAT solution
space, and biasing the search process towards such clus-
ters can greatly increase the chance of solving a given
K-SAT problem instance [29, 30].
We follow this research line on atypical solutions in
the present work, and discuss the issue of maximally
flexible solutions. A maximally flexible solution has the
property that it satisfies all the constraints of a K-SAT
instance only using the minimum number of variables.
An extensive number Nρ0 of the N variables in such a
configuration can be deleted while the formula is still
satisfied. These insignificant variables are referred to
as the null variables and ρ0 is the fraction of null vari-
ables. Such atypical solutions have high internal entropy
(at least of order 2Nρ0), because the null variables are
completely free to choose their states. Therefore, each
maximally flexible solution is associated with a dense re-
gion of the solution space. We estimate the maximum
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fraction of null variables by the replica-symmetric (RS)
cavity method [32], and our theoretical results suggest
that the maximum fraction ρmax0 of null variables is pos-
itive at the satisfiability phase transition point αs. We
implement two message-passing algorithms to construct
maximally flexible solutions for single K-SAT instances.
More work needs to be done to extend the theoretical
and algorithmic investigations to the 1RSB level.
The paper is organized as follows: In Sec. II we intro-
duce a three-state model and write down the RS mean
field equations. We then describe in Sec. III and Sec. IV
two message-passing algorithms and discuss the numeri-
cal results. Finally we conclude this work in Sec. V.
II. REPLICA-SYMMETRIC MEAN FIELD
THEORY
There are N variables in a K-SAT formula (in-
stance) and these variables are subject to M constraints
(clauses). The clause density α is defined as
α ≡ M
N
. (1)
A simple K-SAT formula instance with K = 3 is shown
in Fig. 1, which means
(x1 ∨ x2 ∨ x3) ∧ (x2 ∨ x3 ∨ x4) ,
where xi ∈ {TRUE, FALSE} is the Boolean state of variable
i, xi denotes the Boolean negation of xi; and ∨ and ∧
denote the Boolean OR and AND operators. There are
N = 4 variables and M = 2 clauses, so the clause density
is α = 2.
In the original K-SAT problem each variable i can
only take two states σi = −1 (corresponding to Boolean
FALSE) and σi = +1 (corresponding to Boolean TRUE),
similar to the Ising model, so the total number of pos-
sible microscopic configurations is 2N [4]. Each clause
a involves K variables (we consider K = 3 and K = 4
in this paper), and its energy Ea is either zero (clause
satisfied) or unity (clause unsatisfied):
Ea =
∏
i∈∂a
1− J iaσi
2
, (2)
where J ia ∈ {−1,+1} is the quenched binary coupling
constant between clause a and variable i (J ia = −1 if
variable i is negated in clause a, otherwise J ia = +1), and
∂a denotes the set of variables participating in clause a
(the cardinality |∂a| = K). The clause energy Ea will
be zero if any of the variables i ∈ ∂a takes the state
σi = J
i
a. A factor-graph representation for the K-SAT
problem is shown in Fig. 1, where each clause is linked
to K variables.
In the random K-SAT problem the K variables of each
clause a are chosen uniformly at random from the N
1
a
2 3
b
4
FIG. 1: Factor graph representation for a K-SAT formula
composed of N = 4 variables and M = 2 clauses. The vari-
ables and clauses are denoted by circular and square nodes,
respectively. Each clause has K = 3 attached links in this
example. Each variable i has three states (si ∈ {−1, 0,+1})
in our generalized model. The energy Ea of a clause a is ei-
ther zero or unity. A solid link (i, a) between variable i and
clause a means a positive coupling constant (J ia = 1) and
that Ea = 0 if si = 1, while a dashed link means a negative
coupling constant (J ia = −1) and that Ea = 0 if si = −1. If
variable i takes the null state si = 0, it does not contribute
to satisfying any of the attached clauses.
variables, and the link coupling constants J ia are inde-
pendently assigned the value −1 or +1 with equal prob-
abilities [6]. The average number of attached links to a
variable is Kα.
In this work we extend the random K-SAT problem
by allowing each variable i the possibility of a null state.
The state of variable i in the modified system is denoted
as si and it can be +1, −1 or 0 (the null state). If si = 0
then variable i does not contribute to satisfying any of the
attached clauses, and these clauses need to be satisfied
by its other connected variables. The modified energy
E˜a of clause a is then
E˜a =
∏
i∈∂a
(
1− δJiasi
)
, (3)
where δnm is the Kronecker symbol, δ
n
m = 1 if m = n and
δnm = 0 if m 6= n.
A microscopic configuration of the extended K-SAT
system is denoted as s ≡ (s1, s2, ..., sN ). There are a
total number 3N of possible configurations, but in this
work we only allow those which satisfy the given K-SAT
formula, that is, the global constraint is the zero-total-
energy condition
M∑
a=1
E˜a = 0 . (4)
The partition function for the system is then
Z(β) =
∑
s
N∏
i=1
eβδ
0
si
M∏
a=1
[
1−
∏
j∈∂a
(
1− δJjasj
)]
. (5)
Here a positive inverse temperature β is introduced to
encourage more null variables.
2
Following the replica-symmetric (RS) cavity method
of statistical mechanics, which assumes that the variables
participating in a given clause a will become mutually in-
dependent if this clause is deleted from this system (i.e.,
the Bethe-Peierls approximation for a locally tree-like
factor graph [1]), we write down the belief-propagation
(BP) equation for the partition function (5) as
qi→a(si) =
eβδ
0
si
∏
b∈∂i\a
pb→i(si)
∑
s′i
e
βδ0
s′
i
∏
b∈∂i\a
pb→i(s′i)
, (6)
pa→i(si) =
1− (1− δJiasi )
∏
j∈∂a\i
[1− qj→a(Jja)]
3− 2 ∏
j∈∂a\i
[1− qj→a(Jja)]
. (7)
Here qi→a(si) is the cavity probability that variable i
would take state si in the absence of clause a; pa→i(si) is
the cavity probability that variable i would take state si
if it only participates in clause a; the set ∂i contains all
the clauses to which variable i are linked, and ∂i\a means
excluding clause a from this set ∂i (and similarly, ∂a\i
means excluding variable i from the variable set ∂a).
The marginal probability qi(si) of variable i being in
state si is then evaluated as
qi(si) =
eβδ
0
si
∏
a∈∂i
pa→i(si)∑
s′i
e
βδ0
s′
i
∏
a∈∂i
pa→i(s′i)
. (8)
The mean fraction ρ0 of null variables at a given value of
inverse temperature β is computed through
ρ0 =
1
N
N∑
i=1
qi(0) . (9)
We are aiming at constructing K-SAT configurations
which contain a maximum number of null variables. To
estimate the maximum fraction ρmax0 of null variables
achievable for a given problem instance, we will compute
ρ0 as a function of inverse temperature β using the above
expression.
To determine the maximal value of β that is physically
meaningful, we also need to compute the free energy and
entropy of the system. The total free energy F (β) is
defined as
F (β) ≡ − 1
β
lnZ(β) . (10)
In the RS mean field theory F (β) can be decomposed
into two parts, the contributions fi+∂i of the variables i
and the associated clauses, and the contributions fa of
single clauses a [1, 32]:
F (β) =
N∑
i=1
fi+∂i −
M∑
a=1
(K − 1)fa . (11)
The minus sign before the second summation in the above
expression can be understood as follows: each clause a is
considered K times by the contributions fi+∂i of its K
attached variables i, so there should be a correction term
(K−1)fa. The expressions fi+∂i and fa are, respectively,
fi+∂i = − 1
β
ln
{
eβ
∏
a∈∂i
[
1−
∏
j∈∂a\i
[1− qj→a(Jja)]
]
+
∑
σi=±1
∏
a∈∂i
[
1− 1− σiJ
i
a
2
∏
j∈∂a\i
[1− qj→a(Jja)]
]}
,(12)
fa = − 1
β
ln
[
1−
∏
j∈∂a
[1− qj→a(Jja)]
]
. (13)
The free energy density is then f ≡ F (β)/N , and the
entropy density s of the system is computed through
s = −(ρ0 + f)β . (14)
The entropy density s measure the abundance of satis-
fying configurations with null variable fraction ρ0. The
value of s may saturate to a positive value as β increases
(and ρ0 also saturates to the limiting value ρ
max
0 ), or it
may become negative as β exceeds certain threshold value
βmax. In the latter case we take the computed value of
ρ0 at βmax as the maximum null variable fraction ρ
max
0 .
We run BP iterations on single K-SAT instances to ob-
tain the values of ρ0 as a function of β. As initial condi-
tions all the cavity distributions qi→a(si) are assumed to
be the uniform distribution over the three states. Some of
the numerical results are shown in Fig. 2. As expected,
the null fraction ρ0 increases with β for each value of
clause density α. At α = 1 BP is always convergent
(both for K = 3 and K = 4) and ρ0 reaches a limiting
value ρmax0 as β becomes large. When α increases, how-
ever, we find that the BP iteration is convergent only for
sufficiently small β values (e.g., up to β ≈ 3.46 for the 3-
SAT instances at α = 2 and up to β ≈ 2.6 for the 4-SAT
instance at α = 5). This non-convergent behavior of BP
indicates that ergodicity is broken at high β values and
the system enters into the spin glass phase as the null
fraction ρ0 exceeds certain threshold value [8, 13, 32].
To compute the maximum null fraction ρmax0 within the
RS mean field theory, we perform population dynamics
simulations on the BP equations following the standard
method in the literature [1], and get ensemble-averaged
results on ρ0 and the entropy density. Again all the cav-
ity distributions qi→a(si) are initialized to be the uni-
form distribution over si ∈ {−1, 0, 1} in this population
dynamics simulation. The ensemble-averaged results of
ρ0 for the random 3-SAT cases are shown in Fig. 2a, and
they are in good agreement with the single-instance re-
sults. The relationship between entropy density s and ρ0
is shown in Fig. 3. The maximum entropy value of en-
tropy density decreases with clause density α. For exam-
ple at α = 1 the most probable fraction of null variables
is ρ0 ≈ 0.2 (for K = 3), while this most probable fraction
decreases to ρ0 ≈ 0.08 as the clause density increases to
be α = 3.
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FIG. 2: Fraction ρ0 of null variables versus the inverse tem-
perature β, as estimated by BP iteration computations on a
single K-SAT instance of size N and clause density α (sym-
bols), or through RS population dynamics simulations at the
ensemble level (lines). (a) K = 3, N = 104 or 3 × 104, and
α = 1, 2, 3 from top to bottom (less than the satisfiability
threshold value αs ≈ 4.267). (b) K = 4, N = 104, and
α = 1, 5, 8 from top to bottom (again less than the satisfiabil-
ity threshold value αs ≈ 9.930). At a given value of α the BP
iteration becomes non-convergent as β exceeds certain critical
value. At these higher β values we can still estimate ρ0 by
averaging over many non-convergent BP iteration steps (data
not included here).
The maximum fraction ρmax0 of null variables also de-
creases with α, as is shown in Fig. 4. This shrinking
trend is fully expected. As the density of clauses in-
creases, more and more variables need to actively par-
ticipate in satisfying these clauses and so fewer variables
can be spared. The true interesting feature of Fig. 4
is that ρmax0 is positive even at the satisfiability phase
transition point αs. This indicates that there are still
an exponential number (∼ exp[Nρmax0 (αs)]) of satisfying
Ising configurations σ right at the transition point αs.
These solutions probably form a dense cluster and they
are quite atypical configurations in the conventional two-
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FIG. 3: K-SAT entropy density s versus the fraction of
null variables ρ0, as predicted by the RS population dynamics
simulations. (a) K = 3, and the clause density is α = 1, 2, 3
from top to bottom; (b) K = 4, and α = 1, 5, 8 from top
to bottom. The maximum fraction ρmax0 of null variables is
taken to be the value of ρ0 at which the entropy density s
reaches zero.
state K-SAT model [29–31]. Our three-state model offers
a simple way of emphasizing these solution clusters.
In Table I we compare the values of ρmax0 as predicted
by the RS mean field theory and the corresponding values
achieved by the BPD message-passing algorithm of the
next section, for the random 3-SAT problem with clause
densities α close to the satisfiability threshold αs ≈ 4.267.
It’s remarkable that our algorithm successfully construct
solutions with null-variable fractions ρ0 pretty close to
the theoretical ρmax0 values. This table also indicates the
RS theoretical predictions are quite reasonable.
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TABLE I: Comparison of the predicted value of maximum null-variable fraction ρmax0 by the RS mean field theory and the
null-variable fraction ρ0 of solutions constructed by the BPD algorithm, for the random 3-SAT problem at clause densities
α ∈ [4.0, 4.2]. The inverse temperature is set to be β≈5.0. Each BPD data is the average value over ten single random 3-SAT
instances of size N = 104.
α 4.00 4.02 4.04 4.06 4.08 4.10 4.12 4.14 4.16 4.18 4.20
RS 0.1298 0.1275 0.1258 0.1234 0.1214 0.1191 0.1170 0.1149 0.1128 0.1106 0.1085
BPD 0.1242 0.1201 0.1186 0.1174 0.1123 0.1109 0.1084 0.1071 0.1060 0.1042 0.0941
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FIG. 4: The maximum fraction ρmax0 of null variables ver-
sus the clause density α of the random K-SAT problem, as
predicted by the RS population dynamics simulations. (a)
K = 3; (b) K = 4. The vertical dashed lines mark the pre-
dicted satisfiability phase transition point αs (≈ 4.267 for
K = 3 and ≈ 9.930 for K = 4 [6, 7, 11]).
III. BELIEF-PROPAGATION GUIDED
DECIMATION
Various local-search heuristic algorithms and message-
passing algorithms have been proposed for the K-SAT
problem (see, e.g., Refs. [6, 21, 22, 33–35]. Here we
adopt the belief-propagation guided decimation (BPD)
algorithm, widely used in the K-SAT problem and other
optimization problems such as minimum feedback vertex
set and minimum vertex covers [22, 36–38], to construct
satisfying configurations with close-to-maximum number
of null variables.
The marginal state probabilities qi(si) for all the vari-
ables of a given problem instance are estimated by BP
iterations at certain fixed value of inverse temperature
β, and the algorithm then fix a small fraction r of the
variables i to +1 and −1 spin values based on these
marginal probability distributions. The marginal state
probabilities of the remaining variables are then updated
by BP again and then a small fraction r of the remain-
ing variables are fixed to +1 or −1 spin values. The
algorithm stops as soon as a satisfying configuration has
been reached or a conflict has been encountered (i.e., the
formula can not be satisfied by the remaining variables).
In the former case the variables not yet assigned any spin
value form the set of null variables.
In our implementation, the variables i to be fixed
in one round of the BPD decimation process are those
whose marginal probability values qi(+1) or qi(−1) are
the largest among all the variables not yet fixed. For such
a variable i, we set its spin to σi = +1 if qi(+1) > qi(−1),
otherwise its spin is set to σi = −1. After variable i is
fixed we then simplify the formula by deleting the clauses
that are satisfied by variable i and fix some additional
variables j if they are required to be fixed by some other
clauses.
Some of the results obtained by BPD for single ran-
dom 3-SAT instances are shown in Fig. 5. At each value
of clause density α we find that the density ρ0 of null
variables obtained by BPD is quite close to the theoret-
ically predicted maximum value ρmax0 . This fact is also
demonstrated in Table I. Another interesting feature is
that the BPD performance is only slightly dependent on
the value of the inverse temperature β.
When the clause density α is approaching the satisfi-
ability threshold αs, it become more and more difficult
for the BPD algorithm to construct satisfying configura-
tions. This happens both for the conventional BPD algo-
rithm with only two states [22] and the present one with
three states. We notice that the failure of conventional
two-state BPD occurs more abruptly than the present
three-state BPD algorithm (Fig. 6). For example, when
applying the two-state BPD algorithm on a 3-SAT in-
stance of size N = 105 and clause density α = 4.15,
the two-state BPD always fails in 1000 independent re-
peats, while our three-state BPD algorithm succeeds to
constructing satisfying configurations in about 8 out of
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FIG. 5: The mean fraction ρ0 of null variables in satisfying
configurations of random 3-SAT instances, obtained by the
BPD algorithm with fixed inverse temperature β. A single
problem instance of size N = 104 is used and its clause density
is α = 2, 3, 4, 4.1 from top to bottom. The horizontal dashed
lines are the corresponding maximum fraction ρmax0 of null
variables as predicted by the RS mean field theory.
1000 independent trials. The gradual declining behav-
ior shown in Fig. 6b for the three-state BPD algorithm
may indicate its applicability for the most hard problem
instances.
It may be possible to further improve the performance
of BPD by modifying the spin fixation process. We could
check the effect of fixing the state of a variable i. If this
fixation does not force any additional spin fixation we
accept it; otherwise we may accept it with some small
probability, favoring fixation choices which have the least
effects to the remaining variables.
IV. BELIEF-PROPAGATION GUIDED
REINFORCEMENT
We also implement a slightly different message-
passing algorithm, belief-propagation guided reinforce-
ment (BPR), for constructing maximally flexible satis-
fying configurations. The main idea of BPR is the same
as that of BPD but it allows each variable state si to be
modified multiple times during the search process, so it
is much more robust [39]. The most important feature
of BPR is the memory effect which is realized by an ex-
ternal reinforcement vector ψ
i
≡ (ψ−1i , ψ0i , ψ+1i ) on every
variable i. With this reinforcement factor ψ
i
, the BP
equation (6) is slightly modified as
qi→a(si) =
ψsii e
βδ0si
∏
b∈∂i\a
pb→i(si)
∑
s′i
ψ
s′i
i e
βδ0
s′
i
∏
b∈∂i\a
pb→i(s′i)
. (15)
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FIG. 6: Comparison on the performance of the BPD algo-
rithm with two states (a) or three states (b). Three random
3-SAT formulas of size N ∈ {103, 104, 105} are used in this
comparison, and the first αN clauses of these instances are
considered. Each data point shows the probability of success-
fully constructing a solution by the BPD algorithm among
1000 independent trials. The BPD algorithms are not sensi-
tive to the inverse temperature β (see Fig. 5), so we simply
set it to a moderate value, e.g., β = 5.0.
The expression (8) for the marginal probability qi(si) is
also revised to be
qi(si) =
ψsii e
βδ0si
∏
a∈∂i
pa→i(si)∑
s′i
ψ
s′i
i e
βδ0
s′
i
∏
a∈∂i
pa→i(s′i)
. (16)
We implement BPR as follows. First, the memory vec-
tor of each variable i is initialized as ψ
i
= (1, 1, 1), i.e.,
ψsii = 1 for si ∈ {−1, 0, 1}. Then at each BPR time step
t: (1) we first iterate equations (15) and (7) on all the
links of the factor graph a number of repeats (e.g., ten
times) and; (2) then compute the marginal probability
distributions qi(si) following Eq. (16); and (3) then up-
date the memory vectors ψ
i
of all the variables according
6
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FIG. 7: The performance of the BPR algorithm on single
random 3-SAT instances of size N = 104 and different fixed
clause densities α ranging from 3.6 to 4.2. Each data set
(symbols linked by lines) shows the evolution of the number
g(t) of unsatisfied clauses with the evolution time t of BPR.
The inverse temperature is β≈5.0.
to qi(si). We take the following reinforcement rule: If the
most likely state of variable i is s∗i ∈ {−1, 0,+1}, that is,
if pi(s
∗
i ) is larger than the other two probabilities, then
a small amount η is added to ψi(s
∗
i ) while the other two
elements of ψ
i
are not changed (we set η = 0.002).
At each BPR time step t we also assign an instanta-
neous spin value σi(t) ∈ {−1,+1} to each variable i. If
the most likely state of i is predicted to be +1 (or −1)
by the marginal probability distribution qi(si), then we
set σi(t) = +1 (and respectively, σi(t) = −1); if the
null state si = 0 is the most likely state of i, we set
σi(t) = 1 (respectively, σi(t) = −1) if this variable has
more links of positive (respectively, negative) coupling
constants. After an instantaneous spin configuration is
obtained by this way, we then count the total number of
unsatisfied clauses and denote this number as g(t).
Some evolution trajectories of g(t) with BPR time t
are shown in Fig. 7 for a single random 3-SAT formula.
When the clause density α is less than 4.15 we find that
g(t) reaches zero in less than 103 steps. When α = 4.2
(quite close to αs), however, we find that g(t) saturates
to a small positive value, meaning the algorithm fails to
reach a satisfying solution.
V. CONCLUSION
In summary, we designed a three-state spin glass model
to explore the atypical and maximally flexible solutions
of the random K-SAT problem. We succeeded to con-
struct satisfying solutions with a close-to-maximum frac-
tion ρ0 of null variables for single random K-SAT in-
stances, when the clause density α of these instances are
not too close to the satisfiability phase transition point
αs. Our replica-symmetric mean field theoretical results
suggested that even at α = αs the maximum fraction
ρmax0 of null variables is still positive.
The RS mean field theory adopted in this work is
clearly inadequate when the inverse temperature β be-
comes large and the clause density α is approaching αs.
The non-convergence of the BP iterations might have
contributed to the failure of the BPD and BPR algo-
rithms at the hard region of α ≈ αs. We need to extend
the mean field theory to the 1RSB level and get refined
predictions on the maximum null-variable fraction ρmax0
and improved message-passing algorithms. It would be
very interesting to see whether the 1RSB theory still pre-
dicts a positive ρmax0 at αs. We will address these issues
in a follow-up report.
Acknowledgments
One of authors(Han Zhao) thanks Yi-Zhi Xu for
helpful discussions. This work was supported by
the National Natural Science Foundation of China
Grants No.11975295 and No.11947302, and the Chinese
Academy of Sciences Grant No.QYZDJ-SSW-SYS018.
Numerical simulations were carried out at the HPC clus-
ter of ITP-CAS.
[1] M. Me´zard and A. Montanari, Information, physics, and
computation (Oxford University Press, 2009).
[2] P. Cheeseman, B. Kanefsky, and W. Taylor, Where the
really hard problems are, in Proceedings 12th Int. Joint
Conf. on Artificial Intelligence, IJCAI’91, Vol. 1 (Mor-
gan Kaufmann Publishers Inc., San Francisco, CA, USA,
1991) pp. 163–169.
[3] S. Kirkpatrick and B. Selman, Critical behavior in the
satisfiability of random boolean expressions, Science 264,
1297 (1994).
[4] R. Monasson and R. Zecchina, Entropy of the k-
satisfiability problem, Physical Review Letters 76, 3881
(1996).
[5] R. Monasson and R. Zecchina, Statistical mechanics of
the random k-satisfiability model, Phys. Rev. E 56, 1357
(1996).
[6] M. Me´zard, G. Parisi, and R. Zecchina, Analytic and al-
gorithmic solution of random satisfiability problems, Sci-
ence 297, 812 (2002).
[7] M. Me´zard and R. Zecchina, Random k-satisfiability
problem: From an analytic solution to an efficient al-
gorithm, Physical Review. E 66, 056126 (2002).
[8] A. Montanari, G. Parisi, and F. Ricci-Tersenghi, Insta-
bility of one-step replica-symmetry-broken phase in satis-
fiability problems, Journal of Physics A General Physics
37, 2073 (2003).
[9] D. Achlioptas, A. Naor, and Y. Peres, Rigorous location
of phase transitions in hard optimization problems, Na-
7
ture 435, 759 (2005).
[10] M. Me´zard, T. Mora, and R. Zecchina, Clustering of so-
lutions in the random satisfiability problem, Physical Re-
view Letters 94, 197205.1 (2005).
[11] S. Mertens, M. Mezard, and R. Zecchina, Threshold val-
ues of random k-sat from the cavity method, Random
Structures and Algorithms 28, 340 (2006).
[12] F. Krzaka la, A. Montanari, F. Ricci-Tersenghi, G. Semer-
jian, and L. Zdeborova´, Gibbs states and the set of so-
lutions of random constraint satisfaction problems, Pro-
ceedings of the National Academy of Sciences 104, 10318
(2007).
[13] A. Montanari, F. Ricci-Tersenghi, and G. Semerjian,
Clusters of solutions and replica symmetry breaking in
random k-satisfiability, Journal of Statistical Mechanics
Theory and Experiment 2008 (2008).
[14] H.-J. Zhou, t → 0 mean-field population dynamics ap-
proach for the random 3-satisfiability problem, Phys.
Rev. E 77, 066102 (2008).
[15] D. Achlioptas, Solution clustering in random satisfiabil-
ity, European Physical Journal B 64, 395 (2008).
[16] E. Maneva and A. Sinclair, On the satisfiability thresh-
old and clustering of solutions of random 3-sat formulas,
Theoretical Computer Science 407, 359 369 (2008).
[17] H. Zhou and H. Ma, Communities of solutions in single
solution clusters of a random K -satisfiability formula,
Physical Review E 80 (2009).
[18] H.-J. Zhou and C. Wang, Ground-state configuration
space heterogeneity of random finite-connectivity spin
glasses and random constraint satisfaction problems, J.
Stat. Mech.: Theor. Exp P10010 (2010).
[19] S. H. Lee, M. Ha, C. Jeon, and H. Jeong, Finite-size
scaling in random k-satisfiability problems, Phys. Rev. E
82, 061109 (2010).
[20] K. Li, H. Ma, and H. Zhou, From one solution of a 3-
satisfiability formula to a solution cluster: Frozen vari-
ables and entropy, Physical Review E 79, 031102 (2009).
[21] A. Braunstein, M. Me´zard, and R. Zecchina, Survey
propagation: An algorithm for satisfiability, Random
Structures and Algorithms 27, 201 (2005).
[22] A. Montanari, F. Ricci-Tersenghi, and G. Semerjian,
Solving constraint satisfaction problems through belief
propagation-guided decimation, in Proceedings of 45th
Annual Allerton Conference on Communication, Con-
trol, and Computing (Curran Associates, Inc., New York,
2007) pp. 352–359.
[23] R. Marino, G. Parisi, and F. Ricci-Tersenghi, The back-
tracking survey propagation algorithm for solving ran-
dom k-sat problems, Nature Commun. 7, 12996 (2016).
[24] H. Huang, K. Y. M. Wong, and Y. Kabashima, Entropy
landscape of solutions in the binary perceptron problem,
J. Phys. A: Math. Theor. 46, 375002 (2013).
[25] H. Huang and Y. Kabashima, Origin of the computa-
tional hardness for learning with binary synapses, Phys.
Rev. E 90, 052813 (2014).
[26] L. Dall’asta, A. Ramezanpour, and R. Zecchina, Entropy
landscape and non-gibbs solutions in constraint satisfac-
tion problems, Physical Review E 77, 031118 (2008).
[27] Y. Zeng and H.-J. Zhou, Solution space coupling in the
random k-satisfiability problem, Comm. Theor. Phys. 60,
363 (2013).
[28] F. Krzakala, M. Me´zard, and L. Zdeborova´, Reweighted
belief propagation and quiet planting for random k-sat,
Journal on Satisfiability, Boolean Modeling and Compu-
tation 8, 149 (2014).
[29] C. Baldassi, A. Ingrosso, C. Lucibello, L. Saglietti, and
R. Zecchina, Subdominant dense clusters allow for simple
learning and high computational performance in neural
networks with discrete synapses, Physical Review Letters
115, 128101.1 (2015).
[30] C. Baldassi, A. Ingrosso, C. Lucibello, L. Saglietti, and
R. Zecchina, Local entropy as a measure for sampling
solutions in constraint satisfaction problems, Journal of
Statistical Mechanics: Theory and Experiment 2016,
023301 (2016).
[31] L. Budzynski, F. Ricci-Tersenghi, and G. Semerjian, Bi-
ased landscapes for random constraint satisfaction prob-
lems, Journal of Statistical Mechanics: Theory and Ex-
periment 2019, 023302 (2019).
[32] M. Mzard and G. Parisi, The bethe lattice spin glass re-
visited, European Physical Journal B Condensed Matter
and Complex Systems 20, 217 (2001).
[33] M. Alava, J. Ardelius, E. Aurell, P. Kaski, S. Krishna-
murthy, P. Orponen, and S. Seitz, Circumspect descent
prevails in solving random constraint satisfaction prob-
lems, Proc. Natl. Acad. Sci. USA 105, 15253 (2008).
[34] C. P. Gomes, H. Kautz, A. Sabharwal, and B. Selman,
Satisfiability solvers, in Handbook of Knowledge Repre-
sentation, edited by F. van Harmelen, V. Lifschitz, and
B. Porter (Elsevier Science, Amsterdam, 2008) Chap. 2,
pp. 89–134.
[35] F. Baader, I. Horrocks, and U. Sattler, Description log-
ics, in Handbook of Knowledge Representation, edited by
F. van Harmelen, V. Lifschitz, and B. Porter (Elsevier
Science, Amsterdam, 2008) Chap. 3, pp. 135–180.
[36] S. Mugisha and H.-J. Zhou, Identifying optimal targets
of network attack by belief propagation, Phys. Rev. E
94, 012305 (2016).
[37] H.-J. Zhou, Spin glass approach to the feedback vertex
set problem, Eur. Phys. J. B 86, 455 (2013).
[38] J.-H. Zhao and H.-J. Zhou, Statistical physics of hard
combinatorial optimization: Vertex cover problem, Chin.
Phys. B 23, 078901 (2014).
[39] A. Braunstein and R. Zecchina, Learning by message
passing in networks of discrete synapses, Phys. Rev. Lett.
96, 030201 (2006).
8
