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Abstract: The frameworks of thermodynamic availability function and irreversible port
Hamiltonian systems are used to derive passivity based control strategies for irreversible
thermodynamic systems. An energy based availability function is defined using as generating
function the internal energy. This is a variation with respect to previous works where the total
entropy usually corresponds to the generating function. The specific structure of irreversible
port-Hamiltonian systems then permits to elegantly derive stability conditions for open and
closed thermodynamic systems. The results are illustrated on two classical thermodynamic
examples: The heat exchanger and the continuous stirred tank reactor.
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1. INTRODUCTION
Establishing a relation between irreversible Thermody-
namics and system theory is an open and ongoing line
of research (Eberard et al., 2007; Favache et al., 2010;
Hoang et al., 2011; Ramirez et al., 2013), where one fun-
damental problem is to find a geometric structure which
can represent thermodynamic systems in a similar manner
as the symplectic or Poisson structure do for mechanical
systems (Brockett, 1977; van der Schaft, 1986; Aris, 1989;
Maschke et al., 1992). For stability analysis and control
purposes the use of the thermodynamic properties of irre-
versible systems have been particularly successful when
using the concept of available storage (Willems, 1972),
which has been specialized to irreversible systems as the
availability function (Ydstie and Alonso, 1997; Alonso and
Ydstie, 2001; Ydstie, 2002; Hoang et al., 2011, 2012). It
has been shown that in the case of homogeneous systems
the thermodynamic availability function can be used for
stability analysis and in some cases for control purpose.
Many extensions of these works to the stability analysis
of distributed parameter systems or system networks have
also been proposed (Alonso and Ydstie, 1996, 2001; Ydstie,
2002; Jillson and Ydstie, 2007).
Port Hamiltonian systems (PHS) (Maschke and van der
Schaft, 1992) have been widely used in modelling and
passivity-based control (PBC) of mechanical and electro-
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mechanical systems (Duindam et al., 2009). For those
systems, the Hamiltonian function represents the total
energy of the system and the energy flows between the
different energy domains of the system are represented by
a structure matrix. This structure matrix actually defines
a Poisson bracket which corresponds to the existence of
conservation laws or balance equations for open systems.
For instance the conservation of the energy is the base of
the control using passivity based control (PBC) methods
(Ortega et al., 2002). For physical systems with irreversible
phenomena, as for instance chemical reactions or smart
materials, which present transformations that involves ir-
reversible entropy creation, it is not sufficient to express
only the conservation of energy (first principle of Thermo-
dynamics); it is also necessary to express the irreversible
entropy creation (second principle of Thermodynamics) as
a system theoretic property. Recently the use of contact
geometry and irreversible PHS (IPHS) (Eberard et al.,
2007; Favache et al., 2010; Ramirez et al., 2013) have
allowed to endow open thermodynamic systems with a
geometric and quasi geometric structure respectively with
promising perspective for control design.
In this work we combine the results of stability analysis
and control design using the availability function with
the quasi PHS formulation given by IPHS. To this we
derive an energy based availability function defined using
the internal energy as generating function, which is a
variation from previous works where the total entropy is
commonly used as generating function (Alonso and Ydstie,
2001; Ydstie, 2002; Hoang et al., 2011, 2012). The IPHS
structure then permits to elegantly derive the stability
conditions for closed and open thermodynamic systems.
This paper is organized as follows, Section 2 presents the
framework of IPHS and Section 3 the energy based avail-
ability function and its specialization to IPHS. In Section 4
the approach is illustrated on two classical thermodynamic
models: The heat exchanger and the continuous stirred
tank reactor (CSTR). Finally Section 5 presents some
closing remarks and lines of future work.
2. IRREVERSIBLE PORT-HAMILTONIAN SYSTEMS
On the state space Rn ∋ x, a PHS is defined in the case of
power preserving systems by the following state equation,
x˙ = J(x)
∂U
∂x
(x) + g(x)u(t) (1)
where U : Rn → R is the Hamiltonian function that
is usually the total energy of the system, J(x) ∈ Rn ×
R
n is a skew-symmetric structure matrix, g(x) ∈ Rm ×
R
n is the input vector field and u(t) ∈ Rm is a time
dependent input. For those systems, the Hamiltonian
function represents the total electro-mechanical energy
of the system and the skew-symmetric structure matrix
represents the energy flows between the different energy
domains of the system. Furthermore the structure matrix
J(x) relates to symplectic geometry as it defines a Poisson
bracket, if it satisfies the Jacobi identities, else it is a
pseudo-Poisson bracket (see van der Schaft and Maschke
(1994)). If J is constant in some local coordinates then
it satisfies the Jacobi identities (van der Schaft, 2000).
In the sequel we will consider only true Poisson brackets
(not pseudo-Poisson brackets). The Poisson bracket of two
C∞(Rn) functions Z and G is expressed as:
{Z,G}J =
∂Z
∂x
⊤
(x)J(x)
∂G
∂x
(x). (2)
The PHS dynamics is expressed in term of the Poisson
bracket (2) as:
x˙ = {x, U}J + g(x)u(t). (3)
The properties of Poisson brackets such as their skew-
symmetry and the fact they satisfy Jacobi identities cor-
respond to the existence of conservation laws or balance
equations for open systems. For instance the conservation
of the energy is the base of the control using PBC methods
(Ortega et al., 2002). Several attempts have been made in
order to preserve as much as possible the PH structure,
leading to a class of system called quasi PHS Hangos
et al. (2001); Otero-Muras et al. (2008); Ramirez et al.
(2009); Do¨rfler et al. (2009); Hoang et al. (2011). These
systems retain as much as possible the port Hamiltonian
structure, but differ by their structure matrices and input
vector fields which depend explicitly on the gradient of
the Hamiltonian. An important remark is that, although
the forms of PHS (1) and quasi PHS are very similar and
both embed, by skew-symmetry of the structure matrix,
the conservation of energy, in the latter the drift dynamic
is a nonlinear function in the gradient ∂U
∂x
(x). In this
sense the symplectic structure of the PHS, given by the
Poisson tensor associated with the structure matrix J(x),
is destroyed.
There is a large class of thermodynamic systems that can
be expressed as quasi PHS if the Hamiltonian function is
selected as a thermodynamic potential such as the internal
energy or the entropy (Eberard et al., 2007; Favache et al.,
2010; Ramirez et al., 2013). From a control perspective it is
usually more complicated to impose a desired closed-loop
dynamic on quasi PHS. Passivity based techniques can be
easily applied to PHS, however due to the non-linearity
with respect to the gradient of the Hamiltonian, this is
not the case for quasi PHS.
In recent works (Ramirez, 2012; Ramirez et al., 2012, 2013)
a class of quasi PHS, denoted Irrevesible Port Hamiltonian
Systems (IPHS) have been proposed to model a large class
of thermodynamic systems and to embed the first and
second principle of Thermodynamics in the structure of
the quasi PHS.
Definition 1. (Ramirez, 2012; Ramirez et al., 2013) IPHS
are defined by the dynamical equation
x˙ = R
(
x, ∂U
∂x
, ∂S
∂x
)
J
∂U
∂x
(x) + g
(
x, ∂U
∂x
, u
)
, (4)
where
(1) x ∈ Rn is the state vector, U(x) : C∞(Rn) → R and
S(x) : C∞(Rn)→ R.
(2) The structure matrix J ∈ Rn×Rn is a constant skew-
symmetric matrix.
(3) R = R
(
x, ∂U
∂x
, ∂S
∂x
)
is composed of a positive definite
function and a Poisson bracket evaluated on S and
U :
R
(
x, ∂U
∂x
, ∂S
∂x
)
= γ
(
x, ∂U
∂x
)
{S,U}J , (5)
with γ(x, ∂U
∂x
) = γˆ(x) : C∞(Rn) → R, γˆ ≥ 0, a non-
linear positive function of the states and co-states of
the system that can be expressed as a function of the
states only.
(4) g(x, ∂U
∂x
, u) ∈ R1 × Rn is associated with the port
of the system, where the input is u(t) ∈ Rm a time
dependent function.
The main difference with the definition of a PHS is that
R
(
x, ∂U
∂x
, ∂S
∂x
)
depends on the co-state variables destroy-
ing the linearity of any Poisson tensor, considering the
mapping ∂U
∂x
to the drift dynamics R
(
x, ∂U
∂x
, ∂S
∂x
)
J ∂U
∂x
and
associated with the matrix RJ . Furthermore, the vector
field g
(
x, ∂U
∂x
, u
)
may also depend on states and co-states.
The first and second principle express, respectively, the
conservation of energy and the irreversible transformation
of entropy. It is possible to represent this by the following
equations
dU
dt
= 0 and
dS
dt
= σ
(
x, ∂U
∂x
)
≥ 0 (6)
where the Hamiltonian U is the internal energy, S denotes
an entropy like function (that may be equal to the total
entropy S) and σ
(
x, ∂U
∂x
)
the irreversible entropy creation
which in general depends on the state and the gradient
of the total energy. For IPHS, by skew-symmetry of J
the total energy of the system satisfies the energy balance
equation
dU
dt
=
∂U
∂x
⊤
g(u(t)).
Indeed, since g(u(t)) represent the flows through the
controlled-ports of the system the only energy variation is
due to the interaction with the environment. The entropy
variation on other hand is given by
dS
dt
=
∂S
∂x
⊤
R
(
x, ∂U
∂x
, ∂S
∂x
)
J(x)
∂U
∂x
+
∂S
∂x
⊤
g(u(t)).
A consequence of the second principle of Thermodynamics
is that the entropy variation due to internal transforma-
tions is always greater or equal to zero. This actually
requires RJ to explicitly depend on ∂U
∂x
,
∂S
∂x
⊤
R
(
x, ∂U
∂x
, ∂S
∂x
)
J (x)
∂U
∂x
= σint ≥ 0, (7)
since this should hold for any generating function U(x).
3. AVAILABILITY FUNCTION AND EQUILIBRIUM
In this section the concept of available energy (Willems,
1972) is used to propose a class of PBC for IPHS. To
this end a variation of the availability function (Ydstie
and Alonso, 1997; Alonso and Ydstie, 2001; Ydstie, 2002)
is proposed. It is important to remark that, unlike pre-
vious works where in general the total entropy is used
as generating function (Alonso and Ydstie, 1996, 2001;
Ydstie, 2002; Jillson and Ydstie, 2007; Hoang et al., 2011,
2012), we use the internal energy to define an energy based
availability function. The reason to use the internal energy
is that it corresponds to the Hamiltonian of the IPHS, and
hence becomes the natural candidate for the construction
of control Laypunov functions. Let us recall some general
properties of thermodynamic systems. More details may
be found in Callen (1985) or Sandler (2006), among many
other textbooks. The variation of the internal energy of a
homogeneous system is defined by Gibbs’ equation
dU = TdS − PdV +
m∑
i=1
µidni (8)
where the extensive variables are the internal energy U , the
entropy S, the volume V and the mole numbers ni, and the
intensive variables are the temperature T , the pressure P
and the chemical potentials µi. By defining the vectors of
extensive and intensive variables, z = [S, V, n1, . . . , nm]
⊤
and w = [T,−P, µ1, . . . , µm], (8) may be written as
dU = w⊤dz. (9)
The internal energy U is a homogeneous function of degree
1, so from Euler’s Theorem we obtain,
U = w⊤z, (10)
which implies that w(z) is a homogeneous function of
degree 0 of z and w(z) = ∂U
∂z
. For homogeneous systems, as
a consequence of the second law of Thermodynamics, the
internal energy corresponds to a convex function (Callen,
1985; Alonso and Ydstie, 2001). Furthermore the internal
energy function is strictly convex with respect to z and
independent of the dynamic behaviour of the system as
soon as one element of z is fixed (Jillson and Ydstie, 2007).
We emphasise that the internal energy function (and hence
also the total entropy function) does not posses a strict
minimum. Hence the need of constructing a Lyapunov
function with a strict minimum at the desired equilibrium.
Identifying x = z, where x is the state vector of the
IPHS of Definition 1 we define the energy based availability
function as
A(x, x∗) = U(x)−
[
U(x∗) +
∂U
∂x
(x∗)⊤(x− x∗)
]
≥ 0 (11)
where x∗ is a reference and possibly a desired equilibrium.
Remark 2. Let’s note that the only possible value for
which A = 0 is x = x∗ as soon as one of the extensive
variables is fixed (Jillson and Ydstie, 2007).
The time derivative of A is given by
dA
dt
=
(
∂U
∂x
(x)−
∂U
∂x
(x∗)
)⊤
dx
dt
. (12)
Since the availability function qualifies as Lyapunov func-
tion for thermodynamic systems, we may specialize (12)
to IPHS as follows:
dA
dt
= −
∂U
∂x
⊤
(x∗)RJ
∂U
∂x
(x)+(
∂U
∂x
(x)−
∂U
∂x
(x∗)
)⊤
g(u). (13)
Now, for closed-systems, i.e., without matter exchange
with the environment, the previous equation reduces to
dA
dt
= −R
∂U
∂x
⊤
(x∗)J
∂U
∂x
(x), (14)
from which the following proposition follows.
Proposition 1. The equilibrium point x∗ is asymptotically
stable if: (
∂U
∂x
(x∗)⊤J
∂U
∂x
(x)
)
{S,U}J ≥ 0. (15)
with strict equality only at x∗.
Proof. From (14) we obtain by using the definition of R
dA
dt
= −R
(
∂U
∂x
(x∗)⊤J
∂U
∂x
(x)
)
,
= −γ
(
∂U
∂x
(x∗)⊤J
∂U
∂x
(x)
)
{S,U}J ,
(16)
By positivity of γ and since the availability A qualifies as a
Lyapunov function for the system it is stable if (15) holds.
If x∗ is an isolated minimum, then asymptotic stability
follows invoking La Salle’s invariance principle on a region
around x∗.
In the case of controlled thermodynamic systems, Propo-
sition 1 may be extended to controlled IPHS to shift the
closed-loop dynamic equilibrium. This is performed simi-
larly as in passivity based control of mechanical systems
(Ortega et al., 1998), being the difference that in the later,
the natural Lyapunov function of the system is the total
energy and in the present case the energy is the generating
function of the Lyapunov function.
Proposition 2. The closed-loop equilibrium x∗ of a con-
trolled IPHS is asymptotically stable if it satisfies:
γ
(
∂U
∂x
(x∗)⊤J
∂U
∂x
(x)
)
{S,U}J
−
(
∂U
∂x
(x)−
∂U
∂x
(x∗)
)⊤
gu ≥ 0, (17)
with strict equality only at x∗, u∗, where u∗ is the steady
state value of the control-input at the desired equilibrium.
Proof. The proof follows directly from Proposition 1 tak-
ing into consideration the term
(
∂U
∂x
(x)− ∂U
∂x
(x∗)
)⊤
g(u).
Remark 3. Proposition 2 can be directly used for control
design. Indeed it is sufficient to design a control law u
satisfying (20) such that the closed loop system is stable
and converges asymptotically to x∗.
Proposition 2 may be interpreted as an adaptation of the
well known PBC of mechanical systems (Ortega et al.,
1998) for the thermodynamic case. In the following section
we illustrate on two classical thermodynamic benchmark
examples the application of Propositions 1 and 2. It is
interesting to notice that the results follow very naturally
due to the thermodynamic structure of the system model
and Lyapunov function.
4. EXAMPLES
In this section we illustrate the results on the model of
a heat exchanger and the continuous stirred tank reactor
(CSTR). The IPHS deduction of these two systems have
been given in details in Ramirez (2012); Ramirez et al.
(2012, 2013). The main assumption in booth examples
is that the mass or volume is constant. This constraint
guarantees the strict convexity of the availability function
and hence allows to use it as a Lyapunov function.
4.1 Example: the heat exchanger
IPHS model (Ramirez et al., 2013) Consider two simple
thermodynamic systems, indexed by 1 and 2 (for instance
two ideal gases), which may interact only through a
conducting wall. The dynamic of this system is given by
the following equation[
S˙1
S˙2
]
= λ

T2(S2)T1(S1) − 1
T1(S1)
T2(S2)
− 1

+ λe
[
0
Te(t)
T2(S2)
− 1
]
where S1 and S2 are the entropies of subsystem 1 and 2,
Te(t) a time dependent external heat source and λ > 0
and λe > 0 denotes Fourier’s heat conduction coefficients.
The temperatures are modelled as exponential functions
of the entropies T (Si) = T0 exp
(
Si
ci
)
, where T0 and ci are
constants. This system may be written as:[
x˙1
x˙2
]
= λ
(
1
∂U
∂x2
−
1
∂U
∂x1
)
︸ ︷︷ ︸
R
[
0 −1
1 0
]
︸ ︷︷ ︸
J
[ ∂U
∂x1
∂U
∂x2
]
+λe

 01
∂U
∂x2
−
1
u

u
︸ ︷︷ ︸
g
,
where x = [S1, S2], U(x1, x2) = U1(x1) + U2(x2) is the
internal energy of the overall system composed of the
addition of the internal energies of each subsystem, u(t)
the controlled input that corresponds to the external heat
source Te(t). Remark that
∂U
∂xi
= Ti(xi). This system has
been widely studied from a modelling perspective using the
contact Hamiltonian framework in (Eberard et al., 2007).
It is possible to write the model of the heat exchanger as
a IPHS (4) as follows
x˙ = R(x, T )JT (x) + g(T, u(t))u(t), (18)
where T (x) = [T1(x1), T2(x2)], R(x, T (x)) = λ
(
1
T2
− 1
T1
)
,
J =
[
0 −1
1 0
]
and g = λe
[
0
1
T2
− 1
u
]
. The total entropy of
the system is given by the sum of the entropies of each
compartments S = S1 + S2. The Poisson bracket {S,U}J
is then simply the difference of temperatures between the
compartments
{S,U}J =
∂S
∂x
⊤
J
∂U
∂x
=
[
1
1
]⊤ [
0 −1
1 0
] [
T1
T2
]
= T1 − T2.
And one may then identify the expression of the modulat-
ing function
R(x, T ) = λ
(
1
T2
−
1
T1
)
= λ
T1 − T2
T1T2
= γ(T1 − T2),
with γ = λ
T1T2
. Since λ, T1 and T2 are always greater
than zero, γ > 0. The vector g(T2, u)u defines the entropy
flow generated by the interaction of subsystem 2 and the
external heat source, hence corresponds to the port of the
system.
Stability and stabilization We first consider the isolated
case (the two systems are isolated from the environment).
The availabilty can be used as Lyapunov function and by
applying Proposition 1 the system admits an asymptoti-
cally stable equilibrium point (S∗1 , S
∗
2 ) (with
∂U
∂x
(x∗) = T ∗)
if:
(T ∗2 T1 − T
∗
1 T2)(T1 − T2) ≥ 0
Selecting T ∗1 = T
∗
2 = T
∗ we obtain:
T ∗(T1 − T2)
2 ≥ 0. (19)
Equation (19) is only zero if T1 = T2 = T
∗, which
corresponds to the thermodynamic equilibrium of the
system. We now consider the controlled system (18).
In this case we wish to impose that T ∗ is a desired
temperature. Applying Proposition 2 the condition for x∗
to be an asymptotic stable equilibrium point is
γT ∗(T1 − T2)
2 + (T ∗ − T2)
(
u− T2
uT2
)
≥ 0. (20)
Hence, the closed-loop system will converge asymptotically
to the the desired equilibrium T ∗ > 0 if the control
input is selected such that the previous equation holds.
The simplest choice is making the input equal to the
desired temperature, i.e., u = T ∗. Notice that the choice
u = T2 also stabilizes the system, but it is just equivalent
to have no control, since compartment 2 and the control
compartment are always at same temperature.
4.2 Example: the CSTR
The mass balance equations Assume a chemical reaction
in a CSTR with the following reversible reaction scheme
ν1A1+. . .+νlAl ⇋ νl+1Al+1+. . .+νmAm, m > l ≥ 1.
The time variation of the species in the reactor are given
by (Aris, 1989)
n˙i = Fei − Fsi + riV i = 1, . . . ,m (21)
where ni is the number of moles of the species i, (and n
the vector n = (n1, . . . , nm)
⊤
), Fei and Fsi are respectively
the inlet and outlet molar flows (and Fe the vector Fe =
(Fe1, . . . , Fem)
⊤
), ri = ν¯ir where r (n, T ) is the reaction
rate which is the difference of the forward reaction rate
rf and the backward reaction rate rb: r = (rf − rb)
and depends on the temperature and on the reactant
mole number, ν¯i is the signed stoichiometric coefficient:
ν¯i = −νi if it appears on the left hand side of the reaction
scheme, ν¯i = νi in the other case. Following the usual
assumptions (Aris, 1989; Favache and Dochain, 2009), V
the volume in the reactor is assumed to be constant as
well as the pressure. We shall assume a reaction in gas
phase, but the developments may be applied identically to
a reactor with a reaction in liquid phase. The assumptions
of constant volume and pressure impose a constraint over
the total outlet flow Fs (n, T,Fe) as discussed in (Couenne
et al., 2006, 2008), making the outlet flows Fsi = yiFs state
dependent with yi =
ni∑
m
j=1
ni
being the molar fraction of
the species i. Furthermore these assumptions guarantee
that A is strictly convex.
The energy and entropy balance equations The classical
construction of the state space of the ideal mixture in
the CSTR is based on Gibbs’ relation. Assuming constant
volume and pressure of the mixture in the reactor, Gibbs’
relation reduces to
dU =
m∑
i=1
∂U
∂ni
dni +
∂U
∂S
dS (22)
where U denotes the internal energy, S the entropy and the
conjugated intensive variables are the chemical potential
∂U
∂ni
= µi and the temperature
∂U
∂S
= T . Gibbs’ relation
can also be written in the so called entropy formulation
dS =
m∑
i=1
∂S
∂ni
dni +
∂S
∂U
dU (23)
where ∂S
∂ni
= −µi
T
and ∂S
∂U
= 1
T
are the intensive thermody-
namic variables conjugated to ni and the internal energy
U . Under the previous assumptions the internal energy of
the CSTR is given by
U =
m∑
i=1
ni[cpi(T − T0) + u0i], (24)
where cpi, u0i, T0 are respectively the heat capacity at
constant pressure, reference molar energy and reference
temperature. Assuming constant volume and pressure the
reference molar enthalpy h0i = u0i (Sandler, 2006), and
the balance equation of the internal energy is (Couenne
et al., 2006; Favache and Dochain, 2009)
U˙ = H˙ =
m∑
i=1
(Feihei − Fsihsi) +Q, (25)
where Q = λ(Te−T ) is the heat flux from the jacket with
λ the heat conduction coefficient, Te the temperature of
the jacket, H the total enthalpy of the reactor and hei, hsi
respectively the inlet and outlet specific molar enthalpies,
which are related with the chemical potentials and the
specific molar entropies si by:
µi = hi − Tsi.
The entropy function of the CSTR is given by
S = Cp ln (
T
T0
)−Rg
m∑
i=1
[ni ln (
ni
N )] +
m∑
i=1
(nis0i), (26)
where Cp =
∑m
i=1 nicpi, T0, N , s0i and Rg are respectively
total heat capacity at constant pressure, reference tem-
perature, total number of moles, reference molar entropy
and the ideal gas constant. Hence, the entropy balance
equation may be deduced from this expression or from
Gibbs’ relation and is given by
S˙ =
m∑
i=1
(Feisei − Fssi) +
Q
Te
+ σ, (27)
where sei and si are respectively the inlet molar entropy
and the molar entropy of species i, and σ is the irreversible
entropy creation due to mass transfer, heat transfer and
chemical reactions:
σ =
m∑
i=1
Fei
T
(hei − Tsei − µi) +
Q
T
−
Q
Te
−
m∑
i=1
µiνi
r
T
.
IPHS model (Ramirez et al., 2013) The dynamical
equation of the CSTR may be expressed as the IPHS
x˙ = RJ
∂U
∂x
(x) + g1(x,
∂U
∂x
)u1 + g2(x,
∂U
∂x
, u2) (28)
with state vector x = [n1, . . . , nm, S]
⊤, the internal energy
U(x) as Hamiltonian function,
J =


0 . . . 0 ν¯1
0 . . . 0
...
0 . . . 0 ν¯m
−ν¯1 . . . −ν¯m 0


a constant skew-symmetric matrix whose elements are the
stoichiometric coefficient of the chemical reaction mapping
the network structure of the reaction, and
R = γ
(
x, ∂U
∂x
)
{S,U}J =
(
rV
TA
)
A
with γ = rV
TA
and {S,U}J = A, where A = −
∑m
i=1 ν¯iµi
is the chemical affinity of the reaction and corresponds to
the thermodynamic driving force of the chemical reaction.
The port of the IPHS is given by g1u1 + g2(u2) and is
composed by the extended input and output flow vector
and the thermal interaction vector defined respectively as
g1 =
[
I − V †mV
⊤
m
(SE − SIV
†
mV
⊤
m )
⊤
]
, g2 =
[ 0
...
0
1
]
h(u2 − T )
T
with V †m = Y (V
⊤
m Y )
−1 and where SE = [se1, . . . , sem]
⊤
and SI = [s1, . . . , sm]
⊤ are respectively the inlet molar en-
tropy vector and molar entropy vector, Vm = [v1, . . . , vm]
⊤
the molar volume vector and Y = [y1, . . . , ym]
⊤ the mole
fraction vector satisfying
∑m
i=1 xi = 1.
Stability and Stabilization The Thermodynamic equi-
librium corresponds to a state x∗ with ∂U
∂x
(x∗) =
[µ∗1, . . . , µ
∗
m, T
∗]. Using Proposition 1 we have

µ∗1
...
µ∗m
T ∗


⊤ 

0 . . . 0 ν¯1
0 . . . 0
...
0 . . . 0 ν¯m
−ν¯1 . . . −ν¯m 0




µ1
...
µm
T

A
=
(
T
m∑
i=1
ν¯iµ
∗
i − T
∗
m∑
i=1
ν¯iµi
)
A
=(−TA∗ + T ∗A)A = −TA∗A+ T ∗A2.
From Proposition 1 we have that the previous relation
should vanish at A∗ and be strictly positive for any other
state. This imposes the conditions A∗ = 0 and T ∗ > 0
which corresponds to the thermodynamic equilibrium of
the closed system. Let us now consider the controlled IPHS
(28). Applying Proposition 2 we have
T ∗A2 −
(
∂U
∂x
(x)− ∂U
∂x
(x∗)
)⊤
(g1u1 + g2u2). (29)
where we have used A∗ = 0. Since the first term is positive
and vanishes at the desired equilibrium it remains to select
u1 and u2 such that the second term is positive and
only vanishing at the desired equilibrium. Developing the
second term we obtain,
−
[
(µ− µ∗)(I − V ∗mV
⊤
m ) +
T − T ∗
T
(SE − SIV
†
mV
⊤
m )
⊤
]
u1
− (T − T ∗)
λ(u2 − T )
T
.
Hence, any physically admissible combination of u1 and
u2 such that (29) fulfils Proposition 2 may be used. In
particular, the choice
u1 = −(µ− µ
∗)(I − V ∗mV
⊤
m )−
T − T ∗
T
(SE − SIV
†
mV
⊤
m )
⊤,
u2 = T
∗.
asymptotically stabilizes the closed-loop CSTR at the
desired equilibrium x∗ = [µ∗1, . . . , µ
∗
m, T
∗].
5. CONCLUSION
Irreversible port Hamiltonian systems (IPHS) have been
used to derive a class of passivity based controllers for
irreversible thermodynamic systems. The energy based
availability function has been defined and specialized to
IPHS. Unlike previous work, where the total entropy usu-
ally corresponds to the generating function, the generating
function of the energy based availability is the internal en-
ergy of a thermodynamic system. Since the internal energy
corresponds to the Hamiltonian of IPHS, the structure
of IPHS permits to elegantly derive stability conditions
for open and closed thermodynamic systems. It turns out
that for this class of systems the energy based availability
function defines naturally a Lyapunov function. In order
to guarantee the convexity of the availability function a
constraint on the mass or the volume has to be imposed.
This constraint (constant mass or volume) is a standard
assumption in the control of chemical reactors, hence it is
not restrictive. The proposed approach has then been used
for the passivity based control design for irreversible ther-
modynamic systems in an analogous manner as passivity
based control techniques in mechanical systems. The re-
sults have been illustrated on two classical thermodynamic
models: The heat exchanger and the continuous stirred
tank reactor.
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