Abstract -The analysis of the pure motion of subnuclear structures without influence of the cell nucleus motion and deformation is essential in live cell imaging. In this paper, we propose a 2-D contour-based image registration approach for compensation of nucleus motion and deformation in fluorescence microscopy time-lapse sequences. The proposed approach extends our previous approach, which uses a static elasticity model to register cell images. Compared with that scheme, the new approach employs a dynamic elasticity model for the forward simulation of nucleus motion and deformation based on the motion of its contours. The contour matching process is embedded as a constraint into the system of equations describing the elastic behavior of the nucleus. This results in better performance in terms of the registration accuracy. Our approach was successfully applied to real live cell microscopy image sequences of different types of cells including image data that was specifically designed and acquired for evaluation of cell image registration methods. An experimental comparison with the existing contour-based registration methods and an intensity-based registration method has been performed. We also studied the dependence of the results on the choice of method parameters.
I. INTRODUCTION
T HE analysis of subcellular foci motion is one of the most common tasks of live cell imaging. This task arises in studies related to DNA repair, nucleoli assembly, viral defense, and other processes that are important for understanding cell function. However, the analysis of foci motion is a complex problem as living cells are moving and deforming during the imaging process. The observed motion of subcellular foci consists of two components: local motion of the foci and global motion of the nucleus, which includes nucleus displacement and deformation. To determine information about the pure subcellular foci motion, the global motion of the nucleus needs to be compensated. This is usually done by means of image registration. Namely all images of a dynamic image sequence are normalized to some reference time point (usually the first image of the sequence).
Previous work on registration approaches for cell deformation and motion compensation can be divided in two groups: intensity-based approaches and approaches that do not use image intensity. Mostly, approaches based on image intensity have been used. In [1] , a rigid approach based on phase correlation has been presented. Another correlation-based approach to compute image translations was proposed in [2] . Baheerathan et al. [3] used phase correlation combined with a landmark based method to compensate for affine transformation. The approach presented in [4] used the inertia tensor computed based on labeled proteins to compensate for nuclei rotation and translation. In [5] , the authors used a photobleaching model to compensate rigid motion of live cells during FLIP experiments. Raza et al. [6] used a block-matching approach to compensate for translations between color channels in multitag fluorescence microscopy images. Besides rigid methods several non-rigid intensity-based registration approaches were presented. In [7] , the authors suggested a parametric motion model for cell motion compensation. In [8] , a semi-automatic landmark-based non-rigid registration approach was proposed. In [9] , the authors introduced an intensity-based non-rigid registration approach for compensation of cell nuclei motion and deformation based on an extension of the Lucas-Kanade optic flow algorithm. A multi-frame extension of this algorithm was proposed in [10] . In [11] , the authors suggested a landmark-based approach for affine registration of moving cells. In addition, a few approaches for registration of 2D slices of 3D static microscopy images using thin-plate splines [12] , B-splines [13] or block-matching [14] were presented.
Intensity-based registration approaches demonstrate high efficiency as they use all information in an image sequence. However, these methods are less effective for image data where the image intensities are not reliable enough to be used for image registration (e.g., high level of noise, large and abrupt motion of cellular structures). For example, methods based on optic flow principles [9] , [10] or block-matching [14] require that the image intensities do not change significantly between two time points. However, in some biological experiments, the acquired image data contain strong intensity changes. In [7] , an approach was suggested to cope with strong intensity variation, however, only an affine deformation model was employed, which cannot deal with local deformations. The landmark-based algorithms [8] , [11] , [12] require stable landmarks to be localized in the images to be registered which can be difficult as in some experiments there exist no a priori stable biological structures in moving cells. Also, when studying the local motion of subcellular structures, intensitybased registration approaches can influence the motion patterns of these structures while compensating the cell motion and deformation, since they ultimately register the entire cell images including subcellular structures. This problem can be solved by acquiring images with two channels [9] , [10] , where the objects of interest (particles) are represented in one channel and some stable structure (e.g., chromatin in the nucleus) is represented in the other channel (see Fig. 1 ). Then, the transformations computed on the nucleus channel can be used to compensate the nucleus motion and deformation in the particle channel. However, it is not always possible to acquire multichannel images with stable structures in one of the channels because of the biologically motivated experimental conditions.
In previous work on registration of cell images in microscopy data, only a few approaches that do not use image intensity have been presented. In [15] , the authors used a model-based approach where ellipses were fitted to yeast cells and this information was used to compensate for rigid motion in 2D image sequences. Matula et al. [16] introduced a point-based rigid registration approach where the positions of subcellular structures were used to find a suitable transformation between a cell in different frames. A shape-based approach for rigid registration using distance functions was introduced in [17] . Also, several non-rigid registration approaches that do not use image intensity were proposed. In [18] , the authors used an extension of the demons algorithm applied to segmented cells to compensate for global motion and deformation of living cells. De Vylder et al. [19] introduced a contour-based non-rigid registration method for dynamic cell nuclei where the deformation is determined based on correspondences between contour points of the nucleus in consecutive time frames.
The approaches described above that do not use image intensity employ binary segmentations of the nucleus. The efficiency of the methods was demonstrated on both real microscopy data and synthetically created cell phantom images. These approaches were mostly applied to image data with one channel. However, in [15] - [17] , the algorithms could compensate only the rigid motion of a cell. In [18] , the authors described a non-rigid registration approach, however, a physical model of nucleus motion to compensate the deformations is not implied. The contour-based approach in [19] was specifically designed to cope with strong deformations, however, the employed thin-plate deformation model is a relatively rough approximation of the nucleus deformation. In addition, the uniform sampling of the nucleus boundary introduces inaccuracies in the deformation fields for some datasets. In [20] , the authors introduced a cell nucleus shape normalization approach based on linear elasticity. However, this approach was applied to static cell nuclei to normalize their shape to a 3D sphere and measure relative position of internal structures.
In this contribution, we propose a new contour-based approach for non-rigid registration of live cell microscopy images. Our approach is based on a dynamic non-linear elasticity model to compensate for cell motion and deformation in both one-channel and multichannel image data. Compared to intensity-based approaches, our approach does not directly rely on the image intensities (only indirectly to generate the segmentation). It employs forward simulation of the elastic deformation of the cell nucleus resulting the complete information on global motion of the nucleus represented by the trajectories of its triangulation nodes. This information can be used to construct both forward and backward deformation fields for cell image registration. In addition, the used elasticity model is capable to compensate for large rigid motion, and therefore a separate rigid alignment step is not required. The contour matching is embedded as constraints into the equations of the elasticity motion model which are iteratively solved using a prediction-correction scheme. This work extends our previous work [21] presented at the ISBI 2014 conference, where a static linear elasticity model employing the Navier equation with Dirichlet boundary conditions was used. There, a rigid alignment step was performed first, and then a non-rigid registration step was used for each pair of two consecutive frames yielding the backward deformation field from frame k to frame k − 1. In this work, we also significantly extended the quantitative performance evaluation compared to [21] . The method was evaluated based on real fluorescent microscopy image data including data specifically designed and acquired for testing cell image registration techniques [22] . The proposed dynamic elasticity-based approach was compared with the contour-based method in [19] and the intensity-based method in [9] . Our approach was also compared with its previous static version [21] .
The paper is organized as follows. In the next section, we introduce our contour-based non-rigid registration approach. Then, we present the evaluation results and the study on the method parameters. In the final sections, we give a discussion and conclusions.
II. METHODS
In this section, we describe our contour-based registration method. Prior to registration we perform threshold-based segmentation and determine the contours of cell nuclei [22] . Below, we first describe the data representation and give an overview of our registration approach (see Fig. 2 ). Then, we explain the physical model used for registration. After that, we detail the main parts of the algorithm, namely the simulation of nucleus motion, the definition of contourmatching constraints, and the numerical solution scheme.
A. Data Representation and Forward Nucleus Motion Simulation
To register each image of a temporal sequence to the first image we use forward simulation of cell nucleus motion based on a dynamic model and the finite element method (FEM), see Section II-B below. Given binary images of a cell nucleus in each frame of an image sequence, we define the nucleus contours C k , k = 1, . . . , K , where K is the overall number of images of the sequence. Each point of the contour is represented by its position P and outer normal n P . Then, we define the triangulation T 1 with N nodes for the first frame of the sequence, where E 1 is the set of triangulation elements and N 1 is the set of nodes. The idea of forward simulation of nucleus motion is to simulate the elastic motion of the nucleus given only the contours C k . In order to do this, the triangulation T 1 is iteratively deformed based on the dynamic model described below, so that its boundary optimally fits the contour C 2 in the second frame of the sequence. Let T 2 be the triangulation resulting from this operation and representing the deformed nucleus in the second frame of the sequence. The same operation is performed consequently for T k and C k+1 , k = 2, . . . , K − 1 resulting in the set of triangulations T k (k = 1, . . . , K ) that represent the deformed nucleus in the corresponding frame.
Given the triangulation representing the deformed nucleus in every frame T k (k = 1, . . . , K ) one can compute the forward deformation fields u 1→k = q k − q 1 or backward deformation fields u 1←k = q 1 − q k , where q 1 , q k ∈ R 2N are vectors of the triangulation node positions of T 1 and
Thus u 1→k and u 1←k are defined at the nodes of the triangulation. The forward deformation fields u 1→k can be interpolated at every pixel of an image [23] and used to warp the image sequence and normalize it w.r.t. the first frame of the sequence. The backward deformation fields u 1←k can be used to register a set of features, for example, the position of foci to analyze their local motion.
B. Modeling the Nucleus Deformation Based on Linearized Elasticity and Dynamic Integration
In [24] it was shown that the cell nucleus demonstrates elastic behavior. Thus, the deformation of the nucleus can be modeled using elasticity theory [25] . In this work, we consider the cell nucleus as an isotropic homogenous material.
The nucleus motion can be described using the second Newton's law
where M is the nucleus mass, a is the acceleration, u is the displacement and f represents the external forces applied to the nucleus boundary due to constraints that drive the registration. The Lamé coefficients μ and λ define properties of the elastic material and are connected to the Poisson's ratio ν and the Young's modulus E by the following relations
The term f int represents the internal elastic forces in the nucleus. In [21] , we used a static approach based on the Navier-Cauchy equation to model the nucleus motion:
where f int is defined in (1), and the contour-matching constraints driving the deformation were defined as Dirichlet boundary conditions. In this contribution, we employ a dynamic model which includes the term Ma which is responsible for the nucleus inertia. The contour-matching constraints that drive the deformation are defined using the external forces f. In order to solve (1) we employ the FEM. Let us consider the nucleus triangulation T k in frame k and the target contour of the nucleus C k+1 in frame k + 1. Then the motion of the nucleus can be presented by the second Newton's law rewritten in the following form
where q ∈ R 2N is the vector of triangulation node positions, q ∈ R 2N is the velocity of q,q ∈ R 2N is the acceleration of q, p ∈ R 2N c is the vector of points of the target contour C k+1 (N c is the number of points in C k+1 ), M ∈ R 2N×2N is the mass matrix (the nucleus is considered to be uniform and thus the mass matrix does not depend on q). The internal elastic forces f int in (1) are represented by the mapping F(q,q) :
The constraints given by the external forces f in (1) on the boundary edges of T k are given in implicit form using the mapping H(q, p) :
The problem (2) is considered as a constrained optimization problem for which we use the Lagrange multipliers method [26] . Minimization of the Lagrangian of the system (2) yields [27] 
where H(q) = ∂H ∂q is the Jacobian of H(q, p) and ω ∈ R 2N c are the Lagrange multipliers. Thus, H T (q) defines the direction of the constraint forces and ω represents the magnitude of the constraint forces.
Let us consider the time interval [t k , t k + h], where the indices k and k +h correspond to the time points t k and t k +h, respectively. Integrating (3) andq w.r.t. the time t we obtain
All variables except M are time-dependent. We use the implicit Euler method to compute the integrals on the right side of (4):
We assume that the deformations are small, thus we can linearize F using a Taylor expansion:
Let us denote K = . These terms are known as the stiffness and damping matrices. Details on the construction of the matrices K and B can be found in [28] . In order to compensate for effects appearing in the case of large displacements, the co-rotational formulation for stiffness matrix construction is used [29] . The explicit form of these matrices is given in Appendix V. The vector f k is initialized with zeros at the first iteration and then evaluated using (6) . Substituting (6) into (5) and using dq k = q k+h − q k = hq k+h and dq k =q k+h −q k we obtain
This equation defines the change in velocity at the nodes of the triangulation of the nucleus during one time step h. The method parameters that control the elastic properties of the nucleus, namely the Young's modulus E and the Poisson's ratio ν, are contained in the matrix K. The computation of the term H(q k+h )ω k+h is discussed in the next sections.
C. Definition of Contour-Matching Constraints
Let us consider the nucleus triangulation T k in frame k and the target contour of the nucleus C k+1 in frame k + 1. Let us also denote the subset of edges T k that connect the boundary points of the triangulation T k (see Fig. 3a ). For every point P ∈ C k+1 we find the closest point Q c ∈ T k for which n P · n Q > 0, where n P and n Q are the normals at points P and Q c . The latter condition is necessary to avoid points Q c to be located on the opposite side of the nucleus in the case of large displacements between frames (see Fig. 3b ). Then we define the gap between P and Q c as
This gap is zero when the point P is located on the tangent of T k at the point Q c . Such gaps are defined for all points P i ∈ T k , i = 0, . . . , N c − 1. The corresponding points Q ci ∈ T k are obtained using the ICP algorithm [30] . Hence, contour matching is performed by solving a constrained dynamics problem, where the dynamics is given by (3) and the constraints are given by H(q k , p) = 0 defined as
It is important to note that the points Q ci ∈ T k are points of the same elastic body. Thus applying the constraint at one point influences other points. Minimization of the gaps (i.e. contour matching) taking into account the elasticity of the body is obtained using the Lagrange multipliers ω k+h in (7).
To define ω k+h and solve (7) we use a prediction-correction solution scheme which is described in the next subsection.
D. Prediction-Correction Solution Scheme
In this section we describe the iterative computation scheme for solving (7) . First, to simplify the solution process we assume that Jacobian of the constraint mapping H T (q) does not change during one iteration of the process thus we replace (7) we obtain
The solution consists of three steps: prediction, constraint solving, and correction.
Step 1: First, we solve (10) setting ω k+h = 0
Thus, we obtain the predictive change in velocity dq p k that corresponds to the unconstrained motion that continues from the previous step (analogous to body inertia).
Step 2: Second, we compose the constraint mapping H(q k , p) as defined in (9) and compute H T k . Then, we obtain the vector of Lagrange multipliers ω k+h in (7) . Assuming b = 0 we obtain
In ( 
Taking into account
, and plugging the solution of (12) into (13) we obtain the following equation
In this equation the term H k A −1 H T k = C q called source object compliance matrix is responsible for the elastic behavior of the nucleus in the solution. In (14) physical properties of the target object represented by C k+1 are not taken into account as this object is considered a purely geometrical entity. Nonetheless, the solution of (14) can suffer from inaccuracies in extracting C k+1 from the source images. To increase the numerical stability of the solution, we introduce the target object compliance matrix C p in (14) (see, for example, [27] , [31] ). However, since the object C k+1 does not have any physical properties, the matrix C p is diagonal:
The parameter γ is called target compliance. Thus, we obtain the following equation
which is solved by the Gauss-Seidel method w.r.t. ω k+h .
Step 3: After having determined ω k+h we can compute the correction change in velocity dq c k using (12) . We compute the overall change in velocity during one iteration as
Then we can determine the velocity in the next iteration aṡ q k+h =q k + dq k and subsequently compute the triangulation node positions in the next iteration q k+h = q k + hq k+h . Thus, the problem (5) is solved and we proceed to the next iteration.
The described iterative solution is continued until the equilibrium is reached, i.e., the triangulation T k representing the nucleus in frame k fits the contour C k+1 . Typically 20 iterations are enough to reach the equilibrium. Then, we proceed to the next pair of frames of the image sequence using the deformed triangulation as the input. An overview of the simulation process is shown in Fig. 2 .
III. EXPERIMENTAL RESULTS
For quantitative evaluation of our approach we used two different datasets of real microscopy image sequences of live cells. The image sequences were designed and acquired for the purpose of performance evaluation, and include structures that are stable w.r.t. the nucleus (i.e., there is no relative motion). The data was used to assess the registration accuracy of the proposed elasticity-based approach and for a quantitative comparison with the contour-based approach in [19] and the intensity-based approach in [9] . We also compared the dynamic version of our approach with its static version [21] . The first dataset shows significant rotation, translation, and shrinkage of the cell nucleus, and contains local stable features which were manually annotated by human observers. The second dataset includes automatically tracked features which occupy a significant part of the nucleus and enable comparing the efficiency of the methods in the interior part of the nucleus and on its periphery. The second dataset also includes strong intensity variations and nucleus deformation which allows to determine the performance in the case of intensity changes.
We also compared the proposed dynamic elasticity-based approach, its previous static version [21] and the contour-based approach [19] using real data from a study reported in [32] (see Section III-C below).
A. Datasets for Evaluation
The first dataset consists of three image sequences (denoted as Seq. A1-A3) where stable structures were manually annotated by human observers (H 1 , H 2 , and H 3 ) . The sequences comprise 25, 38, and 65 time points, respectively with an image size of 512×512 pixels. In two sequences (Seq. A1 and Seq. A2) the nuclei of U2OS cells stained with mCherry-BP1-2 were UV-irradiated in a stripe-like region (acquired with a confocal microscope with pixel size of 240.5 × 240.5 nm, further imaging details are provided in [33] ). The UV-irradiated stripe is visible in the nucleus channel and is stable w.r.t. the nucleus. In both sequences keypoints of the UV-irradiated stripe were manually tracked by three independent annotators to increase the reliability of the evaluation, since the data is quite noisy and the structures are rather blured. The nuclei in these image sequences undergo significant translation (including jumps) and rotation resulting in up to 30 pixels inter-frame displacements along with nucleus deformations. In addition, the image noise is relatively high. The third image sequence (Seq. A3, acquired with a widefield microscope with pixel size of 215.76 × 215.76 nm) depicts a U2OS cell nucleus stained with different chromatin stainings (H2A-mCherry, YFP-SP100 with Hoechst) going into mitosis [9] . For the evaluation, 9 spot-like structures in the nucleus channel are used as keypoints that were manually tracked by one annotator.
The second dataset contains four image sequences (denoted as Seq. B1-B4) that were acquired with a confocal microscope (pixel size 470 × 470 nm for B1, 490 × 490 nm for B1, 540 × 540 nm for B3-B4) using the procedure described in [22] . The sequences comprise 42, 30, 42, and 35 time points, respectively with an image size of 287 × 356, 512 × 512, 279 × 318, and 322 × 304 pixels. These sequences depict HeLa cells with histone H2B tagged by GFP (further imaging details can be found in [22] ). In each sequence, four regions of interest representing two pairs of orthogonally crossing narrow rectangles were bleached (see Fig. 4 ). These bleached structures are stable w.r.t. the nucleus and represent the motion and deformation of the nucleus [22] . In all four sequences the bleached structures were automatically detected using the line detection algorithm described in [34] , resulting in four thin lines corresponding to the center of each bleached region (further referred as line features, see Fig. 4 ). The line features were used for the evaluation of the registration approach. We also studied the performance of the registration approaches within the interior part of the nucleus using the intersection points of the extracted line features (further referred as inner points, see Fig. 4) , and on the periphery of the nucleus using the end points of the line features (further referred as end points). The evaluation sequences (A1, A2, B1-B4) and the features are available at http://cbia.fi.muni.cz/ CellRegistration.
B. Evaluation Results
For each keypoint in Seq. A1-A3 of the first dataset we computed the registration error as the Euclidean distance of The parameters for the tested approaches were optimized for every sequence of the given datasets. Since the number of main parameters of the contour-based approach [19] is small, we performed an exhaustive parameter search and chose the parameters that yielded the lowest registration error. For interpolation of the deformation field we used thinplate splines. For contour matching we used the normalized centroid distance signature in Seq. A1, A2, B2, the curvature signature in Seq. A3, B1, and the tangent direction signature in Seq. B3, B4 (see [19] for details on the definition of the signatures). We used 100 contour sampling points for all sequences as the number of contour points does not significantly influence the registration error. For the intensitybased approach [9] , we used the symmetric weighting scheme and σ = 2 for regularization of the deformation and update field. For our elasticity-based approach (static and dynamic) we used parameter values according to real properties of cell nuclei. The Poisson's ratio of the nucleus was set to 0.4 [35] and the Young's modulus was set to 10 kPa [36] for Seq. A1-A2 and Seq. B1-B4. For Seq. A3 we set the Young's modulus to 2 kPa as the Young's modulus of the nucleus in mitosis was reported to drop 5 times [37] . The triangulation for the FEM in our elasticitybased approach (static and dynamic) was constructed based on nucleus contours represented by 100 sampling points (to be consistent with the number of contour points used in the contour-based approach [19] ). The target compliance for the proposed approach was set to γ = 0.5. The registration errorē mean averaged over all time points and all keypoints for Seq. A1 and Seq. A2 of the first dataset is shown in Table I for the three different annotators. In addition, the average values over the three annotators have been included. It can be seen that the variation of e mean for the different annotators for the unregistered case is rather low which indicates the consistency of the selected keypoints (the inter-observer variability is 0.74 and 0.77 pixels for Seq. A1 and Seq. A2, respectively). The average values forē mean over the three annotators show that our dynamic elasticity-based approach outperforms the previous contourbased approach [19] by 35% for Seq. A1, and by 56% for Seq. A2. Compared to the intensity-based approach [9] which exploits more information using the image intensities, the proposed dynamic approach yields a 21% improvement for Seq. A1 and 9% improvement for Seq. A2. The registration errorē mean for Seq. A3 is also shown in Table I . For Seq. A3, the result of the proposed approach is better compared to [19] by 32% but worse compared to [9] . The reason is that the exploitation of the intensity information within the nucleus (which is going into mitosis) by intensity-based approaches can be an advantage for certain data, compared to the contour-based approaches which do not depend on the intensity variations.
The registration errorē mean averaged over all time points and all line features for Seq. B1-B4 of the second dataset is shown in Table II . The proposed dynamic approach gives better results than the previous contour-based approach [19] for all sequences (on average by 45%). In addition, the proposed approach outperforms (on average by 47%) the intensitybased approach [9] for all sequences of the second dataset. The reason for the worse performance is that the local optic flow method employed in [9] cannot cope with the substantial changes in nucleus intensity over time caused by the imaging conditions. The uncertainty for the line feature detection is 5.85 pixels on average [34] , which is less than the absolute difference between the average errors for the proposed approach and the methods in [9] , [19] in Table II . In addition, the definition of the Fréchet distance involves the maximum distance over all possible curve parametrizations, thus it corresponds to the maximum error, not the mean error.
We also analyzed the behavior of the proposed approach in the central part of the nucleus and its periphery by using the inner points and the end points of the line features. The registration error averaged over all time points is given in Table II . For the inner points the proposed approach yields on average an improvement of 37% compared to the contourbased approach [19] and 54% compared to the intensity-based method [9] . The most significant improvement of the proposed approach is obtained for the periphery of the nucleus: on average the improvement is 52% and 68% compared to [9] and [19] , respectively.
In addition, we compared both elasticity-based approaches for both datasets. The improvement of the proposed dynamic approach compared to its static version for Seq. A1 and Seq. A2 of the first dataset is on average 3%. For Seq. A3 the improvement is 9%. For the second dataset (Seq. B1-B4), the average improvement of the dynamic approach compared to its static version is 13% for the line features, 17% for the inner points, and 33% for the boundary points. The most significant improvement of the dynamic approach is obtained for the periphery of the nucleus. An exception is Seq. B4 for which the dynamic approach performs 21% worse. The reason for this is probably the predominant rigid motion of the cell nucleus which is better compensated by using an explicit rigid registration step as in the static version. To demonstrate the improvement of the proposed dynamic approach compared to the static version for a real biological application, we performed an additional experiment described in Section III-C below.
To demonstrate the variation of the registration error as a function of time for an image sequence we show the registration error averaged over the line features for Seq. B3 in Fig. 5 . The registration error for each line feature is computed as described above in the beginning of this section. It can be seen that the error of the proposed dynamic approach is the lowest for almost all time points of the sequence. The error of the intensity-based approach [9] is significantly higher due to substantial intensity changes over time. The dynamic approach performs better than the other approaches between time points 20 and 25 as it better handles a sudden slight cell shrinkage which occurs in this part of the sequence. In addition, the registration error for our approach is comparable to the uncertainty of line feature detection [34] , while the registration error for [19] and [9] is significantly higher than the uncertainty of line feature detection (starting from time points 6 and 21, respectively).
To visualize the registration error we show tracks of the line features overlaid over the first frame of Seq. B2 for unregistered data and after registration with different approaches (see Fig. 6 ). For better visualization the line features are represented by points sampled with a 30 pixel interval. It can be observed that the tracks after registration with both elasticity-based approaches are much more compact (the displacements are smaller) compared to the contourbased approach [19] and the intensity-based approach [9] , indicating a lower registration error. Moreover, the tracks obtained after registration with the dynamic approach are slightly more compact compared to its static version (the particular tracks are marked with white arrows).
C. Comparison of the Elasticity-Based Methods in Analyzing the Motility of Nuclear Particles
In order to demonstrate the improvement of the proposed dynamic elasticity-based approach compared to its previous static version [21] we analyzed the compensation of the cell nucleus motion in a time-lapse sequence of HeLa cells from a study reported in [32] . The sequence contains 400 frames of 256 × 256 pixels (pixel size 0.04 μm) which were acquired using a confocal microscope with a time interval of one second. The bright objects inside the nucleus represent interphase prenucleolar bodies (iPNBs) which are supposed to move according to constrained diffusion [32] . The tracks of iPNBs overlaid with the first frame of the sequence are shown in Fig. 7 . Since the images are one-channel images, we used the contour-based approaches for this data. It can be seen, that the tracks obtained after the compensation of nucleus motion with the proposed dynamic approach are more compact than those of the static elasticity-based approach and the contour-based approach [19] , as well as those of the unregistered case. We computed the ensemble Mean Square Displacement (MSD) curves and estimated the diffusion parameters for all cases according to the models in [38] . The ensemble MSD curves shown in Fig. 7e . Thus, the determined motion of the iPNBs changed from directed motion to constrained diffusion using the proposed dynamic approach compared to the unregistered case and the contour-based approach [19] , and changed from slight constrained diffusion to constrained Tables I and II. diffusion using the dynamic approach compared to the static version. In addition, the confinement area using the dynamic approach decreased 5.4 times compared to the previous static approach, which demonstrates a significant improvement.
D. Study of Method Parameters
We also studied the dependence of the proposed dynamic elasticity-based registration approach on the choice of method parameters. The dynamic approach includes three parameters: Poisson's ratio ν, Young's modulus E, and the target compliance γ (see Section II above). We used Seq. A2, A3, and B2 to study the influence of the parameters on the registration error for different phenotypes (Seq. A2 representing a U2OS cell in interphase, Seq. A3 representing a U2OS cell in mitosis, Seq. B2 representing a HeLa cell in interphase).
First, we examined the influence of the Poisson's ratio ν on the registration result. We computed the registration error e mean for fixed values of the Young's modulus and the target compliance (E = 10 kPa, γ = 0.5) using values in the range of ν ∈ [0.38, 0.49] with steps of 0.01. The range of the tested values of ν was selected according to studies on the Poisson's ratio for cell nuclei [35] , [39] . For Seq. A3 we determined the registration errorē mean , for Seq. A2 we computedē mean averaged over all annotators, and for Seq. B2 we calculated e mean for the line features. The standard deviation forē mean for Seq. A2, Seq. A3 and Seq. B2 turned out to be 0.008, 0.011 and 0.007 pixels, respectively, which is less than 0.2% of the absolute values of the registration error. Thus, the value of the Poisson's ratio does not significantly influence the registration results if chosen in the considered range.
Next, we studied the dependence of the registration result on the values of E and γ for a fixed value of ν = 0.4. We computed the registration errorē mean of the proposed approach for the fixed value of ν and pairs of values of E and γ which were chosen from selected ranges. Recent studies showed that the Young's modulus of the cell nucleus varies from 1 to 10 kPa [36] , [40] . In our evaluation, we extended the range of E and used values in the range of 1 to 15 kPa with steps of 1 kPa. The target compliance γ represents the uncertainty of the contour matching process (the larger the value of γ , the less accurate contour matching is allowed). Since γ does not have a physical meaning for our evaluation, we used γ ∈ [0, 6] with steps of 0.5. The standard deviation of the registration errorē mean averaged over all annotators for Seq. A2 turned out to be 0.033 pixels. For Seq. A3 we obtained 0.011 pixels, and for Seq. B2 we yielded 0.083 pixels. In Fig. 8 the mean registration error depending on E and γ , and the histograms of the mean registration errorē mean are shown. It can be seen that for Seq. A3, and Seq. B2 the registration error does not significantly depend on γ but depends on E. However, the values of E and γ (plotted as white dot) that were reported in literature and taken for the evaluation results presented in Tables I and II turned out to be within 10 E-γ pairs yielding the lowest registration errors (plotted as red crosses) out of all pairs in the considered ranges. For Seq. A2 one can observe an inverse relationship between the optimal values of E and γ . The optimal E-γ pairs resulting in the 10 lowest registration errors are within the ranges of E ∈ [11, 15] kPa and γ ∈ [2, 3] which is higher than the theoretical range E ∈ [1, 10] kPa [36] . However, the difference betweenē mean obtained for E = 10 kPa and γ = 0.5 for the minimal registration error computed for all E-γ pairs in the considered ranges is just 0.06 pixels (the minimalē mean was obtained for E = 14 kPa and γ = 2).
IV. DISCUSSION
The proposed contour-based non-rigid registration approach was evaluated based on two real live cell microscopy image datasets which were specifically designed for performance evaluation of methods for cell image registration. It turned out that the proposed dynamic approach outperforms a previous contour-based method [19] and a static version of our approach [21] . The reason is that the new approach is based on a dynamic elasticity model for simulating the nucleus motion using the motion of its contours. In previous contour-based approaches a physical model was not used [19] or only a static elasticity model was employed [21] .
The proposed approach also outperforms an intensity-based registration approach [9] for 6 out of 7 test image sequences. Generally, intensity-based approaches have the advantage that they use the full information from the image data while contour-based approaches use only the information about the motion of cell contours. However, intensity-based approaches usually do not use a physical motion model and directly rely on the image intensities. In order to compensate only for the motion of the cell nucleus the image structures should have limited local motion and mostly represent the motion and deformation of the cell. An advantage is that the information of inner structures of an image is taken into account. However, in case when both nucleus and moving particles are shown in the same channel, the application of intensity-based approach can influence the local motion of the particles which is not desired. Instead, using a contour-based approach can be beneficial for one channel data even though in some cases the registration accuracy of contour-based methods is lower compared to intensity-based methods.
The evaluation results obtained using the manually annotated dataset (Seq. A1-A3) demonstrate that the comparison between the approaches is objective and does not depend on the annotation. However, the first dataset contained sparsely located stable structures in the nucleus to measure the registration error, thus the evaluation was limited to the region of the cell nucleus. The automatically annotated dataset (Seq. B1-B4) ensured the absence of human mistakes while considering extended image structures that occupy a significant part of the nucleus. These structures enabled to compare the efficiency of the methods more precisely over a large part of the cell nucleus which is demonstrated by more pronounced differences in the registration errors. In addition, the second dataset allowed to compare the efficiency of the approaches in the interior part of the nucleus and on its periphery. It turned out that the differences in the registration errors are more pronounced on the periphery as the deformation vectors are larger closer to the nuclei contours.
We also showed that the proposed approach is robust to the choice of method parameters. Two out of three method parameters (the Poisson's ratio and the Young's modulus) have a clear physical meaning and can be chosen based on the values reported in the literature. Even though there is no consensus on the exact values of these parameters for different cell phenotypes we have shown that varying E and ν in the range reported in literature (E ∈ [1, 10] kPa and ν ∈ [0.38, 0.48]) do not significantly change the registration results. The third parameter of the method (target object compliance) also does not significantly influence the registration accuracy and can be chosen empirically.
Unlike the static version the proposed dynamic approach does not require a separate rigid alignment step. Thanks to the underlying dynamic model where contour matching is embedded as constraints, the proposed dynamic approach is capable to compensate for large displacements and rotation of the cell.
The solution of the dynamic approach is computed using FEM and consists of three main steps, which require solving the linear system of equations, determining the constraints by the iterative closest point method, and resolving the constraints using the Gauss-Seidel method. This combination of numerical methods makes the calculations computationally efficient. We used the SOFA framework [41] to compute the motion simulation, and Matlab to compute the deformation fields. The computation time for Seq. A2 consisting of 38 frames with 512x512 pixels executed on a Windows workstation with an Intel Core 2 Quad CPU (2.4 GHz) was 3 min 46 sec. Note, that our implementation is not optimized and the computation time can be further reduced.
V. CONCLUSION
We have presented a contour-based approach for temporal non-rigid registration of cell nuclei in 2D live cell microscopy images. The presented approach is based on a dynamic nonlinear elasticity model and exploits forward nucleus motion simulation computed using FEM. The resulting motion model, where the nucleus motion is represented by the trajectories of its triangulation nodes, allows computing forward and backward deformation fields to perform image registration. By using a dynamic elasticity model with contour matching embedded into the system of equation as constraints, the proposed approach outperforms an existing contour-based approach for all tested image sequences and a pairwise intensity-based registration approach for all except one tested image sequences. Our dynamic approach also outperforms its static version for all tested image sequences. The computational efficiency of the proposed method is achieved thanks to the co-rotational formulation of the linear elasticity, employed in the fast prediction-correction scheme where optimized solvers are used. A quantitative experimental evaluation of the approach using real microscopy data has been performed. We also investigated the influence of method parameters on the registration results. In comparison to a previous contour-based approach and a static version of our approach, our dynamic approach can be straightforwardly extended to 3D by choosing the appropriate finite elements which is a topic for future work. In addition, the proposed solution scheme allows integrating intensity information in the elastic deformation model by including additional constraints to the equations which is also planned for future work.
APPENDIX
The stiffness matrix K is constructed by summing up the local stiffness matrices K e for for every element e ∈ E k of the triangulation T k (this process is called the assembly [42] ). Let us define the local stiffness matrix for e element as For details of the local stiffness matrix construction we refer the reader to [43] . The rotation matrix R e is a 6 × 6 matrix and consists of three 2×2 rotation matrices along its diagonal. For details of constructing the matrix R e we refer the reader to [28] , [44] .
It is important to note that the matrices G e and D e remain constant during the simulation. This allows to assemble G and D only once for every pair of frames which makes the calculations computationally efficient. The rotation matrix R e needs to be computed at every time step.
The damping matrix B is defined as B = αK + βM where α and β are the Rayleigh coefficients (we used α = 10 and β = 1), M is the mass matrix and K is the stiffness matrix.
