MPEG-4 aims at providing standardized core technologies allowing efficient storage, transmission and manipulation of video data in multimedia environments. In order to achieve this broad goal, rather than a solution for a narrow set of applications, functionalities common to clusters of applications are under consideration. The encoded representation, along with the set of tools and algorithms provided by MPEG-4 will enable these functionalities. The current focus of the MPEG-4 video group is on the development of a video Verification Model (VM). A VM is a precise definition of encoding and decoding algorithms which may be thought of as tools addressing specific functionalities. Typically, members of the MPEG-4 video group propose several tools addressing different functionalities. The VM serves as a common platform for testing and comparing the proposed tools. The tools are compared by means of so-called core experiments. As the result of each core experiment becomes available, the VM is updated, so that the tool determined to be the best in a given core experiment replaces the current corresponding tool present in the VM. This paper gives an overview of version 8.0 of the video VM in MPEG-4. In doing so, issues, algorithms, and major tools used in the development of this future video standard are discussed.
INTRODUCTION

Introduction
Multimedia commands the growing attention of the telecommunications and consumer electronics industry. In a broad sense, multimedia is assumed to be a general framework for interaction with information available from different sources, including video information. It is expected to support a broad range of applications. The various applications translate into specific sets of requirements which may be very different from each other. One theme common to most applications is the need for supporting interactivity with different kinds of data. Applications related to visual information can be grouped together on the basis of several features [1] : type of data (still images, stereo images, video); type of source (natural images, computer generated images, text/graphics, medical images, and so on); type of communication (ranging from point-to-point to multipoint-to-multipoint); functionalities addressed (object manipulation, on-line editing, progressive transmission, and so on).
The existing video compression standards, MPEG-1, and MPEG-2 are not flexible enough to satisfactorily address the requirements of such a diverse set of applications. Hence, the MPEG (Motion Pictures Experts Group) has committed itself to the development of the MPEG-4 standard, which will provide a common platform for a wide range of multimedia applications [2] . The MPEG has been devoting resources towards the development of the MPEG-4 standard, since mid-1993. The International Standard will be adopted by the end of 1998.
MPEG-4 is being designed to support several classes of functionalities. Chief among them are the following [1] :
Compression efficiency This class consists of functionalities for improved coding efficiency and coding of multiple concurrent data streams. These functionalities are required by all applications relying of efficient storage/transmission of video data. Examples of such applications are virtual reality and WorldWide Web based browsing.
Content-based interactivity
These are functionalities such as tools for content-based access and manipulation of data, tools for editing bit-streams, tools for encoding hybrid (natural and synthetic) data, and improved tools for temporal random access. These functionalities will target applications like digital libraries, electronic shopping, and movie production.
Universal access
The remaining two functionalitiesare: robustness in error-prone environments and contentbased scalability. These functionalities allow MPEG-4 encoded data to be accessible over a wide range of media, with various qualities in terms of temporal and spatial resolutions for specific objects. These different resolutions could be decoded by a range of decoders with different complexities. Applications benefiting from these functionalities are wireless communications, database browsing, and access at different content levels, scales, resolutions, and qualities.
One of the most important aspects in the definition of the MPEG-4 video standard is the development of the Verification Model (VM). The first step, obviously, was to draw up a list of requirements that would have to be satisfied by the future standard [3] . Since then numerous researchers, representing various universities and commercial enterprises, have proposed algorithms that address these requirements. It is the responsibility of the MPEG-4 video group to determine which combination of tools best serves the goals of MPEG-4. An exhaustive search, involving testing every possible combination, is clearly infeasible. The approach adopted by the MPEG is based on the development of the VM. The VM specifies a complete scheme for encoding a video sequence. It has several components, each of which addresses certain desired functionalities. These components take the form of algorithms designed to accomplish specific tasks. A given version of the VM is the specific combination of such algorithms, which together produce a specific representation of a video sequence. However, for each component, there are several algorithms that have been proposed by different members of MPEG. These algorithms are compared with one another, by plugging each algorithm, in turn, into the VM, and noting the result. Each experiment investigating algorithms for a given component or functionality is called a core experiment. Each core experiment is carried out by at least two independent parties. So far, core experiments have been conducted on several topics, such as shape coding, texture coding, rate control, error-resilience, multi-view coding, scalability, pre-and post-processing. When the result of a particular core experiment is available, the winning algorithm replaces the corresponding existing algorithm in the VM, or is added to the VM. In this way, the VM has evolved from version 1.0 to version 8.0. More than 50 core experiments have been performed to date. This paper describes the portion of the VM (version 8.0) which deals with the compression of natural video. A new effort has been initiated in MPEG-4 for efficient coding of hybrid video which has both natural and synthetic components. This effort, called SNHC (Synthetic Natural Hybrid Coding) is not discussed here. Interested readers are referred to [4] . After this int roduction, we provide an overview of the general structure of the VM (Section 2.1). The most important point of departure of MPEG-4 from previous video coding algorithms -content based coding -is discussed in Section 3. Section 4 discusses in more detail the main functionalities supported by MPEG-4. Most of these functionalities are enabled through the use of object based coding. In addition to object based coding, MPEG-4 supports coding schemes for sprites as well as textures to be mapped onto three-dimensional (3D) surfaces. These are discussed in Section 5 and Section 6 respectively. In Section 7 we show an example on MPEG-4 video compression. Some conclusions are presented in Section 8.
The MPEG-4 Philosophy
Video Encoding
The previous standards (MPEG-1 and MPEG-2) were designed mainly for the purpose of audiovisual-data compression, and accomplish this task very well [2] . The MPEG-4 standard, while providing good compression performance, is being designed with other image-based applications in mind. Most of these applications expect certain basic functionalities to be supported by the underlying standard. Therefore, MPEG-4 will incorporate tools, or algorithms, that enable functionalities such as scalability and error resilience, in addition to compression tools.
MPEG-4 will rely on a content-based representation of the video data, in order to achieve its goals. The central concept in MPEG-4 is that of the Video Object (VO). Each VO is characterized by intrinsic properties such as shape, texture, and motion. MPEG-4 considers a scene to be composed of several VOs. Such a representation of the scene is more amenable to interactivity with the scene content than previous (block-based) representations [5, 6, 7, 8] .
It is important to realize that the standard will not prescribe the method for creating VOs. Depending on the application, VOs may be created in a variety of ways, such as spatio-temporal segmentation of natural scenes [9] or from parametric descriptions used in computer graphics. Indeed, for video sequences where compression is the only goal, a set of rectangular image frames may be considered as a VO. MPEG-4 will simply provide a standard convention for describing VOs, such that all compliant decoders are able to extract VOs from the encoded bitstream, as necessary. The decoded VOs may then be subjected to further manipulation as appropriate for the application at hand. However, the representation of the VO is closely tied to the techniques used to generate the representation. Hence, the VM, which is the basis for testing different algorithms, specifies a complete set of tools which produce an encoded representation of VOs. Figure 1 gives a schematic diagram of the current VM encoder. First the video information is split into VOs as required by the application. The coding control unit decides, possibly based on requirements of the user or the capabilities of the decoder, which VOs are to be transmitted, the number of layers and the level of scalability suited to the current video session. Each VO is encoded independently of the others. The multiplexer then merges the bitstreams representing the different VOs into a video bitstream. Figure 2 shown the block diagram of the decoder. The incoming bitstream is first split into its VO bitstreams. Each VO is then decoded, and the result is composed. The composition handles the way the information is presented to the user. For the video part, composition is simply the layering of the VOs in the scene.
The VO based structure has certain specific characteristics. In order to be able to process data available in a pixel-based digital representation, the texture information for a VO (in the uncompressed form) is represented in YUV color coordinates. Up to 12 bits may be used to represent a pixel component value. Additional information regarding the shape of the VO is also available. Both shape and texture information are assumed to be available for specific snapshots of VOs called Video Object Planes (VOP). We discuss VOPs in detail in Section 3. Although the snapshots from conventional digital sources occur at predefined temporal intervals, the encoded VOPs of a VO need not be at the same, or even constant, temporal interval. Also, the decoder may choose to decode a VO at a temporal rate lower than that used while encoding.
The structure of the encoded representation produced by the current VM is based on the concept of VOs. A brief description of the hierarchy of classes used in the VM follows. Figure 3 depicts the relationship existing between these classes.
VideoSession (VS)
A VideoSession is a collection of VideoObjects which build up the scene to be encoded.
It therefore encapsulates objects of the other three classes.
VideoObject (VO)
As discussed before, a VO corresponds to a specific object in the scene. In this context, the term object has a very general interpretation, and need not refer only to physical objects. For example, the background region may be considered as one object.
VideoObjectLayer (VOL)
A VOL is instrumental in supporting the temporal or spatial scalability of a VO. The VO may be encoded in several layers, going from coarse to fine resolution (both temporal and spatial). Depending on the resolution desired, the decoder chooses the number of layers to decode.
VideoObjectPlane (VOP)
A VOP is a time-sampled version of a specific VO. Thus, two VOPs may represent the same VO, but at different instants of time. We saw earlier that the VO is the most important concept that differentiates MPEG-4 from the other video coding schemes. However, the actual encoding is implemented in terms of VOPs. The rest of the paper will mainly discuss techniques for encoding VOPs. The current VM considers only VOPs that show planar representations of a VO.
GroupOfVOPs (GOV)
A GOV is a collection of VOPs in a VOL. Some VOPs cannot be decoded independently of other VOPs. Thus each VOP has some other VOPs associated to it. All these VOPs together form a GOV. A GOV is therefore independently decodable. GOVs are optional, and, if used, are at a higher level of hierarchy than VOPs (see Figure 3 ).
The current version of the VM also supports sprite based encoding. The concept of sprites is based on the notion that there is more to an object (a VO, in our case) than meets the eye. A VOP may be thought of as just the portion of the sprite that is visible at a given instant of time. If we can encode the entire information about a sprite, then VOPs may be derived from this encoded representation as necessary. Sprite based encoding is particularly well suited for representing synthetically generated scenes. We will discuss sprites in more detail, in Section 5.
Profiles and Levels
The MPEG-4 experts are discussing schemes supporting several profiles and levels. The concept is similar to that used in MPEG-2. Profiles will refer to subsets of the overall syntax of the standard. Therefore, a particular profile will specify a particular set of decoder capabilities, necessary to decode a particular bitstream. Levels will pertain to the values of parameters used in generating a bitstream. Each level will impose a set of constraints on the values of certain parameters (such as the range of search for motion-vector estimation). Thus, a decoder will be said to conform only to a specific profile and at a particular level. The definition of profiles and levels will facilitate the generation of bitstreams to be tailored to specific application by using only those tools in the standard that are relevant to the application. At the time of writing neither the number nor the definitions of the profiles and levels have been finalized.
VOP Based Encoding
The VOP encoding techniques, as shown in Figure 4 , are implemented in terms of macroblocks (16 16 blocks of pixels). This is a design decision which leads to low complexity algorithms and also provides a certain level of compatibility with other standards. Grouping the encoded information in small entities, here macroblocks, facilitates resynchronization in case of transmission errors. A VOP has two basic types of information associated with it: shape information and texture information. The shape information needs to be specified explicitly, since VOPs are, in general, expected to have arbitrary shapes. Thus, the VOP encoder essentially consists of two encoding schemes: one for shape, and one for texture. Of course, in applications where shape information is not explicitly required, such as when each VOP is a rectangular frame, the shape coding scheme may be disabled. Texture and shape coding may share the same motion estimation and compensation techniques. The same coding schemes are used for all VOPs in a given VO.
The shape information for a VOP, also referred to as -plane, is specified in two components. A simple array of binary labels, arranged in a rectangle corresponding to the bounding box of the VOP, specifies whether an input pixel belongs to the VOP. In addition, a transparency value is available for each pixel of the 3 VOP BASED ENCODING
Shape Coding Tools in the VM
VOP. This set of transparency values forms what is referred to as the gray-scale shape in the VM. At present, these gray-scale shape values may range from 0 (completely transparent) to 255 (opaque). The shape coding tools have to deal with both kinds of information.
As mentioned before, the texture information for a VOP is available in the form of a luminance (Y) and two chrominance (U,V) components. We discuss only the encoding process for the luminance (Y) component. The other two components are treated in a similar fashion. The most important tools used for encoding VOPs are discussed in more detail below.
In this section we discuss the techniques offered by the VM for encoding the shape information of VOPs which, in general, have arbitrary shapes. Besides the shape information available for the VOP in question, the shape coding scheme also relies on motion estimation to compress the shape information further. A general description of shape coding techniques would be out of the scope of this paper. Therefore, we will only describe the scheme currently adopted by MPEG-4. Interested readers are referred to [10] for information on other shape coding techniques. Binary shapes are encoded using the context-based arithmetic encoding (CAE) scheme. Techniques for encoding the gray-scale shapes are described in Section 3.1.1.
Gray Scale Shape Coding (Feathering)
The gray-scale shape is encoded in two parts. The gray-scale shape information is decomposed into its support function, that is, the binary mask, and its associated transparency information. The binary mask is coded as described in Section 3.1.2. The transparency information for the gray-scale shape may be treated in a manner similar to the texture coding described in Section 3.3.
Often, the transparency information about a VOP has a simple structure. For example, it may consist of a constant value for all pixels, or the transparency at the border may taper off to zero, at a given gradient. In such cases the transparency information can be described in a compact form using simple variations of a binary mask. In order to handle the various kinds of transparency masks in the most appropriate manner, several encoding modes are allowed in the VM. These are:
1. no effect, The no effect mode indicates that the transparency information is compressed in the same way as texture information.
A VOP may be flagged (1 bit) as constant alpha if all non-zero transparency values of the VOP lie within a specific range. In that case, the average of these transparency values is taken as the VOP constant alpha value (VCAV) for the entire VOP.
The linear feathering mode is used when the transparency information is considered to be a binary mask all over except near the boundary, where it tapers off to zero at a constant rate. (If the input is a mask with variable transparency values, it is first thresholded to generate the corresponding binary mask.) In this mode, a number ranging from 0 to 7 is used to denote the width of the border region. The region is encoded as a binary mask. The decoder reconstructs the binary mask and then applies a feathering algorithm which tapers the specified boundary region from 255 (or VCAV) to 0. The feathering, or blurring, rule can be mathematically expressed as [11] :
3 VOP BASED ENCODING 3.1 Shape Coding Tools in the VM 1. The block is flagged ALL-0. In this case no coding is necessary. Texture information is not coded for such blocks either.
2. The block is flagged ALL-255. Again, shape-coding is not necessary for such blocks, but texture information needs to be coded (since they belong to the VOP).
3. Motion vector difference (MVD) is zero but the block is not updated.
4. MVD is zero but the block is updated.
5. IntraCAE is to be used for the block.
6. MVD is zero, and InterCAE is to be used for the block.
7. MVD is non-zero, and InterCAE is to be used. where is the alpha-value of a pixel in the border region, D is the distance of the pixel from the exterior of the border, f d is the VOP object layer feathering distance (VOLFD) and O is the transparency of the interior region of the mask (either 255 or VCAV).
The feathering filter mode is similar to the linear feathering mode, except that instead of a distance-based transform, a feathering filter is used to implement the feathering effect. The VM uses a cross-shaped filter based on the four immediate neighbors of the pixel in question. Fifteen configurations of the four (binary) neighbors are possible. (The configuration of all '1's is not considered because in that case the center pixel will not be a border pixel.) Information about what value to use for the center pixel for every configuration is transmitted as a 120-bit string in the header. The transparency information is encoded as a binary mask. The decoder reconstructs the binary mask and then feathers the boundary region by iteratively applying the feathering filter. The number of iterations is given by the VOLFD and thus corresponds to the thickness of the boundary region as specified by the encoder.
Modes 5 and 6 are very similar to mode 2, except that the VOLFD and the feathering filter are transmitted in the VOL header. Then, as a VOP is encoded, it may be flagged as constant alpha (CA). If so, the decoder reconstructs the binary mask, and passes it to the feathering algorithm (or filter, as appropriate). If the encoded VOP is not flagged to be CA, the decoder assumes that it has been compressed with the default gray-scale mask compression algorithm, and the decoded mask is not subsequently feathered.
Binary Shape Coding
The binary mask representing the shape of a VOP is referred to as binary alpha information. In this mask every pixel belonging to the VOP is set to 255, and all other pixels are set to 0. This is partitioned into binary alpha blocks (BAB) of size 16 16 . Each BAB is encoded separately. Starting from rectangular frames, it is common to have BABs which have all pixels of the same color, either 0 (in which case the BAB is called an ALL-0 block) or 255 (in which case the block is said to be an ALL-255 block). The VM provides several modes for encoding a BAB. The basic tools for encoding BABs are the CAE algorithm [12] and motion compensation. InterCAE and IntraCAE (discussed in Section 3.2) are the variants of the CAE algorithm used with and without motion compensation, respectively. Each mode supported by the VM is a combination of these basic tools. They are listed in Table 1 . Motion vectors are computed by first predicting a value based on those of neighboring blocks that have been previously encoded, and then searching for a best match position (given by minimum sum of absolute difference). The motion vectors themselves are differentially coded (the result being the MVD).
The CAE algorithm is used to code pixels in BABs. The arithmetic encoder is initialized at the beginning of the process. Each pixel is encoded as follows [11] 3. use the retrieved probability to drive the arithmetic encoder.
The context number gives the causal neighborhood based on which the current pixel is predicted. The difference between IntraCAE and InterCAE boils down to the use of different contexts as shown in Figure 5 . The pixel to be encoded is marked by a circle. In each case, the pixels forming the context are marked with crosses. In the InterCAE case, part of the context pixels are taken from the co-located block in the previous frame.
Motion Estimation and Compensation
Motion estimation and compensation are commonly used to compress video sequences by exploiting temporal redundancies between frames. The approaches for motion compensation in the MPEG-4 VM are similar to those used in other video coding standards. The main difference is that the block-based techniques used in the other standards have been adapted to the VOP structure used in MPEG-4. The VM provides three modes for encoding an input VOP, as shown in Figure 6 .
A VOP may be encoded independently of any other VOP. In this case the encoded VOP is called an Intra VOP (I-VOP).
A VOP may be predicted (using motion estimation) based on another previously decoded VOP. Such VOPs are called Predicted VOPs (P-VOP).
A VOP may be predicted based on past as well as future VOPs. Such VOPs are called Bidirectional Interpolated VOPs (B-VOP). B-VOPs may only be interpolated based on I-VOPs or P-VOPs.
As is obvious, motion estimation is necessary only for coding P-VOPs and B-VOPs. Motion estimation (ME) is performed only for macroblocks in the bounding box of the VOP in question. If the macroblock in question lies entirely within a VOP, motion estimation is performed in the usual way, based on block matching of 16 16 macroblocks as well as 8 8 blocks. This results in one motion vector for the entire macroblock, and one for each of the blocks. Motion vectors are computed to half-pixel precision.
For macroblocks that only partially belong to the VOP, motion vectors are estimated using the modified block (polygon) matching technique. Here, the discrepancy of matching is given by the sum of absolute difference (SAD) computed for only those pixels in the macroblock that belong to the VOP. In case the reference block lies on the VOP boundary, a repetitive padding technique assigns values to pixels outside the VOP. The SAD is then computed using these padded pixels as well. This improves efficiency, by allowing more possibilities when searching for candidate pixels for prediction at the boundary of the reference VOP.
For P-and B-VOPs, motion vectors are also transmitted in the bitstream. These motion vectors are first differentially coded, based on up to three vectors of previously transmitted blocks. The exact number depends on the allowed range of the vectors. The maximum range is selected by the encoder and transmitted to the decoder, in a fashion similar to MPEG-2. In overlapped motion compensation, the motion vectors from surrounding blocks of the current block are used to compute the motion compensated prediction value for the pixel to be compensated P r;c .
Overlapped Motion Compensation
The VM also supports overlapped motion compensation, similar to the one used in the H.263 recommendation [8] . This usually results in better prediction quality.
Here, for each block of the macroblock, the motion vectors of neighboring blocks are considered, as depicted in Figure 7 . This includes the motion vector of the current block, v m , and its four neighbors v t , v l , v b , and v r . Each vector provides an estimate of the pixel value. The actual pixel value P r;c , at row r and column c, is the weighted average of all these estimates.
Texture Coding
In the case of I-VOPs, the term texture refers to the information present in the gray-or chroma-values of the pixels forming the VOP. In the case of predicted VOPs (B-VOPs and P-VOPs), the residual error after motion compensation is considered as the texture information. The current VM uses techniques very similar to other existing standards, for encoding the VOP texture information. The block based Discrete Cosine Transform (DCT) method has been adapted to the needs of a VOP oriented approach. The VOP texture is split into macroblocks of size 16 16. Of course, this implies that the blocks along the boundary of the VOP may not fall completely on the VOP, that is, some pixels in a boundary block may not belong to the VOP. Such boundary blocks, are treated differently from the non-boundary blocks.
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Coding of Internal Blocks
The blocks that lie completely within the VOP are encoded using the usual two-dimensional (2D) 8 8 block DCT. The luminance and chrominance blocks are treated separately. Thus, six blocks of DCT coefficients are generated for each macroblock. The DCT coefficients are quantized, in order to compress the information. The DC coefficient is quantized using a step size of 8. The current VM offers two alternatives for determining the quantization step to be used for the AC coefficients. One is to follow the approach taken in the H.263 recommendation. Here, a quantization parameter determines how the coefficients will be quantized. The same value applies to all coefficients in a macroblock, but may change from one macroblock to another, depending on the desired image quality or target bitrate. The other option is a quantization scheme similar to the one used in MPEG-2, where the quantization step may vary depending on the position of the coefficient. Thus the first scheme corresponds to a linear quantization, whereas the second scheme corresponds to a nonlinear quantization.
After appropriate quantization, the DCT coefficients in a block are scanned in zig-zag fashion in order to create a string of coefficients from the 2D block. The string is compressed using run-length coding and entropy coding.
Coding of Boundary Blocks
Macroblocks that straddle the VOP boundary are encoded using one of two techniques: repetitive padding followed by DCT or Shape-Adaptive DCT (SA-DCT).
Repetitive padding consists in assigning a value to the pixels of the macroblock that lie outside of the VOP. The padding is applied to 8 8 blocks of the macroblock in question. Only the blocks straddling the VOP boundary are processed by the padding procedure. When the texture data is the residual error after motion compensation, the blocks are padded with zero-values.
For intra coded blocks, the padding is performed in a two-step procedure called Low Pass Extrapolation (LPE). This procedure is as follows: where N is the number of pixels of the macroblock in the VOP. This is also known as mean-repetition DCT. 
Use the average operation given in
The pixels considered in the right-hand side of Equation 3 should lie within the VOP, otherwise they are not considered and the denominator is adjusted accordingly.
Another technique for coding macroblocks that straddle the VOP boundary is the SA-DCT technique [13] . In the SA-DCT based scheme, the number of coefficients generated is proportional to the number of pixels of the block belonging to the VOP. The SA-DCT is computed as a separable 2D DCT. For example, transforming the block shown in Figure 8 (a) is performed as follows. First, the active pixels of each column are adjusted to the top of the block (b). Then for each column, the 1D DCT is computed for only the active pixels in the column, with the DC coefficients at the top (c). This results in a possibly different number of coefficients for each column. The rows of coefficients generated in the column-DCT are then adjusted to the left (d) before computing the row-DCT. The 2D SA-DCT coefficients are laid out as shown in (e), with the DC coefficient at the top left corner. The binary mask of the shape and the DCT coefficients are both required in order to decode the block correctly. SA-DCT with DC coefficient marked with a black spot. Figure 9 : Reordering of the lines of pixels in the case of interlaced texture coding.
Separated fields Interlaced Fields
Coefficient Prediction
Additional compression efficiency can be achieved by encoding some of the coefficients predictively. This is usually applied to the DC coefficient and AC coefficients in the first row or in the first column of intra-coded blocks. The coefficients are predicted from the similarly positioned coefficients in the block above, or to the left of, the block under consideration. The selection criterion is based on the sum of coefficient magnitude (SCM) in the considered row/column. If the prediction of the coefficients reduces the SCM, the prediction is switched on. This decision is taken on a macroblock basis.
Interlaced Texture Coding
MPEG-4 also provides tools for encoding interlaced video. If a VO is represented in interlaced format, further energy compaction can be obtained by modifying the coding scheme for macroblocks. Interlaced frames consist of two fields, referred to as the odd field (containing the odd lines of the frame) and the even field (containing the even lines). The line numbering start with line 0, so that the first line belongs to the even field. The fields may be thought of as two lower resolution images taken in a short time interval. Their time reference is not the same, and therefore treating them separately may improve the decorrelation achieved by the DCT. 
This criterion is met when the two fields are significantly different from each other. In this case, the lines of pixels belonging to the same field are grouped together, as shown in Figure 9 . The newly formed macroblock is now encoded the same way as a non-interlaced macroblock.
Functionalities
One of the main goals of the future MPEG-4 standard is to support a diverse set of multimedia applications. Of course, every requirement of each application cannot be explicitly supported by a general video coding standard. However, members of MPEG have identified certain key functionalitiesthat are commonly required by most envisioned applications. Various types of data-scalability are the most common requirement. Some applications also require functionalities such as resilience to transmission errors, and rate control. In this section we briefly discuss how the current VM enables some of these functionalities.
Scalable Coding
For most applications, the prime functionality required is that of spatial-, object-, and temporal-scalabilities. Spatial scalability implies being able to decode a frame with a desired degree of image quality. This quality is quantified by the peak signal-to-noise ratio (PSNR). Object scalability means being able to access any VO in the video sequence. Temporal scalability refers to the ability of decoding the compressed information at any desired frame rate, without being limited to any frame-rate imposed by the encoder. In this section we discuss the ways in which some of these scalabilities are supported by the VM. Spatial scalability and temporal scalability are both implemented using multiple VOLs. Consider the case of two VOLs: the base-layer and the enhancement-layer. For spatial scalability, the enhancement-layer improves upon the spatial resolution of a VOP provided by the base-layer. Analogously, in the case of temporal scalability, the enhancement-layer may be decoded if the desired frame-rate is higher than that offered by the base-layer. Thus, temporal scalability improves the smoothness of motion in the sequence. Object scalability is naturally supported by the VO based scheme. At present, only rectangular VOPs are supported by the VM, as far as spatial scalability is concerned.
The VM uses a generalized scalability framework to enable spatial and temporal scalabilities. This framework allows the inclusion of separate modules, as necessary, to enable the various scalabilities. As shown in Figure 10 , a scalability-preprocessor is utilized to implement the desired scalability. It operates on VOPs. For example, in the case of spatial scalability, the preprocessor down-samples the input VOPs to produce the base-layer VOPs that are processed by the VOP encoder. The midprocessor takes the reconstructed base-layer VOPs and up-samples them. The difference between the original VOP and the output of the midprocessor forms the input to the encoder for the enhancement layer. (See Section 4.1.1 for the encoding of the different layers.) To implement temporal scalability, the preprocessor separates out the frames into two streams. One stream forms the input for the base-layer encoder, while the other is processed by the enhancement-layer encoder. The midprocessor is bypassed in this case.
Spatial Scalability
The base-layer VOPs are encoded in the same way as in the non-scalable case discussed in Section 3. VOPs of the enhancement layer are encoded as P-VOPs or B-VOPs (Figure 11 ). If a VOP in the enhancement-layer is temporally coincident with an I-VOP in the base-layer, it is treated as a P-VOP. VOPs in the enhancementlayer that are coincident with P-VOPs in the base-layer are encoded as B-VOPs. Since the base-layer serves as the reference for the enhancement layer, VOPs in the base-layer must be encoded before their corresponding VOPs in the enhancement layer.
Temporal Scalability
In temporal scalability, the frame rate of the visual data is enhanced. Enhancement-layers carry information to be visualized between the frames of the base-layer. The enhancement layer may act in one of two ways, as shown in Figure 12 :
Type I:
The enhancement-layer improves the resolution of only a portion of the baselayer. Type II: The enhancement-layer improves the resolution of the entire base-layer.
An example of type I enhancement is shown in Figure 13 . The base-layer (V OL 0 ) contains the low timeresolution information. The enhancement-layer contains a higher time-resolution for a part of the scene from the base-layer. The enhancement-layer information is encoded using the corresponding base-layer region for prediction (P or B) and a shape, which is created for this purpose. Therefore, frame E 1 is predicted from part of frame B 1 in Figure 13 . Future VOPs in the enhancement-layer are then predicted from the previous VOP in the same layer, as is frame E 2 .
In the case of B-VOPs in the enhancement-layer, two frames of the base-layer would be used. For example, frame E 1 would be predicted from frames B 1 and B 2 . In that case, a forward shape and a backward shape are defined.
For the type II enhancement, at least two VOs are necessary, as depicted in Figure 12 . The video object V O 0 only has a base-layer, and is therefore not enhanced 1 . Frames B 0;i are simple predicted from frames B 0;i?1 (and B 0;i+1 for B-VOPs) as described in Section 3.2. The enhanced region of the scene is carried in the video object V O 1 . This VO has a base layer at the same frame-rate as the base-layer of V O 0 . In decoding 1 Note that the example in Figure 14 , V O 0 has also an enhancement-layer. 5 SPRITE BASED CODING 4.2 Error Resilience the enhancement-layer VOPs E 1;1 E 1;4 the frame-rate of V O 1 is tripled. This implies higher temporal resolution for that part of the global scene. The enhancement-layer of V O 1 is predicted the same way as for enhancement type I, but considering the full VOPs of the base-layer. There is no additional shape information to be coded, that is, frame E 1;1 can be P-predicted from frame B 1;1 using the shape of B 1;1 . If frame E 1;1 is to be B-predicted from frames B 1;1 and B 1;2 , the respective shapes of the region in the base-layer are used as forward and backward shapes for the prediction.
Error Resilience
This functionality is important for applications that plan to use MPEG-4 in error-prone communications environments, such as mobile communications. The current VM allows the insertion of markers for resynchronization (called resync markers) at almost equally spaced locations in the bitstream. The spacing depends on the target bitrate. Additional information about the macroblock, such as macroblock number, the current quantization parameter and so on, are also inserted. This information is necessary for implementing resynchronization at the VOP level. The VM also makes provisions for the use of reversible VLCs, which can be used to decode an entropy coded sequence backwards. This can be useful in recovering additional texture information, in the face of errors. Of course, the overhead of error-resilience can be avoided by disabling it when it is not required.
Rate Control
Rate control is an important requirement in many applications. In a variable bitrate (VBR) environment, the rate control scheme attempts to achieve optimum quality for the decoded information (where quality is quantified by SNR) for the target bitrate. In constant bitrate (CBR) applications, the rate controller has to meet the constraints of low latency and buffer size [11] . Rate control is enforced by adapting the quantization parameter as necessary, to meet the requirements. The current VM adopts a scalable rate control (SRC) scheme to meet the above requirements [14] . This scheme is based on the assumption that the rate-distortion function can be modeled by the following equation:
where R is the rate, X 1 and X 2 are modeling parameters, S is a measure of activity in the frame, and Q is the quantization parameter. The first and second order coefficients, X 1 and X 2 respectively, are initialized at the beginning of the process, and updated based on the encoding results of each frame. The quantization parameter, Q, is computed based on the above equation.
The proposed SRC scheme is generic enough to allow rate control at different levels during the encoding process. It is possible to perform rate control at multiple-VO level, frame level, slice level or macroblock level. For example, at frame level, in CBR applications, variable frame-rate (i.e frame skipping) is employed to achieve the desired bitrate. Dynamic sprites, which are constructed online, during the encoding process. These are more suited for representing natural objects, especially when low delay is required.
Similar to the representation of VOPs, the texture information for a sprite is represented by one luminance component and two chrominance components. The three components are processed separately, but the methods used for processing the chrominance components are the same as those used for the luminance components, after appropriate scaling. Shape and texture information for a sprite is encoded as for an I-VOP. For natural scenes, sprites are generated in a manner very similar to that of global motion estimation using a parametric model. The sprites are constructed additively, by blending new VOPs, one at a time, with a properly aligned version of the current sprite. Static sprites are generated, before the encoding process begins, using the original VOPs. The decoder receives each static sprite before the rest of the video segment. The static sprites are encoded in such a way that the reconstructed VOPs can be generated easily, by warping the quantized sprite with the appropriate parameters. (The residual error between the original VOP and the sprite is not encoded.)
In order to support low-latency applications, several possibilities are envisaged for the transmission of static sprites. One way to meet the latency requirements is to transmit only a portion of the sprite in the beginning. The transmitted portion should be sufficient for reconstructing the first few VOPs. The remainder of the sprite is transmitted, piece-wise, as required or as the bandwidth allows. Another method is to transmit the entire sprite in a progressive fashion, starting with a low-resolution version, and gradually improving the resolution by transmitting residual images. In practice, a combination of these methods can also be used. Dynamic sprites are independently constructed by the encoder and the decoder, based on reconstructed VOPs. The generation of dynamic sprites takes predictive coding based on local motion into account. The dynamic sprite is sequentially updated using the motion parameters estimated for each VOP (relative to the previous VOP). The motion parameters corresponding to the four corners of the bounding box of each VOP are differentially encoded and made available to the decoder.
Static Texture Coding
The VM also supports a mode for encoding texture information to be mapped onto 3D surfaces. This mode is called the static texture coding mode, and utilizes a discrete wavelet transform (DWT) to decompose the texture information [15, 16] . The technique offers a high degree of scalability, both spatial, and in terms of image quality. A wide range of these scalabilities are preselected by the encoder, and the bitstream is produced accordingly.
The input texture components (luminance and chrominances) are treated separately. Each component is decomposed into bands by a bank of analysis filters. Another filter bank, the synthesis filters, later recombine the bands to reconstruct the original component. The analysis and synthesis filters must satisfy certain constraints to yield perfect reconstruction. Extensive wavelet theory has been developed for designing filters which satisfy these constraints. It has been shown that the filters play an important role in the performance of the decomposition for compression purposes [17, 18, 19] .
This decomposition can be applied recursively on the obtained bands, yielding a decomposition-tree (Dtree) of so-called subbands. A decomposition of depth 2 is shown in Fig. 15 . The original component is decomposed into 4 bands, and the lowest frequency band (shown on the left) is then further decomposed into 4 subbands (1, 2, 3, 4) . Therefore, subband 1 represents the lowest spectral band of the component. At each step, the spectral domain is split into n parts, n being the number of filters in the filter bank. The number of coefficients to represent each band can therefore also be reduced by a factor of n. The different bands can then be laid out as shown in Fig. 15 (right hand side); they require the same space as the original component. It is important to note that, even though the subbands represent a portion of the signal which is well localized in the spectral domain, the subband coefficients remain in the spatial domain. Therefore, co-located coefficients in the subbands represent the original component at that location but at different spectral locations. The correlation between the bands, up to a scale factor, is then exploited for compression purposes.
Shapiro [20] has originally proposed a scheme of encoding the coefficients by predicting the position of insignificant coefficient across bands. MPEG-4 is based on a modified zerotree wavelet coder as described by Martucci et al. [21] . For any given coefficient in the lower frequency band, a parent-child-relation tree (PCR-tree) of coefficients in the subbands is built with a parent-child relationship (Fig. 16 ). There is one PCR-tree for each coefficient in the lowest frequency subband. Every coefficient in the decomposition can thus be located in indicating its root coefficient and the position in the PCR-tree from that root.
The problem then is to encode both the location and the value of the coefficients. This is done in two passes: the first pass locates coefficients, and the second encodes the coefficient values. As lossy compression is allowed, the most significant coefficients should be transmitted first, and the less significant ones transmitted later, or not at all. A coefficient is considered significant if its magnitude is nonzero after quantization. The difference between the quantized and non-quantized coefficients result in so-called residual subbands. Selection and encoding of significant coefficients is achieved by iterative quantization of residual subbands. In each iteration, significant coefficients are selected, and their locations and quantized values are encoded by means of an adaptive arithmetic encoder. In subsequent iterations, the quantization is modified and the residual bands are processed in a similar manner. This results in an iterative refinement of the coefficients of the bands.
In MPEG-4, the nodes of each PCR-tree are scanned in one of two ways: depth-first or band-by-band. At each node, the quantized coefficient QC n is considered along with the subtrees having the children nodes of QC n as root. The location of significant coefficients (magnitude6 =0) leads to the generation of the following symbols:
ZTR if QC n is zero and no subtree contains any significant coefficient, VZTR if QC n is significant but no subtree contains any significant coefficient,
IZ
if QC n is zero and at least one significant coefficient can be found in the subtrees, VAL if QC n is significant and at least one coefficient can be found in the subtrees.
Once the position is encoded, the quantized coefficients are scanned in order of discovery and encoded with the adaptive arithmetic coder.
The complete algorithm uses two trees, the D-tree and the PCR-tree. The structure of the D-tree is depicted in Fig. 15 for a wavelet decomposition. The PCR-tree is selected arbitrarily, but it should be designed so as to maximize the expected correlation between bands. This leads to the generation of a large number of ZTR and VZTR symbols, and therefore higher compression. For this purpose, MPEG-4 uses a parent-child relationship proposed by Shapiro.
In Shapiro's and Martucci's algorithms, all bands are encoded with the same procedure. In MPEG-4, the lowest frequency is encoded predictively -DPCM with prediction based on 3 neighbors -while coefficients of the other bands are then scanned and zero-tree encoded.
Three different modes are possible in this scheme: (1) single quantization mode (single quant), in which the first and second pass are used for one quantization, (2) bit-plane mode (bilevel quant) which encodes a bitplane at each iteration, and (3) multiple quantization mode (mult quant) which iterates over first and second pass with a set of quantizations. All three modes aim at quality/spatial scalability.
Experiments
The VM as defined by the video group of MPEG, is simply a theoretical algorithm for performing video compression. In practice, several participants in MPEG implement the VM independently, in software. This serves two purposes. First, it demonstrates that the VM is conceptually sound and that implementing it, eventually in hardware, is feasible. Secondly, the software forms the basis for core experiments performed by interested parties. The software packages are made available, free of charge, to all members of MPEG, who use the software to perform the core experiments of interest to them. Currently, two independent versions of a reference software are available: a C++ version by Microsoft [22] and a C version provided by the MoMuSyS European Project [23] .
In this section we present some typical results that may be expected from VM 8.0 of MPEG-4. For comparison, we also provide results obtained, under similar conditions, using the H.263 video coding recommendation from ITU-T.
The results presented here correspond to a MPEG test video sequence, Stefan. The input is in QCIF format (i.e. the frame-dimensions are 176 144 for the luminance (Y) component). The texture information is represented in YUV 4:2:0 format which indicates that both the chrominance components, U and V, have been sub-sampled by a factor of 2 along both dimensions. Thus, in size, the U and V components each are a quarter of the size of the Y component. The selected sequence shows a man (Stefan Edberg) running across a tennis court, and crowd of people in the background. Thus, the sequence contains significant motion information, and fairly busy background texture. We consider only non-interlaced video. Also, in these experiments we have considered only the simplest form of VOPs -each VOP is rectangular, and corresponds to one frame of the sequence. These decisions are based on simplicity considerations, and in order to make meaningful comparisons with other codecs. We have included results produced by codecs implementing three other videocoding standards -MPEG-1, MPEG-2, and H.263 -under similar conditions. Comprehensive discussions of these codecs is beyond the scope of this paper. Briefly, they all rely on motion-compensated block-based DCT to compress video data. We present results obtained at two target bitrates: 100 Kbps and 1 Mbps.
The parameter settings for our experiments with version 8.0 of the VM are as follows:
unrestricted motion-vector estimation mode (in view of the strong motion information in the scene); no frame-skipping; P and B frames, post-processing by deblocking filter.
For comparison, the same set of frames has also been coded according to the MPEG-1 and MPEG-2 standards and the H.263 recommendation. In our experiments with the MPEG-1 and MPEG-2 codecs, the mainprofile and main-level settings were used. For the H.263 recommendation, the following parameter settings were used: unrestricted search for motion-vector estimation; Table 2 .
no frame-skipping. Figure 17 shows decoded versions of frame #245 of the sequence, compressed using four codecs: MPEG-1, MPEG-2, H.263, and MPEG-4 respectively. This is a sample frame from a sequence that was encoded at the rate of 100 Kbps, using the four codecs. The corresponding quality measures (PSNR) are shown in Table 2 . We can conclude from both the images in Figure 17 , as well as the PSNR values shown in Table 2 , that the results produced by MPEG-4 are comparable to those of H.263, but are slightly worse than those of MPEG-1. In Figure 18 we show the same frame when the sequence was encoded at the target bitrate of 1 Mbps using the four codecs. Clearly, MPEG-4 results in a better image quality when encoding at 1Mb/s. The difference can be seen both in terms of PSNR (Table 3) and in visual quality.
At lower bitrates the MPEG-4 encoding system is comparable to that of H.263. This observation is in line with the results of other core experiments on this topic. Note that H.263 and MPEG-1 have been specifically tuned for lower bitrates. In this respect, the comparisons with MPEG-2 here are somewhat unfair, since MPEG-2 is designed for operation at about 5 Mbps. MPEG-4 has targeted a broader range of bitrates making it a more general system. Furthermore, MPEG-4 is still under development. Global parameter optimization Table 3 .
Quality in dB at 100 kb/s Luminance (Y) Chrominance (U) Chrominance (V) Fig. 17 Table 3 : Resulting image qualities (in dB) for the coded images shown in Figure 18 .
has not yet been performed as some of the tools have been proposed only recently.
It is important to keep in mind that none of the considered systems takes into account any human visual system (HVS) characteristics. In a video sequence like Stefan, where the image contains a lot of motion, it is not easy to define a "good" image. MPEG-4 uses the PSNR as its quality measure.
Conclusions
MPEG-4 is being developed to support a wide range of multimedia applications. Past standards have concentrated mainly on deriving as compact a representation as possible, of the video (and associated audio) data. In order to support the various applications envisaged, MPEG-4 will enable functionalities that are required by many such applications. In order to converge upon a standard, the various proposed techniques for compression and other functionalities are being studied. A framework, called the Verification Model (VM) has been developed for studying the various techniques proposed for processing visual information. The VM has evolved to its current (8 th ) version, through numerous experiments. In this paper, we have given an overview of this VM.
The VM uses a content-based representation of the video sequence at hand. This allows easy access and manipulation of arbitrarily shaped regions in frames of the video. The structure based on Video Objects (VOs) directly supports one highly desirable functionality: object scalability. Spatial scalability and temporal scalability are also supported in the VM. Scalability is implemented in terms of layers of information, where the minimum needed to decode is the base-layer. Any additional enhancement-layer will improve the resulting image quality either in temporal or in spatial resolution. Sprite and image texture coding are two new features supported by MPEG-4.
To accommodate universal access, transmission oriented functionalities have also been considered in MPEG-4. Functionalities for error robustness and error resilience handle transmission errors, and the rate control functionality adapts the encoder to the available channel bandwidth.
Sample experimental results illustrate the image quality obtained for a particular sequence at different bitrates. For comparison, we also include the results obtained by H.263 under similar conditions. New tools are still being added to the MPEG-4 coding scheme, and therefore no global optimization has been performed so far. The standard will most probably achieve better image qualities at all bitrates targeted, with the bonus of added functionalities. The current VM, in its 8 th version, is quite mature, and the MPEG-4 standard to be adopted by the end of 1998 will not be substantially different from this VM.
