ABSTRACT. Consider a finite-dimensional algebra A and any of its moduli spaces M(A, d) ss θ of representations. We prove a decomposition theorem which relates any irreducible component of M(A, d) ss θ to a product of simpler moduli spaces via a finite and birational map. Furthermore, this morphism is an isomorphism when the irreducible component is normal. As an example application, we show that the irreducible components of all moduli spaces associated to tame (or even Schur-tame) algebras are rational varieties.
1. INTRODUCTION 1.1. Context and motivation. Throughout the paper, K denotes an algebraically closed field of characteristic zero, and all algebras A are assumed to be associative and finitedimensional over K. Since we are interested in collections of representations or modules over such an algebra, there is no loss of generality in assuming A is basic and taking A = KQ/I for some quiver Q and admissible ideal I. By a slight abuse of terminology, we say "representations of A" to mean "representations of Q satisfying a set of admissible relations generating I".
In this paper, we study representations of algebras within the general framework of Geometric Invariant Theory (GIT). We briefly recall just enough of the main ideas here for motivation, with more detailed background found in Section 2. A choice of weight θ, which is nothing more than an assignment of an integer to each vertex of Q, determines subcategories rep(A) Intuitively, one can believe that families of θ-semistable representations should be controlled by their θ-stable composition factors. Our goal in this work is to make this precise by describing the geometry of a θ-semistable family in terms of the geometry of the contributing θ-stable factors. For example, if a family of θ-semistable representations has θ-stable composition factors parametrized by two P 1 families, one would like to know if the overall family is P 1 × P 1 or P 2 , or perhaps not even smooth. See Example 12 for an explicit illustration of how each of the first two cases may occur.
Our work in this paper was motivated in part by a program aimed at finding geometric characterizations of the representation type of algebras. Although arbitrary projective varieties can arise as moduli spaces of representations of algebras [Hil96, HZ98] , representation theoretic properties of a given algebra can impose constraints on the moduli spaces. For example, we show in Corollary 13 that all moduli spaces associated to Schur-tame algebras are rational varieties. This line of research has attracted a lot of attention, see for example [BCHZ15, Bob08, Bob14, Bob15, BS99, CC15, Chi09, Chi11b, CK16, CKW15, CW13, Dom11, GS03, Rie04, RZ04, RZ08, SW00]. For other results on moduli of representations of quivers and algebras, see for example [Rei03, Rei11, Moz13, Wei13a, Wei13b] . These spaces also arise in other areas of mathematics and physics [JS12, KS11, ACK07, ABCH13, BMW14, Stu14, ACC + 14, CS16].
1.2. Statement of main result. Let A be an arbitrary finite-dimensional algebra and C ⊆ rep(A, d) a GL(d)-invariant, irreducible, closed subvariety. A θ-stable decomposition C = m 1 C 1 ∔ · · · ∔ m r C r records a collection of θ-stable irreducible components C i ⊆ rep(A, d i ) which parametrize the θ-stable composition factors appearing in general θ-semistable representations in C along with multiplicities m i (see Definition 2). Our main result is the following decomposition theorem. It describes each irreducible component of a moduli of representations in terms of the moduli spaces of the components of a θ-stable decomposition and their multiplicities.
Theorem 1. Let A be a finite-dimensional algebra and let
are pairwise distinct θ-stable irreducible components, and define
(c) Assume now that none of the C i are orbit closures. Then there is a natural morphism
which is finite, and birational. In particular, if M( C) ss θ is normal then Ψ is an isomorphism. To analyze moduli spaces of a given algebra, we typically proceed as follows: by (a), we may assume that a general point of C is simply the direct sum of its θ-stable composition factors. Then repeatedly applying (b) allows us to get rid of all the orbit closures that occur in a θ-stable decomposition. These are very useful reductions since it can be easier to check the normality condition in (c) under these much more restrictive conditions on C. In (c) we see that multiplicities in the θ-stable decomposition simply contribute symmetric powers to the overall moduli space, at least up to birational equivalence; here, recall that the m th symmetric power S m (X) of a variety X is the quotient of m i=1 X by the action of the symmetric group on m elements which permutes the coordinates. We also show in Example 14 that Ψ is not an isomorphism in general.
1.3. Relation to existing literature. Here we briefly survey the relation between our results and existing literature. The notion of θ-stable decomposition was introduced by Derksen and Weyman [DW11] for the case that A = KQ where Q is acyclic (so that all rep(A, d) are just vector spaces). An extension to GL(d)-invariant irreducible subvarieties C ⊆ rep(A, d) when A is an arbitrary algebra was given in [Chi11b, Chi13, CC15] .
Theorem 1(b) and the ingredients going into it are inspired by Bobiński's work [Bob14] which assumes that A = KQ/I where Q is acyclic. Our proof builds on the work of Bobiński in ibid., Derksen-Weyman [DW00], Igusa-Orr-Todorov-Weyman [IOTW09], Domokos [Dom11] , and Schofield-van den Bergh [SvdB01] .
Theorem 1(c) is essentially a generalization to arbitrary algebras of the Derksen-Weyman decomposition result for weight spaces of semi-invariants of acyclic quivers [DW11, Theorem 3.16]. Earlier generalizations of this result can be found in [Chi13, Theorem 1.4] and [CC15, Proposition 7] . All these earlier generalizations assume not only stronger normality conditions but also the condition that d i = d j for all 1 ≤ i = j ≤ r. Being able to get rid of this "separation" condition is especially important for applications. A first example of this can be found in Example 12. Generalizing this in work in progress, we use Theorem 1 in an essential way to show that the irreducible components of any moduli space associated to arbitrary special biserial algebras are products of projective spaces.
In Corollary 13, we show that moduli spaces of "Schur-tame" or "brick-tame" algebras (a class which includes all tame algebras but also many wild algebras) are always rational varieties. This continues a long line of results starting with Ringel [Rin80] and [Sch01] .
We also note that a decomposition theorem due to Crawley-Boevey [CB02] for symplectic reductions (or Marsden-Weinstein reductions), in the setting where A = KQ, is similar in form to our main result specialized to that case. He also showed that these varieties are always normal [CB03] . A connection between symplectic reductions and moduli spaces is discussed in [Kin94, §6] .
2. BACKGROUND 2.1. Representation varieties. Due to a fundamental observation of Gabriel, the category of modules over any finite-dimensional unital, associative K-algebra A is equivalent to the category of modules over a quotient of the path algebra of a finite quiver. More precsiely, there exist a quiver Q (uniquely determined by A) and an ideal I of KQ generated by a collection R of linear combinations of paths of length at least 2, such that A is Morita equivalent to KQ/I. Therefore, we always implicitly identify algebras A with quotients of path algebras throughout, and representations of A with representations of the corresponding quiver which satisfy the relations in R. More background on representations of algebras and quivers can be found in [ASS06, Sch14] .
To fix notation, we write Q 0 for the set of vertices of a quiver Q, and Q 1 for its set of arrows, while ta and ha denote the tail and head of an arrow ta 
Under the action of the change of base group GL(d) := x∈Q 0 GL(d(x), K), the orbits in rep(A, d) are in one-to-one correspondence with the isomorphism classes of d-dimensional representations of (Q, R). For more background on module and representation varieties, see surveys such as [Bon98, Zwa11, HZ14] . We remark once and for all that we only work at the level of varieties in this paper, ignoring reducedness and other scheme-theoretic concerns throughout.
In general, rep(A, d) does not have to be irreducible. Let C be an irreducible component of rep(A, d). We say that C is indecomposable if C has a nonempty open subset of indecomposable representations. We say that C is a Schur component if C contains a Schur representation, in which case C has a nonempty open subset of Schur representations; in particular, any Schur component is indecomposable.
Given a collection of subvarieties 
. . , C r are uniquely determined by this property.
2.2. Semi-invariants. The first ingredient to constructing moduli spaces of quiver representations are spaces of semi-invariants, which we review here. For each rational character χ : GL(d) → K * , the vector space
In this way, we get a natural epimorphism
, and we refer to either θ or χ θ as an integral weight of Q (or A). In case d is a sincere dimension vector (i.e., d(x) = 0 for all x ∈ Q 0 ), this epimorphism is an isomorphism which allows us to identify
. From now on, we us assume that all of our integral weights θ are so that χ θ is a non-trivial character of GL(d), i.e. the restriction of θ to the support of d is not zero, and denote by
Then we have a decomposition of the invariant ring
Moduli spaces of representations. Fix an integral weight
It was noted by King that the collection of θ-semistable representations of A forms a full abelian subcategory of A in which the θ-stable representations are precisely the simple objects; in particular, Hom spaces between θ-stable representations have dimension one or zero. Two θ-semistable representations are said to be S-equivalent if they have the same collection of θ-stable composition factors (counted with multiplicity). Now, let d be a dimension vector of A and consider the (possibly empty) open subsets 
G θ is by definition the homogeneous coordinate ring of M(C) ss θ . The following two commutative diagrams summarize the relation between the various rings and spaces we consider, with justifications given below.
The map res 2.4. θ-stable decompositions. We now introduce the notion of a θ-stable decomposition, which is a slight generalization of the definition in [Chi13, Section 3C].
This follows the notation of [DW11] , whose definition of θ-stable decomposition agrees with ours in the case that A = KQ for an acyclic quiver Q. 
Proof. Given any collection of irreducible components
Since every θ-semistable representation has a filtration with θ-stable composition factors, the non-empty sets of the form F (C) provide a finite cover C ss θ . Therefore at least one
Given this claim, any of the F (C) above is constructible since it is a union over the symmetric group S R of constructible subsets of the form F ilt(X σ ) where
and σ ∈ S R . So, we get at least one F (C) which is both contructible and dense in C To prove the claim, we first note that for any X,
. So, it comes down to proving the claim for R = 2. This can be easily checked by considering the morphism of varieties
is constructible by Chevalley's theorem (see for example [Har77] ). 
Proof of Theorem 1(a). We get M(C)

REMOVING ORBIT CLOSURES
In this section, we first make some technical advances necessary to work with algebras arising from quivers with oriented cycles. We then use these to show that direct summands of C which are orbit closures can be thrown out without changing the geometry of the moduli space.
3.1. Schofield semi-invariants when Q has oriented cycles. Our goal in this section is to show that given a collection of (nonzero) spaces of semi-invariants SI(C 1 ) θ , . . . , SI(C n ) θ of common weight θ, there is a common locus of representations whose associated Schofield semi-invariants span each SI(C i ) θ , 1 ≤ i ≤ n. This is proved by Bobiński in [Bob14, Lemma 4.6], under the assumption that Q is acyclic. In what follows, we explain how to adapt Bobiński's proof strategy to the general case. For arbitrary quivers Q, we need to work with the so-called Schofield's double quiver of Q, which is acyclic by construction.
The double quiver of Q is the bipartite quiver Q defined as follows. The set of vertices of Q is Q 0 = Q 0 × {0, 1}. For convenience, we denote the vertices in Q corresponding to a vertex v ∈ Q 0 by v 0 and v 1 . The set of arrows of Q is
We have the natural embedding τ : rep(Q) → rep( Q), sending V to V defined as follows:
is a dimension vector of Q, denote by
which can be viewed as a square matrix since c, d Q = 0. Given a representation V ∈ rep( Q, c), the regular function
≥0 be dimension vectors of Q and Q, respectively, such that c, d
and 
be a dimension vector as in (a). Then there exists a nonempty open subset
where all the semi-invariants in the spanning sets above are nonzero.
Remark 5. We point out that one can always construct spanning sets of Schofield determinantal semi-invariants for any single given space SI(A, d) θ (or SI(C) θ ) by working entirely within the category of representations of (Q, R). However, if the algebra A is not acyclic, it is not clear how to come up with the analogue of the dimension vector c and locus U, unless one uses the Schofield double quiver Q.
To prove Proposition 4, we need the result of Domokos below. To state it, we recall the following iterative way of building the double quiver Q of Q. For an arbitrary vertex v ∈ Q 0 , define the quiver Q v by:
If a ∈ Q 1 , we denote the corresponding arrow in Q v 1 , which is either a itself or a, by a v . If 
where each f i is a homogeneous semi-invariant of weight θ. Let us denote the degree of
The weight of this semi-invariant is m at v 0 , −m at v 1 , and zero at all other vertices.
Finally, setting N
This finishes the proof.
Proof of Proposition 4. (a)
Since A is finite-dimensional, we know that any weight space of semi-invariants for A is finite-dimensional. For each i ∈ {1, . . . , n}, choose a K-basis F 
we also have that:
, where P x is the projective indecomposable representation of Q at vertex x.)
It is now easy to check that θ
and hence
From the First Fundamental Theorem for semi-invariants for acyclic quivers (see [DW00] or [SvdB01] ), we know that eachf i l is a linear combination of semi-invariants of the form c V with V ∈ rep( Q, c). Hence, we get that
(b) For each 1 ≤ i ≤ n, we know from (a) that there exist V ∈ rep( Q, c) and
Since we assume SI(C i ) θ = 0, and the restriction map SI(A, d i ) θ → SI(C i ) θ is surjective, we may take M i ∈ C i even. Consequently,
is a nonempty open subset of rep( Q, c). 
3.2. Removing orbit closure summands. The following reduction result is an adaptation of [Bob14, Lemma 5.1] to the general case where Q may have oriented cycles. With Proposition 4 at our disposal, the arguments in ibid. carry over. Nonetheless, we include the proof below for completeness and for the convenience of the reader.
Proof. Replacing θ with a positive multiple, which does not change the moduli space, we can assume without loss of generality that SI(C) θ = 0. This implies that SI(C 1 ) θ = 0 and SI(C 2 ) θ = 0. Now, let us consider the morphism
Note that for any weight σ ∈ Z Q 0 , we know ϕ * (SI(C) σ ) ⊆ SI(C 1 ) σ and that the restriction ϕ * σ := ϕ * SI(C)σ
: SI(C) σ → SI(C 1 ) σ is injective. The injectivity follows immediately from the fact that the GL(d)-orbit of the image of ϕ is dense in C. Now, let m ≥ 1 be an integer and set σ := mθ. We claim that ϕ * σ is surjective as well. To prove this claim, choose an open subset ∅ = U ⊆ rep( Q, e) as in Proposition 4(b). Then, for any V ∈ U, we have that c V ( M 2 ) = 0 and
So, we get that
Using Proposition 4(b), we conclude that ϕ * σ is surjective and hence an isomorphism. Taking the sum over all m, we get an isomorphism of homogeneous coordinate rings of M(C) With this, we can continue the proof of our main theorem.
Proof of Theorem 1(b).
This follows from applying Lemma 7 repeatedly. 
where the vertical maps are the quotient morphisms. The following proposition, which will be proved in the next subsection, gives us the essential properties of Ψ.
Proposition 8. The morphism Ψ is finite and birational.
Assuming Proposition 8, we can finish proving our main theorem.
Proof of Theorem 1(c). Proposition 8 shows that Ψ is finite and birational. This, combined with the assumption that M(C)
ss θ is normal, implies that Ψ is in fact an isomorphism of varieties. (This is a standard fact from algebraic geometry: the isomorphism property can be checked locally on the target space, then use that by definition a normal domain admits no nontrivial finite extensions within its field of fractions.) Remark 9. In practice, one way to check that M(C) ss θ is normal is to show that the semistable locus (
ss θ is normal, after throwing away the C i which are orbit closures.
Proof of technical ingredients.
For the remainder of the section, set
θ is the kernel of the restriction of χ θ to G ′ .
It now remains to prove Proposition 8 along with Proposition 10 below. It is easier to work with the affine quotients
θ and π C : C → C//G θ are the quotient morphisms induced by the inclusions of the invariant rings.
We need the following assumptions, which result in no loss of generality since our moduli spaces are unchanged when replacing θ by any of its positive multiples.
• x∈Q 0 θ(x) is an even number (this is essential for Proposition 10); • m≥0 SI(C) mθ is generated by semi-invariants of weight θ (this is very useful for Proposition 8).
• no C i is an orbit closure (this convenient for both, and no loss of generality by (b) of Theorem 1).
Proposition 10. With θ as above, we have
Proof of Proposition 10. Now, let G ′ be as above and denote by χ the restriction of χ θ to G ′ , so that G ′ θ = ker(χ). Then we have the weight space decomposition
where
To show the containment ⊇ of (7), we denote by χ j , 1 ≤ j ≤ r, the rational character of GL(d j ) induced by θ. Then, for an arbitrary element n = σ · g ∈ G ′ , where
(the second equality is using that x θ(x) is even). Next note that an arbitrary element of the right hand side of (7) is a K-linear combination of elements of the form h
But such elements, viewed as a regular functions on C ′ , are easily seen to be G ′ θ -invariant. Indeed, let us fix m and j, and a K-basis f 1 , . . . , f N of SI(C j ) mθ . Then we can write
for unique T l 1 ,...,lm j ∈ K such that T l 1 ,...,lm j = T l ν(1) ,...,l ν(m j ) for any ν ∈ S m j . We can now see
, and consequently
13
So the containment ⊇ holds in (7) 1 . For the other containment ⊆, consider L :
Next, note that each χ j is not the trivial character of GL(d j ) since C j contains a θ-stable representation and is not an orbit closure. Therefore, we have that K[C j ] Ker(χ j ) = m≥0 SI(C j ) mθ . Applying this to each term on the right hand side of (10), we can write
Now, a simple check shows that for each m ∈ Z, the subspace of the right hand side of (11) consisting of the G ′ -semi-invariants on C ′ of weight χ m is precisely
Finally, combining (2), (10), (11), and (12), we obtain
This finishes the proof of our first technical proposition.
To prove Proposition 8, we need the following result in invariant theory which may be known to experts, but for which we are unaware of a suitable reference. It seems to be a relative version of [DK02, Lemma 2.4.5].
Lemma 11. Let H
′ and H be a linearly reductive groups with H ′ ≤ H and V a finite-dimensional rational H-module. Let X be an affine H-subvariety of V and X ′ an affine H ′ -subvariety of X such that 0 ∈ X ′ , and denote by π X ′ : X ′ → X ′ //H ′ and π X : X → X//H the quotient morphisms. Denote the image of 0 ∈ V through the two morphisms by the same symbol 0.
Let We point out that the inclusion ⊇ in (7) does not hold if x∈Q0 θ(x) is odd. Indeed, if that is the case, then one can easily find elements n ∈ G ′ are finitely generated ideals within these algebras. We want to show that the morphism of varieties ψ is finite, which by definition means that the extension ψ
is module finite. The assumption that ψ −1 (0) = {0} translates to the equality of vanishing sets 
as well since ψ is K * -equivariant. Now we claim that the set S = {h
, it is enough to show that an arbitrary monomial h
Suppose not, for contradiction, and take a minimal degree counterexample; without loss of generality assume that i 1 ≥ N. Since (m ′ ) N ⊆ I, we can rewrite h
H ′ , each of degree smaller than the degree of h
is of positive degree. By the minimality assumption, we have for each j that the monomial α j h
So substitution shows that the original monomial was as well, a contradiction which completes the proof.
Proof of Proposition 8. First we will show that Ψ is birational by checking that Ψ is dominant and injective on a dense subset. The fact that Ψ is dominant follows immediately from the definition of θ-stable decomposition. Now we show that Ψ is injective on a dense subset of (C ′ )
Note that since each C i is closed and irreducible,
is a finite intersection of such subsets, it is open and dense in C i as well. Then
m i is open and dense in C ′ , and
ss θ //P G ′ . Since the C i are assumed to be distinct, for each pair i = i ′ we must have that either
′ . Restricting to stable representations now, we find that Hom A (M, N) = 0 = Hom A (N, M) whenever M ∈ (C In particular, they are isomorphic representations of A. We will use this to show that g ∈ G ′ which will imply that π
ss θ //P G ′ and complete our proof that ψ is injective on π ′ (U). Since M and N are θ-polystable, they are semi-simple objects in the category of θ-semistable representations of A, which greatly restricts the possible isomorphisms between them. Write . These isomorphisms are realized by elements g
for all i, j. Therefore, our g ∈ GL(d) above is of the form
so we see that M and N are indeed in the same G ′ , equivalently, P G ′ orbit. We have just proved that Ψ is locally injective which, combined with Ψ being dominant, implies that Ψ is birational.
To prove that Ψ is finite, we first show that ψ is finite. We do this by applying Lemma 11 with
and C//G θ , respectively, can be identified with K * , making ψ a K * -equivariant morphsim. Therefore, to show that ψ is finite, it is enough to check that ψ −1 (0) = {0}. This is equivalent to checking that, for M ∈ C ′ with 0 / ∈ G ′ θ · M , we have that 0 / ∈ G θ · M , or in other words that M is θ-semistable. For such an M, write
where M has three irreducible components, all of which are θ-semi-stable; in fact, since ext 1 A (C i , C j ) = 0 for i, j ∈ {1, 2} above, these components are just C ⊕2 1 , C 1 ⊕ C 2 , and C
⊕2
2 which are all normal. Since the m-th symmetric powers of P 1 is P m , we get that
It is interesting to note that there is an elementary family of band modules Moduli spaces of Schur-tame algebras were studied by the first author and A. Carroll in [CC15] ; they have previously been studied by L. Bodnarchuk and Y. Drozd in [BD10] . These are, informally, generalizations of tame algebras which only require that families of nonisomorphic Schur representations of the same dimension are at most onedimensional.
