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INTRODUCTION AND OBJECTIVES .OF SYMPOSIUM
John C. Purvis

•

On May 2, 1989, a committee of scientists and policymakers from leading research and
government organizations working in the area of climate change met in Columbia, South
Carolina to plan a symposium designed to meet the following objectives:

1. To set the background for identifying and coordinating needed regional research in
the area of global change.
2. Through informal, technical discussion, suggest improvements to climate models;
take an in-depth look at regional change; and provide a forum for presenting what
we know and would like to know about climate change and its impacts on the
•
Southeast.
The diligent work by the organizing committee and several committed individuals resulted
in the frrst symposium highlighting regional aspects of global change which blends the needs of
the research and policy community in the Southeastern United States.
[Note: This executive summary is a compilation of discussions during structured and unstruc
tured sessions related to global change and research needs and policy priorities. This section
precedes the fully developed set oftechnical papers which were presented during the symposium.
This suillIIlary begins with the recommendations of symposium participar1ts, then continues with
the general introductory comments by the organizers and finishes with the ''hard core''
recommendations synthesized from comments made during the discussion groups. ]

•
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INTRODUCTORY REMARKS
David J. Smith

The consensus among many scientists and policymakers in early 1989 was that the science
of global warming had ignored regional processes. The perception is that, on a global scale,
atmospheric warming was indeed going to occur and that life, as we know it, would be altered
significantly. The problem arose when these predictions were applied to regional problems.
The image most often painted, especially by the media, is that we must impose sanctions to
reduce or eliminate man-induced environmentally degrading processes to avoid assured global
catastrophe. The problem arises when the reactionaries, primarily the public policymakers, are
asked to respond to this global warming perception in concrete ways.
The organizing committee identified this lack of regionality and set the goals and objectives
ofthis symposium to promote identification of the major uncertainties and gaps in our knowledge
of regional climate processes as they relate to policy for rnulation and future research needs.
Essentially, the recommendations of symposium participants will help dispel the confusion
surrounding global warming and provide a framework to study the potential impacts of global
change at the regional level.
Based on the diverse composition of this group we should be able to provide a comprehensive
review and develop an agenda for regional research and policy fo1mulation well into the 1990s.
Our recommendations should not be based solely on "doom and gloom'' media reports,
occurrence of severe climatic events, global climate models, historical measures and observa
tions. Instead we must rely on credible scientific evidence resulting from multi-disiplinary
cooperation and coordination on state, regional, national and international scales.
We are meeting this week to take a step forward; to foster regional cooperation and sharing
on research priorities which will bring disciplines together and institutions into agreements; and
equally important to make Congress aware that we are using research resources in the Southeast
(universities, labs, etc.) wisely and in the public interest. This is an attribute which has been the
cornerstone of institutions such as the Oak Ridge National Laboratory, NOAA Environmental
Research Labs, Oak Ridge Associated Universities, and regional federal and state agency
programs.
'

Our goal these next three days is to fo1mulate recommendations to Congress, federal and state
granting agencies that our mission now extends outside the boundaries ofstates, districts, etc. We
must show that our collective public and private institutions can begin a process ofcoordination
through organizations conceptually designed similar to regional climate centers, public affairs
institutes, and cooperative grant programs which answer questions about the impacts of global
warming with documented, comprehensive, regionally-based scientific evidence. We should.
Whowever, recognize our limitations. We represent institutions, private concerns, and other
constituencies which will be directly affected by the recommendations we make during the next
••
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three days. By remaining "on the fence" we jeopardize the mission and individuality of each of
our institutions. Thus, it is advantageous, regardless if we are in complete agreement, to reach
consensus, on the issues before us this week. We are creating the fo1mula for a regional program
and for our competitiveness on a national and international scale. We do, however, continue to
carry the eraser and pencil with us after this week. Direction and credibility ultimately come from
our ability to adjust the lines on the paper, but we must have a reference point. As we develop
this reference point we should consider the following: remember that necessity drives our desires
to be here and as the old saying goes "necessity is the mother of invention." We live in a time
when "necessity is also the mother of imagination" and "necessity is the mother of innovation."
The three I's: Invention, Imagination, Innovation!

•••
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STATEMENT
SOUTHEAST CLIMATE SYMPOSIUM 1990
GLOBAL CHANGE: A SOUTHERN PERSPECTIVE
•

February 23,1990
The global change issue has caused increasing public concern and has fostered intense
political and scientific debate. Distinguished scientists and policymakers from throughout the
United States met in Charleston, South Carolina to address this issue.
Participants identified an unprecedented need to begin a regional research program concen
trating on understanding the implications of global change. Many of the projected impacts of
global change are magnified in the Southeast. Because of the wide range of geographic
biodiversity, the Southeast remains highly vulnerable to multiple stresses caused by global
change. Currently there is no regional program which provides a mechanism to adequately
understand regional processes.
Changes in world-wide weather patterns are accompanied, in the Southeast, by changes in
the magnitude and distribution ofkey life sustaining elements, includingprecipitation, temperature,
soil moisture, and air quality. Such changes, particularly compounded by rapidly changing
population, economic and agricultural activity, have had significant impacts on fragile ecosystems,
the economy and quality of life in the Southeast.
The participants reached a consensus on a mechanism for mobilizing intellectual resources
in the Southeast to study local to regional scale processes resulting in more reasonable policy
options. Uncertainty surrounding climate change and simulation models should not overshadow
the urgent need to identify the potential impacts of global change on the Southeast.
Based on the increasing susceptibility in the Southeast to global change, the following
recommendations were made:
*Education of resource managers, scientists, planners, policymakers, and students
concerning the long-te11n impacts of the global change issue is crucial.
*The U. S. Global Change Program must achieve regional specificity by facilitating
regional studies on biological and physical elements which can be translated into
global effects.
'

*Major processes described by current climate models lack an adequate interface
between the atmosphere, biosphere and oceans. These interfaces should be included
in the 'next generation' climate models.

*A Southeast regional program should be designed to identify and understand
uncertainties and to develop more reasonable policy strategies which discourage
further deterioration of fragile ecosystems .

•
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*Development and coordination of regional networks of multi-layered observing
•
•
systems are a top pnonty.
*Collectively, states should mobilize resources to conduct localized studies on global
change with emphasis on natural and human resources, wetlands, coastal zone
processes, water resources, tourism, agriculture, business and industry.
*The Southeast possesses a unique blend of public and private research resources
which can be mobilized to coordinate and conduct the basic research needed to
understand global change.
*Prospects of global change in the Southeast offer public and private institutions the
opportunity to mitigate or adapt to, inter-generational impacts through local, state,
and regional programs of recycling and energy conservation.

X

EXCERPTS OF KEYNOTE ADDRESS

Ms. Deborah Stirling
I am going to talk to you about the policies going on in Washington today. They involve four
basic elements. They are: the scientific community (in the broadest possible sense) and scientific
research; the administration (particularly the White House); the international component; and of
course-the U.S. Congress. The interplay of these four pieces gives a very important message
for the research community which I primarily hope to get across to you.
What makes this policy debate so unusual is that one of the major players in this debate is
the scientific community. This isn't a very common sort of thing. The other most recent
experience we had along these lines is, of course, the Montreal Protocol. However, these two are
very related. The Montreal Protocol can be seen as perhaps a more or less stocking horse for what
we are going through today in te11ns of global change research since this area of reseaich is so
much more complex and to some degree involves the chlorofluorocarbon issue.
The other aspect of this effort that makes it very unusual, is the role of scientific community.
The scientific community is responsible for driving the policy debate in Washington. Now there
are some people who say ''it's not driving it well enough'' because there is so much confusion.
There are others, depending on their political perceptive, who will say that it is driving it to fast
and we are being pushed into policies that we can't support. There is probably a little bit of truth
on both sides. Figure 1 is probably familiar to all of you. It first turned up in a book last year that
was published by the Committee on Earth Sciences (CES).

The Committee on Earth Sciences
The Committee on Earth Sciences was officially invented by the science advisor for President
Reagan. Known more for his interest in defense science and technology, it was a rather unusual
effort to develop this kind of ''machinery'' in a multi-disciplinary and multi-agency aspect. It
is, unprecedented, outside of wartime, to find this level of cooperation occurring on this level
from the various agencies. When this organization was first put together, it went through the
no1mal throws of a new organization. There was a lot of turf fighting going on. There was fear
and concern about whether or not everyone would have the same jurisdictional baggage that they
came with. Once everyone was reassured, I think things moved along well. The Office of
Management and Budget sat at the table in the early days ofthe CES and was hostile to the effort,
believing that it was simply a strategy to get more money into research in face of a very difficult
and nagging deficit. People had to,be convinced that this was a serious endeavor that required
this level of effort to undertake. And of course, we had the old issue of whether or not policy is
going to drive the scientific questions that have to be answered. That was a key part that had to
be overcome before the CES could become effective. The last item that made the CES effective
is that it was structured very, very smartly. Which is to say that it required the highest level of
involvement. The director of the National Science Foundation was a representative among the
other high level individuals like Assistant Secretary of Environmental Science through the
Depar tm~nt of State. It had the highest level of involvement so it did not descend to bureaucratic
turf fighting and instead could get out, work, and focus on long te11n objectives and goals .
•
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Table 1 shows the various agencies and their level of involvement in what is considered the
focus category. That is those agencies assigned to the contributing category such as the DOD,
Office of Naval Research, U.S. Army Corps of Engineers, and other agencies and offices which
provide guidance and oversight of that nature.
Now I'm going to go back to Figure 1 very quickly because this really is a rather unusual
figure. I think it was actually meant to be all things to all people. I suppose to a degree it really
is. The point to be made here is that whether or not you agree with the fact that clouds and
convection is the highest single priority that needs to be resolved at this point or your particular
area of expertise and interest is further down here with crustfold motions and sea level and things
of that level. The point is that every item on this list is a priority of some kind that will be
responded to in the overall program. So if your area is on the list at all it will receive some funding
at some point. At least that is the intent of the Committee on Earth Science, but then the budgets
have to go through Congress.
The other point to remember is that the CES is in the throws of setting up a more accessional
effort to get more feedback into the scientific communality into these national goals and
objectives ofthe scientific effort. They work very close! y with the National Academy of Sciences
and the Committee on Global Change (of which we have a number of members from our
institutions involved in). They work very closely with IPCC and IGBP in working through the
focus on the international aspects.
Now, every year since the Committee on Earth Science started this effort, they have put out
a book. The frrst in 1988 was the white book, which you can probably recall: Our Chan~n~
Planet. In January of 1989, that was followed by the blue book and a large description of the
research in July of 1989. That has been followed by the charcoal book, in 1990.
The point is that this is supposed to be a flexible system in te1111s of priorities. It's going to
be reviewed. It's going to be analyzed. It is going to be retooled as more info1111ation is brought
in, as priorities begin to shift and change, and as our scientific understanding begins to grow in
these particular areas. This is something very important to keep in mind. Your efforts during this
conference are to help in this CES process by identifying regional research needs and priorities,
and to begin a process, on the regional scale, which is as effective as the CES process is on the
national scale.

••
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EXCERPTS FROM BANQUET ADDRESS

Senator Albert Gore, Jr. of Tennessee
INTRODUCTION
I want to congratulate the SERCC, and the sponsoring organizations for working together to
put on this important workshop.
Many of us here have worked together in the past on what I believe is one of the most serious
problems the human race has ever confronted. These are challenges for our planet, our nation,
and our region. And to resolve them, it's going to take all of us-researchers, planners, teachers,
and, yes, even politicians-working together as you are this week.
Today's focus on .climate change in the Southeast is a prime example of how-without
predicting the details of regional impacts we still must begin discussing environmental
problems and their potential consequences.
Here in the Southeast over the past several months, we've had a taste of climate variation.
From drought to flood, we've seen it all. The details of the regional impacts of climate change
are important. But what's most important is our vulnerability to rapid weather changes. There is
virtually no disagreement that the current course of our civilization will lead to a change in the
climate. And the fact that the infrastructure:-and our entire economy-are designed around
present conditions necessarily implies that a drastic change in those conditions could cause
major, if not catastrophic, disruptions.
I frrst became concerned about the prospects of global wanning almost 25 years ago, when
one of your colleagues, Roger Revelle, was my professor in college. Years later, when I got to
the House of Representatives, I held the frrst Congressional hearings on climate change nine
years ago, and I asked Roger Revelle to be the key witness. I am pleased to see the issue finally
begin to capture the attention it deserves, here and throughout the world.
These things take time. Sometimes in human affairs, a pattern is well-set before its
implications are felt in our daily lives. This is true in politics as well as science. More than four
decades ago, when shattered glass filled the streets of Berlin on Kristallnanct, few could conceive
of the holocaust that was to follow. But from a distance, the pattern is now clear. When the frrst
atom was split, few could conceive of nuclear bombs. But when Einstein wrote to Roosevelt, the
'
pattern was clear.
It took a long time for the world to respond to Hitler. Because of Hitler, it took only a short
time for Roosevelt to respond to Einstein. How long will it take the world's leaders to recognize
our global eco-blindness? And when will we come around to see the destructive environmental
pattern we 're now in? When you look at changes one at a time in your own state, region, or
country, it may be difficult to see exactly what is happening. But if you step back and view the
problem as a whole, over time, on a global basis, the pattern becomes clear.
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Consider what's going on around us:
A. It took ten thousand human lifetimes for the populati9n to reach two billion.
Now, in the course of a single human lifetime-mine and yours-it is rocketing
from two billion toward ten billion, and is already halfway there.
B. Startling graphs showing the loss of fore st land, topsoil, stratospheric ~zo~e, and
species all follow the same pattern of sudden, unprecedented acceleration 1n the
latter half of the 20th century. And yet, so far, the pattern of our politics remains
remarkably unchanged.
C. We tolerate self-destructive behavior and environmental vandalism on a global
scale. The earth's forests are being destroyed at the rate of one football field's
worth every second, one Tennessee's worth every year. An eno11nous hole is
opening in the ozone layer, reducing the earth's ability to protect life from deadly
radiation.
D. Living species die at such an unprecedented rate that more than half may
disappear within our lifetimes. Chemical wastes, in growing volumes, seep
downward to poison groundwater and upward to destroy the atmosphere's
delicate balance.
E. And looming above all these problems, like a giant storm cloud on the horizon, is
the subject that brings us together here. In 1987, carbon dioxide levels in the
atmosphere began to surge with record annual increases. Global temperatures are
also climbing: 1987 was the second hottest year on record; 1988 was the hottest.
Given present trends, there is virtually no disagreement that-by the middle of the next
century, perhaps sooner-greenhouse gas emissions will double the global warming potential
that used to exist. Given that fact, scientists have attempted to detennine how the additional
greenhouse effect will affect global average temperatures. The consensus estimate is an average
rise of 1.5 to 5 degrees Celsius. To judge the severity of such a change, remember that a
difference of the same magnitude, but 5 degrees colder, produced the last Ice Age, when the
northern United States was under massive sheets of ice. That temperature change occurred over
thousands of years, but the wanning that our actions are now inducing may occur in a single
lifetime:- the geologic blink of an eye.
There is much uncertainty in the details of how the earth's climate will respond to
humankind's pollution and destruction. Unfortunately, that uncertainty, at the political level, is
seized upon as an excuse for inaction.
Scientists aren't telling us to continue business as usual. What the scientists are telling us is
that greenhouse gases in the atmosphere will indeed cause some change in the earth's climate
patterns. Only the exact rate and magnitude of change remain uncertain-and they may remain
uncertain up until or soon before they actually occur.

•
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CONCLUSION

The developing world can barely pay to reduce near-te1111 environmental damage caused by
its efforts to survive and develop. It can certainly not pay the even higher costs required to
minimize the impacts ofeconomic development on the global environment. There is nothing new
in that. What is new, however, is our awareness that we can no longer escape the consequences
of Third World development on future environmental damage, especially if it involves an
acceleration of global wanning.
For the first time, we are realizing our destiny is interlocked with the destiny of the developing
world. We need Third World development for the sake of our own economic growth and
prosperity. But that development must now be understood to entail accelerated damage to the
environment, with sharply accumulating risks not only for the developing countries, but for
ourselves.
Responding in time and on a necessary scale to this challenge is no longer a matter of
compassion alone. Properly understood, it is a matter of national security and self-preservation .

•
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SUMMARY OF PANEL DISCUSSION

On-going Programs in Global Change
Each participant presented the federal global programs from USGS, NASA, DOE, EPA,
U.S. Forest Service, NOAA, and U.S. A11ny Corps of Engineers. Each panelist outlined the
research facilities, programs and emphases. A question and answer period followed.

Conclusions of Panelists and participants:
*Global Change programs on all scales (regional, state, etc.) should synthesize data
collected and research findings.
*Synthesis should be used to develop model strategies which tie disciplines together.
*Synthesis of info1mation derived from global change research programs should be
efficient and comprehensive, and reach findings within two years.
*Federal agencies must expand their ability to predict change on regional scales and to
coordinate the use of this inf011nation.
*Info11nation gathered through research should not be commercialized or privatized
since there is no efficient method of transfer to scientists who need it.
*Transfer of info1111ation to users must be in fo1rnats which allow rapid analysis by
users.
*Users should be invited or volunteer to serve on CES data management committees
to foster improved transfer methods.
*Regional research groups and universities should concentrate on providing better
baseline information used to develop regional models.
*Funds should be provided to higher education to attract quality graduate students to
perfo11n the research needed.
*Research programs should simultaneously conduct regional and global scale studies.
*Mesoscale studies conducted on specific problems of regional nature can have
relevance to other parts of the globe.
*Many common variables exist on regional levels throughout the world which can be
translated into global effects.

•••
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*Due to the strong intellectual and industrial base in the Southeast, these components
should be coupled to address the regional problems associated with climate change .
•

*Global change programs must achieve regional specificity.
*Bridge the gap between global and sub-regional networks of measurement and
monitoring to enhance confidence in the info1111ation.
*States should develop and direct resources to conduct localized studies on climate
change with emphasis on the effects on natural and human resources, the economy
and industry.
*Development of regional 'compacts' or agreements which coordinate research and policy
fo11nulation needed to mitigate the effects of climate change is encouraged.
•

•
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DISCUSSION SECTIONS RECOMMENDATIONS

GCM's AND REGIONAL MODELS: M. I. Dyer, Moderator

Objectives: To address general circulation and regional modeling needs for the Southeastern
United States, with particular reference to:

* A review of models and their paradigms specific to the Southeast.
* A critique of the utility of using models for southeastern problems.

*

Recommendations for future emphases and research and development in the Southeast.

General Review
A large number of variants of GCMs have been explored for the Southeastern U.S. and there

should be a concerted effort to catalog these activities. In addition the conferees noted more
empirically-based models in wide general usage. These should be cataloged and published in a
widely distributed outlet. In particular a hierarchy ofmodels is sought. This hierarchy is intended
to cover the spatial and temporal scales pertinent to southeastern problems relative to global
climate change and other global change issues not related directly to climate, such as socially
induced land use changes, and in general environmental and economic problems associated with
a growing human population. A special task force should be considered for developing the
hierarchy of models and their anticipated linkages to help define Southeastern U.S. problems,
and to give guidance to management options emerging from modeling and field studies. Because
of the inter-, multi-, and transdisciplinary needs for studying global climate change and other
related global change impacts, special effon must be given to communication linkages. Not only
is a common understanding of these many disciplines and their underlying concepts urgently
needed, but the ability to transfer info1mation freely is of vital importance. All of these issues
include education and special training as their base.
The Southeast as a Region

Considerable discussion was held on the problem of how to define the Southeast as a region.
The problem is not simple or straightforward, for it is highly dependent upon special focus points.
For instance, the Southeast can be desc1 ibed in a geographical sense as roughly those states south
of an east-west line from Washington, D. C. to the mouth of the Ohio River, and east of the
Mississippi River, including Louisiana. For some purposes other areas lying in the Mississippi
River Valley and Gulf coast are included.
This geographic desc1 iption is not sufficient for many purposes, thus the regional desc1 iption
must be expanded to suit specific study or management objectives. Influences of the Gulf of
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Mexico and adjoining land masses, the Caribbean, and the open Atlantic must be included to
account for climate impacts throughout the Southeast. Ultimate extremes would be the eastern
Atlantic, often the source of hurricanes, and the eastern Pacific to account for the influence of El
Nino. Thus, it was agreed that while most people or agencies can identify with the Southeast on
a geographic basis, it must be realized there is not a hard and fast single description.
A major need for the Southeast is a comprehensive agreed-to description of key and critical
biogeographic components. Many descriptions exist, ranging from state and country descrip
tions of agriculture, forestry, climate, and economies, to historical and modern vegetation maps.
Species composition and overall productivity are especially needed.

Programmatic Interface Needs
Following the lead of the lGBP, a focus on interfaces between key scientific elements is
warranted. Basically these are:
*Oceanic-atmospheric,
*Terrestrial biota-atmosphere interface,
*Terrestrial biota-hydrosphere interface, and
*Land-ocean interfaces.
Time prohibited in-depth discussions of their most salient points, and these topics should be
scheduled in the future for southeastern problems.

Southeastern U.S. Data Networks
Data sources are urgently needed. Large data bases already exist and more are being
assembled. Historical data and new assemblages as they are being collected are of special
importance. This is closely related to all of the subjects discussed and is of special importance.
This is closely related to all of the subjects discussed and is of such central importance special
attention should be paid to this subject. For the future ofthe Southeast a centralized reposity with
archival responsibilities should be considered.

Specialized Hardware and Software Needs
'

Because of the complexity of the problems now being anticipated, it will be necessary for
state, university and college, private, and federal institutions to agree to a set of standards for
inf011nation systems (data needs were discussed above). Ofmajor importance will be shared time
and dedicated computer systems of many types, many of which should be linked in a high-speed
computer network. This network already exists in SURANET, but its services should be
expanded.

•
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Special attention should be given to the design of new hardware systems for specific
purposes, and along with these, the development ofnew communication software. The conferees
felt that the Southeast should not be constrained by either of these two facilities in the future, thus
it will be important to start to survey what the needs are and to plan for providing the means to
supply these needs.

Summary
•

The GCM-Regional Model discussion covered a large variety of topics in the time alloted.
Their recommendations were mainly to continue the inter-disciplinary discussions now started
and to amplify them according to topical needs that have arisen from this conference.
The specific recommendations from this group are:

1. Develop working groups to define the interface problems within the region.
2. Develop an in-depth understanding of the types of models needed for linkage
scale-dependent problems ranging from those covered in macroscale by GCM's
to the microscale and mesoscale laboratory and field studies.
3. Develop atlases of key environmental and regional info11nation for users in the
Southeast.
4. Develop plans for centralized regional data accumulation, dissemination, and
archiving.
5. Develop plans for specialized hardware and software systems pertinent to
southeastern U.S. problems.

••
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Group di cu ion tollo ed three main obje ti e :
I. To idenrif}1 re e~ch and polic
2. Create an info1111al forum

3. Reach concen us regarding likelihood of impact of global
change on agriculture and foreStr)' in the Southea t
ix priority areas were identified:

1. Land use
2. Water resources

3. Species adaptability

4. Recreation
5. Wildlife
6. Intangible Social Values
More specifically discussion led to the following recommendation for the scientific and
policy-making community based on the six priority areas.

cientific Research Priorities
1.

on-adaptable impacts
*Population limits

2~ Land use
*Boundary effects between ecosystems

Population gro th and urbanization

•••
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*Industrial zone siting vs. new population centers (a point of conflict with
agriculture and fores try)
*Suburban and second home growth (zoning)
3. Adaptability of agriculturally important food animals to regional climate change
4. Genetics and breeding-biotechnology
*Large inter-seasonal variation of environmental elements
*Insect and disease resistance
*Response to elevated levels of ozone, acid rain and carbon dioxide
*Increasing crop yields
5. Gene pool preservation
*insuring natural biodiversity

6. Environmental data protocols
*Documentation of environment on all field research
*Expanded data observing network for agriculture and fores try
*Linking data networks from crop canopy to large scale
*Solar radiation network establishment
7. Development of dose-response relationships for carbon dioxide and ozone for use in
crops and fore st production models.

Policy Priorities
1. Land use
*Zoning
*Suburban and second home development on agricultural and forest land
*Tax structure

•
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2. Forest protection laws
*Pet 1nitted cutting and reforestation
*Insect outbreak regulation and control
3. Crop rotation regulation
*Mandated rotation systems
*Sustainable system management
4. Societal response needs
*Wildlife
*Population
*Outdoor recreation
*Private land encroachment to meet urban population needs
5. Education
6. Catastrophic event response
*Who covers the loss?
7. Land use/energy development conflict resolution

'
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WATER RESOURCES:

James Hite, Moderator

Participants reached concensus on the following research and policy priorities:
1. Hydrologic model development must be integrated into GCM's.
*Localized models should focus on the basin scale and use low
water years for calibration.
2. Implement education programs for policymakers and planners regarding global
change with emphasis on water issues in the South.
3. Water managers and planners need more accurate info11nation on possible
changes in inter-annual precipitation rather than 100-year trends.
4. Scientists, economists and planners should engage in cooperative research
projects which analyze and project water demands from agricultural, industrial,
commercial, municipal and residential sources based on global change.
5. Develop alternatives for water supply management.
*Lower tax rates for property owners who are willing to leave land
undeveloped if groundwater recharge is involved.
*Involve the energy sector (utilities) in water supply management by using
low energy demand times to pump water into storage or conservation areas
for future use as needed.
*Provide tax incentives to property owners who develop water storage areas
which can be used when needed.

6. Water managers and system planners should develop a strategy to cope with
global change.
*Planners must work with the public.
·

*Specific data from GCM's and observing systems emphasizing changes
precipitation patterns should be made available.
*Economic costs must be dealt with continually when considering impacts of
global change since costs of mitigation are the limiting force for advancement .

•
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*Public and private water suppliers must solve today's domestic water problem before
considering impacts due to global change.
*Groundwater continues to be a major problem regardless of global change due to quality
and quantity.
*Surface water needs are susceptible to inter-annual precipitation variability rather than
long-te1111 climate changes.

••
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COAST AL ZONE: Mel Goodwin, Moderator

Participants reached concensus on the following:
*The impacts of global change cannot be evaluated or addressed in isolation
from other natural and human-induced changes to the environment.
*Existing environmental problems at the regional scale will be enhanced by global
change such as sea level rise, atmospheric wanning, or increased frequency/intensity
of hurricanes.
*Emphasis at the regional level should be on prevention of impacts through
policies that discourage environmentally detrimental practices, as opposed
to after-the-fact mitigation, though the need for global mitigation (i.e., of
carbon dioxide emissions) is also recognized.
Major regional research needs, of equal priority, are:
*Resource evaluations including assessment of resources, potential impacts,
integration of watershed models with GCM's, and incorporation of site-specific
data into regional-scale models.
*Evaluation of land/coastal interactions (possible analogy with Great Lakes
Shoreline Mapping Plan).
*Evaluation of policies that encourage negative impacts, consequences of changing
those policies, and definition of alternatives, as well as evaluation of political
processes and linkages between policymakers and scientists.
*Assessment of economic implications of global and regional environmental
change, policies, and alternatives.
Highest priority was given to research to evaluate effective approaches to popular com
munication and education.
Discussion reflected a perception by the group that there is a major gap between available
info1rnation and popular understanding. Efforts to address this gap should concentrate on the
general public and school-age children. The principal message should be that global change acts
in synergy with existing sources of adverse impacts. Attention should be paid to use of
telecommunications and other popular mediums. Institutions developed to address these issues
should be multi-institutional ''centers of excellence'' based on networks of regional expertise as
well as government agencies, rather than ''bricks and monar'' at specific geographic sites. An
nitial focus of such a network could be development of a substantive agenda addressing priority
research needs. Institutions should accord equal importance and reward (i.e, tenure) for
professional activity in ''hard'' science, policy, economics, education, and public service .
•••
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FRAMEWORK FOR A SOUTHEAST GLOBAL
CHANGE WORKING GROUP
The organization charts show the framework developed by the symposium delegation for the
fo1111ation of a Southeast Global Change Working Group based on recommendations of
symposium participants. The framework is meant to provide guidance to institution(s) which
take the lead in the fo1111ation of this working group. What is not shown here is an essential item,
namely, the link with the U.S. Global Change Program. This link is essential to support the CES
process at the federal level and to facilitate priority-based research in the Southeast.

•
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TECH 'ICAL PAPERS

THE POTENTIAL IMPACTS OF CLIMATE CHANGE ON THE SOUTHEAST
Joel B. Smith and James G. Titus

The Southeast appears to be one of the nation's more vulnerable regions to global warming.
Its low lying coastline has over half the nation's barrier islands and over 85 percentofU .S. coastal
wetlands, most of which are less than one meter above high water. Over 43 percent of the fish
and 70 percent of the shellfish harvested in the U.S. are caught in the Southeast (NOAA, 1987),
but many species are near their the1111al tolerance. The region has half of the country' s softwood
and hardwood prcxluction (Healy, 1985). Many tree species appear vulnerable to global
warming, as do cotton, tobacco, oybeans, corn and other major crops in the region.
This paper summarizes 15 studies commissioned by the U.S. Environmental Protection
Agency, which examine how the Southeast could be affected by global warming. The studies
focused on North and South Carolina Tennessee, Georgia, Florida, Alabama, Mississippi, and
the Gulf coast of Louisiana and Texas. These studies are part of a larger report to Congress (The
Potential Effects of Global Climate Chan~e on the United States), which analyzed the impacts
of climate change in four region of the United States (Smith and TITJ)ak, 1989).
Sheer and Randall estimated the effects of these changes on water supply and power
prcxluction in Lake Lanier, Atlanta s source of water. Flood risk would not be a problem under
any of the scenarios, but the dry GFDL scenario could cut hydropower prcxluction in half and
disrupt recreation (Sheer and Randall 1989). Miller and Brock studied the vulnerability of the
Tennessee Valley Authority to higher and lower flows. Their results are reported elsewhere in
this proceedings.

Climate Change Scenarios
The impacts of climate change were estimated based on regional climate change scenarios
associated with a doubling of carbon dioxide concentrations over preindustrial levels. The
scenarios were specified by EPA and used by all of the research scientists. We assumed that the
changes would occur by the latter half of the 21st century.
The scenarios used in these studies were based on general circulation mcxlels (GCMs).
GCMs are dynamic mcxlels that simulate the physical processes of the atmosphere and oceans.
Although they cannot be used to predict regional climate change, they can be used to provide
internally consistent and plausible scenarios of climate change. Three GCMs were used: (1)
Gcxldard Institute for Space Studies (GISS) (Hansen et al., 1983); (2) Geophysical Fluid
Dynamics Laboratory (GFDL) (Manabe and Wetherald, 1987); and (3) Oregon State University
(OSU) (Schlesinger and Zhao, 1988). These mcxlels estimate a global warming of 2.8 to 4.2°C.
The scenarios combined average monthly changes in each grid box from the GCMs with
observed meteorological data for 1951-80. Thus, it was assumed that average climate conditions
change, but climate variability remains the same. In addition to the doubled CO2 scenarios, transient
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scenarios of how climate may change between now and the middle of the next century were
created using results from the GISS model (Hansen et al., 1988).
The average temperature changes from the three models for doubled CO2 in the Southeast
are displayed in Figure 1. All three models show temperature rising, although they disagree on
the magnitude. The models disagree on annual precipitation, as shown in Figure 2, with GFDL
estimating a decrease and the others showing increases. Seasonal estimates, such as in the
sui:nmer, vary much more than the annual estimates. This reflects the uncertainty about the
direction of changes in regional precipitation.
Three sea level rise scenarios were used - 0.5, 1.0 and 2.0 meter rise by the year 2100. These
scenarios are consistent with the recent estimate of the American Geophysical Union that sea
level will change between-l0and +70cm by 2050. (Recentprojections from the Intergovernmental
Panel on Climate Change that sea level will only rise 30-110 cm by 2100 are based on the
assumption that Antarctica will offset sea level rise due to other factors.)

RESULTS
If this migration is blocked by coastal defense structures, such as sea walls, the wetlands
would be drowned. If all of the Southeast coast had coastal protection structures, a third more
of the wetlands would be lost under a one-meter sea level rise. (Park et al., 1989; Titus and
Greene 1989).
Protecting developed coastlines from a one-meter sea level rise could cost $47 to $75 billion
(Wegge! et al., 1989; Leathe11uan, 1989; Titus and Greene, 1989). Even then, approximately
2600 to 6900 square miles of undeveloped dryland would be lost.

Marine Species
The most productive fishery in Florida is Apalachicola Bay. Yet, higher temperatures and
loss of wetlands could adversely affect many aquatic populations currently in the Bay.
Livingston used two of the climate change scenarios to estimate the number of months in a 30year period during which water temperatures would be too hot for species currently residing in
the Bay. The results are shown in Figure 3. Livingston found that under both of the scenarios,
there could be close to 100 percent mortality for blue brab larvae and oyster and a 60 to 90 percent
mortality for spotted sea trout, oyster larvae, panfish, and flounder. Not all species would be hurt;
as pink shrimp, some finfish and rock lobster may find wanner temperatures to be beneficial.
Loss of wetlands from sea level rise could also hann fish and shellfish because nutrients would
be reduced and because wetlands serve as nurseries and protection for many species (Livingston,
1989).
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Water Resources
The impact on water supplies is uncertain because we do not know whether precipitation will
increase or decrease. Hains ( 1989) used a run-off model to estimate the flow of the Chattahoochee
River under three scenarios. The results are shown in Figure 4. Under the GISS scenario, which
has a large increase in rainfall, flow increases. The GFDL scenario, which has a reduction in
rainfall, decreases flow. Even in the OSU scenario, which has a small increase in rainfall , Hains
estimated that flow would decline most of the year. Presumably, this is because evaporation
would be higher.

Forests
Forests in the Southeast may be vulnerable to higher temperatures, which would reduce soil
moisture and make regeneration difficult. Urban and Shugart used a forest simulation model to
study bottomland hardwood forests and upland sites in Georgia, Tennessee, South Carolina, and
Mississippi. The study only looked at species currently growing in the Southeast. It did not
analyze whether new species would survive or the beneficial effects of higher atmospheric
carbon dioxide concentrations.

•

They found that forests in the low lying sites in Georgia and Mississippi could not regenerate
under any of the scenarios, including the ·wet GISS scenario. Forests in the upland sites would
but
still
survive.
Biomass
in
these
sites
was
estimated
to
decline
10
to
50
perce·
n
t,
with
decline,
.
the greater reductions associated with reduced rainfall scenarios. Urban and Shugart used the
GISS transient scenarios and found that reductions in forest productivity could begin in 30 to 80
years (Urban and Shugan, 1989). The results for the Mississippi forest under no climate change
and a rapid warming scenario are displayed in Figure 5 .

Agriculture
Climate change will affect farmers in the Southeast not only by changing their crop yields
and costs of production, but also by changing their productivity compared to other areas. That
latter change may be quite important in dete1111ining the future of agriculture in the region.
Peart et al. studied changes in yields of grain crops in the region using CERES-Maize and
SOYGRO crop models. Carbon dioxide has a beneficial effect on crop yields and water
retention. What is not well understood is the combined effect of higher CO2 and climate change.
Peart et al. modeled the combined effects of higher CO2 and climate change. Results for soybean
yields from selected sites are shown in Table 1.
When the effects of climate alone are considered, yields are generally estimated to decline
by up to 90 percent although in some areas such as North Carolina and Virginia, a warm, wet
scenario such as GISS leaves yields virtually unchanged. In modelling the combined effects of
climate change and higher CO2 level, Peart et al. found that whether yields increase or decrease
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depends on the severity of climate change. If temperature increases are not too high and there
is enough water, such as in the GISS scenario, yields could increase. If soil moisture is reduced
enough, either because of reduced rainfall as in the GFDL scenario, or because higher
temperatures evaporate increased rainfall, as in GISS in Mississippi, yields could be reduced
(Peart et al., 1989). These changes in yields do not account for the potential northward expansion
of agricultural pests and diseases.
The change in relative productivity ofsouthern fanners will dete11nine whether they continue
to grow grain and other crops now grown in the region, switch to more heat and drought resistant
crops, or abandon agriculture. Adams et al. used the crop yield estimates from the Southeast and
four other regions under study (Great Lakes, Great Plains, and California) to estimate changes
in national and regional productivity. They did not examine the introduction of new crops or
changes in foreign crop production. They found that agricultural acreage in the Southeast could
decrease by 10 to 57 percent (Adams et al, 1989). This occurs because the northern shift in
climate zones makes northern areas more favorable for grain crop production. We would expect
grain crop production in the Southeast to decline. Whether agriculture on the whole declines
would depend on whether more heat and drought resistant crops are successfully substituted.

Electricity Demand
Higher temperatures would likely reduce energy demand for heating and increase demand
for air conditioning. Air conditioning is currently a greater source of energy demand in the
Southeast than heating, so we would expect the net demand for energy to increase. Since peak
capacity needs are determined in most of the country by peak summer demand, an increase in
demand for air conditioning would likely increase electric generation needs. Linder and Inglis
modelled changes in regional demand for electricity. They found in one scenario, that by 2055,

Table 1
Change in Soybean Yields For Selected Sites in the Southeast

(%)
Climate Only

Climate and CO2

Site

GISS

GFDL

GISS

Nashville, TN

-30

-52

+4

-81

. Raleigh, NC

-3

-87

+39

-76

Macon, GA

-25

-91

+11

-82

Meridian, MS

-37

-78

-9

-66

Source: Smith and Tirpak, p. 347.
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GFDL

the largest increases in demand for electricity and for additional capacity (over what would be
needed without climate change) would be in the southern U.S., with new capacity needs in the
Southeast being IO to 30 percent above additions needed to meet higher population and economic
growth (see Figure 6) (Linder and Inglis, 1989).

POLICY IMPLICATIONS
•

As in other parts of the nation, policy makers in the Southeast will have to consider options
both for reducing emissions of greenhouse gases and for adapting to whatever changes eventually
occur. We focus on the latter because adaptation options relate more directly to the top1cs
discussed in this report.
In the decades ahead, climate change could vastly change the landscape of the Southeast.
With 10 to 50 percent of the fanns being abandoned and large declines in forests, the question
arises: How will this land be used? Changes in crops, new forest species, and new water suppl 1
systems could at least partly offset the impacts estimated in the studies we have discussed. Yet
there will be changes in land use. Should these changes be left to a mix of federal laws, state laws,
local regulations, and the market, or should some coordinated planning be considered to protect
valuable and vulnerable areas and to encourage more efficient and climate resilient uses ?
1

Even more immediate are the needs to modify institutions for protecting water supplies and
coastal wetlands. Federal laws discourage water managers from rigorously evaluating the
tradeoffs between various uses of water. A literal application of the laws imply that navigation
and flood control take complete preference over recreation, envirori'ment, and water supply . If
water supplies are reduced, would it be more prudent for a water management agency, such as
the Corps of Engineers to have the flexibility to support other uses such as water supply, over
navigation? A literal interpretation of the law may make it difficult to respond efficiently to
climate change. Moreover, the existing statutory priorities make it almost impossible for the
Corps to undertake long-range studies to anticipate climate change.
In the case of coastal wetlands, the problems facing the Southeast fall into two categories:
Louisiana and the rest of the coast. There is no doubt that an accelerated rise in sea level of even
30 centimeters would drastically unde111line the ability of currently planned activities to save
Louisiana's wetlands. To keep even half of this ecosystem will require a major reconfiguration
of the flow of the Mississippi River and restoration of natural processes, costing billions of
dollars. Yet, failure to do so would cost billions ofdollars as well and threaten the nation's largest
fishery. Even with current trends, major action will be necessary. The implication of climate
change is that instead of having a few decades, we need to take major action before the year 2000.
Even a 10 to 20 percent probability of sea level rise would justify building the major diversion
of river water and sediment today.
Wetlands in the rest of the Southeast could also be inundated. But unlike the heavily
developed northeast, there is ample land to accommodate the inland migration of these
ecosystems if coastal managers take action to avoid pe1111anent development of land just above
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sea level. This can be done through a variety of mechanisms, including land purchases, setbacks,
zoning, prohibitions of bulkheads, and conversion of fee-simple ownership to long-te11n and
condition leases (Titus, 1990). Some of the options would only impose costs when and if sea
levels rise enough to inundate wetland areas.
Preparing for climate change is urgent, not because there is an impending crisis but because
there are inexpensive opportunities to avert adverse consequences by acting today-opportuni
ties that may be far more costly and less effective ifwe wait until all remaining uncertainties about
global wanning have been resolved.
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SIMULATED EFFECT OF CLIMATE CHANGE ON
CROP PRODUCTION IN THE SOUTHEAST
R. B. Curry, R. M. Peart, J. W. Jones, K. J. Boote, L. H. Allen, Jr.

ABSTRACT
Simulations of soybean growth and yield for 19 locations in southeastern U.S.A. were run for
30 years ( 1951-1980) of climate data for three different climate scenarios, with and without
supplemental irrigation, using the SOYGRO crop model. The three climate scenarios were
standard historic data and two scenarios based on changes predicted by two general circulation
models (GCM) for a doubling of atmospheric carbon dioxide. Results were analyzed for four
different conditions: no1111al weather, doubled CO2 alone, climate change alone, and the com
bined effect of climate change and doubled CO2 .

INTRODUCTION
The focus of this study was on the southeastern U.S.A. region, including Louisiana,
Arkansas, Kentucky, Virginia, Florida, Alabama, Missi,ssippi, Tennessee, Georgia, North
Carolina, and South Carolina. For summarizing results, the region was subdivided into Delta,
Uplands, and Coastal Plains areas, where the locations share some soil and climate similarities.
Climate data for 1951-1980 were obtained from the National Climatic Data Center for the 19
sites listed in
Table 1.
The Southeast is an important region for this study because of the importance of agricultural
production and forestry in the region, and also because of the spatial and temporal variability of
weather in the region. Carbon dioxide concentration of the atmosphere has increased from about
280 ppm before the industrial revolution to about 350 ppm today ( 1988). Rising concentrations
of this gas, as well as other greenhouse effect gases, are expected to cause global climatic
changes. Many experiments have shown that increased CO2 should increase plant growth and
yield (Kimball, 1983; Rogers et al., 1983; Acock and Allen, 1985; Cure, 1985; Cure and Acock,
1986; Allen et al., 1987; Idso et al., 1987). However, there has been no agreement as to the
combined effect of carbon dioxide changes and the associated climate changes brought on by the
greenhouse effect on crop production. The presence of carbon dioxide in the atmosphere could
cause changes in important weather variables such as temperature, precipitation, and solar
radiation. The plant also responds directly to increased carbon dioxide with increased rates of
photosynthesis and somewhat reduced transpiration. Bisbal ( 1987) found an increase in soybean
yield at doubled carbon dioxide levels in controlled chambers with other environmental
conditions ideal. Allen et al. (1987) predicted that soybean yields would increase about 32
percent with a doubling of carbon dioxide, which is in general agreement with Kimball's (1983)
conclusions of an increase of about 33 percent ±6 percent based on a review of 430 prior
observations on a wide range of plants. Waggoner (1983) predicted that a wanner and drier
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climate would reduce crop production, but he added that this does not take into account increased
photosynthesis rates due to the increase in carbon dioxide. Previous study by our group (Peart
et al., 1989) indicated major changes in yields of corn and soybeans in the southeastern U.S.A.
based on studies using crop growth simulators and proposed weather scenarios based on GCM' s.
Soybean growth and development simulators reported in the literature include: SOYMOD,
developed at the Ohio Agricultural Research and Development Center{The Ohio State Univer
sity (Meyer et al., 1979); SOYGRO, developed at the University of Florida (Wilkerson, et al.,
1983); and GLYCIM, developed by USDA (Acock et al., 1983). All are physiologically based
simulators.
SOYMOD and GLYCIM have a more detailed physiological structure and operate on an
hourly time step. SOYGRO operates on a daily time step, is more user-friendly and has been
much more widely validated and used than the other two.
Soybean varieties have been adapted to most areas of the southeastern region of the U.S.A.
High temperatures and variability of precipitation produce significant stress in a no1111al year in
the Southeast. Soils are quite variable, and many have a low water-holding capacity, further
amplifying the potential crop stress problem. For soybean there is a definite effect on yield of
temperature and rainfall at the time of reproductive fruit growth. Irrigation is not in widespread
use for soybean for at least two reasons, lack of a reliable water source and a low benefit/cost
ratio. On the other hand, excess water may have a detrimental effect on yield, particularly during
plant establishment and during harvest.

PROCEDURE
The SOYGRO V5.41 model was chosen to simulate soybean for several reasons. First, this
model has been available and documented for several years. Second, this model responds to the
major climate variables oftemperature, precipitation, solar radiation, and day length and includes
the effects of soil characteristics on water availability for crop growth. Third, it has been
validated for a range of soil and climate conditions in the U.S.A., and other countries, and is being
used by scientists at various research institutions. Finally, this model has a user-oriented
interface to facilitate use in studies such as this.
The model was designed to simulate crop growth and yield under a range of soil and climate
conditions. The model predicts the phenological development or duration of vegetative and
reproductive growt_h stages as affected by cultivar, weather, and soils. Photosynthesis and the
partitioning of assimilate into leaves, stems, roots, and fruit is estimated daily depending on these
crop, soil, and weather conditions. A component model of the soil-root system integrates the
effects ofrainfall, root-growth dynamics, and climate-induced evapotranspiration to predict day
to-day water availability to the plants and the resulting development of water stress. Water stress
causes reductions in photosynthesis and canopy development, changes in partitioning of
assimilate, and increases in senescence or abortion ofplant material, depending on the timing and
severity of stresses. The model was developed primarily using field data from experiments over
a range of locations and time.
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The SOYGRO crop growth model was frrst described by Wilkerson et al. (1983) and
subsequent modifications were presented by Wilkerson et al. (1985) and Jones et al . (1988 ).
Version 5.41 includes the basic carbon and nitrogen balances described by Wilkerson et al .
(1983), but major modifications to the original model were made for describing phenological
development, soil water balance, and effects of temperature, radiation, and day length on process
rates. The soil water model in version 5.41 was adapted from Ritchie ( 1985). The phenology
model used in SOYGRO V5.41 is described in detail by Jones et al. (1988). The soybean model
was further modified by the inclusion of equations to estimate the effect on crop photosynthesis
and evapotranspiration processes due to increased CO2 • Details of these modifications are given
in Peart et al. (1988).

Limitations Inherent in the SOYGRO Model
The model was developed under a range of soil and climate conditions and tested over others.
However, the model has not been tested under the extreme climate conditions suggested by the
GCM's. Most of the data used to derive the relationships affecting processes in the models were
for temperatures below 35°C. In many cases, the two GCM's projected temperatures above 35
and even 40C. In SOYGRO, considerable yield decline occurs because of lower seed growth
rate, pod set, and photosynthesis above 35°C. (Boote et al., 1989; Curry et al., 1988).
The model has been tested over a wide range of rainfall and irrigation conditions, but does
not account for flooding. The model also assumes that soil nutrients and micronutrients are not
limiting and that there are no other major soil problems. The model also assumes that pests
(insects, diseases, weeds) are conrrolled and pose no limitation to crop growth and yield.
Therefore, the results of the model should be used as an indicator of the relative effects of climate
change on yield. Absolute yields harvested by farmers over an area may be lower than simulated
yields because of the occurrences of some of these limitations to crop growth over time and space.
A first approximation of the direct effects of CO2 were included in order to estimate the
combined effects of climate and plant response to changes in CO2 • Modifications to the model
were made to compute photosynthesis and evapotranspiration rates under increased CO2 but other
parameters, such as rate of leaf appearance, appear to be affected also for soybean (Baker et al. ,
1989). Interactions between photosynthesis, temperature, and solar radiation occur in the models
because these variables affect the same growth processes.

THE CLIMATE SCENARIOS
The two general circulation models used to provide the doubled CO2 climate scenarios were
developed by (1) Goddard Institute for Space Studies (GISS) (Hansen et al., 1988) and (2)
Geophysical Fluid Dynamics Laboratory (GFDL) (Manabe et al., 1987). The characteristics of
these two types of GCM' s have been compared by Schlesinger and Mitchell ( 1985), by Wilson
and Mitchell (1987), and Grotch (1988). Climate scenarios for doubled carbon dioxide were
provided by EPA, and they were given in the fo11n of monthly adjustment ratios to rainfall,
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temperature and solar radiation. The monthly ratio was applied to data for each day of that month
for all the 30 years, 1951-80, at each location. This procedure produced two additional sets of
data referred to from here on as the GISS and the GFDL climate scenarios.
In this study three climate scenarios were used:
(A) Standard climate data for 30 years (1951-80) for 19 locations in 11 states in the
southeastern U.S.A. The standard climate data were provided by NCDC, Asheville, NC,
through NCAR, Boulder, CO. Solar radiation data were generated by a synthesis
program, WGEN, developed by Richardson (Richardson and Wright, 1984; Richardson,
1985) and modified by Hodges et al. (1985). This program considers latitude, day of year,
plus measured maximum temperature, minimum temperature, and rainfall.
(B) Standard data modified by the ratios provided by the GIS S GCM model for two grid points
near Charlotte, NC and Memphis, TN. Using rectangles to delineate the applicable range
of each grid point, we identified locations which were in the respective rectangles for the
Charlotte and Memphis grid points and applied the ratios to the temperature, precipita
tion, and solar radiation data for these locations. No interpolations were made between
grid points.
(C) Standard data were modified by ratios provided by the GFDL GCM model for eight grid
points near St. Louis, MO; Greenville, MS; New Orleans, LA; Huntington, WV;
Augusta, GA; Gainesville, FL; Washington, DC; and a grid point in the Atlantic Ocean
off the Virginia coast. The same procedure was used to apply the appropriate ratios to
sites that was used for the GISS scenario.
Limitations of the Climate Scenarios:
(i) Precipitation variability: The change in rainfall may be reflected in more/fewer rainfall
events or the same number of events with higher/lower amounts in each event or both.
The assumption was made that the amount of rainfall on each day was changed by the
approximate ratio, but the number of events was not.
(ii) Variability of the precipitation ratios: The variability of the precipitation ratios from
month to month for both GISS and GFDL are much greater than the variability of the
temperature and solar radiation ratios. This variability is important when dealing with
crops like soybean where timing of soil water stress relative to the plant's phenological
development stage greatly affects final yield.

(iii) Time step; The monthly time step of the ratios provided by the GCM scenarios may be
too large for accurate results from the plant models because a month is a very long time
when calculating the timing of the physiological events in the plant life cycle, such as
flowering, fruit set and maturity.
(iv) Unrepresentative areas: Sites for which baseline data were provided do not correspond
very well with major growing areas in the regions.
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SIMULATION EXPERIMENTS
•

Extension specialists or researchers in the southeastern states were contacted to get current
recommended cultivars, soil types, planting dates and area planted in soybean. Table 1 identifies
these sites and lists the soil types and cultivars used. Cultivars and planting dates are
representative of an area of the state, and do not necessarily apply to the immediate vicinity of
the data site. Soil types from a generic soil base list were chosen that most closely characterized
a typical field soil (where soybean is grown in each state and not necessarily at each of the 19
sites).
Runs were made forrainfed and irrigated management. For the irrigated management, water
was applied to fill the soil profile to field capacity when the simulated available soil water
dropped to 40 percent in the upper 0.5 m of the profile. An application efficiency of75 percent
was used.
·
Separate runs were made with and without the direct effects (increased photosynthesis rate
and decreased transpiration) in the model. This gave results called the ''climate alone'' effect and
the climate plus direct effects.

RESULTS
Yield Result
Simulations were run for all 19 locations, rain fed and irrigated, six combinations of climate/
CO2 scenarios [base or standard climate (STD-330), base climate with doubled CO2 (STD- 660),
GISS with current CO2 (GISS-330), GISS with doubled CO2 (GISS-660), GFDL with current
CO2 (GFDL-330) and GFDL with doubled CO2 (GFDL-660)] with the SOYGRO model.
The 330 indicates climate effects alone, while 660 means climate plus direct effects. STD660 means the base 30-year data, but with the direct effects of doubled CO2 • Soybean yields are
given in Table 2 for the whole southeast and for the three regions: Delta, Coastal Plains, and the
Uplands. Also given are the responses to the various treatments, doubled CO2 alone (STD-660),
climate alone (GISS-330 and GFDL-330), and the combined effect of climate change and
doubled CO2 (GISS-660 and GFDL-660). For the doubled CO2 alone scenario, the yield in
creased by 52 percent for the rain fed case and 34 percent for the irrigated case on the average for
the Southeast. The actual yield increase due to doubled CO2 in each case was about the same,
but the higher base irrigated yield lowered the percentage increase. For the climate effect alone
scenario the yield decreased for both GISS and GFDL by 23 and 71 percent, respectively, for
the rainfed case. Under irrigation the decrease was only about 19 percent for both scenarios.
Neither of these ''climate effect alone'' scenarios is very realistic, as the two effects, climate and
CO2 concentration, are underway simultaneously, even though the weather is so variable that the
climate effects are difficult to detect. Of course, the increasing carbon dioxide concentration is
a well documented fact. These two runs are instructive, however, in showing the separate and
opposite effects that are occurring.
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For the combined effects of both increased CO2 and climate change, the results for the
Southeast as a whole were mixed, the GISS rainfed case caused an average 13 percent yield
increase, while for the GFDL rainfed yields decreased 50 percent. When irrigation was applied,
both scenarios showed a yield increase of about 10 percent. Temperature has an effect on the
yield under both the GISS and GFDL scenarios, but water or the lack of it has the major effect.
In fact, the combined effect of increased temperature and lack of rainfall has a severe effect on
rainfed yield. For example, showing an 11 percent decrease for GISS rainfed and a 64 percent
decrease for GFDL rainfed for the average yield for the Delta demonstrates that point. The Delta
area has the largest soybean production of the region. The other two regions show a less severe
reduction under rainfed GFDL and an increase under rainfed GISS.
The seed yield variability (combined site-to-site and year-to-year) in the weather scenarios,
are particular!y high for the rain fed case. The coefficient ofvariation (Standard Deviation/Mean)
was used to graph this response. The doubled CO2 alone reduces seed yield variability, but the
GFDL scenario greatly increased the variability in seed yields over the current conditions (STD330). Again, this is a response to rainfall mainly with some interaction with temperature.
Overall, the values of coefficient ofvariation for the Southeast ranged from 0.14 for the base
climate case to 1.39 for the GFDL climate alone case.

Water Use Results
Since the modification for carbon dioxide enrichment affected transpiration of water from
the plant leaves to the air, the interest is in how climate modified scenaiios compared in water
use, irrigation requirement, and water use efficiency. Table 2 shows these data averaged for
each region and for the Southeast as a whole. The numbers in the table represent averages for
30 years of climate data and for the number of locations in each region (a total of 19 for the
Southeast).
Water use results from the model runs are based on the evapotranspiration of the crop
calculated by the model and summed over the period from planting until physiological maturity.
The percent changes for the Southeast are:
(i)

Doubled CO2 effect alone scenario, one percent decrease in water use for the rainfed
case and a three percent decrease for the irrigated case.

(ii) Climate effect alone GISS scenario, 12 percent increase for the rainfed case and a 17
percent increase for the irrigated case.
(iii) Climate effect alone GFDL scenario, 8 percent decrease for the rainfed case and a 24
percent increase for the irrigated case.
(iv) The combined effect of doubled CO2 and climate GISS scenario produced a 11 percent
increase for the rainfed case and a 15 percent increase for the iI1igated case.
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(v) The combined effect of doubled CO2 and climate GFDL scenario produced a 9 percent
decrease or the rainfed case and a 23 percent increase for the irrigated case.
The interaction of rainfall and temperature in the GISS and GFDL scenarios contribute to
the results. The GISS scenario produced temperature levels higher than the base climate and al so
an increase in rainfall for the growing season, while the GFDL scenario produced an even higher
temperature levels than GISS but a lower rainfall.
For comparison, rainfall changed only slightly for the irrigated case vs. the rainfed case
(probably due to change in the length of the growing season), but rainfall increased about 20
percent for the GISS scenario and decreased about 20 percent for the GFDL scenario.
Irrigation needs of the Southeast as measured by the irrigation required by the model to
produce a nonstressed crop are as follows:
•

(i) For the doubled CO2 effect alone case the irrigation need was reduced eight percent over
the standard weather, probably because of the slightly lower transpiration rates and
greater root growth with the greater photosynthetic rate.
(ii) For the climate effect alone case with the GISS scenarios, the irrigation need increased
27 percent.
For the same case, but with the GFDL scenario, the increase was 113 percent. The combined
effects of CO2 and climate show a 22 percent increase for the GISS scenario and a 112 percent
increase for the GFDL scenario. Surprisingly, the irrigation demand results for the climate
effects alone compared with the combined effects are not greatly different, even though yields
are about 25 percent less for the climate effects alone.
Water use efficiency (WUE) is defined as the seed yield divided by the total evapotranspi
ration during the growing season. These WUE' s range from 1.43 for the GFDL climate-alone
rainfed case to 8.87 for the STD doubled-CO2 irrigation case.

SUMMARY AND IMPLICATIONS OF RESULTS
We believe that for the most realistic estimates of future trends, one must compare the base
results (STD-330) as current environment with the combined effects of climate and increased
carbon dioxide concentration for either the GISS or the GFDL climate results (GISS-660, GFDL660).
The great differences in crop yield results between the two climate scenarios show the
sensitivity of crop yields in the Southeast to climate. Even though the annual averages for
temperature, precipitation and radiation are very similar for the two climate change scenarios,
monthly averages are different and the crop is very sensitive to these small changes in
temperature and rainfall. This points out the importance of research aimed at estimating the
climate changes and their consequences.
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One of the most important specific results is the greatly increased demand for irrigation likely
to be caused by these changes over time. For the overall Southeast the GFDL weather data cuts
rainfed yields in half, but adding irrigation would triple these r~uced yields. With these changes
occu11ing slowly over many years, fanners are likely to slowly increase irrigation, as, indeed,
they are currently doing in the Southeast, as insurance against crop failures and because the
marginal value of irrigation will increase. In addition to this trend, the water use for irrigation
will be increased so, with no change in irrigated acreage, irrigation water demand will increase.
Adding these two trends together means a very strong demand on water supplies for irrigation
in the future. Such increases will put strains on available water for irrigation.
Soybean may be dropped as a crop by many fanners in the Southeast, and those not quitting
soybean would have an incentive for adding iI I igation facilities. The marginal return to irrigation
would increase sharply as rainfed yields decrease and irrigated yields increase somewhat. These
suggested implications are based on the assumption of current prices and costs and assume no
shifting of cultivars or changes in other management practices (Adams et al., 1989). Further
research is required to evaluate the effects of changes in management as climate changes occur.
For example, new cultivars might be developed that could adapt to the higher temperatures and
less rainfall, and it might be possible to shift planting dates to better utilize the new rainfall
patterns.
Other implications include: ( 1) competition for water resources between the potential
increased agricultural use and nonagricultural demands and (2) fertilizer use could increase if
other high-value, nonlegume crops replaced soybean.
For agricultural production program policies, implications depend on effects on other
important crops of the region, notably cotton and peanuts. A combination of increased soybean
irrigation by some fanners and reduced acreage by others might maintain overall total production
while seriously reducing income of those forced by the weather to drop soybean production.
Irrigation water demand seems very likely to increase substantially over time, and state and
regional water policies will be affected.
A few words might be added about the mitigation effects of agricultural crops on carbon
dioxide in the atmosphere. The process of photosynthesis, of course, fixes carbon from the
carbon dioxide in the atmosphere and returns oxygen to the atmosphere, and all green plants and
algae perfo1111 this function.
When a given crop produces a higher yield, it has absorbed more carbon dioxide. If that crop
is utilized as a fiber, such as cotton or lumber, the carbon is not returned to the atmosphere unless
the product burns or is otherwise decomposed. If the crop is a food or is converted into a food,
most of the carbon eventually returns to the atmosphere as it undergoes the various respiration
processes in the food chain. A mature forest that is not being harvested is also approximately
neutral in its carbon balance, as the decomposing biomass produces about as much carbon
dioxide as the growing plants and trees absorb. Similarly, if a forest is used to produce biomass
fuel that is burned, the net carbon added to the atmosphere is about zero. Or if a crop such as com
or sugarcane is used to produce fuel, net carbon build-up is zero. However, in either case, the
•
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use of biomass fuel as a replacement for fossil fuel reduces overall carbon dioxide build-up by
not burning the fossil fuel. Thus, in the long ter1r1, biomass fuels along with solar and nuclear
electrical generation can provide energy without speeding the carbon dioxide increase.
As can be seen from the results, simulation is a useful tool for estimating possible future
impacts of climate change. It seems very probable that simulation will continue to be used
extensively to study agricultural impacts of climate change.
For future work to obtain more accurate and complete results on the effects of increased
carbon dioxide concentration and global climate change on agriculture, it will be imperative to
have available physiologically based models backed up by careful experimentation with
particular crops under the postulated climate conditions.

•
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TABLE J. List of Weather Stations, Sites, Soil Types, and Soybean Varieties.

CITY
BIRMINGHAM, AL
MOBILE, AL
MONTGOMERY, AL
LITTLE ROCK, AR
TALLAHASSEE, FL
ATLANTA,GA
MACON, GA
LOUISVILLE, KY
BATON ROUGE, LA
SHREVEPORT,LA
MERIDIAN, MS
CHARLOTTE,NC
RALEIGH, NC
COLUMBIA, SC
MEMPHIS, TN
NASHVILLE, TN
LYNCHBURG,VA
NORFORK,VA
WILMINGTON, NC

SYM
BIAL
MBAL
MGAL
LRAR
TLFL
ATGA
MCGA
LVKY
BRLA
SHLA
MEMS
CHNC
RANC
CLSC
MPTN
NSTN
LBVA
NOVA
WINC

LAT

LNG

33.34
30.41
32.18
34.44
30.23
33.39
32.42
38.11
30.32
32.28
32.20
35.10
35.52
33.57
35.03
36.07
37.20
36.54
34.16

86.45
88.15
86.24
92.14
84.22
94.26
83.39
85.44
91.09
93.49
88.45
80.5
78.47
81.07
89.59
86.41
79.12
76.12
77.55

•
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SOIL TYPE

SOYBEAN
VARIETY

Deep Silt LM
Med Sandy LM
Med Sandy LM
Med Silt LM
Orgb Sandy LM
Deep Silt LM
Med Sandy LM
Med Silt LM
Shi Silty Cly
Med Silt LM
Med Silt LM
Med Silt LM
Med Sandy LM
Med Sandy LM
Med Silt LM
Med Silt LM
Med Silt LM
Med Silt LM
Med Sandy LM

Forrest
Bragg
Bragg
Forrest
Bragg
Forrest
Bragg
Essex
Tracy
Forrest
Forrest
Forrest
Tracy
Bragg
Forrest
Essex
Essex
Essex
Tracy

TABLE 2.

Average yields, ct1mulative evapotranspiration, irrigation needed and rainfall during the growing season for three regions and for the
Southeast as a whole for 30 years (1951-80) and 19 locations from rtins of the SOYGRO model.

DELTA

N

\0

COASTAL PI.AIN

SOUTHEAST

UPI.ANDS

YLD

CET

CIR

CRN

YLD

CET

CIR

CRN

YLD

CET

CIR

CRN

YLD

CET

YJ7
421
576
328
431

447
554
402
447
550
399

498
412
422
374
312
YJ7

580
686
751
598
697
757

148
204
437
163
214
439

596
704
433
596
704
433

509
449
419
378
332
302

545
627
704
569
645
715

172
209
443
192
224
451

448
525
357
448
525
357

510
413
422
381
308
306

575
209
683
278
729 . 485
595 228
697 290
737 486

497
592
396
486
592
396

0
0

388
296
139
252
206
81

531
604
498
531
605
487

0

596
704
431
562
704
431

400
335
149
272
231
88

504
561
492
.516
567
483

0
0
0
0
0
0

448
525
357
448
525
357

352
261
116
232
178
67

506
571
477
512
573
468

497
594
397
497
593
396

STD-660
GIS-660
GFD-660
STD-330
GIS-330
GFD-330

IRR
IRR
IRR
IRR
IRR
IRR

523
379
392
281
310

599
736
731
619
749
740

STD-660
GIS-660
GFD-660
STD-330
GIS-330
GFD-330

RFD
RFD
RFD
RFD
RFD
RFD

2b9
152
61
171
98
31

484
549
440
488
548
433

KEY:

STD
- BASE CLIMATE, GIS - GISS SCENARIO, GFD - GFD SCENARIO
660 & 330 - CO2 LEVELS
IRR
- IRRIGATED, RFD - RAINFED
YLD
- GRAIN YIELD IN G/M2
CET
- CUMUI.ATIVE EVAPOTRANSPIRATION, mm
CIR
- CUMUI.ATIVE IRRIGATION APPLIED, mm
CRN
- CUMUI.ATIVE RAINFALL, mm

424

568

0
0

0
0

447
547
400
447
547
400

0
0

0
0
0

CIR

0
0
0
0
0
0

CRN

GREENHOUSE GASES: CHANGING THE GLOBAL CLIMATE
Michael C. MacCracken

INTRODUCTION
Observations of the various temperatures of nearby planets and geologic reconstructions of
climates tens to hundreds of millions of years ago, in association with calculations of the visible
and infrared radiative fluxes, clearly demonstrate the potential for significant climatic change as
emissions from societal activities alter the composition of the earth's atmosphere. In seeking to
estimate the extent of future change, we can gain general guidance from analogs drawn from
study of past climates, from analytic and laboratory studies, and from the trends beginning to
emerge from the recent record, but none of these approaches can provide reliable, highly resolved
estimates of the col!lplex and unprecedented changes that society has initiated. There is also no
definite and convincing measurement~except for waiting for the outcome of our great
''geophysical experiment''-that alone can serve as the basis for predicting the future climate.
In the absence of such traditional approaches to addressing the coupled physics and chemistry
questions posed by the complex atmosphere-ocean-land-biosphere system, we are forced to rely
on development of numerical models that seek to emulate all of the important and interacting
processes (MacCracken and Luther, 1985a; Schlesinger, 1988). The most comprehensive of
these models are known as general circulation models (GCMs), which attempt to represent the
three-dimensional, time-dependent character of the atmosphere and/or oceans. Modeling of the
global climate is a particularly difficult challenge because the time scales of interest vary from
hours to centuries and spatial scales from kilometers to global. Even these broad scales, however,
do not encompass the complete range ofscales ofatmospheric and oceanic motions.-so that even
if we can model the scales of interest, we must parameterize the effects of the smaller and shorter
scales. Thus, we are faced with constructing models that incorporate not only the limitations in
our understanding of large-scale processes, but which also must approximate the effects of
smaller-scale processes known to be important in a dete1111inistic, if perhaps not in a statistical,
sense.
It is an open question whether such theoretical constructs can provide a sufficiently
convincing basis for implementing important policy decisions concerning fundamental aspects
of societal development and living styles.
While it is not possible to establish that the models we construct are correct-until after the
fact-it is essential, as a minimum, that the ability of the models to represent present and past
climates be clearly demonstrated if they are to be used as a basis for policy fo11nulation.
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FORECASTING GLOBAL SCALE WARMING
The potential global average warming expected to result fr?m an instantaneous and perpetual
doubling of the atmospheric carbon dioxide concentration (or the radiative equivalent from
increases in carbon dioxide, methane, nitrous oxide, chlorofluorocarbons, and other greenhouse
gases) is a convenient measure of the climate's sensitivity to radiative perturbations. In such
calculations, it is assumed that oceans need to be represented only in tet n1s of their mixed layer
heat capacity (which mainly governs the seasonal cycle the11nal inertia) rather than in their full
complexity, a simplification that dramatically reduces the computer time needed to achieve a new
statistical equilibrium. Although these equilibrium calculations do not simulate the climatic
response to the steadily changing composition of the atmosphere, especially because they do not
account for potential changes in ocean circulation, they do indicate the commitment we are
making for future climatic change as a new equilibrium climate is approached. In addition,
projections of greenhouse gas emissions suggest we may become committed to the estimated
climatic changes by sometime around the middle of the next century (and are already committed
to about half of the projected change even if we could somehow completely stabilize the
atmospheric composition at present concentrations).
Results from models developed somewhat independently at five leading climate modeling
centers [i.e., National Center for Atmospheric Research (NCAR; Washington and Meehl, 1984),
NOAAGeophysicalFluidDynamicsLaboratory(GFDL;ManabeandWetherald, 1987),NASA
Goddard Institute for Space Studies (GISS; Hansen etal., 1984), Oregon State University (OSU;
Schlesinger, 1985), and the United Kingdom Meteorological Office (UKMO; Wilson and
Mitchell, 1987)], when used to make roughly comparable simulations, estimate global average
surface air temperature will increase by about three to five degrees Celsius for a doubling of the
CO2 concentration (Schlesinger and Mitchell, 1987). These values tend to be in the upper half
of the estimated sensitivity range of 1.5 to 4.5 degrees Celsius adopted by National Research
Council panels about ten years ago (Charney, 1979; NRC, 1983). Model intercomparison studies
suggest that the treatment of clouds is the major cause of differences among the models (Cess et
al., 1989). These results also suggest that variations in cloud properties, which are not now well
treated, could be important factors in altering the sensitivity estimates (Ramanathan et al., 1989).
There are several reasons to suggest that this order of magnitude is roughly correct. A
doubling of the CO2 concentration results in an increase in the net tropospheric-surface trapping
of infrared radiation ofabout 4W/m2. A number of tests ofthe models have been done examining
their responses to a wide array of other perturbations, which help provide some assurance that
models are behaving realistically. The models represent the seasonal variations in mid-latitude
temperature, which are driven by solar radiation variations of± I 00 W/m2 about the mean, to
within about 10 percent (Grotch, 1988). Several models have successfully simulated the
evolution of climatic conditions since the last glacial maximum, which involved seasonal
changes in mid-latitude solar insolation of up to± 40 W/m2 as a result of changes in the earth's
orbit (COHMAP, 1988). The models also do not exhibit an excessive sensitivity to the transitory
2
perturbations of a few W/m caused by major volcanic injections, in agreement with the mar
ginally detectable observed changes. Most recently, model results seem to be representing
characteristics of the
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low frequency climatic oscillations evidenced by the Southern Oscillation, the Quasi-biennial
Oscillation, and other natural features (e.g., Sperber et al., 1987).
Thus, while various processes in the model may not yet be fully and adequately represented,
the model results provide strong evidence that the climatic sensitivity to a CO2 doubling will be
a few degrees, not tenths of a degree or ten degrees (MacCracken and Luther, 1985a). Soviet
reconstructions of climatic conditions tens of millions of years ago, when the natural CO2
concentration was believed to have been two to five times current levels, also suggest such a
sensitivity (e.g., Budyko and Sedunov, 1988).

FORECASTING REGIONAL SCALE CHANGES
Given the ranges oflocal temperature variations, a global wanning ofa few degrees may seem
a small price to pay for the benefits of energy, agriculture, and refrigeration. Thus there is interest
in dete11nining the prospective changes with more spatial and temporal detail.
All model results indicate that the wanning will be somewhat greater in high latitudes as the
freeze season shortens and the wann season lengthens, the wanning being amplified as the
insulating effect of sea ice is reduced (Manabe and Stouffer, 1980). Paleoclimatic studies also
indicate greater temperature variations in high latitudes than in low latitudes.
On finer scales, the limitations of present models make estimation of regional scale climatic
changes problematic. The horizontal resolution ofcurrently available general circulation models
is typically five degrees of latitude and longitude (roughly 550 kilometers at the equator). In mid
latitudes, this resolution provides one gridpoint (with one value of temperature, windspeed,
precipitation, etc.) for an area roughly the size of Colorado; in northern California, one grid point
represents the diverse region extending from the Pacific west of San Francisco across the San
Joaquin and Sie11a Nevada mountains into the deserts of Nevada. Given such coarse resolution,
developing an observation set against which to compare is not straight-forward. Despite
resulting limitations, when point-by-point comparisons are attempted, present models appear
able to represent wintertime temperatures better than summer temperatures and larger scales
better than smaller scales (Grotch, 1988). Over areas the size of the United States, differences
between model results and observations of seasonal average temperatures are typically several
degrees in summer, with deviations reaching up to 10 degrees Celsius in areas where the timing
and extent of summertime drying are significant factors in dete111lining temperature (e.g., the
Midwest). Not only are treatments of hydrology in the models highly simplified (e.g., a 15
centimeter bucket), but other assumptions in some models (e.g., no treannent of the diurnal cycle,
poor treatment of non-raining clouds) also make prediction of summer temperatures very
difficult.
Inte1111odel comparison of the estimates of the sensitivity of regional climatic conditions to
a doubled CO2 concentration show very little spatial coherence, especially in summer and over
land areas. Although agreement among models does not assure that the answer is correct, the low
correlation coefficients among results from different models indicate that as yet we have no skill
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in predicting whether changes will be larger, for example, in theSoutheast or the Southwest.
About all that model results indicate on a regional scale is that the local variations about the global
average temperature changes will be strongly influenced by the balance between changes in
precipitation (which will increase in many areas) and evaporation (which will almost certainly
increase everywhere). Because models do not yet include comprehensive representations of the
hydrologic cycle, they indicate a more or less random variation of results about the global
average. Improving this situation is a critical research objective.
Refining the horizontal resolution of the climate models is also expected to be necessary to
significantly improve simulation of regional climatic conditions. There is a practical difficulty
to accomplishing this, however, because each halving of the grid size requires about an order of
magnitude increase in computer time (four times as many horizontal grid points, twice the
number of vertical grid points, and twice the number of time steps due to the Courant instability
condition, less not having to calculate some processes twice as often). Thus, 50-year model
simulations that now require a few hundred hours of super-computer time would require a few
thousand hours- making significant testing of model parameterizations difficult. A variety of
other approaches to improving model resolution also merit consideration, including refinement
of the grid only in critical areas, driving a finer grid mesoscale model with a coarser grid global
model, using empirically derived relationships to go from large to small scale conditions (as is
done in weather forecasting), or, perhaps, using more efficient computational techniques.
In addition to the computer demands required for greater resolution, a number ofother factors
are also posing demands for increased computer time. Adding interactive chemistry to
adequately treat the many interactions posed by the increase in chemically active trace gases
could increase the number of prognostic equations from five to a few dozen (Ramanathan et al.,
1985; Wuebbles and Edmonds, 1988). Interactively coupling atmosphere and ocean models,
especially ocean models that have the fine resolution (e.g., 0.25 degrees or finer) needed to
resolve the important eddy motions and that represent the long time constants of the deep ocean,
can increase computational requirements many times. Longer simulations are needed in order
to treat cases with slowly increasing greenhouse gas concentrations. More accurately representing
complex processes, such as hydrology, convection, and the land biosphere, will further increase
computer demands.
Another troubling feature of models concerns their ability to represent the full spectrum of
variability seen in observations. Until recently it has appeared that model behavior is relatively
stable, changing only slowly in response to external forces, especially when the models do not
fully couple the ocean to the atmosphere. There are, however, indications that past climatic
conditions have changed relatively rapidly. For example, about a 0.3 degrees Celsius Northern
Hemisphere warming occurred in the five years around 1920 and relatively sharp changes have
occurred in the 18,000 years since the last glacial maximum. In the last several years, a few
model calculations have exhibited either relatively rapid (i.e., decadal scale) fluctuations (e.g.,
Hansen et al., 1988) or even multiple equilibria (Manabe and Stouffer, 1988). Inquiries into the
potential for such surprise climatic shifts as well as into changes in the frequencies of short-te1111
extreme events deserve greater attention.
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FORECASTING TIME-DEPENDENT CLIMATE CHANGE
Actually calculating the rate that climate should be changing requires a comprehensive
•
atmosphere-ocean model that includes consideration ofthe climatic effects ofvolcanic eruptions,
solar variations, and the increasing concentrations of greenhouse gases since the preindustrial
period and then into the future. There are not yet adequate models nor sufficient inf01111ation to
fully drive such models, although initial attempts are being made. For example, a calculation
done at GISS using a simplified representation of the deep ocean and starting in the 1960s shows
a gradual wanning that leads to global average temperatures exceeding maximum temperatures
of the last interglacial over the next few decades, depending on scenario (Hansen et al., 1988).
In lieu of complete calculations, an interpolation technique has been used to look at the
consistency of model estimates of climate sensitivity and recent climatic change. Assuming the
climate sensitivity to a doubling of the CO2 concentration (or equivalent through a radiative
contribution by the.several greenhouse gases) is actually a few degrees, then we would expect
to observe a response as a consequence of the 25 percent increase in COi, the doubling of the
CI-4 concentration, and the increase in concentration of other trace gases above preindustrial
levels. Dickinson and Cicerone ( 1986) estimated that the flux change from these combined
changes is about 2.2 W/m2 , ju,s t more than half the 4 W/m 2 used in climate models to stimulate
the climatic response to a doubling of the CO2 concentration. For a climate sensitivity range of
1.5 degrees to 4.5 degrees C for a CO2 doubling, this converts to a commitment to a temperature
increase, at equilibrium, of about 0.75 to 2.5 degrees C, given present atmospheric composition.
Currently, there is considerable disagreement about the lag behind equilibrium caused by the
time it takes to wann the oceans, with estimates from simple ocean models of the response time
of the oceans ranging from a few decades to more than a century (1-loffert and Flannery, 1985;
Wigley and Schlesinger, 1985; Hansen et al., 1988). * Accounting for this lag effect, the wanning
over the past 150 years would be expected to be perhaps 0.4 to 1.5 degrees C.
Many complications exist in attempts to compile estimates of global average surface air
temperature and other variables (MacCracken and Luther, 1985; Ellsaesser et al., 1986). To
provide a sufficiently lengthy record, resort is made to surface measurements of a wide variety
of types, quality, and extent Shortcomings exist because of changes in measurement method

*

An interesting corollary to the uncertainty in lag time concerns the associated the1111al
expansion of ocean waters and consequent sea level rise. The long ocean lag time results when
the oceans' waters and consequent sea level rise. The long ocean lag times result when the oceans
are assumed to be rapidly mixing heat from upper to lower layers; the short ocean lag times arise
when deep ocean mixing is assumed to occur primarily as a result of polar bottom-water
fo11nation processes. When estimating potential sea level rise out to the year 2100, the the1111al
expansion contribution to sea level rise is about two to three times larger for the long ocean lag
times for comparable climate sensitivities and emissions scenarios (e.g., 90 cm vs. 40 cm) (Frei
et al., 1988). (The sea level rise over the past 100 years has been 10-15 centimeters due both to
the11nal expansion and melting of mountain glaciers.)
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(e.g., canvas bucket to intake engine temperature for sea surface temperatures), measurement
locations and environment (e.g., the effects of urbanization), time of day of measurement,
measurement accuracy (e.g., only to the nearest degree), varying spatial distribution of measure
ments, and many other factors. Despite these many difficulties with the data, better data would
require upgrading the present multi-billion dollar global system for gathering weather data so that
it could be more useful for monitoring the global climate. This would be very expensive and
require a commitment of many years to provide a basis for examining trends. Thus we must rely
on what we have, despite the shortcomings.
Global compilations of available observations, which include a variety of approaches to
account for possible data problems, suggest that average temperatures have increased about 0.5
+-0.2 degrees C since about 1850 (Jones et al., 1986; Hansen and Lebedeff, 1987). Such a trend
is seemingly in better agreement with the lower half of the NRC sensitivity range than the upper
half that current model simulations appear to favor.
Separate analyses of the Northern and Southern Hemisphere records also raise questions that
must be answered to refine our understanding of the quantitive relationship between atmospheric
composition and climate. The Northem Hemisphere record shows a cooling in the late nineteen th
century (perhaps even a residual extension of the earlier Little Ice Age.- a cool period during the
seventeenth and eighteenth centuries, especially in land areas bordering the North Atlantic),
wanning to the 1930s (particularly in high latitude regions), cooling into the 1970s, and wanning
in the 1980s (mainly in low and mid latitude regions). Over rather large areas, particularly the
eastern United States, cooling seems to have continued into the 1980s, keeping the average
temperatures over the continental United States little changed this century (Karl et al., 1988). The
cause of this irregular hemispheric wanning may be simply natural variability, or may also
involve other perturbing factors [e.g., anthropogenic sulfate aerosols increasing cloud albedo
(particularly in industrialized regions), volcanic aerosols injections, solar variability], ocean
circulation changes, switching between possibly different circulation states, a non-linear
response to the CO2 greenhouse forcing, or other factors.
In the Southern Hemisphere the wanning has been more steady and seemingly larger than
in the Northern Hemisphere. Given that the extensive land areas of the Northern Hemisphere
have a lower heat capacity than the oceans of the Southern Hemisphere, that the wanning is
steadier in the Southern Hemisphere is not a surprise, but that it is larger is somewhat perplexing.
Taken together, the model simulations and the observed wanning trend suggest that the
potential global wanning during the next century could well be several degrees, but that our
confidence is not better than a factor of two.

THE CHALLENGE TO SOCIETY

•

The global environment is an essential resource for many societal activities. Climate is an
important influence on the environment, providing wannth and precipitation for agriculture and
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a suitable habitat for societal activities. Although the climate is not necessarily optimum in all
areas, society has invested immense resources to adapt to present conditions (e.g., dams,
aqueducts, buildings, etc.); thus, climate change, especially if rapid or large, could induce
significant stress, depending on the resilience and adaptability of the various activities. Even if
slow, the likelihood is that small climatic changes, if continued and accumulated over a few
centuries, could force significant alterations in the distributions of global population and of
agricultural and forest areas.
An important complication arises because virtually all of the greenhouse gases, once
injected, will remain in the atmosphere for decades to centuries. The persistence of these
compounds will lead to a new equilibrium climate. The oceans moderate the rate at which we
approach this new equilibrium and thus have allowed only some of the warming to occur to which
we have become committed by past emissions, but the ocean dely does not prevent the new
equilibrium from eventually being reached. In addition, climate effects will continue because
emissions of already-produced gases (e.g., chlorofluorocarbons) have not yet all occurred, being
slowed in many cases by temporary containment in foams and refrigeration equipment, nor has
the atmosphere come into a new chemical equilibrium with the released gases. Thus, even drastic
actions at a given time (e.g., halting all new releases) cannot prevent funher changes from
occurring, although actions now can limit or moderate the amount of further change to which we
will become committed.
The generation, use, and ultimately, the emission of radioactively and chemically-active
gases occur, in almost every case, as a consequence (at least in narrow economic te111]s) of
seemingly beneficial and essential societal activities, including provision of food, fiber, lighting,
refrigeration, insulation, home heating, transportation, and medical services. The pervasive role
of these gases means that controls and alternatives must be comprehensive and global in
character, as a result, changes are likely to be costly and slowed by the extensive effort needed
to find alternatives and intrcxluce replacements. Arbitrary or abrupt changes in the availability
of such benefits could significantly impact the present standard of living in many areas .
•

The underlying challenge is for industrialized society to achieve a balanced and sustainable
coexistence with the environment, one that pe11nits use of the environment as a resource, but in
a way that preserves its vitality and richness for future generations. Accomplishing this will
require development of an approach that, although recognizing the still tentative nature of the
findings, encourages the countries of the world with their varying interests and concerns to
respond in a timely and coordinated way to minimize the projected long-te1111 environment and
social disruption while retaining the potential for nations, particularly the less well developed,
to continue to improve their standard of living. Meeting this challenge to transfo11n our life-style
before it is adversely affected as a result of our habits might even, if well-organized, displace
militarization and the push for ever greater improvement of living standards as the primary
driving force for industrial activity.
A viable strategic response is to seek to retain and enhance the range of future policy
alternatives of society by initiating a progressing series of actions to minimize (1) the magnitude
and rate ofonset of adverse environmental perturbations and (2) the adaptation costs and impacts
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of societal perturbations that are not likely to be overwhelmed in the continuing course of
technological innovation and adaptability. As uncertainties concerning environmental changes
and impacts are reduced, actions would become increasingly focused, moving beyond those that
are also beneficial for other reasons to those that are more clearly justified by comprehensive
, analyses of impacts on resources and human institutions.
The actions suggested here must be viewed as an initial step in reconciling societal activities
and the maintenance of environmental quality. Periodic review of the suitability and adequacy
of the potential and implemented measures is required. In support of such a review, efforts
should be initiated to develop and assess the viability of existing and possible sets of actions to
assure consistency with both scientific findings on this issue and with other governmental and
societal activities.

CONCLUSION
Model calculations, supported by paleoclimatic and analytic studies and verified against a
variety of cases of past climate change, suggest that the global average surface air temperature
will increase several degrees during the next century if the increasing rates of emission of
greenhouse gases continue. Such an increase would raise the long-tenn global average
temperature to levels not experienced in mid-latitudes back at least as far as the last interglacial
125,000 years ago1----and the change would occur more rapidly than ecosystems have been able
to adapt to in the past. Model projections of low latitude temperature increases of a few degrees
would raise temperatures to levels not experienced in te1 ms ofmillions ofyears. (That the models
indicate such high sensitivity in low latitudes is perhaps an indication that models are missing an
important temperature stabilizing mechanism that has been hidden because the observed
seasonal variation in temperatures in these regions is so small.) High confidence predictions of
global-scale temperature increases ofsuch magnitude may provide sufficient info1 rnation for the
world to institute measures to slow the rate of increase of emissions and thereby the rate of
temperature increase. (Reducing total global emissions will be very difficult without halting the
increasing energy use and rising standard of living in the developing world.)
Because continuation of at least present emissions levels seems highly probable, however,
projections of potential changes at the regional level are needed to plan possible adaptive
measures. Unfortunately, the reliability of the details of such forecasts is rather poor, such that
decisions about whether a region must focus its response on increased winter precipitation or
greater summer drying or both or neither cannot yet be made. This does not mean that nothing
can be done-rather it means that the focus must be on increasing the flexibility and resilience
of societal dependencies on short-te1111 averages and the implied stability of the climate.
Thus, climate model results suggest that global climatic change may justify an ameliorative
policy of reducing emissions, but the adaptive actions must await better models. In parallel with
this effort we should also be identifying society's sensitivities and vulnerabilities to climatic
change.
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GLOBAL CLIMATE CHANGE AND THE U.S. SOUTHEAST:
MUCH MORE RESEARCH IS NEEDED
Patrick J. Michaels

INTRODUCTION
The concept that human economic activity can change the climate of the southeastern United
States is hardly new. For example, in Thomas Jefferson's Notes on the State of Virginia:
The eastern and southeastern breezes come on generally in the afternoon. They fo11r1erly
did not penetrate far above Williamsburg. They are now frequent at Richmond and every
now and then reach the mountains ... As the lands become more cleared, it is probable they
will extend still further westward.
Nor is the concept new that climate itself naturally changes in important dimensions that
affect human activity. Jefferson knew this, and began a series of temperature observations at
Monticello in the early 19th century and his record, which was taken near the end of a climatic
anomaly known as the ''little ice age," indicates that central Virginia was indeed approximately
a degree (F) colder than it is now.
What is new is the global dimension of change that we are now foisting upon the atmosphere,
and what is unknown is how these changes will affect regions such as the southeastern United
States.
Human activity has led to increasing concentrations of several gases that have the property
of absorbing infrared radiation and therefore heating the lower levels of the atmosphere. In
descending order, the principal ones are carbon dioxide, methane, nitrogen oxides, and the
chloroflourocarbons. The carbon dioxide concentration of the atmosphere has risen from
approximately 275 parts per million at the beginning of the industrial revolution to the current
level of 352 ppm. The other gases have a radiative effect that is equal to roughly 80 percent of
the carbon dioxide increase. Thus the effective concentration of CO2 ( treating the other gases as
radiative equivalents) is currently 411 ppm. The first was the publication in the mid-1980s of a
series offive general circulation climate models (GCM' s) which, taken as an aggregate, predicted
an equilibrium global warming of 4.2°C for a doubling of the background CO2 concentration
(Manabe and Wetherald, 1980; Mitchell, 1983; Washington and Meehl, 1983; Schlesinger,
1984; Hansen.) Warming was projected to be amplified at the poles, with some versions
calculating regional temperature changes of as much as 16°C (29°F) (Figure 2). Even though the
regional distributions of these expected climatic changes were in fact highly speculative, the
ecological implications were staggering, and included scenarios ofagricultural devastation in the
Southeast, deforestation of Georgia, sea level rise on the order of five feet, and more frequent
powerful hurricanes (Emanuel, 1987).
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The second factor precipitating the crisis was the congressional testimony of NASA scientist
James E. Hansen, during the drought of 1988. The hearing, which was convened on the first day
of summer, was told that there was high degree of ''caus~ and effect'' between observed
temperatures and the human-altered greenhouse. Whether or not Hansen in fact wanted to, or did
explicitly state that the drought of 1988 was caused by humans was in fact lost in the immediate
hysteria. We have already gone halfway to a doubling of CO2 and this change will not be reversed
in our lifetimes.
While this alone has contributed to a heightened awareness ofthe prospect ofclimatic change,
two recent events served to change that awareness into a ''crisis'' mentality. A public poll within
48 hours ofthe testimony drew a "Yes" answer from 78 percent of the respondents to the question
''Do you think the drought of 1988 was caused by the greenhouse effect?''
As a consequence there have been calls for extremely expensive attempts to limit emissions
or reduce the trace gas concentrations. Others have argued that such attempts will surely fail and
that a wiser strategy is a more accurate detetntlnation of future climate and its impact in order
to develop an appropriate adaptational strategy.
Lost in all of this debate was the fact that the impact of prospective global changes on an
important and diverse economic region such as the U.S. Southeast were and are simply unknown.
The purpose ofthis report is to demonstrate infact how little is known and to provide a framework
that allows for the generation of answers to important questions of regional change.

PREDICTED AND OBSERVED CLIMATE CHANGES TO DATE
I. Temperature:
Global and Hemispheric: Calculations based upon the penultimate suite of General
Circulation Models indicate that if the11nal equilibrium were established between the land, air
and water, the mean surface temperature should have risen some 1.7°C to date (Wigley, 1987).
The observed the11nometricall y measured warming has been 0.45° ± .10°C. Using trend analyses
beginning in 1885, fully 90 percent of this warming was prior to 1945, with the remainder
confined primarily to the 1970s (Figure 3). This small warming was most pronounced from 1977
through 1980.
Very recent findings indicate that a narrowing of the daily temperature range-accomplished
mainly by a relative rise in nighttime temperatures is occurring over many regions (IPCC,
1990). Daytime values usually show little change. This phenomenon was first detected in the
United States (Karl et al., 1989).
Continental United States: The continental U.S. temperature (Hanson et al., 1989; see Figure
7) record based upon all stations (including a very small percentage of highly urbanized
locations) is somewhat different than the hemispheric record. This discrepancy is only partially
explained as a function of oceanic the11nal lag, as liberal estimates of that lag still imply an
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expected wanning of l .O- l .2°C (Wigley, 1987). Intrahemispheric comparisons suggest that the
lag either is small or that its magnitude tends to be overestimated. The Southern Hemisphere,
with the disproportionate share of ocean surface, shows a wanning signal whose functional f01111
is suggestive of a trace gas effect (Figure 4). However, the net warming during the period of
major input is only slightly more than a quarter of a degree. The Northern Hemisphere, which
should warm up first and fastest according to the oceanic the1111al lag argument, in fact shows no
net wanning for the last half-century (Figure 5). Thus, the hemisphere that should show the most
wanning shows none. Interestingly, temporal behavior of the northern hemisphere record is
remarkably similar to that of ocean surface and night marine air temperatures (Newell et al.,
1989), which buttresses the argument that oceanic the1111al lag is probably short (Figure 6).
In particular, the spate of warm years in the 1980s in the Northern Hemisphere record does
not appear in the U.S. Further, interannual variability in the U.S. from approximately 1955
through 1975 is much lower than it is in the rest of the record, something that does not show up
in the hemispheric record.
The peculiarity of this behavior is that many now in policymaking positions were trained in
an unusually stable era. In the U.S., the perception that ''the climate has become more variable''
than no1111al is simply untrue on an interannual basis. In fact, the U.S. record has returned to the
no1111al variability that characterizes the 20th century.
Karl et al. (1988) have developed a very ''clean'' set of United States temperatures by
removing the urban bias and using long standing records. This record, which shows the highest
correlation of any with satellite sensed microwave temperatures (Spencer and Christy, 1990),
shows a remarkable change in the day/night temperature regime tl1at begins around 1950 and
continues to intensify. While mean temperatures have not changed, nighttime readings have
risen relative to day values; (see Figures 8 and 9). In fact, the mean daily temperature range is
now nearly three standard deviations below the mean for the last 100 years.

Southeastern: The southeastern record (Figure I 0) that fo11ns a subset of the U.S. continental
record behaves quite differently from both the hemispheric and national records. The most
striking feature is the drop in mean temperature since 1920, which was especially sharp during
the period from 1950 to 1965. The linearized drop in annual temperatures since 1920 has been
approximately l .0°C, with the balance occurring in the winter. Idso and Balling ( 1989) calculate
the lowering of winter temperature to average between 1.5 and 2.0°C across the region, with
portions of the mid-southeast dropping by over three degrees since 1920; see (Figure 11.)
Suckling (1989) has demonstrated that in South Carolina, the growing seasonshonened by
approximately a month during this period (Figure 12).
This cooling appears to have been accompanied by an increased frequency of severe arctic
outbreaks. Using objective severity c1iteria, there were 24 such events affecting Virginia since
1959, while there are only four years with major outbreaks between 1919 and 1959 (Figure 13).
While this study was limited to Virginia, cold outbreaks that produce subzero temperatures there
are likely to have affected the entire region. Gerber and Chen (1985) have also documented the
increase in winter coldness over Florida. Additional evidence for this change is the southward
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march of the northern limit of economically viable citrus production. At the turn of the century,
this region extended approximately to Charleston, South Carolina. Now it is confined to the
lower two-thirds of the Florida Peninsula. A similar change may be affecting the peach industry.
Summary of the Spatial Scales of Temperature Behavior: Global temperatures have risen
slightly less than a half of a degree (C) in the last 100 years. Most of the rise was prior to 1945.
There is no net change in Northern Hemisphere temperatures since then, although some of the
warmest years appear in the 1980s; Southern Hemisphere readings increased approximately a
quarter of a degree since 1945. U.S. temperatures do not show the warm years in the 1980s that
characterize the global record. Southeastern temperatures have dropped considerably since
1920, with an especially large change from 1950 through 1965. Temperatures have not recovered
appreciably from such low levels. The southeastern cooling has dramatically changed the
distribution of economically viable citrus production.
Implications: The magnitude, spatial, and temporal distribution of observed temperature
changes is at considerable variance with straightforward interpretations of earlier climate
models. However, the seemingly ubiquitous nighttime warming is consistent with the increase
in some of the trace gases. The fact that there is not a concurrent daytime warming (in fact, some
records show daytime cooling) suggests some type of increase in cumulifo1111 cloudiness. If this
diurnal behavior is indeed an expression of human industrial activity, then we may have begun
either a neutral or beneficial response to the trace gases, inasmuch as evaporation rate increases
(the primary cause of model-driven aridity) and ice cap melting becomes minimized, while the
growing season lengthens.
Perhaps more ge1111ane to the Southeast is the fact tha~ in the face of a slight global warming,
regional temperatures have declined, and that the seasonal distribution of this decline has had
serious economic impact on both the citrus and peach industries. Clearly a global or hemispheric
model of temperature change is inappropriate for application to a region of the Southeast's
diversity and dimension.

2. Precipitation;
Global and Zonal: In aggregate, both new and old general circulation climate models predict
an increase in global precipitation. However, decreases are generally projected for the regions
of subtropical anticyclones (approximately 10-30° N and S), with increases at the the1 rnal equator
and in the ''temperate'' latitudes of approximately 30-65°. Analyses by Bradley et al. ( 1987)
indicate that these zonal changes may be taking place. The beginning ofboth the North temperate
increase and the subtropical decrease is around 1950, when carbon dioxide emissions began their
steep increase (Figure 14). Curiously, this is also the time at which the decline in daily
temperature range begins.
United States: U.S. precipitation trends are quite similar to those of the aggregate north
temperate zone, with a tendency for above-median rainfall beginning in the 1950s. The 1980s
are the wettest decade, followed by the 1970s (Figure 15). Along with temperature, the
interannual variability from the mid-1950s to the mid-1970s was low compared to the balance
of the last century.
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Southeast: Unlike the zonal and national records, Southeast total precipitation shows no
significant trends during the last half-century.
•

Summary QfCombined Temperature and Precipitation Records: While the global temperature
history seems at variance with climate models, the large-area precipitation record in the Northern
Hemisphere is more consistent. Consequently, in the temperate latitudes we have a world in
which rainfall has increased while temperatures remain virtually unchanged. Thus the amount
of available moisture has therefore increased slightly. The seemingly ubiquitous relative rise in
night, compared to day temperatures, combined with the rainfall record, is an additional positive
sign in the temperate zone. In the Southeast there has been a general cooling with no change in
the rainfall, which also indicates a slight increase in moisture availability for crops and
commerce.
These different levels of analyses indicate the folly of attempting to generalize global or
even national trends to a region the size of the Southeast. It follows that until the resolution of
our climate models is much greater than the currently fashionable 5 X 5° latitude/longitude,
reliable regional predictions will be nonexistent.

NEW MODEL PROJECTIONS
Since the publication of the penultimate generation of climate models, three of the five
GCM's have been rerun with more realistic physical processes. Two (the Geophysical Fluid
Dynamics Laboratory and National Center for Atmospheric Research) versions employ more
realistic ocean dynamics, while another (the United Kingdom Meteorological Office model) uses
a changed cloud water/ice parametrization (Washington and Meehl, 1989; Mitchell et al., 1989).

In each case, estimates of global warming for a doubling of carbon dioxide have been
considerably reduced. The mean warming now projected is approximately 2.0°C, rather than the
previous 4.2°. It is noteworthy that substantially reduced warming is calculated either with the
altered cloud or ocean parameters. It therefore seems logical that a combination of the two will
produce even less net warming.
Comparison of the old and new NCAR versions is instructive (see Figures 2 and 16). The
most salient changes are that ( 1) almost all large warming is now confine to northern hemisphere
winter, and (2) most of that wanning is confine to latitudes greater than 60°N, and over one half
of that warming is north of 70°. Averaged between winter and summer, less than 5 percent of
the earth's surface is projected to wann more than 4.0°C for 30 years after a model doubling of
carbon dioxide. Mean winter temperatures in the southeast are forecast to return almost to their
pre-1920 values, while summer temperatures are projected to rise between one and two degrees.
Virtually all the wanning of greater than four degrees is during polar twilight or night, where
temperatures currently average in the range of -20°C. This certainly minimizes the likelihood
of drastic icecap melting.
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The NCAR model also has been run in transient fashion that mimics the trace gas forcing
increase since 1950. After 26-30 years ofrun, the model calculates a net global warming of O. 7°C
and a sea surface warming of 0.3-0.4°C. The implied land surface warming is therefore 1.4°.
Observed land surface warming since 1950 is approximately 0.25°C. Consequently, even our
coldest and most conservative general circulation model still substantially overestimates
observed warming.
It is nonetheless encouraging that newer generation climate models tend to be more realistic
inasmuch as they are reducing estimates of warming. Unfortunatel y, the spatial resolution of the
new models is still too coarse for any reliable application to a region such as the Southeast.

SOLUTION: A SOUTHEASTERN REGIONAL
CLIMATE NEG ETATION MODEL
Current climate models do not have the spatial resolution required for reliable projection
onto areas the size of the Southeast. Further, they are nondynamic with respect to ecological
change, which itself produces some subsequent climatic change.
We propose to couple a new mesoscale climate model to mesoscale vegetation response in
an interactive fashion. Pielke (1988) recognized that the interface between climatic change and
regional ecological effects will be properly addressed only with climatic models that are the same
grain ofresolution as the ecological models. While this is computationally prohibitive on a global
scale, with appropriate models it can be done over areas the size of the Southeast.
Kaplan and others (1982) describe an atmospheric forecast model (acronymed MASS, for
Mesoscale Atmospheric Simulation System) that has a resolution of7 to 95 Km2, depending upon
specifications. This is four orders of magnitude finer than current GCM's.
The MASS model has demonstrated applicability in simulation of rainfall producing
mechanisms that, while important to local ecosystems, tend to fall beneath the resolution level
of large atmospheric models (see Zack and Kaplan, 1987). We feel MASS is especially
appropriate for examination of climate and vegetation interactions in the Southeast.
MASS is a state-of-the-art mesoscale hydrostatic numerical model. It has the capacity to
simulate a wide variety of mesoscale phenomena that cannot be resolved by current GCM's,
including sea breeze convergence zones, mountain waves, mesoscale precipitation, differential
surface heating, and others.
For initialization, MASS will be coupled to more traditional GCM's. The rationale is that
GCM' s are (increasing!y) becoming more realistic in their simulation oflarge scale (macro scale)
circulation systems, and it is the spatial distribution of these that specifies the range of possible
mesoscale weather and climate phenomena-which are too fine scale for GCM's to handle
reliably.
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As climate changes, so does the underlying vegetation, resulting in further changes to the
surface energy balance including roughness, evapotranspiration, and albedo. A realistic regional
model will interact climate and vegetation changes as the atmosphere continues to change from
human activity.
Included (Figure 17) is a schematic diagram that details that interactive process. The steps
are the following:
1. initialization of MASS model with large scale GCM fields and background trace gas
concentration,
•

2. generation of mesoscale climatic parameters for input to vegetation model,
3. generation of altered model vegetation field and surface parameters,
•

4. re-input to MASS model with altered surface parameters and enhanced trace gases,
and
5. loop back to step 1.

SUMMARY
During the last 100 years, the temperature history of the U.S. Southeast bears little
resemblance to either hemispheric or global trends. Even the U.S. continental behavior is
sometimes considerably different than what occurs in the Southeast region.
Past climate models do not adequately account for past temperature changes on global,
hemispheric, and especially regional scales, although these models are subject to improvement
and are now producing more realistic (but still inadequate) simulations oflarge-area temperatures.
While precipitation trends over large areas such as latitude bands and the continental U.S. are
consistent with GCM output, regional precipitation estimates are simply unreliable, because the
mesoscale mechanisms that cause that precipitation are ignored in the large-area models.
We propose a mechanism here that allows for more realistic modeling ofclimate change and
its effects on the U.S. Southeast. We initialize a mesoscale climate model with GCM output, and
then interact the mesoscale climate with the vegetation, producing an altered surface that can then
be used as input to a model with an incremental increase in the trace gases. This more realistic
assessment of the consequences of climatic change is necessary to reduce the probability of
disastrous policy decisions.

47

ACKNOWLEDGMENTS
Research and travel for this submission were supported by the Commonwealth of
Virginia, the Southeast Regional Climate Center, and the Institute of Ecology at the
University of Georgia.

REFERENCES
Kaplan, M. L., Zack, J. W., Wong, V. C., andJ. J. Tuccillo, 1982: Initial results from a mesoscale
atmospheric simulation system and comparisons with the A VE-SESAME I data set. Mon.
Wea. Rev., 110, 1564-1590.
Karl, T. R., Baldwin, R. G., and M. G. Burgin, 1988: Time series of regional seasonal averages
of maximum, minimum, and average temperature, and diurnal temperature range across the
United States, 1901-1987. U.S. Dept. of Commerce, Historical Climatology 4-5, National
Climatic Data Center, Asheville, North Carolina.
Manabe, S., and R. T. Wetherald, 1980: On the distribution ofclimatic change resulting from and
increase in the CO2 content of the atmosphere. J. Atmos. Sci., 37, 99-118.
Mitchell, J.F.B., 1983: The seasonal response of a general circulation model to changes in CO2
and sea temperature. Quart. Jour. Royal Meteor. Soc.,109, 113-152.
Mitchell, J. F. B., Senior, C. A., and W. J. Ingrahm, 1989: CO2 and climate: A missing feedback?
Nature, 341, 132-134.
Newell, R. E., et al., 1989, reviewed in Has the Globe Really Warmed? Technology Review 92,
80.
Pielke, R. A., 1988: Evaluation of climate change using numerical models. In Pielke, R. A. and
T. G. F. Kittel, eds: Monitoring climate for the effects ofincreasing trace gas concentrations,
Cooperative Institute for Research in the Atmosphere, Colorado State University, Fort
Collins, 161-171.
Spencer, R. W ., and J. R. Christy, 1990: Precise monitoring of global temperature trends from
satellites. Science, 247, 1558-1562.
Schlesinger, M. E., 1984: Climate model simulation of CO2-induced climatic change. Adv.
Geophys., 26, 141-235.
Suckling, P. W., 1989. Application of a climate departure index to the study of freeze dates and
growing season. Int. Jour. Clim. 9, 383-394.

48

Washington, W. M., and G. A. Meehl, 1983: General circulation model experiments of the
climatic effects due to a doubling and quadrupling of carbon dioxide concentration. J.
Geophys. Res., 88, 6600-6610.
Washington, W .M ., and G. A. Meehl, 1989: Climate sensitivity due to increased C02: Experiments
with a coupled atmosphere and ocean general circulation model. Cli. Dyn., 4, 1-38.
Wigley, T. M. L., 1987: Relative contributions of different trace gases to the greenhouse effect.
Climate Monitor 16, 14-28.
Zack, J. W., and M.L. Kaplan, 1987: Numerical simulations of the subsynoptic features
associated with the A VE-SESAME I Case, Part 1: The preconvective environment. Mon.
Wea. Rev., 115, 2367-2394.
-

49

IJ

II

Carbon Dioxide
Methane
Nitrous Oxide

~

CFCs

D

Other

•

Figure 1. Relative contributions of the different trace gases to prospective wanning. The
neteffect of the non-carbon dioxide gases is approximately 80% of the effect of CO2 alone. Thus
the effective concentration of carbon dioxide is in excess of 400 ppm.
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GCM PREDICTIONS FOR SURFACE AIR TEMPERATURE
AND PRECIPITATION OVER THE SOUTHEASTERN
UNITED STATES
Stanley L. Grotch

INTRODUCTION
For regional assessments of the effects of possible global climate change due to increasing
greenhouse gases, two of the most significant variables predicted by general circulation models
(GCMs) are surface air temperature and precipitation. In an earlier Department of Energy report
(reference 1), the results from four GCMs and several historical climate data sets for each of these
variables (both seasonally and annually averaged) were intercompared over different regional
scales using a variety of techniques. In the work reported here, several more recent, higher
resolution simulations are included and attention is focused primarily on the southeastern United
States.
Two graphical/statistical techniques are applied: ( 1) cuts intercomparing model/ historical
data predictions at both fixed latitudes and longitudes (using data from reference 2, see Figure
m 1) and, (2) side-by-side boxplots (reference 3) showing the quartiles of the distributions for a
particular variable for a selected subset of gridpoints in a specified region.
One significant problem in using GCM predictions in impacts assessment work is the low
spatial resolution used by the GCMs. Until recently, the highest resolution used in GCM CO2
doubling simulations was 4 latitude by 5° longitude, co11esponding to scales of the order of 200300 km. Whereas on a global scale such grids appear adequate (see Figure 2), for a subcontinental
region such as the southeastern United States (Figure 3), the poor spatial resolution of
simulations is immediately noticeable. More recent GCM simulations (reference 4) have used
even higher resolutions (2.2° latitude by 3.75° longitude) giving more than twice the number of
gridpoints of the earlier simulations, and as increased computer capabilities and resources
become available, even higher resolutions will be used.

GCM/HISTORICAL DATA INTERCOMPARISONS
ALONG A FIXED MERIDIAN
Zonally averaged plots are commonly used to show longitudinally averaged model behavior
at fixed latitudes. In Figure 4 seasonally [Dec/Jan/Feb, (DJF)] and zonally averaged precipita
tion for a control climate simulation (eg., 1 x COi) is presented for seven GCMs andtwo historical
data sets over the entire globe. Considering that precipitation is inherently a very noisy variable
and difficult to measure experimentally, the general agreement between these many simulations
and historical climatology on a zonal scale is surprisingly good. Pairwise correlations between
these zonally averaged values and the historical data range from 0.7-0.9.
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However, even for zonally averaged values, when one focuses more critically on particular
areas and seeks quantitative results, substantial differences are apparent. In Figure 5, for
example, these same zonally averaged precipitation predictions are again shown but only for the
latitudinal range spanning the United States. Although the trends among the models are general! y
very similar, the zonally averaged values predicted by the GCMs are typically higher than the
historical data, often by 50 to more than 100 percent.
Although zonal averages are a reasonable first order indicator of latitudinal behavior, for
quantitative regional assessments more specifically focused results are needed. In Figure 6 the
DJF seasonally averaged precipitation (1 x CO2) predicted by 7 GCMs calculated along the
meridians near 80 W longitude (passing through Charleston, SoC.) are shown over the Northern
Hemisphere (NH) since the models generally use different resolutions, values are used along the
longitude nearest 80 W.) Again, the gross trends are similar, but quantitative values at specific
points differ substantially, often by factors of two-threeo Comparable results for the predicted
change in DJF precipitation after a doubling of atmospheric CO2 along this meridian over the
continental U.S. also show very large differences~ even of opposite sign (Figure 7).
Similar predicted results from five GCMs for the change in surface air temperature due to a
doubling of CO2 along the meridian 80W in the NH are presented in Figure 80 At low latitudes
(0-30° N) the predictions range from 2° to 4°C, but at higher latitudes the range is very much
broader, 3° to 20°C.

REGIONAL INTERCOMPARISONS OF
DETAILED DISTRIBUTIONS
Both the public and the scientific community have relied far too heavily on the use of
averages as measures of climatic agreement/disagreemento Unfortunately, where significant
spatial variability of a ·parameter exists~ the average may be too coarse a measure, and agreement
among models and data sets may, in fact, be misleading. As is obvious, ten GCMs could all
predict precisely the same average change in temperature due to a doubling ofCO2 over a region,
but be substantially different in the predictions of this change over many subsections of the area.
For example, in Figure 9 a simple hypothetical example is presented in which three of four
models predict virtually the same change in temperature over North America (4.0° 4.1 °, 4.. 2°, 4.0 ·c) and yet over the region the predictions are spatially rather different. To make matters
worse, the two models with the closest averages (1 and 2) are those farthest apart for most
gridpoints, and the two models (1 and 4) with predicted averages of opposite sign are, in fact,
generally the closest at most gridpoints.
9

Rather than simply intercomparing regional averages, more detailed distributions of each
variable over a region should be contrasted. The boxplot (reference 3) provides a simple
graphical means for showing the quartiles of such distributions as may be seen in Figure 10. In
this representation, one-half of the data values predicted by a given model lie within the central
box and 90 percent of the gridpoint values are contained between the extreme horizontal bars~
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box and 90 percent of the gridpoint values are contained between the extreme horizontal bars.
Since there are, as yet, no ''standards'' for these boxplot icons, the ranges specified by the
horizontal bars should always be specified.
In Figure 10 the DJF and JJA surface air temperatures for the nine gridpoints over the
southeastern U. S. shown in Figure 3 (4° x 5° grid) are contrasted for seven GCMs and two
historical data sets. Here, all model temperatures were first interpolated to a common grid using
a bicubic spline procedure (reference 1). In most cases, particularly in DJF, generally good
agreement is found between model predictions and historical data. Note, however, that even if
these distributions were to agree exactly over a region, the individual gridpoint values could still
be very different.
In Figure 11, GCM predictions for the change in surface air temperature for DJF and JJ A over
this region are shown. As may be seen, in both seasons there is a broad range of values for the
change in temperature at these nine gridpoints, with the median values ranging from approxi
mately 3° to 6°C in both seasons.

CONCLUSIONS
Although model resolution is probably adequate for global, hemispheric, and continental
regions, for smaller areas (100-300 km scales) it is insufficient. Unfortunately, it is just at the
scale where regional assessments demand good predictive info1111ation that the models are least
accurate. Future simulations at higher resolutions (factors of two) are already underway with
even more sophisticated treatment of cloud parameterizations and a more detailed model of the
oceans.
Over the southeastern United States the GCM simulations for seasonally averaged surface
air temperature for the current climate appear to agree, at least semi-quantitatively with observed
climatology. However, the predicted values for the change in surface air temperature due to a
doubling of C(h span a broad range, and in several instances there is virtually no overlap between
the predictions of one model and another. Studies have just begun at the Lawrence Live1111ore
National Laboratory in a new effort to better understand model behavior and hopefully to resolve
these discrepancies.
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Figure 2., A 4 ° latitude by 5° longitude grid shown over the globe. The central darkened
rectangle outlines a 1° latitude by I longitude area.. This resolution appears sufficient in
defining larger scale climatic features.
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FORMULATING ENERGY POLICIES RELATED TO FOSSIL FUEL USE:
CRITICAL UNCERTAINTIES IN THE GLOBAL CARBON CYCLE
W.M. Post, V.H. Dale, D .L. DeAngelis, L.K. Mann,
P.J. Mulholland, R.V. O'Neill, T.H. Peng, M.P. Farrell

The global carbon cycle is the dynamic interaction among the earth's carbon sources and
sinks. Understanding the global carbon cycle requires knowledge of the carbon exchanges
between major carbon reservoirs by various chemical, physical, geological, and biological
processes (Bolin et al., 1979; Rosenberg, 1981; and Solomon et al., 1985). Four reservoirs can
be identified, including the atmospherey- terrestrial biosphere (usually including fresh water
systems), oceans, and sediments (including fossil fuels) . Atmospheric CO2 concentration is
dete111rined by characteristics of carbon fluxes among major reservoirs ofthe global carbon cycle.
The objective of this paper is to document the knowns, unknowns and uncenainties
associated with key questions that if answered will increase the understanding of the portion of
past, presen~ and future atmospheric CO2 attributable to fossil fuel burning. Documented
atmospheric increases in CO2 levels are thought to result primarily from fossil fuel use and,
perhaps, deforestation. However, the observed atmospheric CO2 increase 1s less than expected
from current understanding of the global carbon cycle because of poor! y understood interactions
among the major carbon reservoirs.

Current Assumptions
The simplest method, (i.e., extrapolation) that could be used to estimate future atmospheric
CO2 levels requires the following assumptions:
• Currently measured trends can be extrapolated to produce accurate projections of future
atmospheric CO2 concentrations.
• Toe role of major processes affecting atmospheric COi concentrations will not change in
the future.
It is already known that these assumptions are untenable, and, as a result, carbon cycle
descriptions based on them cannot be used to accurately predict future CO2 concentrations.
However, the assumptions have several useful purposes and point out the need for an approach
that will define those aspects of the global carbon cycle necessary to predict future atmospheric
levels of CO2 with greater cenainty.
To resolve uncertainties associated with key carbon cycle processes, we have identified
three questions that provide a framework within which assumptions can be tested and uncertain
ties reduced. These organizational questions are:

77

1. What are the ramifications of assuming that perturbation from fossil fuel burning
dominates carbon cycle processes regulating atmospheric concentrations of CO2 ?
2. Will the assumption that carbon cycle processes remain unaltered by future atmospheric
CO2 levels cause significant errors in atmospheric COz projections?
3. What additional knowledge of carbon cycle processes is needed to accurately estimate
future atmospheric CO2 concentrations?
Answers to each ofthese questions will be needed to resolve global carbon cycle ambiguities.
In the following sections of this paper, each of these questions are defined with a statement of
the carbon cycle problem and the key knowns, unknowns and uncertainties that must be resolved.
Each questions is further divided into additional questions dealing with uncertainties in specific
carbon pools and/or carbon fluxes.

What are the ramifications of assuming that perturbation from fossil fuel burning
dominates carbon cycle processes regulating atmospheric CO 2 concentrations?

A fundamental assumption underlies research into the global carbon cycle: use offossil fuels
is primarily responsible for the recent increase in atmospheric CO2, and continued fossil fuel use
will contribute to further atmospheric COz increases, Scientific consensus supports this as
sumptiono However, if other factors are significant in controlling the increase of atmospheric
CO2 concentrations, then an emphasis on energy policies related to fossil fuel use may not be
justifiedo The role of processes other than fossil fuel use in dete111tlning future atmospheric COi
levels needs to be defined.
Although supported by scientific consensus, continued emphasis should be placed on
dete11nining whether or not single processes other than fossil fuel emissions are controlling the.
recent increase in atmospheric C(h. The largest global net fluxes of carbon in the period 1800
to present are releases from burning fossil fuel [ 150 to 190 Pg C (Rotty, 1987)], uptake by the
ocean [27 percent to41 percent offossil fuel release or40 to78 PgCPeng and Broecker, 1984)],
and the release of carbon due to land use [135 to 228 Pg C (Houghton et al., 1983)]. These
estimates suggest that 207 to 378 Pg C were added to the atmosphere during that time period.
However, the amount of carbon in the atmosphere increased by only 129 to 172 Pg C (Bolin,
1986)0 The two sets of values do not overlap~This discrepancy underscores the fact that current
knowledge is insufficient to corroborate or negate the possibility that uncertainties of ocean and
land-use dynamics are as imponant as fossil fuel burning in explaining the observed increases
in atmospheric C(h levels (Trabalka et al., 1985)&
-

Will explicit treatment of more detailed ocean dynamics significantly alter estimates of the
rate of CO2 uptake from the atmosphere?
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Problem: Global ocean uptake offossil fuel C(h is estimated from ocean-atmosphere models
that simplify complex ocean dynamics. Uncertainties about the adequacy of treatment of oceans
in existing models are responsible for a large ponion of uncertainties in predicting both
atmospheric CO2 increases and climate responses over the next 100 to 200 years.
Know11s, unknow11s, uncertainties: Our current understanding of the exchanges between
atmospheric and oceanic carbon has been developed from three sources: (1) analysis of ocean
carbonate chemistry, (2) estimation of C(h exchange rates from radon and I4C measurements,
and (3) determination ofmixing and circulation from measurements of the distribution of various
tracers, especially bomb-14C and tritium. Various models have synthesized data and theory
concerning these three approaches to make quantitative estimates of the global exchange f1ux
between the ocean and the atmosphere. Over 30 model experiments have been published.
Estimates ofthe global atmospheric-ocean exchange flux range from45 to 140 pg Cyr-I, although
current consensus places the estimates in the range of 90 to 104 Pg Cyr-I.
Ocean-atmosphere research proceed on the assumption that a 0.5 to 1.5 Pg Cyr-I net terrestrial
sink of atmospheric C(h could explain discrepancies between atmospheric CO2 changes and
ocean uptake. As knowledge of terrestrial-atmosphere flux history improved, it became apparent
that the terrestrial system has been a source of CO2 as a result of land-use practices. Current
release (1980) is now believed to be 0.9 to 2.9 Pg Cyr-1 (Houghton et al., 1985; Detwiler et al.,
1985; and Melillo et al., 1988)0 Land-use releases ofC(h ofthis magnitude are recognizable with
potential carbon cycle balances over shon time periods. It remains impossible to account for the
timing and cumulative land-use release from 1800 to 1980 [estimated from 135 to 228 Pg C
(Houghton et al., 1983)]. This difficulty has led to the dilemma that as much as 35 to 249 Pg C
more C(h has entered the atmosphere as C(h than can be accounted for on the basis of current
atmospheric C(h levels and estimated exchange rates between the atmosphere and various
of
CO2.
It
is
conceivable,
therefore,
that
the
oceans
may
take
up
considerably
sources
and
sinks
.
more C(h than be explained by current ocean models (Emanuel et al., 1984; Peng et al., 1983;
and Peng and Freyer, 1986). However, refinements to current one-dimensional and two
dimensional ocean models to incorporate more processes (e.g., polar outcrop, biological activity,
nutrient cycling, and upwelling) do not account for any more carbon uptake than did the simple
box-diffusion models (Emanuel et alo, 1985a; and Killough and Emanuel, 1981). Further
increases in confidence ofthe estimates ofocean-atmosphere carbon exchange will require three
dimensional representation of the water mass structure and dynamics of the oceano

Is the CO2 released from terrestrial land-use changes responsible for the recent atmo
spheric CO2 increase?
Problem: The net flux ofcarbon between terrestrial ecosystems and the atmosphere has been
impossible to measure directly, and the many methods that have been used to estimate the flux
indirectly provide contradictory estimates. Deconvolution methods using 13Cf12C ratios in tree
rings (Peng et al., 1983; Peng and Freyer, 1986; and Emanuel et al., 1984) and C{h measured in
ice cores (Siegenthaler and Oeschger, 1987) have generally shown that the additional flux from
land clearing can be no larger than 1 Pg Cyr-1 since 1958. In contrast, reconstruction analyses
using historical data estimate annual net flux to the atmosphere from land use during 1958 to 1980
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to range from 0.9 to 2.9 Pg Cyr•l, and, the entire period between 1800 to 1980, from 135 to 228
Pg C (Houghton et al., 1983). This flux is of the same size as the estimated fossil fuel release (150
to 190 Pg C) over the same time period. Estimates of this magnitude contribute to the problem
that a possible 35 to 249 Pg C released from all sources since 1800 has not been taken up by oceans
or appeared in the atmosphere.
Know11s, Unknowns, Uncertainties: Deconvolution studies are sensitive to assumptions

on how other parts of the system, particularly ocean carbon uptake, are behaving. This sensitivity
affects the estimated pattern of carbon released through time. Sources of this uncertainty could
include insufficient ocean model carbon uptake, inadequacies in the ice core C{)i or tree ring 13C
records used, orinappropriate conceptualization ofcarbon cycle processes. The large uncertainties
in reconstruction studies arise from at least four components of the analysis of historical
terrestrial carbon flux :
1. Standing stocks of carbon in biomass in unmanaged ecosystems (Olson et al., 1983;
and Brown and Lugo, 1984)e The range of uncenainty for all vegetation is 311 to
727 Pg C globally.

20 Rates of land clearing and abandonment, particularly in the tropics (Detweiler et al.,
1985; Molofsky et al., 1986; FAQ, 1983; and Myers, 1980 and 1984). Estimates of
current global land clearing range from 5.3 to 41.7106 ha/yr.
3. Rate of biomass recovery after disturbance and abandonment from use [<1 percent to 20
percent per year (Pastor and Post, 1986; and Brown and Lugo, 1982)].
4. Degree ofdecrease ofvarious carbon pools as the result ofdisturbance (Schlesinger, 1986;
Mann, 1985, 1986) and of material losses (Seiler and Crutzen, 1980; May beck, 1981; and
Schlesinger and Melack, 1981 ).
Are there other sources of potentially large fluxes?

The possibility cannot be excluded that other sources or sinks of atmospheric CO2 may
redefine the role of fossil fuel in increasing atmospheric COic Currently, there are no candidate
fluxes that merit the concern expressed for the uncertainties in ocean uptake and land-use release.
Processes that may be dete1rnined to be important enough to account for the exchange of several
petagrams of carbon with the atmosphere are discussed in the third research questiono If any of
these are yet other processes are proven to be significant to estimating atmospheric CO2 con
centrations, then their role in the global carbon cycle will need to be assessed.
Will the a~umption that carbon cycle processes remain unaltered by higher atmospheric

CO2 levels in the future cause significant errors in atmospheric CO2 projections?
For at least the last 100,000 years, a balance between positive and negative feedback
processes may have been responsible for atmospheric C{)i concentrations remaining in the
relatively narrow range of 200 to 350 ppmv (Neftel et al., 1982; Broecker, 1982; McElroy, 1983;
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and Sundquist 1986). In the future, increasing atmospheric CO2 levels may significantly reduce
or eliminate some feedbacks, enhance existing feedbacks, or produce new feedbacks in the global
carbon cycle. The consequent changes in atmospheric CO2
concentrations
could
shift
the
carbon
•
cycle to a new mode of operation (Sandquist, 1986; and Kasting and Acke1111an, 1986). Thus,
a qualitative shift could have dramatic quantitative repercussions. Projections of future C(h
levels made without consideration of altered feedbacks and their potential for changing carbon
cycle processes would be inaccurate. Climate changes or other processes capable of altering
currently large carbon fluxes or the rates ofreleased of COi from large carbon pools could halve
or double the current rate of atmospheric C(h increase.
Future CO2-induced climate change is the most plausible (through not the only source of
global carbon cycle destabilization. Increasing atmospheric C(h is likely to produce chronic
changes in global climate (MacCracken, 1985; and Luther, 1985), as it may have done in the
geologic past (Oeschger and Stauffer, 1986). Future CO2-induced temperature and precipitation
distribution changes could equal or exceed the changes which have occurred over the past
100,000 years and to which the natural carbon cycle has responded (Solomon and Tharp, 1985;
Sandquist, 1985; and Olson et al., 1985).
Several important properties of the global carbon cycle may be greatly altered by future
climate changes of the magnitude currently projected. For example, five processes that could
involve large carbon fluxes (.2 Pg Cyr-I) or large carbon pools (.200 Pg) and that could be
modified by CO2-induced climate changes are described below. Increases in atmospheric CO2
concentrations could be amplified by changes in (a) ocean circulation, (b) the ocean biological
pump, (c) terrestrial ecosystem respiration and production, (d) the terrestrial hydrological cycle,
and (e) land uses. Additional processes also may be identifiedo The following text defines the
potential of the above processes to destabilize atmospheric C(h concentrations, and it outlines
future research needs.
Will effects of climate changes on ocean circulation reduce future oceanic CO2 uptake?
Problem: Ocean circulation is a major factor controlling fluxes of COi between the at
mosphere and the ocean. Net oceanic uptake of C(h is approximately 1.5 to 303 Pg Cyr-1
(Trabalka et al.~1985), or nearly one half of the annual release offossil fuel carbon. A 50 percent
change in this flux would double or halve future atmospheric C(h concentrations over a few
centurieso The future C(h-induced temperature increase and the redistribution of atmospheric
moisture over oceans could reduce the ocean as a net sink of atmospheric C(h. This reduction
could double the cu11ent rate of atmospheric increase of 3 to 6 Pg Cyr-1 . The change would
involve shifting rates of deep water f01 rnation and patterns of global ocean circulation.

Know11s, Unknow11s, Uncertainties: Whether the oceans would release or store COi in
response to wanning is not predictable. Large geographic and seasonal variability in surface
ocean C(h levels, and hence in potential C(h sources and sinks, have been recorded (Takahashi ·
et al., 1985 and 1986). Climate (particularly temperature) affects ocean circulation by its
influence on upwelling, mixing, advection, and inte1111ediate and deep water fo1111ation. Indica
tions from Greenland ice cores reveal a close relationship between climate oscillations and
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changes in the production rate of deep water in the North Atlantic Ocean. For example, the
warming of the ocean-atmosphere system at the end of the last glacial period by 2°C was as
sociated with an atmospheric CO2 increase of about 80 ppmv (Broecker and Peng, 1986).
Will the effects of climate changes on ocean biological productivity reduce ocean CO2

uptake?
Problem: Biological productivity converts inorganic carbon into organic detritus that
eventually sinks to the deep ocean. This process differs from uptake of inorganic carbon by
chemical absorption and physical transportation to other parts of the ocean. The result is net
removal ofcarbon from the surface layer, which pe111lits an additional influx of CO2 to the ocean
surface waters. Ocean models by Sarmiento and Toggweiler (1984), Knox and McElroy (1984),
and Siegenthaler and Wenk (1984) suggest that changes in biological productivity at high
latitudes may have a strong influence on oceanic C(h uptake and, hence, on atmospheric COi
•
concentranons.

Know11s, Unknow11s, Uncertainties: The geographic distribution of marine productivity
can influence oceanic source and sink properties. Of the 20 to 58 Pg Cyr-I that have been es
timated as net primary production (NPP) of the open ocean (De Vooys, 1979; Bolin et al., 1979;
Dawes, 1981; and Chavez and Barber, 1987), the amount of marine particulate matter that sinks
from the surface layer of the open ocean is estimated to be from 0.4 to about 22 Pg Cyr-I (Eppley
and Peterson, 1979; Broecker and Peng 1982; Bolin et alo, 1979; and Chavez and Barber, 1987).
Net primary productivity in estuarine and coastal waters totals about 8 to 13 Pg Cyr•l (Wollast
and Billen, 1981; and Dawes 1981), and a relatively large fraction of this amount ( 1 to 5 Pg Cyr1) could be buried in coastal sediments. Decreases in nutrient supply and, hence, the decrease
in biogenic carbon flux by as little as 5 percent (e.g., 0.02 to 0.25 Pg Cyr-I) would increase the
CO2 content of the atmosphere by 8 ppmv. Suppon of this possibility is given by recent studies
that show that the atmospheric COi increase at the end of the last continental glaciation is
correlated with decreases in marine photosynthesis at high latitudes (Sarmiento and Toggweiler,
1984; Knox and McElroy, 1984; and Siegenthaler and Wenk, 1984).
9

Will terrestrial ecosystems release or store carbon in response to changing climates?
Problem: The terrestrial biota will certainly respond to changes in climate. Changed
geographic distribution and extent ofvegetation zones may reduce the amount ofC(h sequestered
in tt11estrial ecosystems over long enough time periods for ecological succession to occur
(decades to centuries), Over shoner time periods, ecosystem respiration and production rates will
respond to climate change and will alter the amounts of C(h released by the terrestrial biota.
Know11s, Unknowns, Uncertainties: About 560 Pg C is estimated to be stored in vegetation
(Olson
et
al.,
1983)
and
another
1400
Pg
C
in
soils
(Zinke
et
al.,
1984)0
However,
terrestrial
..
carbon is not uniformly distributed. One-third of all above-ground carbon resides in north
temperate regions between 45°N and 700N latitude9and one-third is found between lQ<>N and
lQ<>S latitude (Matthews, 1983). Similarly, the highest concentrations of soil carbon occur
between cool temperate and polar regions (Post et al., 1982). Annual liberation of as little as 1
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percent per year of either the 300 Pg C stored in the top meter of soils above the 600 latitude band
(Zinke et al., 1984) or the estimated 500 Pg C in peat (Houghton et al., 1985) would generate a
doubling of the current rate of increase of atmospheric CO2.
Irregular distributions of terrestrial carbon may respond in a complex fashion to climate
changes expected from increasing atmospheric CO2 concentrations (Schlesinger and Mitchell,
1985). For example, the areal cover of some vegetation zones may increase or decrease
depending on geography (Emanuel et al., 1985a and 1985b; Solomon, 1986). In particular,
complexities in response are expected from the greater wanning and longer growing seasons
anticipated at high latitudes and the decreased soil moisture in continental regions (Manabe and
Wetheraldj 1987). Forests, which store over 80 percent of the earth's living terrestrial carbon,
may eventually decrease slightly in areal cover (Emanuel et al., 1985b) producing no destabi
lizing feedbacks; however, an initial forest response is likely to be dominated by mortality of 20
to 100 percent of the trees in a given region, as changing climatic conditions become less like
those to which existing trees are adapted (Solomon, 1986).
'

Warming at high latitudes could affect carbon locked in perafrost, peat, and organic soils.
Billings et al. (1983) demonstrate that as pe1111afrost melts, soil microorganisms respire and
liberate large amounts of CO2. Olson et al. (1985) suggest that global peat accumulation rates
have been greater during the past 2000 years when temperatures were cooler.

Will shifts in the hydrologic cycle in response to changing climate alter global carbon
fluxes?
Problem: Response of the landscape water balance to C(h-induced climate changes may
change carbon sink properties due to shifting distributions of saturated soils. Reduced soil
saturation in areas oflarge soil organic pools (e.g., wetlands) would increase decomposition rates
and the release of C(h from these systemso C(h-induced changes in the hydrological cycle may
also affect the productivity and organic carbon sinks in estuarine and coastal ocean ecosystems.
Reduced river flow resulting from C(h-induced drought may reduce nutrient input to estuarine
and coastal ocean systems, thereby reducing C(h uptake in these highly productive systems that
are controlled primarily by inputs from rivers. In addition, river flow influences the circulation
patterns of estuarine and coastal ocean systems and, in turn, the deposition and accumulation of
sediment organic carbon.

Know11s, Unknow11s, Uncertainties: Historically, wetland soils have accumulated carbon
at a rate of about 0.14Pg Cyr-1across the globe (Armentanoetal., 1984)0The total pool ofcarbon
in poorly drained wetland soils is estimated to be about 500 Pg C (Olson et al., 1985). Therefore,
even a 1 percent release of this pool per year from reduced soil saturation would result in a 5
Pg Cyr-1 increaseo The carbon flux between these systems and the atmosphere would result in
doubling the current rate of atmospheric C(h increase.
Accumulation of organic carbon in estuarine and coastal ocean sediments is not well
documented, but it is probably in the range of 1.0 to 7 00 Pg Cyr-1 based on work of Wollast and
Billen (1981), Dawes (1981), Walsh (1984), Peterson and Melillo (1984), and Baes et al. (1985).
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River flow could change by as much as 25 percent Mitchell, 1983) which, in turn, could result
in substantial changes in nutrient input or alteration in coastal circulation patterns influencing
nutrient upwelling and organic carbon deposition and accumulation rates or both. The direct
effect of a 25 percent reduction in flow could reduce carbon sequestering by 0.25 to 2 Pg Cyr-1.
Additional indirect and interacting effects could also be imponant, but are not known.

Will land-use shifts in response to changing climate alter terrestrial carbon fluxes?
Problem: Human response to a warmer earth is likely to result in increased conversion of
carbon-rich forests to carbon-poor agriculture or other non-forest uses at high and low latitudes.
The land-use shifts would liberate large amounts of C(h and increase evapotranspiration and
albedo, enhancing climate response to atmospheric C(h changes.

Know11s, Unknow11s, Uncertainties: The corn belt of the central United States could
expand into forested areas of the northern midwest and southern Canada in response of CO2
induced climate change (Blasing and Solomon, 1984). Large forested areas of northern Canada
could be capable of growing wheat under warming induced by doubled atmospheric CO2
(Rosenzweig, 1985). However, these studies did not consider the CO2 fertilization effect,
suitability of soil, and other nonclimatic factors. During the next 100 years, vegetative cover of
the globe may be as strongly affected by clearing of new arable land in response to climate change
as by the climate changes themselves (Clark et al., 1986).
Tropical forests, which contain the globe's greatest densities of terrestrial carbon, continue
to be converted to low carbon-density fannland. Should climate change induce crop losses of
global significance, local populations would require increased rates of tropical clearing for
agriculture.
Type of land cover (e.g. , crop and pasturelands, urban areas, forests, desens, and water
surfaces) detttnlines evapotranspiration. As climate forces changes in land use and vegetation
cover, evapotranspiration also changes, which, in turn, can modify climate. Climate sensitivity
experiments using models suggest that enhanced evapotranspiration can induce precipitation
declines and temperature increases (Shukla and Mintz, 1982). Large historic changes in
vegetation due to land use are already suspected of inducing droughtier conditions (Wang et al.,
1985). Future climate shifts could extend such trends, enhancing atmospheric COi concentrations
as vegetation disappears.
Land cover also controls global surface reflectivity (albedo). Independent atmospheric GCM
experiments involving shifting albedo values indicate that increased regional albedo (from
replacement of dark-colored trees with light-colored fa11xiland) lead to a pronounced decline in
precipitation (Ellsaesser et al., 1976; Charney et alo, 1977; and Chervin1 1979)0 This process
could further enhance terrestrial carbon losses.

What additional knowledge of carbon cycle processes is needed to accurately estimate the
contribution of fossil fuel burning to the level of CO2 in the atmosphere?
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Gaps exist in the understanding of the global carbon cycle that make projections of future
atmospheric CO2 levels highly uncertain. Further studies could reveal factors affecting the
carbon cycle that are individually or collectively as important in projecting future atmospheric
CO2 levels as the better documented factors in research questions 1 and 2. Hence, research should
be undertaken to increase the fundamental understanding of the CO2 cycle in areas where that
research may be important in predicting future atmospheric CO2 concentrations. This may in
clude a combination of theory, analysis of available data, additional measurements, and archival
research.
There are three general areas where deficiencies in current knowledge may significantly
affect the accuracy of atmospheric CO2 projections: (a) not all fluxes of CO2 are known or
quantified; (b) important buffereing processes and their effects on the atmospheric concentration
of C(h have not yet been adequately characterized; and (c) natural cycles and fluctuations of
atmospheric CO2 are not completely und~rstood and are difficult to differentiate from anthropogenic changes.
How much of the uncertainty in predicting atmospheric CO2 concentrations is due to in
correct estimates of carbon fluxes?

Problem: The inability to account for all of the CO2 estimated to have been released into
the annosphere by fossil fuel burning and land-use changes has limited the capability for
predicting atmospheric C(h concentrations. On the basis of current estimates of carbon fluxes ,
missing fluxes to sinks of about 0.6 to 3.4 Pg Cyr-1 are needed to balance the fossil fuel releases
for 1980 (Trabalka et al., 1985; see Detweiler and Hall, 1988, for alternative calculations). While
the three-dimensional modeling of the oceans may reveal higher estimates of net atmosphere-to
ocean flux, and thus account for some of the removal of C(h from the atmosphere, fluxes to other
sinks must also play a significant role.

Know11s, Unknow11s, Uncertainties: Some of the excess fossil fuel carbon may be
accumulating in te11estrial organic matter. Accumulations of carbon in peatland and wetland
soils in prehistoric times have been estimated at between 0.14 Pg Cyr-I (Armentano, 1980) and
0.3 Pg Cyr-I (Miller, 1981). Production of carbon-inert charcoal by anthropogenic burning of
large land areas has been suggested as a process caousing long-te11n storage ofcarbonoEstimates
ofcharcoalfo11nationof0.3 to 103 PgCyr-1were made by SeilerandCrutzen (1980), while Brown
and Lugo (1984) and Detweiler et al. (1985) gave estimates of 0.2 to 0.7 Pg Cyr-lo Net storage
of carbon (possibly as high as 0o1 Pg Cyr-1) may be occurring for certain vegetation types, such
a boreal tundra (Miller, 1981; and Billings etal., 1982) and in some tropical forests (Lugo, 1983).
Recent euttophication of freshwater, estuarine, and coastal ocean ecosystems could have
considerably increased organic carbon storage in inland and coastal sediments [Oo5 to 1.5 Pg
Cyr-I (Mulholland, 1981; Wollast, 1983; and Walsh, 1984)]0 The sum of tht;se estimates ranges
from 0.9 to 2.6 Pg, Cyr-1 representing a sizable uncertaintyo
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How do buffering processes explain changes in CO2 concentrations?
Problem: Buffering processes are defined here to mean those processes that respond to

increasing atmospheric CO2 by increasing the rate of removal of CO2 from the atmosphere. The
problem is to dete111line how the important buffering processes work and how they will respond
to increasing atmospheric COi to produce fluxes of carbon into various long and short te1111
storage pools.

Know11s, Unknowns, Uncertainties: A potentially important buffering process is the effect
of COi fenilization on growth rates of plants. [Growth chamber experiments show increased
COi has enhanced growth and water-use efficiency of some plant species.] This increase may
be moderated in the field by limitations in other resources, competition, and other total ecosystem
effects; but some increase in the rate of photosynthesis can be expected if atmospheric COi
increases while climate stays constant. For example, short-te1111 experiments with annual species
of C3 photosynthetic pathway type show that growth and productivity increase by 30 to 50
percent under a doubling ofatmospheric CO2 in controlled environments, in the absence ofother
growth constraints (Strain and Cure, 1985). However9the herbaceous plant communities of the
globe contain little stored carbon [<20 percent of global terrestrial carbon (Olson et al., 1983)].
More relevant to the global carbon cycle are forest trees during long time periods. No field data
on carbon fertilization of forest communities exist. Long-te1r11 experiments with tundra plants
under field conditions have yet to demonstrate any significant increase in carbon sequestering
(Oechel and Strain~1985)r
A marine example ofa buffering process is the so-called biological pump effect of biological
productivityoThe sinking ofbiogenic detritus decreases COi concentration in the surface waters,
allowing greater uptake of COi from the atmosphere. Whether biological productivity in the
ocean will increase with increasing COi levels, and thus increase the rate of biological pumping,
depends on the degree to which this production is limited by other factors , such as nutrient
availability. The assumption of steady state has been a convenience in analyses of the global
carbon cycle; however, consideration must be given to the more general case where this
condition does not hold.

What are the natural cycles and fluctuations in atmospheric CO2?
Problem: Ice core and tree ring data suggest that there were fluctuations in atmospheric COi
long before humans began to influence the global carbon cycle. Because these fluctuations may
have effects on current changes in atmospheric COit the mechanisms regulating these natural
fluctuations, as well as possible fluctuations caused by anthropogenic activity, must be better
understood.,
Know11s, Unknowns, Uncertainties: Since the last ice age, ice core records indicate ±10
ppmv variations of atmospheric COi on 100-year time scales, whereas tree ring data indicate 20to 50-ppmv variations. The latter estimate may reflect local conditions on plant growth rather
than global conditions (Gammon et al., 1985).
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Several possible causes for natural fluctuations have been suggested. For example, changes
in sea levels and in ocean mixing in response to past climatic changes may have led to net CO2
fluxes from the ocean to the atmosphere (Broecker and Takahashi, 1984). Direct chemical effects
of ocean wanning by ajr warming were probably small, but these changes coupled with other
climatic changes could also have indirectly affected the mixing rates and nutrient budgets of
oceans and, thus, the biological fluxes in the oceans.
Long-te1111 fluctuations or trends in terrestrial net primary productivity or decomposition
could produce significant changes in the net flux with the atmosphere over decades or centuries.
Woodwell (1983) estimated that a 0.5°C temperature rise could increase total respiration by 10
to 15 percent or approximately 10 Pg C to 15 Pg Cyr-1, globally. If NPP does not match this
increase during that time, then the terrestrial release might exceed the release of carbon from
fossil fuel combustion. It is not clear whether recent climate changes have affected large enough
land regions to influence global flux rates. However, long-te1111 drought cycles of 20 or so years
may cause periodic natural changes in fluxes (Olson et al., 1985). Some periodic variations, such
as the El Nino-Southern Oscillation phenomenon, are also known to occur on time scales of a few
yearso The steady-state assumption implicit in most global carbon cycle research has been
questioned based on the possibility of such variation in major carbon fluxes (Houghton et al. ,
1985; and Houghton, 1987).

Summary
The questions identified in this paper should not be thought of as all inclusive. We have tried
to capture what we consider to be the key problems that need to be resolved to reduce ambiguities
associated with predicting future atmospheric CO2 concentrationso We expect and hope for
improvements in our understanding of carbon cycle processes. Hence, we welcome new
suggestions and challenges to our evaluation of what info1mation is needed to make projections
of atmospheric CO2 concentrations.
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GLOBAL CLIMATE CHANGE AND HUMAN HEALTH:
INFORMATION NEEDS, RESEARCH PRIORITIES,
AND STRATEGIC CONSIDERATIONS

Michael P. Farrell, Paul Kanciruk, and
Frederick M. O'Hara, Jr.

INTRODUCTION

The U.S . Global Research Plan (Committee on Earth Sciences, 1989) and the International
Geosphere-Biosphere Programme (IGBP, 1988) were created to assess the effects of global
climate change but have not been able to devote much attention to the consequences climate
change will have on human health and _welfare. Although researchers and policy makers
recognize that climate change will have complex effects on resource, in general, the social and
medical sciences have not received appropriate international attention under the banner of global
change.. To address this imbalance, the public health research community needs to launch an
international coordinated effon so that the social and medical sciences are as fully represented
as other scientific disciplines. At this time, the social sciences have gained a foothold primarily
through policy and socioeconomic analyses, yet little attention is paid to public health. Indeed,
funding for public health research is low even in comparison with support for other social
•
sciences.
The scientific community's low interest in and lack of acceptance of public health studies is
unfortunate because public health issues are a major challenge for global climatology In 1985
the U.S. Deparunent of Energy (DOE) produced a series of reports on global cHmate change.
One characterized the additional info11nation required to understand and deal with climate
change. The report covered various resources, such as fisheries, water, forest, and agriculture.
In addition, it included a solitary chapter on human health, which was extremely difficult to
develop (White and Hertz-Picciotto, 1985). At that early stage in the investigation of global
climate change (about 1983), the challenges posed by that chapter demonstrated how difficult it
is to address public health issues in a global context.
o

The difficulty arises from three deficiencies in our understanding and advancement ofpublic
health science: lack of recognition of and consensus on the relevant questions and research
directions that should be pursued, lack ofcomprehensive models ofhealth-related processes, and
lack of worldwide data on health problems. When these shortcomings are successfully
addressed, public health science will be able to measure the human dimensions of global climate
change.
,

Needed Analyses

White and Hertz-Picciotto (1985) identified a number of questions about the effects on
human health of changing climate:
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Would a warmer climate affect human thennoregulation, acclimation, or adaptation?
Would it produce any changes in human physiology or biochemistry?
Would it increase or decrease the incidence of birth defects?
Would heat waves, sto1rns, lightning, and floods take higher tolls?
Would more extreme climates increase worldwide morbidity and mortality?
Would warmer, moister climates enhance the breeding and spread of bacteria, viruses,
fungi, or pollen? Would more turbulent air movement and more extreme temperatures and
humidity spread airborne diseases more effectively?
Would diseases carried by humans become more prevalent and widespread?
Would vector-borne viruses, rickettsia, and bacteria be spread more readily?
Would parasitic diseases thrive better in a warmer climate?
Would climate affect agricultural production~the availability of food for humans, human
nutrition, human resistance to disease, and human health?
What interactions between disease and nutrition might occur?
Might air pollution be affected by changes in temperature, in precipitation, in wind speed,
and in land cover?
Would climate change affect the quality and quantity of outdoor recreation the human
population might enjoy, and if so, with what results in texrns of health?

Needed Models
Specific answers to these questions are not immediately fonhcoming. Indeed, we do not
know yet all the questions that should be asked about the health-related impacts of global climate
change. Public health researchers need more sophisticated tools to perfo1m these analyses with
reliability. Researchers currently use statistical or simulation models and small-scale info1ma
tion (information derived from a small sampling of a large population or from an intensive
sampling of a geographically small area) to produce an analysis of public health risk on a global
scale.
To carry out such predictive analyses successfully, researchers need new simulation models
that can account for relationships between or among entities or processes. Such quantitative
models would be very unlike the conceptual models that public health professionals have used
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so successfully to eliminate smallpox and to control polio. The current conceptual models,
unfortunately, are not robust and cannot deal with problems like global climate change because
a large number of variables and large uncertainties are involved.
As a result of their lack of robustness, the health care/sciences' conceptual models and their
results have not been fully accepted by the scientific and policy-making communities that deal
with global change. To gain acceptance, the health care/sciences need to develop a quantitative
approach that can address uncertainties and successfully model the processes involved. To
develop such a model, however, researchers must first thoroughly analyze the processes. Once
the processes are analyzed and modeled, regional statistics can be entered into the model. Then
public health researchers can perfu11n quantitatively based global analyses.

Needed Data

The lack of depth in the available data will severely hamper public health research into global
climate change. Public health researchers frequently do not have enough information available
to understand current conditions, let alone predict the future. Other areas ofscientific inquiry into
~e causes and probable effects of global climate change are much more mature than public health
studies. For example, not only do thousands upon thousands of data points and hundreds of
journal articles describe the chemistry ofthe carbon cycle, but many reviews of the global carbon
cycle tell us exactly what we do not know, why we do not know it, and what resources are needed
to develop a fuller understanding. Such self review is vital to the development of science. Thus,
similar analyses are needed for public health issueso
.

Public health officials and researchers should not despair, however; similar shortcomings
have existed in almost every other resource area addressed to assess the secondary impacts of
climate change. There is hope. On-line bibliographic data bases, directories of numeric data
bases, and referral services like the National Environmental Data Refen al Service are certainly
helpful and often necessary. Yet, in order to assess what the real problems are, researchers need
to assemble and compile masses of raw data. For a while, analysis within national boundaries
will probably suffice, and the work will entail expanding such studies as the St. Louis Study (this
volume) or performing studies of regional corridors. Soon, however, national studies and global
analyses (city by city and region by region) will have to be perluxrned.
Such efforts will produce a tremendous amount of data, all of which will need to be collected,
stored, uniformly fo11natted, assessed for quality, made available to the scientific community,
and distributed to researchers and policymakers (health care and ministructures). Tasks like
these have historically been carried out by centralized data centers funded by the government,
academic institutions, professional organizations, and private corporations. As for global change
issues, we should recognize that analyzing global-scale issues will require data bases that are
much larger than those currently produced. Also, because the data collected must come from a
multiplicity of disciplines, public health data will need to be correlated with data on climate,
agricultural production, populations, and water resources, among many other types of data. This
cross-disciplinary exchange of data/infc,1 rnation will produce across-fertilization of ideas. Data,
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or the lack of it, will ultimately be a potential problem to be addressed by public health
researchers.
•

The amount and diversity (in both subject matter and source) or the traditional info1111ation
clearinghouse of data that will be produced in assessing global problems will overwhelm a
traditional data center and outstrip its capabilities. The study of global public health issues will
require a data management system that can provide not only the vehicle for exchanging extant)
acquired info1111ation but also the mechanisms for adding value to and stimulating their use of
existing info1a1ation, synthesizing new data sets, and initiating networking within the research
community and stimulate their use. What will be needed is an Info11nation Analysis Center
(IAC).

The IAC as a Tool

An IAC would not be just a place to store and distribute datao Such a center would apply
innovative approaches to managing research data, thereby increasing the number and diversity
of info11nation resources and producing enhanced data and info1111ation products to support a
broadly defmed user community. Justifiable under the purview of an IAC would be such
activities as compiling bibliographies, conducting user-defmed customized bibliographic searches,
publishing newsletters, sponsoring workshops, and producing directories of researchers and
policy makerso Its functions might include (but not be limited to) the following:
•Acting as the central data hub for a research program, providing program management with
a clearinghouse for sorting available info1111ation and data, and serving as the conduit for both
the distribution of data generated by the program and the acquisition of external data needed
by the program,
•Setting standards not only in the fo1mat and transfer of info1mation but also in the overall
quality and usefulness of data to be included in the center, the depth of documentation, the
extent and type ofquality assurance needed, the type and breadth ofdata distribution, and the
methods of archiving.
•Identifying what data are most needed by the general research community and deciding
which data should be obtained, processed, distributed, and archived.
•Taking an active interest in providing data to address issues at hand by assembling
info1mation from multiple sources or by producing larger, more numerous, and higher-level
data products that are not of the type no1mally produced by researchers or policy makers.
-

•Providing quality assurance that greatly increases confidence in reliability: for data sets,
such quality assurance includes checking completeness, identifying unreasonable values or
inconsistent correlations, and culling questionable observations; for computer models it
includes analyzing the computer codes for errors and sensitivity oAll quality assurance would
be accomplished in close consultation with, and approval by, the original data supplier.
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•Documenting data so that someone not familiar with the data could fully understand and use
the data 20 years from now solely on the basis of the documentation.
•Widely notifying potential users that data are available, copying and sending data to
researchers, policymakers, and educators in a usable fo11n, and providing input-output
routines for that medium, as well as including summary statistics with the data.
•Archiving data in a way that ensures its integrity and usability as storage technology
advances and as older equipment and media become obsolete.
•Promoting interaction between individual researchers, organizations, data centers, and other
IACs, ensuring that any entity can directly receive info11nation from or provide info11nation
to any other entity through. newsletters, conferences, workshops, direct contacts, participa
tion in bilateral and multilateral agreeI]lents, and physical and electronic mail exchange of
requests and data. Thus an IAC links many communication activities within the scientific
community and.serves many of the info11nation needs of researchers.

The CDIAC Model

The Carbon Dioxide Infc.,1rnation and Analysis Center (CDIAC) has served the international
research community since 1982 under the guidance of the U.S. Depai unent of Energy. CD IA C
covers a very small part of the scientific spectrum: the three general areas ofclimate and weather
records, the carbon cycle (including both oceanic and vegetative components), and vegetation.
Currently, CDIAC distributes 35 data bases to businesses, universities, and government
•
agencies .
.

Our most important product is data bases that have undergone a rigorous quality assurance
process. We review the data base, cull questionable data points, refo1mat it for distribution and
use, document it, and perhaps use it in demonstration analyses. However, the data base is not
released to the public until the principal investigator signs an approval expressing agreement with
the final product. Indeed, we do not adopt a data base unless we have the full cooperation of the
principal investigator, even though the data base might be very c1itical. Such authority over the
data is very important because the data belong to and reflect on the person who produced the
infotniationo
The data base is then 'beta tested' In this process, the data base is sent to a research site, where
specialists work intensively with it for a few months to discover any inconsistencies. Once we
are assured that the data are reliable, the data base is pe11nanently archived so that it can be
requested and obtained by any researcher. As an additional quality check, we survey the people
who request and use the data, asking them "Did you find any problems? What can we do to
improve the data base?" and so on. If any error is discovered in the data base, we notify the user
community, or we correct the error and announce that a new version of the data base is available.
0
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Quality Assurance, A Special Concern
With data bases of this size and from this diversity of sources, the quality of the data is bound
to vary. As a result, the problem ofquality assurance has to be given special attention. Variations
in data. quality arise from two major shortcomings in the way science is conducted.
The first shortcoming is that researchers generally are not rewarded for producing high
quality data bases in the way they are rewarded for high-quality publications. Indeed, compiling
data bases takes time and money away from research. National research programs -such as
space, health, and education- have been supportive of data. base compilation largely in times of
plentiful funding. When money has become scarce, data management has frequently been cut
first

Fortunately, such is not always the case. The global change program is an excellent example
of a program where, at least in the planning stage, data collectors have become equal partners
with scientists.
The second shortcoming is that researchers are not particularly good at assuring the quality
of their data; they are slightly myopic. Researchers might, for example, overlook spurious data
or outliers. Gaining some distance from the work gives new insight into, and a less impassioned
perspective towards, inconsistencies in the data. Quality assurance checks by independent
reviewers often find problems in the data that researchers have overlookedG
•

As a result, IACs can expend a significant amount of their resources on quality assurance.
Developing an accurate data base might be a multimillion dollar investment. Yet the amount
spent on assuring the data's quality is justified, especially when one considers how much research
is represented by that data base and how much could be depending on its analysis~
To gain an appreciation of the amount of culling necessary to ensure high quality in a data
base, consider the Historical Climatology Networko CDIAC started with data from 1219
measuring stations in the United States and applied very rigid quality assurance procedures to that
data base.. National Climatic Data Center dismissed some climate data records because they did
not cover a long enough period, dismissed others because the data-collecting stations were
moved, and dismissed yet others for otherinconsistencies in the data. Much ofthis quality control
was provided by the National Climate Data Center in Asheville, North Carolina. CDIAC, as the
technical liaison, produced the final documentation. At the end of the quality control process,
data from only 1200 stations remained for global climate and perfo1rned change analysis. •
Because calculations and predictions made thorough use of upgraded data bases, they will have
much greater meaning, reliability, and authority.

An IAC for Public Health
To establish an IAC capability for public health researchers, funds must be solicited and
secured. Because of the massive amount of data to be handled, the sheer number of investigators
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conducting the research, the variety of scientific disciplines represented, and the geographic
dispersal of the researchers, no single site will be able to do all the work of the IAC. The work
load will have to be borne cooperatively by a variety of qrganizations, and services will have to
be paid for through subcontracts or grants from institutions. It would be reasonable to put sums
of money in various sites and to have each site handle a particular aspect of the problem.
To ensure that the approach to the problem remains unified, certain aspects of the program
will have to be coordinated centrally, perhaps by the federal government. The provision of
centralized program office support is essential because of the scope and range of the enterprise:
at CDIAC, we have identified 5000 people in 150 countries who are involved in research on
global climate change. The needs of this diverse community cannot be met successfully through
the uncoordinated efforts of scores of institutions scattered around the world.
The research community that can contribute to a fuller understanding of public health issues
must to be identified. Then info11nation can be addressed to that target group through the
educational milieu. For example, at CDIAC we continuously target 5000 global change
researchers and policy/decision makers, asking them for additional research results and giving
them the latest available inf01111ation.
An IAC in public health research will have a variety of other benefits. Such an IAC will
promote networking (as mentioned at this conference) which is a critical need in the public health
research community. Networking will allow thousands ofresearchers from different institutions,
agencies, and countries to exchange comments and have input to establishing research priorities.
·In addition, an administrative program would dete111tlne the consensus ofthe research community
about where the research should be directed and who should perfo11n specific tasks. Such a
dispersed organization coordinated by a central office will allow the field of public health to
fo1111alize the management of data collection, fo11natting, quality assurance, storage, and use.

STRATEGIC CONSIDERATIONS
Set priorities and narrow the focus. Some global problems are long-te1n1 propositions
(e.g., the accumulation of CO2 in the atmosphere from the burning offossil fuels), whereas other
problems are relatively acute emergencies (e.g., the destruction of rain forests). Discriminating
between long-te11n and near-tenn concerns helps researchers define priorities and sharpen the
focus oftheir efforts. Such a distinction is embodied in an analysis recent! y completed for the U.S.
Agency for International Development. In that report, ORNL scientists looked at a list of
resources (e.g., fisheries, vegetable crops, agricultural animals, and forests) and considered the
effects that global climate change might have on those resources. The effects reflect both longte11n and near-te1m changes.
Similarly, in discussing public health effects, it might be strategically wise to distinguish ·
between long-tcnn effects and near-te11n emergencies and consider them separately. Although
the public (and their elected representatives) can always doubt and temporarily ignore the long
te11n effects ofclimate change, they cannot argue about emergencies. Society must immediately
respond to floods, disease, and famine.
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Retain a global perspective. Human populations cannot be the sole focus in global analyses.
As researchers, we must consider the highly interdependent web of resources, which is subject
to a vast number of interactions. Indeed, some interactions only indirectly affect public health
(e.g., the interactions between water resources, agriculture, nutrition, and health). Although
human populations certainly are important, the other interrelationships have not been accorded
an appropriate share of the necessary resources: this imbalance must change.
Make global models regionally specific. Regional specificity will be c1itical to public
healtho Once the new climate regime in a particular small region is known, the public health
effects of that climate will need to be predicted. Global estimates will not predict what will
happen to individuals in specific locales. Therefore, the models of global processes must be able
to predict changes in public health for regions of meaningful size and scale.

CONCLUSIONS
Research in the social and medical sciences has been sorely neglected in the debate about
global climate changeo In that debate, much has been said about the environment whereas little
has been said about peopleo Such an oversight is a serious deficiency in our international planning
efforts because the effects on people are ultimately what will be important. To rectify the
oversigh~ social scientists as well as medical scientists must become more active in the debate.
Although the public health research community may be tempted to devote increased time,
money, and manpower to develop more research projects, the identification and pursuit of
specific research projects should not be their sole focus at this time. Public health researchers
must also develop a stringent philosophy of data and data management. Under that philosophy,
data management and data quality assurance must be equal partners with research. Only then can
public health researchers and other scientists fully appreciate each others ' potential to contribute
to the understanding of both global change and the effects that global change may have on our
planet.
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PARAMETERIZATION OF SURFACE SOURCE/SINK TERMS IN GCM'S

Bruce B. Hicks

INTRODUCTION

It is known that concentrations of some atmospheric trace gases are increasing with time, and
that the consequences may be widespread. Concern is greatest for those gases that are
"radiatively active," or which have reaction products that are radiatively active. Such gases
absorb radiation at some wavelength that could either reduce the amount of solar radiation
reaching the surface or cause local heating in layers where the trace chemical is present in high
enough concentrations. Among the chemical species that are of concern are the oxides of
nitrogen (N20, in particular), methane (CI-4), and reduced sulfur species (especially dimethyl
sulfide-OMS).

In many instances, the ability to measure atmospheric concentrations of the relevant chemical
species is quite a recent development, and the number of reliable measurements is still not
adequate to specify the state of the atmosphere with confidence. A large component of research
that is presently under way is to improve understanding of the chemical state of the atmosphere
as it now exists, and to conduct regular measurement programs in order to detect any changes that
might occur. A drawback of such monitoring programs is that they are primarily retrospective,
and it is well recognized that unguided extrapolation of apparent trends in any historic data record
is dangerous.
For some particular portion of the eanh' s surface, the relationship of importance can be
expressed as follows:
aC/at = Fh + Fv + SO - S-1

(1)

Here, Fh and Fv are the net horizontal and vertical fluxes across the boundaries around the
volume of interest; Fh is the net input via horizontal advection and turbulent exchange with
surrounding areas, and Fv is the net input from emissions from the surface and exchange with air
at levels above the top of the volume. S0 and Si are the internal source and sink te1ms, associated
with chemical reaction within the volume in questionG
Some common assumptions are of immediate interest. In a spatial!y homogeneous situation,
there is no net exchange horizontally and hence Fh = 0. Each of the other tenns depends on the
local concentrations themselves, and hence in general Equation ( 1) can be written in the fonn of
a simple differential equation:

(2)

aC/at = A + B.C

where the A and B let rns depend on the chemical being considered and on the circumstances.

•
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Depending on the fotm, sign and magnitude of A and B, various kinds of exponential
relationship result. To a large extent, questions of the possible response of the atmosphere to
changes in the input of different trace chemicals simplify to the deteunination of quantities like
A and B. This necessarily involves the study and accurate fo1111ulation of the independent te1111s
in Equation ( 1). For questions of global scale, it is also required that such descriptions apply over
large scales or can be combined in numerical models so as to address the global situation by
•
aggreganon.
Thus, prediction of future situations requires that we estimate the time rate of change of
concentrations, relate it to causative factors that are already predictable, and integrate over the
time period in question. The present focus is on the surface exchange component of the vertical
flux te1m in Equation (2). The in-air chemical reaction te11ns will not be considered here, but
doubtlessly contribute to the complexity of the overall problem.

MOMENTUM FLUXES IN GCM'S

The exchange which is most c1itical in n11merical models that consider fluxes at the surface
is that which controls the wind-the frictional drag at the surface. This drag force can be
measured in specific situations, using a variety of methods ranging from drag plates inset in the
surface to wind gradient and eddy correlation systems, on the basis of which the roughness
characteristics of different kinds of surface can be characterized in te1ms of an empirical ''drag
coefficient' (Ci; sometimes the friction coefficient Cr= Cci 112 is used instead). The surface drag
force (or momentum flux, t) defmes a velocity scale which is indicative of the dynamic transport
of all atmospheric properties between the air and the surface. This velocity scale is known as the
friction velocity, U• = (l'tVp) 112, where pis air density.
1

Over the ocean, it is well recognized that the drag coefficient increases nearly linearly with
increasing wind speed, forwinds above about 5 m/s, from nearly aerodynamically smooth in very
light winds. Several alternative empirical relationships can be used to desc1ibe this phenomenon,
all with much the same consequenceo
For lan<L it is usual to base estimates on the spatial average of the drag force on consideration
of the distribution ofdifferent kinds ofvegetation, etc., across the surfaceoAs guidance, it is often
useful to consider the wind speed near the surface and its dependence on two controlling factors:
the large-scale geostrophic wind and the surface roughnesso In situations ofconstant geostrophic
windj the moment11m fluxes to different areas will be controlled by local surface roughness, and
if we consider a specific kind of surface then the local drag will be controlled by the geostrophic
windoWind speeds near the surface must adjust to these constraintsoA useful empirical guideline
that is in accordance with these arguments is that the distribution of momentum flux across an
area with varying surface roughness in given conditions should be such that the product UoU•
should be roughly constant; field data indicate that about 102 (m/s) 2 is a typical number.
The fo11nulation of the momentum flux is greatly simplified by the obvious fact that the flux
of interest is always in the same direction-the air is always moving relative to the surfaceo In

,.
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this regard, the situation is greatly dissimilar from the cases of the heat fluxes, and of most trace
gas and particle exchange.

HEAT FLUXES IN GCM'S

It is necessary any Global Circulation Model (GCM) include an adequate and representative
description of the surface heat budget, as well as of surface frictional drag. These descriptions
are assembled from detailed understanding of the individual behaviors of clifferent kinds of
surface, that make up the grid cells of a GCM. In some cases, the problem of how to assemble
the pieces is easy Compared to terrestrial ecosystems, there is not much spatial variability that
occurs over the ocean, and hence spatial averages of surface fluxes of heat, water, and momentum
are relatively straightforward to construct. The problem becomes more difficult over land,
however, since topography 3.lld vegetation then start to become important. It is clear, for
example, that the terrestrial surface heat budget is dominated by evaporation whenever the
•
surface is wet, such as following rainfall, and that therefore the extreme spatial irregularity ofthe
precipitation process must be taken into account. (In simple concept, a very small part of a grid
cell that is wet fallowing localized precipitation may contribute a large proportion of the
spatially-averaged water vapor flux, and omission of it in the grid averaging process may
therefore impose a substantial error.)
o

GCM' s include parameterizations ofheat exchange and ofmomentum fluxes that provide the
basis for expressions of trace gas exchange. Let us start by considering such expressions .
•

There are two classical methods for desc1ibing heat fluxes in numerical models, one that is
most applicable at sea and the other for over land. Over ocean, it is common to start with
consideration of the bulk transfer relationship involving air and surface temperature, Ta and Ts
respectively. In this way:
•

(3)

where u is the wind speed, Cp is the specific heat of air at constant pressure, and Ch is a bulk transfer
coefficient derived from field studies and characteristic of the kind of surface that dominates a
grid average. lnfo11nation of Ch is still relatively sparse, as is accurate information on surface
temperature.. In practice, a data base derived from ship observations of bulk water temperature
is usually used to specify T 5, sometimes neglecting the need to take the presence of a surface film
into account. Over oceans, Ts differs from the temperature of bulk water by about 0.5 C (see
Hasse, 1971, for example), which is of the same order as the temperature difference in Equation
(3). (As will be discussed later, overland the uncertainty in Ts may be as much as 5 C. Ts is quite
dependent on the nature of the surface itself, and especially on its conductivity, emissivity and
albedo.) Similar methods are sometimes used for expressing the latent heat flux over ocean. The
bulk transfer relationship that directly parallels (3) is
\

(4)
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where Lis the latent heat of vaporization of water and q is the specific humidity (with the same
subsc1ipts as above). Cw is the bulk transfer coefficient for water vapor exchange, analogous to
Ch in Equation (3) and subject to much the same set of problems. Over oceans, the surface specific
humidity can be well specified if Ts and the chemistty of the surface are known, but in fact the
error associated with measurement of bulk temperatures rather than actual surface values causes
error that may be considerable at times. This error may arise either as a bias in the specification
of the difference tetm in Equation (4) or as an experimental error associated with the empirical
evaluation of the bulk exchange coefficient CwoIn either event, great care is needed to assure that
values of Cw (and Ch) are compatible with the way that qs (and Ts) are specified. (In passing, it
must be remembered that it is wrong to assume that qs is the saturated specific humidity at surface
temperature except over clean, film-free water, in general it is necessary to take Raoult' s law into
account An assumption that the surface is pure sea water clean is especially questionable for
low-latitude open ocean, where organic films may thrive~ Effects of such films have been
reported, for the case of momentum exchange, by Hicks et al. (1974) and Deacon (1979).)
Over land, the problems arising with the specification of Ts are even greater than at sea; Ts
often differs from ''screen temperatures'' by more than 5 °C, for example, and hence standard
meteorological records of ''surface temperature'' (which are actually of air near the surface, not
of the surface itself) are difficult to use. Hence the relationships are arranged to make use of a
funher constraint: that the sum of all surface heat exchange components must be compatible with
the input radiative energy received at the surface-the net radiation, Rn. Without use of this
consoaint, estimates of Hand of LE would be highly inaccurate. The way in which the surface
energy constraint is taken into account can be explained by simple consideration of humidity and
temperature fluctuations near the surface. Suppose that air near the surface is saturated. Then
a fluctuation in humidity will be related to a fluctuation in temperature via

(5)

q' = s.. T'

where s is the slope of the saturated specific humidity curve at the appropriate air temperatureo
In practice, fluctuations in q and Tare strongly correlated, and are associated with fluctuations
in the vertical wind component, w'. Then, it is clear that the defmition of the eddy fluxes H (=
p.ep.<w'T'>, where the angle brackets indicate a time average) and LE(= p .L.<w'q'>) leads to
the following:
(H/LE)limit = Cpl(Ls)

= (y/s).

(6)

= (s/(s + y))*(Rn - G)

(7)

and hence

LElimit

where G is the heat flow into the ground and used in storage. It is clear that this represents a limit
which will be rarely achieved in nature, since it can only apply in situations of complete
saturation, all the time., Various empirical expressions are used to extend expressions based on
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assumptions of saturation at some point to unsaturated conditions. For example, Priestley and
Taylor (1972) include a constant a= 1.26 on the right hand side of (7), for the case of freely
transpiring vegetation. For the situation of vegetation th~t is not freely transpiring, it is common
to consider the various processes by which evaporation and turbulent heat loss occur and to
associate ''resistances'' with each of them, as a result of which plant physiological properties
(such as the consequences of water stress) can be accounted for.

TRACE GAS FLUXES IN GCM'S
The discussion above shows how methods have been developed to minimize the uncertainties
associated with the specification of momentum and heat fluxes in GCM' s. These methods are
based on the use of well-documented drag coefficients in the case of momentum exchange, and
the use of some empirical guidelines to help evaluate the results. The case of momentum flux
is comparatively easy, because the flux is always directed towards the surface.
The flux of heat is not unidirectional, but is constrained by the incoming net radiation. In this
regard, the meteorological modeling community has developed good methods for quantifying
the fluxes ofmomentum, heat, and water vapor across grid cell areas, and has made use ofbudget
considerations to minimize the consequences of gross errors in the flux estimation procedures.
Trace gas exchange must be considered in the same way, yet in this case there is no equivalent
of the surface heat budget to provide guidanceo In reality, the problem we are confronting is like
that of trying to model evaporation rates without knowledge of the energy balance of the surface
or its precise temperature.
Thus, if it is the additional goal to address the behavior of trace chemicals in a GCM, then
similar attention must be paid to the sub-grid-scale variability of the processes that contribute to
the trace gas exchange between the air and the surface. Existing research programs on air-surface
exchange are specifically designed to reveal the processes that control exchange rates in clifferent
circumstances, and to provide the basis for futmlllating these processes in numerical models. In
essence, we have an existing and busily working research community producing infonnation on
exchange rates and on ways to foxmulate them, at the same time as we have a growing numerical
modeling community anxiously awaiting the products of this same research. There is, however,
a problem with connecting the two. The answers needed for use in GCM parameterizations are
not those that relate to the exchange characteristics ofsingle biological species in unif01 m terrain,
but to the mix of species that exists over grid cells that have a wide variety of topographical
features.
'

MEASURING TRACE GAS EXCHANGE
•

The problem of scales is far from simple. The grid scales of existing Global Circulation
Models (GCM's) are typically of the order of hundreds of km, yet the technical capability to
measure exchange is local. Figure 1 (from Stewart et al., 1989) summarizes the large differences
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that exist between the scales of measurement programs and the grid scales of numerical models.
It is only possible to produce answers that are of use to GCM's by repeated replication of the
experimental methods that are available. To this end, an experimental program could be either
focused on developing a general tool for extrapolation, or on testing an existing model grid cell
prediction. In the first case, we would need to identify a subset of experimental conditions and
address each, so as to assemble a grid cell behavior pattern by simple aggregation. In the second
case, we might replicate experimental methods across a target area so as to provide an
independent measurement for comparison against some model output. In simple concept, the
first approach is that upon which further model developments can be built. The second is that
which is used to demonstrate that a model prediction is deficient.
Much of the literature on "air-surface exchange" focuses on one of either emission or
deposition. These are extremes of an exchange process that is frequently bi-directional.
Consider, for example, the case of small particles that are collected in a vessel exposed above a
fore st canopy. Measurements of the quantity collected using a vessel of known area and over
specific time intervals leads directly to an estimation of the venical flux in units such as kg/ha/
yr. This deposition rate might then be considered to be representative of the surrounding area,
if the particles that are collected are large enough. But it is possible that some of the particles that
were collected were derived from the ground in the immediate vicinity, and hence that the
presence of particles in the air is due to some local emission rather than being an indicator that
deposition is occurring. In order to make sense of such observations. it is first necessary to
dete11nine the contribution oflocal sources to the samples that are collected. In this instance, the
exchange is definitely bi-directional, and measurements of concentration in the air at a single
height are inadequate to reveal either the direction or the magnitude ofthe exchange that is taking
place.
In general, it is difficult to make direct measurements of the exchange rate of any atmospheric

quantity with the surface. Instead, it is common to express the surface flux in tex rns of appropriate
controlling factors . Appropriate "state of the medium" variables are concentrations in air and in
soil (Ca and Cs), for example. Then, we can write the exchange rate as a function of this
concentration difference:
F = p.c.(Cs - Ca)

(8)

where the quantity c is the same for similar sets of circumstances. In practice, it is equations of
this kind that are used to describe air-surface exchange of trace species in all numerical models.
The goal of most research in this field is to learn how to relate the quantity c to controlling
variables, such as the wind speed, air density and density stratification, in much the same way
as bulk transfer relations have been developed for sensible and latent heat [see Equations (3) and
(4)] o

It should be noted that for some depositing trace gases it is appropriate to assume that reaction
occurs upon contact with the surface (e.g. for HF, HN(h), or upon becoming associated with the
substrate material; in such instances Cs can be eliminated from the relationships describing the
exchange and the equations simplify to simple proportionalities between fl 11xes and concentrations
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in air. The coefficients of proportionality defmed in this way are the ''deposition velocities'' that
are favored in air pollution models. Likewise, for some emitting species the concentration in air
is so low that its role is insignificant, in which case Ca can be neglected and the relationship
simplifies to a correspondingly simple expression relating flux to sub-surface concentrations
alone.
Any attempt to study c must necessarily involve an independent measurement of the flux
itself-F. There are many methods that are suitable; these can be summarized as follows.

1. Surface samplin~ methods:
Surface collection techniques are most suited for measurement of unidirectional exchange.
For example, measurements of the accumulation ofparticles on exposed surfaces reveal the rates
of exchange from the air to that surface, without allowance for the local emission rate that might
be causing the concentrations in air in the frrst placeo Similarly, accumulations ofconcentrations
in exposures can be used to measure emission rates from the surface, but without the capacity to
account for any accompanying return of the same chemical species from the air to the surface.
In general, the surface-sampling methods that yield the most unequivocal results are those that
are used to study the flux of properties whose exchange is definitely unidirectional: chambers
for emissions of trace gases like methane, collection surfaces for the deposition oflarge particles,
and vessels for collecting precipitation .
Through fall measurements and foliar extraction are practical applications of surface
sampling methods that have strong applicability to studies of deposition, especially in complex
•

te1_,.1am.

2.. Micrometeorolo~cal measurements:
These are either direct (eddy correlation) measurements of the fluxes of material through the
air above the surface, or indirect estimation of the flux by interpreting measurements associated
with the concentration fieldo The fluxes that are measured are the net exchange rates the sum
of any emission or deposition that may be occurringo
Indirect micrometeorological flux quantification methods usually rely on the measurement
of concentration differences, either in space (usually vertically, as in most gradient studies) or
in time (usually using a fast response sensor, as in studies ofthe concen ttation variance). Studies
using concentration variance are rare, since the sign of the net flux is not revealed by the data
obtained and hence the application is limited.
'

In practice, all micrometeorological measurements yield flux info11nation that is only
indicative ofsurface exchange rates ifstringent site criteria are satisfied. Thus, in order to employ
these methods to study the transfer properties of soybeans, for example, it is frrst necessary to
locate a soybean field that is sufficiently flat and homogeneous. However, once the experiment
is over and the exchange characteristics of the soybeans themselves are adequately descxibed,
then there is no such siting constraint on the applicability of the results.
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Large-area flux studies using mobile platfot r11s (usually aircraft) are now becoming frequent.
These are usually designed to quantify area-wide exchange rates and to relate these to
distributions of causative factors, rather than to study individual causes.
3.

Bud~et methods:

Large-scale budget methods have largely proved to be unrewarding, since it is usually not
possible to measure horizontal fluxes into and out of a region with enough precision to reveal the
surface loss or emission as the differenceo Local budget studies have been more rewarding,
especially in studies of the deposition of some intentionally emitted tracer from plumes passing
across target landscapes, and in studies of the emission of trace species that react quickly when
in the air.

COMPLICATING FACTORS FOR TRACE GAS EXCHANGE
The fo1111ulation of momentum fluxes in GCM's is simplified by two facts: (1) the flux is
unidirectional, and (2) drag coefficients are relatively well known. A third consideration is of
importance in the case of heat and water exchange (3) fluxes over land are constrained by the
surface heat energy budget. These constraints do not extend to the case of trace gases, except in
very rare occasions., In general, several special factors work to provide even additional
uncenainty in the context of a real exchange of trace gases.

1. Patchiness of Ve~etation;
Figure 2 shows a conventional representation of the way various processes contribute to gas
exchange between the surface and the air., In this model, the roles of the contributing processes
are represented as resistances to exchange, much like the flow of electrons through an electrical
circuit. The model is limited~ however, because of its simplicity and especially because it
describes only a vertically diffusive component of the overall exchange process.

In essence 9the problem is that the model can be used to describe the transfer to a large stand
of trees9but cannot be used to desc1 ibe the flux at the edges because the edges are subjected to
exchange processes that are notdominated by verticaJ diffusion. The dominantexchange process
at the edges of stands of trees is likely to be a consequence of wind penetration horizontally into
the subcanopy, rather than by diffusive exchange between the treetops and the air aloft.

2~ Surface Water, Precipitation, and Dewfall:
Precipitation is recognized to be an especially variable environmental phenomenon9 In
addition, the presence of water at the surface has long been recognized as having a major
influence on air surface exchangeo For particles, for example, the presence of a liquid film on
the surface that a particle strikes causes a liquid bridge to develop1fmnly holding the particle to
the surface and preventing subsequent resuspension. Any particles that reside on a surface can
also promote condensation; they present preferred sites for the deposition of water molecules
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from the air. In this regard the presence of water on a surface promotes particle deposition, and
the presence of particles promotes the condensation of water.
For inert trace gases emanating from soil (e.g. radon; see Moses et al., 1960), it has been
observed that fluxes are greatest from moistened soil. In this instance, the presence of water
promotes emission. At the other extreme, the lack of water causes plant stress, leading to
increased emission of hydrocarbons from vegetation.
For soluble gases such as S02, it has been hypothesized that the presence of water on an
exposed surface will promote deposition (e.g. Wesely and Hicks, 1977), but it is also recognized
that S02 solubility is influenced by the pH of the liquid. Hence, it is now accepted that the
cleanliness of the water on a surface is as important as its physical presence. Indeed, some recent
data have demonstrated that wetting by rainfall causes S02 deposition to be reduced, rather than
enhanced, and that acidic particles that fall onto a surface may cause even dewfall to be
sufficiently acidic to curtail S02 deposition.
For ~' a classical viewpoint is that wetted surfaces are inefficient receptors because of
ozone's insolubility. However, recent data indicate that wetting by rainfall can promote ozone
deposition rates rather than reduce it. Once again, the matter is not simple.
3. Natural Emissions and the Products of Their Reactions:

Every continent has its ''Blue Mountains," its ''Blue Ridge," or its ''Smoky' s.'' The mountain
ranges that are referred to in this way have similarities that help explain their names each is high
enough to cause locally enhanced precipitation, yet not so high to prohibit rapid growth of trees.
The forests that flourish on them emit gaseous hydrocarbons, especially when the vegetation is
stressed.. These volatile organic compounds react with other chemicals in the atmosphere and
generate small particles by ''gas to particle conversion.'' The particles that are fo1111ed are in the
submicron size range that interferes most with optical transmission, and hence their presence
causes the haze that is characteristic of such environments. In essence, trees give off small
amounts of organic gases. Given adequate nitrogen ox.ides, ozone, water vapor, and sunlight,
these trace emissions react to fo1m particles which then tend to limit visibility.

4. Topo~iaphy;
All of the factors mentioned above can be associated with topography: water bodies are
confmed to low-lying areas where condensation also focuses; chemically-enriched water
surfaces are likely to occur at mountaintops, where cloud droplet deposition occurs most
frequently; and soil conditions and local, climate influence the distribution of plant species and
the stresses they suffer. But in addition, topography influences wind fields al!d the stratification
of the air to which the surface is exposed.
Valleys experience organized downslope winds at night, and upslope winds in daytime,
independent of the influence of flow patterns aloft. The effect of the stratification may well be
to limit air-surface exchange at night and to promote it in daytime, but such generalities are not
yet well supported by field observations.
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Coastal zones are of special interest, since they are characterized by land breezes that are
basically circulation cells in the lower atmosphere. Pollutants can be confined in these
circulations for extended periods. At present, it is not well known how to assess the likelihood
of a circulation cell in some particular geographic situation, let alone the spatial extent of such
a phenomenon should it occur.
The problem of coastal zones is further confounded by the potentially accelerated exchange
that occurs between the air and the spray zone above shallow watero In coastal areas, there is
evidence to suggest that exchange between the air and the ocean may be much more rapid than
in open ocean conditions. At present, however, the available data are inadequate to assess the
magnitude of the enhancement, let alone to pennit the processes involved to be described with
accuracy in a model of the exchange process that includes a desc1iption of local atmospheric
circulation patterns.

CONCLUSIONS
The atmosphere-surface exchange research community is confronted by a major problem-
how to desc1 ibe the areal averages ofexchange rates of trace chemical species without the benefit
of the external constraints that have proved necessary in the cases of momentum and heat
exchangeo There are three possible ways to start investigating the problem.
l o Measure over large areas and use statistics to relate the observations to sets of environ
mental causative factorso This approach is at the mercy of the assumptions made, in
advance of any field program, concerning what environmental properties are control
ing factorso As in the case of any statistical approach, the results would_be appropriate
for INTERPOLATING AMONG 'l'HE CONDIDONS COVERED BY 'IHE EXPERI
MENTS and not for extrapolating to unexplored conditions .
2. Measure over representative small areas and aggregate the results to address larger areas,
for purposes of testing model predictionso This classical approach again places great
weight on the adequacy of the selection of controlling processes by modelers. The
consequences are inevitably to reveal shortcomings.
3. Measure over small areas so as to identify controlling properties, and fo1n1ulate these
processes in sub-grid-scale models. Once developed, these sub-grid models would be
used to develop larger-area relationships for GCMs, and also to test the outputs of GCMs.
It is the third approach that most closely parallels the conventional path of scientific research.
In order to move most expeditiously down this path, it is required that experiments be conducted
in areas where the appropriate scientific questions can best be addressed, ioeowhere there is a lot
of vegetative nonunif01 r11ity, where water is plentiful and atmospheric humidities are high, and
where topography (especially mountains and coasts) can be addressedo It is proposed that the
southeast United States presents an optimal location for focusing such studieso
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Figure 1. A depiction of the scales addressed in different kinds of field measurement programs,
and in global-scale numerical models (after Stewan et al., 1989). The ''trick'' is to utilize the
limited measurement capabilities to address questions of larger time and space scale.
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trace gases (and particles) between the air and the surface at a specific location. Separate
resistances are associated with different parts of the chain of processes which link concentrations
in the air to concentrations in some sink (or source) at the surfaceo The inset shows the
modification necessary to account for the gravitational settling of particleso In this context, the
''trick'' is to learn how to adapt such simple representations of vertically-diffusive exchange to
situations where vertical diffusion is not the most important transfer mechanism.gravitational
settling of particles. In this context, the ''trick'' is to learn how to adapt such simple represen
tations of vertically-diffusive exchange to situations where vertical diffusion is not the most
important transfer mechanism.
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RECENT DEVELOPMENTS IN SATELLITE RAINFALL
MEASUREMENT USING RADAR
Carlton W. Ulbrich

INTRODUCTION
The advantages of acquiring earth science parameters from space are numerous and well
documented (Harris, 1987). Satellite remote sensing pe11nits greatly improved data coverage
over inaccessible regions such as oceans, remote land areas, etc. In addition, the data are
essentially spatially continuous and thus avoid the problems associated with inadequate sampling
inherent in many land-based data acquisition methods. Finally, the data are acquired at low cost
(compared to comparable land-based systems) and are highly amenable to computer processing.
This computer compatibility means a very significant reduction in manpower and time required
to analyze the data. ·
A very important example of an earth science parameter which can be acquired from space
is the rainfall rate. Knowledge of this meteorological parameter is essential as input to global
circulation models and is required before an understanding of the dynamics of the global .
circulation can be achieved. Variations in the global hydrological cycle must be known in
fo1mulating explanations of changes in the global circulation on all time scales from days to
decades and longer (Simpson, 1988). Indeed, James Hansen of the Goddard Institute for Space
Studies believes rainfall to be more important than temperature because of its direct impact on
people's lives (La Breque, 1989). Rainfall in the tropics and subtropics is especially important
since two-thirds of the global precipitation falls in these latitudes. A very significant part of this
precipitation is rainfall over the tropical oceans which has never been measured before. It is
believed that the vertical profile of latent heat release in these latitudes is a primary driver of
tropical circulations and is therefore a very important determinant of the structure and dynamics
of large-scale circulation features in general. Thus, in order to make significant further progress
in modeling of global change, it is imperative to measure the temporal and spatial variability of
rainfall over the tropical oceans.
The accurate measurement of rainfall presents one of the most significant scientific
challenges in meteorology, even at the surface of the earth. It is one of the most difficult to
measure and least accurate of the variables which characterize global change (La Breque, 1989).
Since rainfall is highly variable in both space and time, measurements from the existing sparse
network of rain gauges may not be representative of rainfall generally. The existing network of
ground-based weather radars offers promise of wider aerial and temporal coverage but there are
limitations due to factors such as attenuation, curvature of the earth, gaps in the network, and,
most importantly, uncertainties concerning the relationship between the rainfall rate and the
power back scattered to the radar. In addition, measurements over the ocean are especially
inadequate forresearch purposes, particularly in the tropics. Indeed, tropical rainfall remains the
least understood of all the processes that affect the global circulation of the atmosphere.
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The only space-borne instrumentation available at the present time for the measurement of
rainfall are passive radiometers in the visible, infrared and microwave bands. It is now widely
recognized that to improve our ability to measure precipitation from space it is necessary to
develop a weather radar which will operate from a satellite platfonn. This paper will give a very
brief summary of current passive radiometric methods of measuring rainfall and will review a
few of the currently proposed designs of spaceborne radars and the algorithms which they will
employ to deteunine the rainfall rate. A brief summary will be given of recent attempts to
simulate such space-borne radars using airborne platfu1ms. Finally, a description will be
presented of planned ground-truth systems which are proposed for validating the satellite

measurements.

PASSIVE RADIOMETRIC METHODS
The method which employs passive microwave radiation emitted by the earth to sense rainfall
over the oceans was first proposed by Wilheit et al. (1977). It is based on the fact that in the
microwave region of wavelengths the power emitted by a body is a hnear function of the absolute
temperature. The received microwave power is thus referred to as the "brightness temperature".

The success of the method in detecting rainfall depends heavily on its ability to distinguish
between precipitation and the background through contrasts in brightness temperature.
Since the land surface has highly variable brightness temperature which depends on its
composition, whether it is wet or dry, and other factors, passive microwave radiometric methods
are most successful over the oceanse In the latter case the surface has low emissivity which does
not vary markedly with temperature. It can therefore be considered as a constant brightness
temperature background against which the measurement of precipitation can be made.
The principal disadvantage of this method is the necessity of assuming a radiative transfer
mOO.el of the sto11n being observed in order that microwave radiometric measurements can be
interpreted. An example is shown in Figure 1 [from Wilheit et al. ( 1977)] in which it is assumed
that the precipitation consists ofraindrops distributed exponentially with respect to size up to the
height of the freezing level. Above the freezing level it is assumed that the hydrometeors are ice
spheres also distributed exponentially. Other parameters of interest are shown on the diagram.
The main features of the theoretical results deduced from such a model are shown in Figure 2 for
a wavelength of about 2 cm. Here it is apparent that the rainfall rate deduced from the brightness
temperature is very sensitive to the height of the freezing level, the value of which must be
assumed when only radiometer measurements are available. In addition, the range of rainfall
rates over which this technique is useful is limited (for this wavelength) to about 1°20 mm/hr.
This useful range shifts to lower rainfall rates as the wavelength decreases, but at shorter
wavelengths the presence of ice aloft becomes extremely important. The scattering by ice of
microwaves at this frequency in fact essentially obscures the rainfall below the freezing level.
This is show in Figure 3 for a wavelength of 3.3 mm as a function of the thickness of the ice layer
above the freezing level [Wilheit et al. (1977)]. Attempts to relate rainfall rate at the earth's
surface to brightness temperature using curves like those shown in Figure 3 have not been very

successful.
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Another feature of this method which limits its accuracy is the effect of incomplete beam
filling. The size ofthe footprint associated with typical microwave radiometers orbiting the eanh
is such that rain cells will commonly fill only a portion of the volume sampled by the radiometer.
In fact it has been shown that this is the most important contribution to the error inherent in the
method. This is shown in the top and bottom diagrams in Figure 4 taken from the works ofAustin
and Geotis (1978) and of Smith and Kidder (1978), respectively.
Several modifications of the assumed rain field model have been devised which take account
of the finite size of the rain cells in the field of view and other limitations inherent in the basic
model shown in Figure 1. An example ofsuch a model, due to Kummerow and Weinmann ( 1988)
is shown in Figure 5. Other techniques which have been devised to attempt to improve the
accuracy of the technique involve the use of dual-polarization and multiple frequencies o
Generally, the method dete11nines rainfall rates to within a factor of two of the actual rainfall
rateo With sufficient averaging of the data it may be possible to produce results with accuracy
adequate·for climatological modeling purposes, but it is clear that these requirements have not
yet been met by current radiometric systems.

RADAR METHODS
The advantages of radar over microwave radiometric methods are very clear from the
preceding discussion. Using radar to probe a sto1m does not require the assumption of a specific
model for the rain field. In fact, it should be possible in principle to d~te11nine the internal
structure of the sto1m directly. The disadvantages are that the power requirements to operate a
radar are somewhat larger than that for a passive instrument and this is difficult to accomplish
on a spaceborne platf01mo Furthet1nore, to probe the internal structure of the sto1 n1 with sufficient
spatial resolution requires wavelengths which will not be severely attenuated and this in turn
implies large antenna size to accomplish a small enough footprint to avoid the errors inherent in
incomplete beam filling.
Several designs for spacebome meteorological radar have been proposedo This section will
summarize the proposed designs of two of these systems with emphasis on the methods which
would be used to extract the desired precipitation infc,1mationo Finally, a brief summary will be
presented of the results of an experiment designed to test the efficacy of these algorithms using
an airborne dual-wavelength radar/radiometer systemo
(a) TRMM
'

NASA has developed a design for a spaceborne radar which would be placed in orbit in the
middle 1990' s. The system has been dubbed TR.MM, the Tropical Rain Measuring Mission. The
emphasis is on ''tropical'' because of the importance (as mentioned earlier) oftropical precipitation
systems in driving the global circulation system. The satellite carrying the radar and other
complementary instrumentation would be launched into an orbit of 35 degrees inclination which
would sample the tropics with sufficient frequency to reveal the diurnal cycle Such sampling
0
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is not provided by current sun-synchronous, polar-orbiting satellites. The altitude of the orbit
would be 350 km thereby insuring small footprints for the microwave instruments and adequate
spatial resolution.
In addition to the radar, the satellite platfo1111 would carry microwave radiometers (ESMR
and SSM/I), and a VIS/IR (visible/infrared) radiometer (Modified A VHRR). The primary uses
of the VIS/IR data will be to confua1 the presence of clouds and to measure their heights, for
studying the high resolution cloud structure accompanying the rain, and to act as a bridge between
TRMM estimates of rainfall and those obtained from geosynchronous satellites with high
temporal resolution.
The use of two separate microwave radiometric systems (ESMR and A VHRR) will enable
removal of ambiguities in the theoretical algorithms, either through the use of multiple
frequencies or polarizations. It will also allow additional degrees of freedom in the radiative
transfer model, thus removing some of the assumptions which are required when using only one
· measurable [Olson (1987)].
The radar for this spacecraft, although originally proposed as a dual-wavelength system,
would consist of a single wavelength device operating at a frequency of 14 GHz (wavelength of
about 2.1 cm) and with a single polarization. This choice of wavelength is clearly a compromise
between antenna size restrictions at longer wavelengths and attenuation at shorter wavelengths.
At the spacecraft altitude of 350 km, the use of this wavelength will result in a footprint diameter
of only about 5 km over a swath width of 220 km thus alleviating the errors due to incomplete
beam filling inherent in earlier passive microwave methods with ESMR where the footprint was
about 25 km in diameter.
There are many different algorithms possible with such a system for recovery of the desired
rainfall parameters. The conventional ZR method is illustrated in Figure 6 where a typical profile
of power backscattered to the radar is shown as a function of altitude above the earth's surface.
The method involves using the the range-gated backscattered power to deduce the reflectivity
factor Zand thence the rainfall rate R in each of the range gates through the use of a conventional
Z-R relation of the fo1m where a and bare constants. No1mally the constants a and b would be

Z=aR**b
..adjusted" in accordance with the geographical location and with the type of rainfall observed.
Such an approach may not be practical for a spacebome radar and in fact there are regions of the
world for which such adjustment would be impossible since the parameters are unknown. More
importantly, the use of a Z-R relation for the dete11nination of rainfall rate is useful only when
the radar wavelength is long enough (5 cm or greater) so that the radar beam does not suffer
appreciable attenuation in its passage through rainfall. For the wavelength proposed for TR.MM
the attenuation will be sufficient to case significant error in estimated rainfall rate if some means
of correcting for the attenuation is not attempted.
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An interesting feature of the profile shown in Figure 6 is the presence of a strong return from
the earth's surface as well as a backscattered power profile below the surface. The cause of the
''mirror reflection'' is shown in Figure 6 where power reflected from the surface is scattered by
the precipitation back to the surface and then reflected again back toward the radar. Meneghini
and Atlas (1986) have shown how the mirrorreflection can be used to dete1rnine simultaneously
the scattering propenies of the surface and the rainfall rate. However, the attenuation of the radar
beam even in moderate rainfall makes this method useful only in limited situations.
Several methods have been proposed for measurement of rainfall which would take
advantage of the attenuation of the radar beam in the system considered for TRMM. One of the
earliest of these was devised by Meneghini et al. ( 1983) and is referred to as the surface reference
technique (SRT). The essential idea is that the no11nalized cross section of the earth's surface is
assumed known and can be used as a reference with respect to which the attenuation of the beam
can be dete11nined. This is illustrated in Figure 7 o Since the attenuation of the beam is directly
proportional to the path averaged rainfall rate [cfo Atlas and Ulbrich (1977)], its measurement
directly dete11nines the rainfall rate. It is certainly one of the simplest of the techniques proposed
for satellite platfo1 Ins, but it requires a priori knowledge of the cross section of the surface. The
latter can be highly variable over land and even over the ocean it is dependent on wind speed as
well as changes in the character of the surface due to rain, etc.. In addition, to attain sufficient
attenuation in light rainfall it is necessary to use shorter wavelengths (approx. 1 cm or less) which
means that the system would be essentially useless in heavy rainfallo
If a second radar with longer wavelength is added to the satellite system, then in principle it
should be possible to use a dual-surface reference technique (DSRT), in which the need for
knowledge of the surface cross section is eliminated. This is strictly true only if the wavelength
dependence of the surface cross section is known or if the ratio of the two cross sections can be
dete1 Inined in rain-free regions adjacent to the sto1 In. In such cases the path-average rainfall rate
can be found from the path attenuation using a method similar to that for a single wavelength as
described above.
There are other dual-wavelength methods which can be used for such a system. These involve
measurement ofthe back scattered power in a multiplicity ofrange gates between the satellite and
the earth's surfaceo If the attenuation of the two wavelengths differsf then the clifferential
attenuation can be found between each of the range gateso This result can then be combined with
measurement of the reflectivity factor to find the rainfall rate and any other integral parameters
defined in te11ns of a two parameter drop size distribution. The method will be referred to later
in this paper as the DWT [dual-wavelength technique (cf. Ulbrich and Atlas, 1975)]. In practical
te1ms, it is usually necessary to use range intervals which are somewhat longer than the distance
between adjacent range gates. In addition, the attenuation between adjacent gates is usually low
enough that considerable noise is found in the results deduced for rainfall parameters. For these
reasons it is best to average the results found between adjacent range gates over the path from the
top of the sto1m to the earth's surface. The latter technique will be referred to later as the DWAV
technique. Nevertheless, the method holds promise for satellite platfo1ms which can carry dual
wavelength radars that are sufficiently separated in wavelength.
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Another radar method proposed for TRMM has been developed by Atlas et al. ( 1989). The
instantaneous average rainfall rate in convective stutms is estimated in this method from the
fractional area ofthe stot rn encompassed within a given thres~old rainfall rate, as shown in Figure
8. The relationship between the latter two quantities is linear with a slope which is dependent

on the threshold. The error estimated for this method is a few percent of the mean rainfall rate
for areas in excess of about 10,000 sq. km. The parameters used in these methods were
dete1 t 11ined from radar data for several locations by assuming a relationship between Zand R for
the location in question and then dete1nlining from it the relation between the fractional area
coverage and the threshold rainfall rate. Examples for three locations are shown in Figure 9. As

is seen from this figure the relationship between the average rainfall rate and the fractional aerial
coverage is very well defined. In fact, if the height of the sto11n is also measured, the accuracy

of the technique improves. Whence the name of the method, HART (height area rain threshold)
method. The great advantage of this method is that it does not require a large dynamic range for
the radar as in the case of most of the methods described earlier. The actual e11or, including bias,
is not known as yet because of the lack of adequate ground truth measurements.
One promising method that has been proposed by Lhe1 rriitte ( 1988) would employ a Doppler
radar using very short wavelength, e.g., 3.3 mm corresponding to a frequency of about 92 GHz.
The interesting feature of such a radar is that the backscattered power obeys Mie scattering rather
than Rayleigh scattering« Consequently, the Doppler spectrum of precipitation at vertical
incidence displays structure which is a reflection of that found in the backscattering cross section.
By shifting the Doppler spectrum along the velocity axis until its minima agree with that
predicted by the backscattering cross section, the vertical winds through which the precipitation
is falling can be detcrr,,jned along with the particle size spectrum. The determination of the
updraft velocity is a major problem in the calculation of the particle size distribution from the
Doppler spectrum. In fact~ very large errors in this distribution will result when e11ors in the
updraft velocity of only about 0.5 m/s occurc The technique proposed by Lhe1nlitte would be a
method of circumventing these errors without the necessity of additional measurements.
However~as recognized by Lhe1mitte, the rapid velocity of the spacecraft, the finite beamwidth,
and the severe attenuation experienced by such short wavelengths in rain, pose serious problems
to the implementation of this technique aboard satellite platf011ns.
(b) BEST

The French Centre National D'Etudes Spatiales have recently proposed a mission to measure
tropical rainfall similar to TRMM which they call BEST (Bilan Energetique du Systeme
Tropical)o The instrumentation involved is very similar to the TRMM complement, consisting
of a meteorological radar, and a multiple frequency/polarization microwave radiometer~ The
system would also have a lidar for dete11nination of wind velocities and atmospheric moisture.
The BEST system would use a longer wavelength than TRMM for the radaro This they would
accomplish by using a very large unfurlable antenna thereby keeping the radar footprint small.
An artist's concept of how the satellite might appear is shown in Figure 10, taken from Marzoug
etalo(1989).. Although originally proposed as a dual-wavelength radar, itis likely (as in TRMM)
that cost constraints will limit the system to a single wavelength radaro Certainly, the same kinds
ofalgorithms used to extract rainfall rates from the TRMM data can be used for the BEST system.
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The direct measurement of the components of the wind field will be of great value using the lidar
but the instrument will be of limited value in rainy areas where vertical winds are very important.
Should both the BEST and TRMM systems be launched in the near future, the complementarity
of the two satellite platfo11ns would provide a rich data base for investigation of the importance
of tropical systems in the global circulation.

EXPERIMENTAL TESTS
Many of the techniques proposed for deducing the rainfall data from TRMM measurements
have not yet been adequately tested in the field. There is no doubt about the advantages and
limitations of microwave radiometric techniques. Single wavelength methods have been fully
tested for many years, and multiple wavelength/polarization methods are also fully developed.
However, radar methods of the type proposed for TRMM have not been tested sufficiently. Only
one set of experiments has been conducted with radar instrumentation similar to that which will
be used on TRMM. Those experiments were conducted out of the NASA Wallops Flight Facility
aboard the NASA P3 aircraft which was equipped with a dual-wavelength radar/radiometer
system provided by the Communications Research Laboratory of Japano The two wavelengths
span the wavelength proposed for TRMM, i.e., 3.2 and 0.86 cm whereas that for TRMM will be
201 cm. The results ofthe experiments have been reported by Meneghini et al. ( 1989)0 Since there
were no adequate ground truth measurements available for this experiment, it was necessary to
use the 3.2 cm radar measurements as the base against which the other algorithms can be
comparedo This is a valid approach in all but the heaviest rainfalls because the radar path through
the rain seldom exceeded about 5 km and the X-band (3.2 cm) wavelength is not greatly
attenuated compared to the K-band (0.86 cm) wavelength.
To illustrate the effects of attenuation on the ZR method of rainfall rate measurement, the
path-average rainfall rates as detc1miaed from the two wavelengths using a Z-R relation
appropriate to each wavelength are shown in Figure 11 (a). These data are for only light rainfall
and it is clear that even in this situation the attenuation suffered by the K-band signal is much too
large to pc11nit this wavelength to be used alone in a Z-R method from a satellite platfoxm.
Each of the other methods desc1ibed in the previous section were also tested in these
experiments. The results found for the DSRT (dual- wavelength surface reference) technique are
shown in Figure 11 (b) for the same rainfall event as in Figure 10(a). The dotted curve is the same
as that shown in Figure 1 l(a) for the Z-R method at X-band, which (as mentioned earlier) is
regarded as the "truth" against which all other methods are compared. The solid curve depicts
the results found from the DSRT; they follow the X-band Z-R results quite well with only a few
instances where the DSRT results exceed the Z-R resultso
The results found from the DWT and DWAV methods for the same event as in Figure 11 are
shown in Figure 12(a)-(b), respectively. Although the agreement between the results obtained
from these methods and the Z-R results is generally favorable, there is a great deal more scatter
in the DWV and DWAV results. This was expected since the attenuation of the K-band signal
from gate to gate is small relative to the overall path attenuation.
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The results found for a case of moderate rainfall using the DSRT and SRT methods are shown
in Figure 13(a)-(b), respectively. These results areespeciallypromising since the data were taken
over land where the surface scattering characteristics are more variable than over the ocean. The
results for the two methods shown in this figure are so similar it would appear that the need for
a second wavelength is not warranted. However, there is appreciable improvement in the
cunelation coefficient and the nunnalized error resulting from the use of two wavelengths.
. As a final example, the results obtained from these experiments for a flight through heavier
rainfall are shown in Figure 14(a)-(b) the DSRT and DWAV methods. Again the results for the
two methods are quite similar, however in some portions of the flight the deviations of the data
from the X-band Z-R results is very pronounced. Because of the lack of adequate ground truth
measurements in these experiments it cannot be concluded what the sources of the deviations are
in this experiment. It is quite possible.that the deviations are due to variability in the X-band Z
R relation used in this experiment which would be impossible to detect in the existing
experimental configuration. Such variability is suggested by the fact that the DSRT and DWAV
results deviate from the Z-R results in similar ways over the entire length of the record.
Alternatively, the surface characteristics may be highly variable between the rainy and rainfree
areas thus making the surface reference techniques invalid within the present context.
Generali y speaking, the results of these experiments lend furn support for the use of SRT and
DSRT techniques on satellite platfot ros with dual-wavelength radars having a wavelength of 2.1
cm. Even in the case where only one wavelength is available, the experimental tests indicate that
the SRT method will produce results of adequate accuracy. However, it is very clear that there
remain some uncertainties in the implementation of the algorithms which only can be resolved
through further research in a variety of meteorological conditions and with an adequate ground
truth system.

GROUND TRUTH
The results presented in the previous section emphasize the importance ofconducting further
airborne simulations of the TRMM measurement system but with a fully developed ground truth
precipitation network with which the airborne and future satellite measurements can be
compared. Such ground based stations have been planned for the TRMM mission at several
locations in the belt of tropical latitudes. The complement of precipitation measurement
hardware planned for these stations would include some or all of the following devices; a dual
polarization S-band Doppler radar, a optical laser raingage, a zenith pointing UHF-VHF wind
profiler and Doppler rain gauge, a microwave attenuation link with several dual-polarized
wavelengths, and other instrumentation as it is available, such as, airborne Doppler radar,
underwater hydrophones, satellite beacons, etc. An artist's concept of some of the components
of such a ground based system is shown in Figure 15, taken from the work of Thiele (1988).
There is no adequate facility of this type currently available for such work. The lRMM
mission therefore proposes that a Primary Rainfall Test Facility be established at the Kennedy
Space Flight Center. This center is at a latitude which the TRMM will cross so it could also serve
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as a verification site for future satellite measurements. It would be seen as a test bed for
development of new techniques, especially those dealing with measurement of the vertical
structure of rainfall. The latter is particularly important in modeling the effect of latent heat
release on the global circulation of the atmosphere. The facility could become one of the most
important research centers in the world for the investigation of precipitation measurement
techniques and for cloud physics research. If it is possible to establish the facility prior to the
launch of the TRMM satellite, the facility could also be used to refine the instrumentation for use
aboard TRMM.

SUMMARY
This paper has outlined current attempts to develop rainfall measurement systems which
could be used on board satellites. The importance of the effort lies in the fact that such
measurements lie at the heart of a successful model of the global circulation of the atmosphere.
Since most ofthe e·a rth' s surface is inaccessible for the placement ofrain gauges and other surface
instrumentation forrainfall measurement, the only hope for providing the rainfall measurements
so essential for development of new, accurate and complete models of the global circulation is
through satellite platfo11ns. This mission must therefore be regarded as of the highest priority in
global change research.
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Figure 1: The infinite plane parallel model of a precipitating atmosphere used in the microwave
radiative transfer calculations of Wilheit et al. ( 1977) (After Wilheit et alo, 1977).

;

,-

I//'•

-

-"'
~

0

I

250

...
::)

/I

0

c(

a:

"'"-

/

~

w

~

/

,'II
'
I
I
,
I' I ,,,

✓

200
5km

w

z

...

/

-a:
C,

~-

~

CD

3 km

-

150

2 kma
1 km

,...r

--

~

/

/

I

II

/

d

•••"

, ,o

#

./

,'

'

,.:

',•

I

I

~•'

/

04

- ••

,/ 'I/ I
'

"c,e

I

//, I I

_,_,~ /
4 km
_,-'
,
--- /

l:

✓

I

I

,

0
D

I

a:

...

,

,'

,,

,,

0

,'

•"

•

1

0.1
'

10

100

1000

RAINFALL RATE (mm/hrt
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Figure 15: An artist's concept of some of the components composing the ---..~
. ..
Rainfall
Test Facility. Instruments shown would include an attenuation link with both horizontal and
vertical polarization, an optical rain gauge, anemometers to dett1111jnation both the vertical
and horizontal components of the wind speed, and a network of fast-response, tipping bucket
rain gaugese (Taken from Thiele, 1988)t
.&w.&

138

A CENTURY OF SOUTHEASTERN UNITED STATES CLIMATE
CHANGE OBSERVATIONS: TEMPERATURE,
PRECIPITATION, AND SEA LEVEL
George A. Maul and Kirby Hanson

INTRODUCTION
Climate variation is well known to be regional in nature. Predictions of global change in
temperature and precipitation, and for coastal states, sea level rise, have little practical value if
they are not assessed at the regional level. Fortunately for the United States there are data sets
that allow such a regional assessment. This report is a study of the almost century-long records
of air temperature and precipitation in the southeastern U.S., and of selected sea level records
from Texas to Virginia. In particular we seek to find regional evidence of global warming and
climate change from studying the data themselves, and by comparison with numerical climate
models.
First the issue of atmospheric temperature and precipitation for the southeastern U.S. is
addressed, followed by a similar study of sea level data. The mathematical techniques essentially
are those outlined by the Working Group of the Commission for Climatology of the World
Meteorological Organization (WMO, 1966) and as given in Hanson, et al. (1989); where other
methods are used the appropriate references are given in the text
~

CLIMATE VARIATIC)N IN THE SOUTHEAST u.s$

1. Re~on and Data:
The climate data used in this study are Climate Division (CD) temperature and precipitation
info1mation based on first- and second-order weather stations, as well as ''cooperative''
(volunteer) stations in the United States. These stations numbered about 6000 in 1985. The CD
data are maintained by the National Climatic Data Center of NOAA in Asheville, NoCo, which
is the national archive for meteorological data in the United States.
Individual station data have been spatially averaged with areal weighting to fo1m mean
temperature and precipitation values for 344 climatic divisions in the contiguous U .S. Because
these climatic divisions are contained within state boundaries, state averages of temperature and
precipitation have been futm~cr by spatial weighting of the climatic divisions within each state.
Similarly, states have been grouped into climatic regions, as shown in Figure 1, and, with proper
spatial weighting, means of temperature and precipitation have been fo11ned for nine climatic
regions in the contiguous U.S.
The "southeast region," the subject of this study, is composed of six states: Virginia, North
and South Carolina') Georgia, Alabama and Florida.. Seasonal and annual means of temperature
and seasonal and annual totals of precipitation have been calculated for the southeast region°
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2. Annual Avera~es and Linear Trends:

The rich history of weather observations in the Unitetj. States now provides a continuous
record of annual temperature and rainfall data for the southeast region for the 94-year period
1895-1988, as shown in the time series Figure 2. Average temperature in the n=94 years of record
is 17.17"C (62.9"F), and the average precipitation is 1267 mm/yr (49.9 in./yr); standard
deviations (STD) respectively are± 0051 °C and ±138 mm/yro
The top curve (Figure 2), temperature, suggests: there has been a minor warming from the
early 1900s to about 1930; relative warmth until the mid- to late-1950s; and a cooler regime from
that time to the present. The 94-year linear trend is -0.31 ·c per century, and the standard error
(STE) is 0.20"C per century. While the year-to-year variability is large, using Student's t-test
with n-2=92 degrees offreedom (DOF) shows that there is a statistically significant cooling trend
if the entire 94-year record is considered.
The lower curve (Figure 2), precipitation, appears to exhibit an upward trend (+92 mm/yr per
century, S'l'E+48 mm/yr per century). The overall trend is statistically significant if the entire
94-year record is considered using Student's t-test with 92 DOF. For both climatological
(temperature and precipitation) data and for sea level, a trend is considered "statistically
significant'' at the 90 percent confidence levelo
The statistics for temperature and precipitation of the southeast region are summarized in
Table 1. We note that a cooling trend in temperature is more<Dor-less a phenomenon of all seasons
but that increasing precipitation primarily occurs in spring and autumn. The standard deviation
is also seasonally dependent. For temperature, STD in winter is larger than in summer by a factor
of three, and STD in spring and in autumn is larger than summer by a factor of two. For
precipitation, the seasonal STD' s are about equal.
Statistics such as given in Table I assume that the data are independent samples., The year
! lag autocorrelation for temperature is 0.19 and for precipitation it is -0.01 These values suggest
that serial correlation is not important for error estimates in these climatological data, but, as will
be discussed in section 3ol, this is not true for sea level.
o

203 30-Year N01111als
Climatic variation is often measured in te1 ms of the statistics of 30-year ''not mals.'' The 94year data base for the southeast region allows for three such periods. We have calculated the
statistics of temperature and precipitation for three consecutive (non-overlapping) 30-year
periods, such that the year 1988 (our last year of data) is the final year of the third period. Thus,
as indicated in Table 2, the no1mal periods are: 1899-1928; 1929-1958; 1959-19880
The 30-year temperature no11nals indicate the warmest temperature, 17.45°C (63.4°F),
occurred during the middle period. The coldest no1mal, 16.84°C (62.3°F) occurred during the
most recent 30-year period. Also given in Table 2 are the standard deviation, which is near 0.4 •C,
and the standard error of the mean (STD/✓n), which is± 0.I0°C during the first period and±
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0.07°C during the latter period. We also note that the differences between temperature nor 111als
were: (1) +0.27°C from period one to two; (2) -0.34°C for the change from period one to three;
and (3) -0.61 °C for the change from period two to three. Because the latter change is at least six
times greater than the standard error of the mean, we conclude that the average temperature of
the most recent period (1959-1988) is significantly cooler than that of the middle period (19291958).
The precipitation normals (lower portion ofTable 2), indicate the lowest precipitation, 1239
mm (48.8 in.), occurred in the first period, and the . highest precipitation, 1304 mm (51.3 in.)
occurred during the most recent period. The largest change is from the frrst to the latter period,
in which the precipitation increased by 65 mm/yr (205 in./yr). Compared to the total annual
precipitation, this represents a 5 .1 percent increase in precipitation from the first to the last period
of these no1n1als. However the increase is only three times greater than the standard error of the
mean, suggesting the differences between no11nals should only be considered marginally
significant.
.

3. Interannual and Decadal Variability:
Periodogram analyses were perfo1111ed on the time-series of annual temperature and
precipitation for the southeast region (cf. Figure 2). The resulting periodograms are given in
Figure 3.
The large ''spike'' in the temperature periodogram indicates a significant portion (25 percent)
of the annual temperature variance is contained in the first hannonic of the 94-year record.. This
is a result of the low frequency temperature variation so apparent in Figure 2 and in the
temperature no1mals ofTable 2. Note, however, there is no similar low-frequency characteristic
in the annual precipitation record. As a result there is no low-frequency ''spike" in the
precipitation periodograro (Figure 3). The major agreement of the two periodograms of Figure
3 is at the 16th hannonic, or a period of about 5.9 years; that frequency contains only about 3.2
percent of the temperature variance, and about 7 percent of the precipitation varianceo
To further study this relative dissimilarity of the annual temperature and precipitation
S., we examined the partial correlation (r') of these two
anomalies for the southeastern UO
variables as a function of frequency. The resulting correlogram is shown in Figure 4. It is clear
from the negative partial correlation at 5.9 years (Figure 4) that the covariance oftemperature and
precipitation at 5.9 years (cf. Figure 3) is due to a negative relationship between them at that
period. The phase relationship between the two time series (not shown) was also calculatedoThe
phase was examined for quadrature, but no significant info11nation was gleaned; at the period of
5.9 years, the phase was 186. ,
The co11elogram ofFigure 4 indicates an asso1 txnent ofunrelated minor positive and negative
partial correlation peakso There is no strong positive or negative partial correlation at any
frequency. The sum of the 47 partial cu11elations (associated with the 47 hannonics of the 94year period) yield the total correlation (r) of only r=-0.13. The likely significance of this
co11elation is: (1) it is negative; and (2) it is smallo
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4. Global Climate Model Results for the Southeast U.S.:
Wigley and Santer ( 1990) have utilized global climate model simulations of a doubling of
CO to map the temperature and precipitation changes associated with that doubling. We have
2

used the Wigley and Santerresults to estimate the likely temperature and precipitation anomalies
in the southeast U.S. for a CO2 doublingo
Table 3 summarizes these anomalies for four different global climate models. We note that
the GFDL and GISS models produce a negative relationship between annual temperature and
precipitation anomalies in the southeast U .S. with CO2 doubling. The NCAR and OSU models
produce a positive relationship. Thus there is disagreement among the four models as to the sign
of the correlation of annual temperature and precipitation anomalies. Table 3 also shows there

is inconsistency among the four models as to the sign of the seasonal temperature/precipitation
anomalies resulting from CO2 doublingo In addition, that inconsistency changes from season to
season.
As previously discussed, the historical record of annual temperature and precipitation
anomalies for the southeast region have little relationship in the frequency domain. A logical
question for testing of global climate models is whether or not model simulations are in
agreement with prior observations.
We note that for the southeastern U .S0 seasonal temperature anomalies do not have the same
variability (cf.Table 1) and therefore do not contribute equally to annual anomalies. On the other
hand~ seasonal precipitation anomalies do have approximately equal variability, and therefore
contribute equally to annual variability. As a consequence it would seerr1 more reasonable to test
climate model projections against seasonal anomalies rather than against annual anomalies.
Although none of the models have the same sign as that observed for the seasonal temperature
trends, there is some agreement for seasonal precipitation trends., In the latter case, the NCAR
model (cf. Table 3) shows good agreement with precipitation trend observed in the southeast
region over the past 94 years.
1

SEA LEVEL VARIATIONS

1.. Covera&e and Data:
Sea level data used in this study are from the archives of the Pet manent Service for Mean Sea
Level (PSMSL)oThe PSMSL is supported by the Intergovernmental Oceanographic Commission
of UNESCO and the U .K. Natural Environment Research Councilo Since 1933, the PSMSL has
collected monthly and annual mean values of sea level from national authorities, which for the
United States is the National Ocean Service of NOAA,.
The sea level stations chosen are limited to those which have observations of the annual mean
extending over two or more lunar nodal cycles ( 18.61 years per cycle )o For those states bordering
on the Gulf of Mexico and the Atlantic up to the Virginia Capes, 9 PSMSL stations have records
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that cover at least 3 nodal cycles, and 17 have records of 2 cycles or longer. Included in this list
is the very important station at St. Georges, Be11nuda. Not every station has an annual value
every year, so that, while the stations and the dates of observations are listed in Table 4, the
number of years of data vary.
2. Linear Trends:
Linear square fits to the annual mean sea level data as a function oftime is also listed in Table
4, along with the standard error estimate, and the linear correlation coefficient. Since most of
the PSMSL data available ends in 1986, the calculations for two or three lunar nodal cycles cover
the periods 1949-1986 and 1932-1986 respectively. Although some stations (e.g. Fernandina
Beach, Florida and Cedar Keys, Florida) started before 1932, there were record gaps in the 1920s
and 1930s that precluded using them to estimate trends over three lunar nodal cycles.
The regional average linear trend in annual mean sea level over three lunar cycles is 0.293
cm/yr, with a standard deviation for the ensemble of S'I'D1.0.165 cm/yr, over 2 cycles the values
are 0.351 and STD±0.251 cm/yr. The high ''r'' and the low ''STE'' values for the individual
stations suggest that the long te1m linear trend is the dominant signal in the interannual
variability.
•

Sea level data however are serially correlated. The STE-folding serial correlation coefficient
for detrended Fernandina (not shown) is 2 years; for non-detrended sea level, the data are serially
correlated at all lags. The calculations in Table 4 assume that the year-to-year data are
independent; the actual value of "STE" is probably larger by a factor of about .../2.
The trends (Table 4) are weakly organized such that the smallest values are in Florida with
increasing values toward Texas and towards Virginia. Grand Isle, Louisiana, a station on the
Mississippi Delta, has the largest trend,> 1 cm/yr, and Cedar Keys, Florida the smallest trend,
an order of magnitude less. These records are of relative sea level, from which it is not possible
to dete11nine the fraction of change due to the ocean as distinct from the fraction due to vertical
motion of the land. It is also clear from Table 4 that the trend at an individual station depends
on the record length and/or the time period in which it was obtained.

3. A Composite Lon&-Te11n Record:
To investigate the issue of how these trends change with time, the longest single record in the
region was sought. Fernandina Beach was established in 1897, and the frrst full year ofdata was
obtained the following year. Unfortunately Fernandina did not operate from 1924-1938. The
record at Charleston, which was established in 1921 and has run constantly since, is very similar
to Fernandina. A linear least squares fit between annual mean sea level at Charleston and at
Fernandina for all coincidental years (n=51; t2±0.95; STE±l.3 cm) allowed construction of a
composite sea level record from 1898 to 1988, which, except for New York, is the longest record
on the east or Gulf coasts; it is shown in Figure 5.
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The linear trend in the composite Fernandina record of annual means (n=91) is 0.201 cm/yr,
with r=0.82, and S'I'E±0.015 cm/yr. Several statistical tests show that the trend is significantly
different from the null hypothesis of constancy of the mean at ~ 99 percent confidence, in
contradistinction with air temperature and precipitation. The Fernandina values of trend, ''r,'' and
''STE'' are in concert with those for many of the stations listed in Table 4 except that ''STE'' is
smaller due to having almost twice the record length.
A graphical demonstration of the effect of the record length on dete11nining trend is shown
in Figure 6. Trend for 19-year record lengths and for 37 years (1 and 2 lunar nodal cycles
respectively) varies considerably depending upon when the data were acquired. Even a 37-year
record centered at 1940 shows a trend that is twice as large as the 91-year overall value. Many
records, particularly outside the United States, are less than two nodal cycles long; this greatly
compromises understanding regional patterns in sea level.
The spectrum of Fernandina sea level (not illustrated) shows increasing energy with
increasing period, and is undistinguished except for a maximum at 12.5 years; there is a weak
correlation with the atmospheric variability at 5.9 years shown in Figures 3 and 4. If the lowest
frequency variability in sea level is ftltered out, there is some degree of covariance with
temperature, but r~.2.
4. <;han~e in Sea Level Trends:
Re-examination of Figures 5 and 6 suggests that the sea level trend at Fernandina prior to ca.
1931 was negative. To quantify this, a ''bootstrap'' calculation (Efron, 1982) on the tre11d before
and after 1931 was perfo1 rned. The bootstrap is a random sample-and-replace estimate of the true
trend which is repeated 1000 times to dete1111ine a histogram of trend variability. The mean and
standard deviation in linear trend for the period 1898-1931 is -0.109± 0.048 cm/yr, for the period
1931-1986 the mean trend one is +0.242±0.030 cm/yr. Assuming a Gaussian probability density
function, the value -0.109 cm/yr is significantly different from +0.242 cm/yr at ~99.9 percent
confidence.
Two other records in Florida, Key West (which starts in 1913) and Cedar Keys (1914), have
similar trends (not shown), but, because the records are shorter, STE is larger. Nevertheless, a
persistent pattern offalling sea level prior to ca. 1931 emerges. There are no indications in the
geodetic leveling data nor in the atmospheric pressure data to explain this change in trend. While
there may be some unknown low frequency forcing, the trends are inconsistent with simple
arguments of greenhouse warming.

5. Comparison with Numerical Models:
Scenarios of future sea level rise give a range of possible results for the year 2050 between
24 and 117 cm (Hoffman, et al., 1983). More recently, the Intergovernmental Panel on Climate
Change gave a range of+25 to +40 cm by 2050. A linear projection of the 91-year annual mean
Fernandina sea level record gives only a 12 cm rise by 2050, or using the post-1931 trend (Figure
6), only 15 cm.
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Model projections for future sea level summarized in Hoffman, et al. (1983) use significant

non-linearity. The linear correlation between Fernandina sea level and time is not improved by
fitting higher-order polynomials up to fifth order, nor by using exponentials. If there are non
linear effects in sea level as these models predict, they are not discernible as yet in this 91-year
record.
6. Comparison with Hydro~aphic Data:
One component ofrelative sea level change is that associated with changes in the temperature
salinity structure of the juxtaposed water (Schroeder and Stommel, 1969). From 1950 to 1987
(2 lunar nodal cycles), over 700 hydrographic stations immediately east of Abaco Island, The
Bahamas, at the approximate latitude ofMiami, have been collected. From these data, the steric
component of sea level (Af)) known as the dynamic height anomaly (Af)=J(a.-a)dp where a.
Cl0 is the specific volume anomaly from a unif011n 0° C, 35°/oo ocean, pis pressure, and Af) expressed
in units ofdynamic centimeters [dyn-cm] are 2 percent smaller than geometric centimeters). The
linear trend in dyn~c height anomaly from the hydrodata are compared with the value of0.311
cm/yr for Miami sea level shown in Table 4.
In preparing the hydrodata for trend analysis both the annual cycle and the spatial variability
were removed. As with sea level, the signal in 0-1000 db dynamic height anomaly has a large
annual variability; off Abaco Island the range is approximately 14 dyn-cm. Dynamic height
anomaly in 1° latitude by 1° longitude bins was calculated in the region bounded by 23°N-30°N
and 73 °W-79°W using over 4,000 hydrographic station and bathythe1 rnograph observations. The
areal distribution exhibited a range of 17 dyn-cm, which was removed by subtracting from
individual hydrocasts the mean dynamic height anomaly of the 1° by 1° area in which the cast is
located.
Figure 7 illustrates the dynamic height anomaly time series and the time series of monthly
mean Miami sea level. The linear regression coefficient using monthly means with at least three
hydrocasts is +0.14 dyn-cm/yr with STE-l.0.051 dyn-cm/yr, and the trend (thin line) explains
10 percent of the variance. The linear trend in monthly Miami sea level for the same 1950-1987
period after removing the mean annual cycle, is +0.27 cm/yr, STE-l.0.023 cm/yr, and 26 percent
of the variance is explained by the linear trend.
The statistical significance of these linear trends, +0.27 cm/yr for monthly Miami sea level
and +0.14 dyn-cm/yr for Abaco dynamic height anomaly, are further tested by the bootstrap
method (Efron, 1982). For Miami sea level there were n=410 monthly mean sea level departures;
for Abaco dynamic height an'omaly n=68. The bootstrap statistics using unsmoothed monthly
values, Figure 8, show that at abo\.lt 90 percent confidence, the two regressions are significantly
different.
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CONCLUSIONS

1. The recent (1959-1988) 30-yeartemperature nu1mal for the southeast U.S. is significantly
cooler (-0.6°C) than for the prior (1929-1958) 30-yearperiod, and contributes to the linear
trend of -0.31 °C per century for 1895-1987.
2. The 94-year annual temperature record for the southeast U.S. exhibits considerable low
frequency variability, whereas precipitation exhibits very little low-frequency variability.
3. In the frequency domain, the annual temperature and precipitation display small negative
covariance at a period ofnear 5.9 years, otherwise the correlation in the frequency domain
varies near zero. The total correlation is -0.13, suggesting that annual temperature and
precipitation anomalies are largely unrelated.
4. Examination of results of four global climate models in simulating temperature and
precipitation for the southeast region of the U.S. shows disagreement among the models
as to both the sign and magnitude of the temperature/precipitation anomalies associated
with a doubled CO scenario.
2

5. Annual mean sea level records for the southern United States show on average that
relative sea level is rising about 0.2-0.3 cm/yr except along the Louisiana -Texas coast
where the rise is three to five times as large.
6. Most sea level records are too short to document inter-decadal change, but several of the
longest suggest that relative sea level was falling prior to ca. 1931 followed by a rapid rise
into the 1950's, after which the rise again lessened.
7. Projections of sea level rise in model scenarios employ non-linear equations, and give
results two to five times as large as linear data-based projections. Non-linear equations
do not significantly improve the least-squares fit of a 91-year sea level record to time.
8. Relative sea level rise at Miami is twice as large as 0-1000 db dynamic height increase
off Abaco Island during 1950-1987, suggesting other dynamical or geological processes
are significant along the coast.
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Table 1

SOUTHEAST UNITED STATES TEMPERATURE SUMMARY

Average

Season

( o C)

Winter
Spring
Summer
Autumn

(DJF)
(MAM)
(JJA)
(SON)

Annual

Standard
Deviation

Trend
(°C/100yrs)

8.34
16.88
25.52
17.90

+
-+
-+
-+
-

1.57
0.81
0.51
0.84

-0.18
-0.32

17.17

+ 0.51

-0.31

-

-0.41
-0.29

SOUTHEAST UNTIED STATES PRECIPITATION SUMMARY

Average

Season

1

Standard
Deviation

(mm/)

Winter
Spring
Summer
Autumn
Annual

(DJF)
(MAM)
(JJA)
(SON)

+
+
+
+

292
305
406
263

64
66

- 58
- 68
+138
-

1267

1

2

Trend
(/lOOyrs)
+ 25
+ 55
-

32

+ 46

+ 92

Average precipitation is in units of millimeters/season
or in millimeters/year, as appropriate.
2
Trend is in units of millimeters/season/century or in
millimeters/year/century, as appropriate .

•
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Table 2
SOUTHEAST UNITED STATES TEMPERATURE 30-YEAR NORMALS

Years

1899-1928

1929-1958

1959-1988

17.45
0.41
0.09

16.84
0.40
0.07

17.18
Average Temp. (°C)
0.53
Standard Deviation
Standard Error of Mean 0.10

<-- +0.27°C -->

<-----

-0.34°C

------>

<-- -0.61°C -->

-

SOUTHEAST UNITED STATES PRECIPITATION 30-YEAR NORMALS

Years

1929-1958

1899-1928

1266
149
27

Average Pree. (mm/yr) 1239
119
Standard Deviation
22
Standard Error of Mean

1959-1988
1304
125
23

<- +27 mm/yr->

<------

+65 mm/yr ----->
<- +38 mm/yr ->

•

'
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Table 3

MODEL FORECASTS OF TEMPERATURE AND PRECIPITATION WITH CO 2 DOUBLING
ABSTRACTED FROM T.M.L. WIGLEY and B.D. SANTER

(Temperature change in °C; Precipitation change in mm/day)
GFDL

MODEL

Season
Winter (DJF)
Spring (MAM)
Summer (JJA)
Autumn (SON)

1

NCAR

3

osu

4

Temp Pree

Temp Pree

Temp Pree

Temp Pree

+3.8
+4.0
+4.7
+4.5

+3.0
+3.9
+3.4
+3.7

+2.4
+1.7
+2.6
+2.4

-0.1
+0.3
-0.5
+0.7

+3.7 0.0
+3.7 -0.3
+3.2 +0.4
+3.1 +0.5

+2.4 +0.1

+3.5 +0.1

-0.1
-0.1
-0.5
-0.4

+4.3 -0.2

Annual

GISS

2

•

-0.5
+0.1
+0.5
-0.6

+3.5 -0.1
SUMMARY STATISTICS

Seasons:
Annual:

n-=16
ns:4

r•-0.4
r-=-0.8

-!s-0.04±0.42

mm/day
P•-0.03±0.15 mm/day

-T•+3.36+0.81°C
-T•+3.43+0.78°C

GFDL Geophysical Fluids Dynamics Laboratory, NOAA
2
GISS Goddard Institute for Space Studies, NASA
3
NCAR National Center for Atmospheric Research

1

4

osu

Oregon State University
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Table 4

SOUTHERN UNITED STATES AND ENVIRONS
Linear Sea Level Trend (cm/yr) over Three Lunar Nodal Cycles
Latitude

Station Name
HAMPTON ROADS
SOUTHPORT
CHARLESTON
MAYPORT
MIAMI & HAULOVER
KEY WEST
PENSACOLA
GALVESTON
ST. GEORGES

•

36
33
32
30
25
24
30
29
32

57.0N
55.0N
47.0N
24.0N
46.0N
33.0N
24.0N
19.0N
22.0N

Years

Longitude
76
78
79
81
80
81
87
94
64

1932-1986
1933-1987
1932-1986
1932-1986
1932-1987
1932-1986
1932-1986
1932-1986
1932-1986

20.0W
2.0W
56.0W
26.0W
..

a.ow

48.0W
13.0W
48.0W
42.0W

r

n

-

Trend

-

47
27
53
54
50
49
54
48
40

0.392
0.239
0.295
0.194
0.271
0.201
0.199
0.686
0.247

0.029
0.031
0.032
0.030
0.023
0.024
0.030
0.046
0.056

£

-

0.90
0.84
0.79
0.67
0.86
0.77
0.67
0.91
0.58

Linear Sea Level Trend (cm/yr) over Two Lunar Nodal Cycles
· Station Name
HAMPTON ROADS
PORTSMOUTH
WILMINGTON
CHARLESTON
FORT PULASKI
FERNANDINA
MAYPORT
MIAMI & HAULOVER
KEY WEST
ST. PETERSBURG
CEDAR KEYS
PENSACOLA
GRAND ISLE
GALVESTON
ROCKPORT
PORT ISABEL
ST. GEORGES

Latitude

Longitude

Years

36 57.0N 76 20.0W 1949-1986
36 49.0N 76 18.0W 1949-1986
34 14.0N 77 57.0W 1949-1986
32 47.0N 79 56.0W 1949-1986
32 2.0N 80 54.0W 1949-1986
1949-1986
28.0W
81
41.0N
30
1949-1986
26.0W
81
24.0N
30
1949-1986
a.ow
80
46.0N
25
24 33.0N 81 48.0W 1949-1986
1949-1986
37.0W
82
46.0N
27
1949-1986
2.0W
83
8.0N
29
1949-1986
13.0W
87
24.0N
30
1949-1986
SB.OW
89
15.0N
29
29 19.0N 94 48.0W 1949-1986
1949-1986
3.0W
97
1.0N
28
1949-1986
13.0W
97
4.0N
26
32 22.0N 64 42.0W 1949-1986
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n

-

Trend

-

32
32
33
36
31
37
37
33
36
35
37
34
31
18
33

0.395
0.412
0.242
0.248
0.329
0.193
0.171
0.311
0.234
0.260
0.104
0.209
1.124
0.734
0.498
0.389

31

0.112

0.054
0.049
0.063
0.051
0.049
0.048
0.050
0.039
0.039
0.035
0.049
0.053
0.066
0.085
0.119
0.055
0.092

34

£

r

0.80
0.84
0.57
0.64
0.78
0.56
0.50
0.82
0.73
0.78
0.35
0.56
0.95
0.85
0.72
0.79
0.22

WEST
teOITh-WEST

[A

NO«TH

NO

CCNTIAL

CCN

W[SJ

HAMPTON ROADS
PORTSMOUTH

SOUTH

•ABACO

WILMINGTON

ISLAND
CHARLESTON
FORT PULASKI
FERNANDINA

PENSACOLA/CEDAR KEYS
ST. PETERSBURG

• KEY

WEST

Figure 1: Location map for the CD regions and the PSMSL sea level sites.

Southeast U.S. region
Top: Annual Avg. Telllperature
Bottom: Total Annual Precipitation
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Figure 2: Time series of temperature and precipitation for the southeastern United States.
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Periodogram
Southeast U.S. Region
1895 - 1988)
Solid:
nual Temperature
Dashed: Annual Preci itation
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Figure 5: Composite time series of annual mean sea level at Fernandina Beach, FL using
Charleston, SC to replace missing data; dashed line is 11-year low pass filtered sea level.
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SENSITIVITY OF SOUTHEASTERN INLAND WATER
RESOURCES TO CLIMATIC CHANGE

Barbara A. Miller

INTRODUCTION

The issue of global wanning has caused increasing public concern and has fostered intense
political and scientific debate. In current scenarios ofclimate change, increases in average global
temperature are accompanied by changes in the magnitude and distribution of key hydrologic
variables, including precipitation, evapotranspiration, and runoff. Such changes, particularly if
compounded by demographic shifts and changes in economic and agricultural activity, could
have profound impacts on regional water r~source systems. This paper provides an overview of
climate change implications for the hydrologic cycle, southeastern inland water resources, and
water resources management and planning.

CLIMATE CHANGE AND THE HYDROLOGIC CYCLE

Current estimates of equilibrium global wanning range from 1.2°C to 5.5°C for a doubling
in CO2 concentrations, or its radiative equivalent, from preindustrial levels (National Academy
ofSciences, 1987). Scientists predict that as the atmosphere wanns, its ability to hold water vapor
will increase at an approximate rate of 5 to 6 percent per °C (Rosenberg, et al., 1989). Higher air
temperatures will also increase surface evaporation. To maintain equilibrium in the moisture
budget, the precipitation rate must also increase (MacCracken and Luther, 1985).
Global average increases in precipitation are presently estimated at 7 to 15 percent and
evapotranspiration at 5 to 10 percent (Waggoner, 1990) for a doubling in CO2 concentrations.
These increases, however, are likely to be spatially and temporally nonunifo1n1. Individual areas
might experience reduced rainfall, while changes in the seasonal distribution ofprecipitation will
also vary regionally (Waggoner, 1990; Rind, 1984). Moreover, recent studies indicate that when
complex plant-climatic interactions are considered, changes in evapotranspiration can vary from
-20 to +40 percent in specific ecosystems (Martin, et al, 1989).
Predicted changes in precipitation and evaporation, coupled with likely changes in other
climatic variables such as solar radiation, cloud cover, wind, and humidity, could significantly
alter key components of the hydrologic cycle, including runoff, soil moisture, groundwater
recharge, and snowmelt patterns. Studies documenting the nonlinear relationship between
precipitation and runoff indicate that small changes in precipitation and evaporation can produce
significant changes in regional water availability (Gleick, 1986). Using climate change scenarios
to drive hydrologic watershed models, Nemec and Schaake (1982) showed that a temperature
increase of only 1°C, combined with a 10 percent decrease in precipitation, resulted in a 25
percent reduction in average annual runoff in a humid basin and a 50 percent reduction in an arid
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basin. In the Colorado River Basin, Revelle and Waggoner ( 1983) used statistical correlations
to demonstrate that a 2°C rise in temperature, even when coupled with a 10 percent increase in
average annual precipitation, could produce an 18 percent reduction in annual runoff due to
increased evaporation. More complex studies and further refinements in hydrologic analysis
procedures may alter the magnitude of these results; nonetheless, the sensitivity of runoff to
changes in meteorology remains an important consideration.
Water resource managers, however, must consider not only average annual changes, but also
must take into account issues such as regional distribution, seasonality, variability, and recur
rence frequency. Based on statistical reasoning, several investigators argue that small shifts in
mean values can imply large changes in the frequencies of extreme events such as droughts and
floods (National Academy of Sciences, 1987; Waggoner, 1990). Analysis of tropical cyclones
and their relationship to wann low-latitude oceans suggests that severe flood frequency may
increase in a greenhouse-gas enriched environment (Michaels, 1989). Preliminary analyses of
long-tenn precipitation in the Tennessee Valley indicates an increased variability in the last 50
years (Nielsen, 1989). Lins and others (1988) have noted significant changes in regional
precipitation trends during the past 30 to 40 years on a latitudinal basis. Others, however, contend
that there has been no clear evidence for an increase in temperature or precipitation variability
in recent decades and there is no clear linkage between global temperature and variability

(Rosenberg, undated).
Most General Circulation Models (GCM's) do predict distinct changes in the seasonality of
key hydrologic variables (MacCracken and Luther, 1985; Rind and Lebedeff, 1984). In the
northern and western U.S., the likelihood of earlier snowmelt resulting from warmer winters
would alter spring runoff and flooding patterns. In the southern U.S., some models project
seasonal shifts in current precipitation patterns (Smith and Tirpack, 1988). Unfortunately,
although there is some degree of confidence in global average projections, regional predictions
remain somewhat uncertain (Waggoner, 1990; Rind and Lebedeff, 1984).
To complicate the situation, water availability would be affected not only by alterations in
the hydrologic cycle, but also in the long terrn, could be impacted by related changes in land use
and the direct effects of increased CO2 levels on plant growth. Elevated CO2 concentrations can
increase photosynthesis and plant growth potential, as well as reduce plant transpiration by
increasing stomata! resistance (Waggoner, 1990). The net effect of these plant factors will vary
depending on plant type, relative changes in a range of climatic variables, and individual
ecosystems. Complex plant-climate interactions may moderate or augment predicted increases
in evapotranspiration with consequences for plant growth and development (Rosenberg, et al,
1989; Martin, et al, 1989). These effects, coupled with changes in the hydrologic cycle, could
modify vegetative patterns. Small changes in the extent ofvegetative cover can significantly alter
the water content of soil layers, thereby further influencing runoff and water availability
(Abramopoulos, et al, 1988).
Changes in the magnitude and timing of available water supplies would influence the ability
of water resource systems to meet current water demands. Balancing competitive water uses,
however, could be further compounded by climate change impacts on agriculture, natural
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ecosystems, energy consumption, industrial development, and population distributions. Shifts
in agricultural production and irrigation needs are possible consequences of higher temperatures,
modified rainfall patterns, and increased CO2 concentrations. Similarly, the distribution and
composition of forests, natural vegetation, wildlife, and aquatic ecosystems may be altered.
Demographic shifts, along with possible changes in the location of industrial and agricultural
centers, would also impact future water demand patterns (Smith and Tirpack, 1988).
It is important to recognize that these impacts represent the potential consequences of the
equilibrium double CO2 scenario. Actual changes may occur more slowly over time or be
moderated by other climatic factors. Conversely, abrupt changes or large transients are also
possible (Schneider, 1989). Changes in the hydrologic cycle may also work to the benefit or
detriment of individual regions. Nonetheless, the current balance between supply and demand
could potentially be altered in many regions. Ultimately, despite all the uncertainties, water
resource managers and planners will ne~d to address global warming implications for water
availability, water quality, water demand, and sea level rise.

SOUTHEASTERN INLAND WATER RESOURCES-CASE STUDIES
The results of three case studies conducted on southeastern inland water resources are used
to illustrate the range and nature ofpotential impacts ofclimatic change on a regional basis. These
studies also highlight climate change implications to various components of a water resource
system, including watershed hydrology, multipurpose reservoir operations, and reservoir water
quality.

1. The Upper Chattahoochee River Basin:
Climatic effects on runoff from the upper Chattahoochee River Basin, a 2700 km2 (1,000 sq.
mi.) watershed in northeastern Georgia, were investigated as part ofEPA's national assessment
ofclimate change impacts in the United States (HainsandHains, 1989; Smith and Tirpack, 1988).
This basin provides inflow into Lake Lanier, an important water supply for the city of Atlanta,
Georgia. Management implications of changes in Lake Lanier lake levels were investigated
separately by Sheer and Randall (1988).
The Sacramento hydrologic model (Burnash et al. 1973) is used to simulate basin runoff for
both steady-state and transient climate change scenarios. The steady-state scenario assumes a
doubling of atmospheric CO2 under equilibrium climatic conditions and that projected monthly
variations are repeated each year. The steady-state analysis utilizes data generated from three
GCM's: NASA's Goddard Institute for Space Studies (GISS) model, Princeton's Geophysical
Fluid Dynamics Laboratory (GFDL) model; and the Oregon State University (OSU) model. The
transient scenario, generated by a GISS model only, predicts climate changes associated with
gradual increases in CO2 from 1980 to 2059. In both cases, GCM data are used to dete11nine
precipitation and potential evapotranspiration as inputs to the hydrologic model.
'
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Steady-State Scenario Results. The three steady-state scenarios produce very different
impacts on the magnitude and distribution of runoff in the upper Chattahoochee River Basin for
the 30-year study period (1951-1980). While the GISS model results in a 14 percent increase in
average annual flow, the GFDL and OSU models produce decreases in annual flow of
approximately 26 and 18 percent, respective! y. In a comparison ofobserved vs scenario month! y
average flow, the GISS scenario tends to intensify current high and low runoff patterns. The
seasonal distribution of flow in the GFDL model also parallels current trends, but at a reduced
magnitude. In the OSU model, monthly flows are not only reduced but the wettest period is
shifted one month earlier.
Differences between the models are further illustrated in Figure 1, which shows the monthly
ratio ofscenario flow to observed flow. The GIS S model increases spring and summer flows. The
GFDL model reduces flow through most of the year except the spring, while the OSU model
reduces all but fall flows. These differences highlight uncertainties in regional predictions for the
Southeast and the significant disagreement between model results.
Transient Scenario Results. Results of the transient scenario based on the GISS-A model are
summarized in Figure 2, which shows annual ratios (five-year running averages) of transient to
baseline precipitation, pan evaporation, and flow. Precipitation and pan evaporation represent
climatic inputs, while runoff is the hydrologic output.
Precipitation ratios appear to oscillate between wet and dry periods on a 20-year cycle, with
the long tt:11n average close to one. This indicates no clear impact of climate change on
precipitation for the transient case. Conversely, pan evaporation shows a marked increase,
particularly after the frrst 30 years. This increase in pan evaporation ultimately produces a
significant decrease in runoff, particularly in the later years of the transient run.
It is interesting to note that at the end of the transient scenario, annual runoff has been
decreased by 30 percent. This contrasts with a 14 percent increase predicted by the steady-state
GISS model. Although Figures 1 and 2 *n* CO2 doubles in the steady-state case and ultimately
increases by only 65 percent in the transient case, the discrepancy in results with the same basic
model structure raises some interesting questions.
Discussion. Hains and Henry ( 1989) conclude their paper by raising the issue ofdetectability.
Despite disagreement among the GCM predictions, a general reduction in precipitation appears
plausible in the Southeast. In light of the severe drought recently experienced in this region, any
further reduction in runoff would appear serious. However, Hains finds that the climate change
scenarios are not particularly severe from a historical point of view, and dry periods as severe as
those predicted have previously occurred. The reductions in runoff predicted in this study would
primarily impact systems whose long te11n effects are measured in decades, such as forests,
swamps, and systems with long memories.
Funhe11nore, Hains and Henry ( 1989) conclude that during an actual climate change there
would be no baseline data to extend into the future for comparative purposes. It would, the refore,
be difficult to distinguish climate change effects from natural stochastic variability and multi year
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rising and falling trends. The long-te1111 persistence problem, or Hurst phenomena (Lettenmaier
and Burges, 1978), should be carefully considered in any attempt to identify hydrologic effects
of actual climate change.
2. The Tennessee Valley Authority Reservoir System:
The sensitivity of the Tennessee Valley Authority (TVA) reservoir system to climatic shifts
was also evaluated as part of the EPA climate change assessment (Smith and Tirpack, 1988;
Miller and Brock, 1988). The TV A reservoir system is a large, comprehensively managed,
multipurpose system which includes 42 major dams and reservoirs in the Tennessee River Basin
(see Figure 3). The basin covers a 106,000 km2(41,000 sq. mi.) area within seven southeastern
states. Statutory objectives of the system are to provide navigation, flood control, and power.
Maintenance of water quality, recreation, water supplies, and aquatic life are also important
multipurpose objectives. Additionally, the system provides cooling water for fossil and nuclear
power plants.
•

Reservoir behavior-lake levels and dam releases-is a function of inflow (or runoff) and
operating policy. Assuming no change in current policy or water use, a reservoir system
operations model, the Weekly Scheduling Model (WSM), was used to evaluate the impacts of
altered inflow patterns. Monthly ratios for changes in surface runoff provided by EPA were used
to adjust historical local inflows into each project for the study period ( 1951-1980). The climate
change scenarios, based on model output generated by the GISS model, represent doubled COi
equilibrium conditions. In the Southeast, GISS predicts a wetter climate; however, because of
uncertainties associated with precipitation and inconsistencies among other GCM results (Rind
and Lebedeff, 1984; Smith and Tirpack, 1988), both wetter and dryer climates were evaluated.
Wet Scenario-Reservoir System Response: The GISS scenario projects a wanner, wetter
climate for the Tennessee Valley. In the eastern Tennessee River Basin, which contains the large
storage tributary projects, average annual temperatures increased 4 C and average annual runoff
by 31 percent. Monthly variations in runoff ranged from +73 percent in March to -28 percent in
November, thereby exaggerating peak flows during the traditional spring flood season and
reducing flows during the typically dry fall.
Predicted increases in runoff resulted in higher reservoir elevations throughout the year at all
major TVA projects. At the tributary projects, summer full pools were extended, fall levels
increased, and not mal maximum levels exceeded in wet years. Exceedence ofnot mal maximum
levels would likely produce spillage from dams and increased flood potential in the Tennessee
. Valley. Low lying urban and agricultural areas would be vulnerable to significant flood damage.
Higher sustained flows would necessitate reevaluation of dam and nuclear power plant safety,
as would potential changes in the Probable Maximum Flood (PMF).
Primary benefits of the wet scenario include enhanced hydropower generation, recreation,
and water availability. Average annual hydropower generation increased by 16 percent, or 3.2
million MWh, valued at $54 million ( 1988 dollars), although the peaking flexibility ofthe system
was curtailed. Extended full summer pool levels on the tributary reservoirs would enhance
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recreational opportunities. Increased water availability would improve water supplies, assimi
lative capacity, and minimum low flows. The net effect on water quality, however, would depend
on the relative influence of increased flows versus increased nonpoint source pollution.

Dry Scenario-ResetvQir System Resp9nse: The dry scenario predicts a warmer, drier
climate for the TVA region. In the eastern basin, runoff is substantially reduced during the
traditional flood season and only modestly increased during the dry fall period, resulting in a 31
percent reduction in average annual runoff and low inflow rates throughout the year. An overall
decline in storage and water availability at major TVA projects was apparent. Tributary lake
levels were lower through the year, with median levels up to nine meters (30 feet) below base
conditions and minimum levels often below norn1al minimum pool levels during dry years. Due
to WSM constraints, mainstem resetvoirs were filled to normal operating levels and navigation
requirements met, but at the expense of severely reducing water levels at tributary projects.
Although this scenario reduced flood potential and dam safety problems, the ability of many
TVA projects to fulfill present multipurpose functions would be threatened.
The dry scenario adversely impacts power generation, water quality, recreation, and water
supplies. Average annual hydropower generation decreased 24 percent, or 4.7 million MWh,
at a replacement cost of $87 .2 million (1988 dollars). Lower operating heads also reduced
hydropower capacity. Additionally, decreased flows and elevated water temperatures could
restrict power plant operations due to environmental and safety constraints. Lower lake levels
and tailwater flows would likely deteriorate water quality. Reduced dissolved oxygen levels,
increased water temperatures, and reduced assimilative capacity would adversely affect aquatic
biota, fish, wildlife and recreational uses, as well as increase potential health hazards (Wrenn, et
al, 1988; Carriker and Nielsen, 1989; Field, et al, 1988; Neilsen, et al., 1988). Although
groundwater supply shortages would be apparent, resetvoir water supplies would be adequate,
assuming no new uses. Operational difficulties and customer dissatisfaction with taste and odor
problems, however, could increase (Clark, et al, 1986).
Impli~ati9ns fQr the ResetvQir System: Both scenarios would impact the operation of the
TVA resetvoir system. Substantial changes in resetvoir operating philosophy, as well as potential
structural changes to the system, would be required to respond to a significantly altered climate.
Flood control and safety issues would predominate under the wet scenario. Operational changes,
dam modification, and/or flood protection works could needed to create additional flood storage
capacity and address safety issues. Added turbine capacity and new means to satisfy peak power
loads would be justified. Expanded nonpoint source pollution control programs would likely be
necessary, while enhanced recreational opportunities could be used to encourage economic
development.

Drought related and competitive use issues would increase significantly under the dry
scenario. Current resetvoir operating policy would need to be reevaluated to increase storage
during wet periods and consetve water during dry periods of the year. Difficulty in satisfying
multipurpose project objectives could necessitate a reordering of TVA priorities. Alternative
sources of energy would need to replace lost hydropower potential and the11nal generation
curtailed by environmental constraints. More stringent industrial and municipal waste standards
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might be required under the reduced flow and elevated water temperature conditions. Increased
power costs, decreased recreation revenues, and increased industrial restrictions would ad
versely impact the Tennessee Valley economy.
3. Water Quality and Fish Habitat in Douglas Reservoir:
Potential effects of climate change on water quality and fish habitat in Douglas Reservoir, a
large multipurpose TVA reservoir in eastern Tennessee, were recently investigated by Chang and
Railsback (1989). The BE'I.IER model, a two dimensional water quality model originally
developed at TVA (Brown, 1986), was modified to calculate the volume of striped bass (Morone
saxatilis) habitat as a function of usable dissolved oxygen (DO) and temperature (T) (see Table
1).
BE'1·1·ER model input parameters-wind speed, solar radiation, inflow quantity, inflow
temperature, drybulb temperature, and dewpoint temperature-were adjusted by monthly ratios
of change predicted by the GISS, GFDL, and OSU GCM's. A typical hydrologic year, 1974,
served as the base year. For each GCM scenario, BE'I*l'ER model simulations predicted the total
reservoir volume of optimal, suboptimal and unacceptable (1) the11nal habitat, (2) DO habitat,
and (3) total habitat (temperature-DO combination) for striped bass. A sensitivity analysis was
also conducted to assess the relative importance of individual parameters on habitat volumes.
Lake levels were held constant (i.e., changes in inflow equal changes in outflow) in all analyses.
Chang and Railsback ( 1989) also caution that releases from Douglas Dam occur near the bottom
of the reservoir, and therefore, study results may not be completely applicable to ''natural'' lakes
with surface outlets.
Results of the Scenario Analysis: All scenarios showed considerable and sustained (two
months or longer) loss of habitat during the summer as compared to base conditions (see Figure
4). In the GISS scenario, habitat loss is most significant from mid-May to mid-June and again
from July through August due to increased temperatures, reduced wind speeds, increased solar
radiation, and increased humidity. These conditions tend to increase water temperatures and
decrease DO levels. In the later half ofJune, when inflow rates and wind speeds are substantially
-

Table 1
Characterization of Habitat for Striped Bass

Habitat

Temperature ( ° C}

Optimal
Suboptimal
or
Unacceptable

20-22
0-20 or 22-27
0-27
27
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DQ (m~/1)
and
and
and
or

>5
>2
2-5
<2

and increased humidity. These conditions tend to increase water temperatures and decrease DO
levels. In the later half ofJune, when inflow rates and wind speeds are substantially increased,there
is a brief recovery of habitable conditions. Higher wind speeds have a cooling effect through
increased evaporative cooling and enhanced vertical mixing, while increased flows shorten
reservoir residence times.
In the GFDL scenario, the most severe consequences to striped bass habitat occur in the late
summer from July to September, when dramatic declines in habitat are apparent due to DO
depletion and increased water temperatures. The most critical loss occurs in September when
virtually the entire reservoir volume becomes uninhabitable. Although thc:::rmal refuges exist in
the deep hypolimnion, this area is devoid of oxygen. These extreme conditions primarily result
from GFDL predictions of summertime increases in temperature, humidity, and solar radiation,
coupled with decreases in runoff and wind speed. These factors are conducive to the fo11nation
ofdense algal populations, extreme stratification, oxygen depletion, and elevated water tempera
tures. After September, increased flows and fall turnover foster improved habitat conditions, but
the area of optimal habitat is reduced from base conditions.
Sensitivity Analyses: Sensitivity experiments were used to examine the relative influence
ofindividual parameters on reservoir water quality based on the general direction and magnitude
of GCM projections in figure 4 All of the GCM' s predict higher air temperature in the Southeast.
In general, Chang and Railsback ( 1989) found that increased air temperatures, and hence inflow
temperatures, will lead to earlier DO depletion, earlier and enhanced summer stratification, and
overall increases in lake water temperatures, with acute increases in surface and point-of-inflow
temperatures. Specific impacts to reservoir thermal structure will depend on the relative
magnitude of other variables including solar radiation, wind speed, and humidity.
The GCM's also predict a general increase in humidity in eastern Tennessee. Higher
humidity results in elevated surface water temperatures, increased vertical stability, increased
algal biomass, and deteriorated DO conditions. The combination of higher surface temperatures
and increased humidity could produce a decrease in evaporative cooling.
The GCM's predict small changes in solar radiation in the Southeast. The GFDL, GISS, and
two ofthe OSU grid cells considered predict slight increases in solar radiation, while nearby OSU
cells predict a small decrease (three-four percent). Increased solar radiation stimulates algal
productivity and raises surface water temperatures, which could enhance stratification and DO
depletion. Habitat sensitivity to a five percent increase in solar radiation, however, was small
compared to other parameter changes.
The GCM's widely differ in their predictions for rainfall and runoff in eastern Tennessee.
Large increases in summer runoff, as predicted by GISS and OSU, were found to contribute to
overall lake warming due to the displacement of cool hypolimnetic water by wann inflow.
Increased runoff also reduced stratification, shortened residence times, and improved DO levels.
High inflow rates may also limit the extent of extreme surface warming. Conversely, under
moderatel y reduced runoff, cool hypolimnetic water was retained, poor DO conditions prevailed,
and a strong the1rr1al gradient developed. Severe, prolonged low flow conditions, such as those
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predicted by GFDL in late summer, contributed to a lowering of the thermocline which partially

offset the adverse effects of retention of cool hypolimnetic water.
Wind speed predictions for the Southeast are also highly variable, both among the GCM's
and from month-to-month within individual GCM' s. Wind speed was also found to be the most
sensitive of environmental conditions in the BE'I"l'ER model. In general, low wind speeds
aggravate adverse climate change effects on striped bass habitat by reducing vertical mixing and
aeration of deep water, by improving algal growth conditions and enhancing deep water DO
depletion, and by reducing evaporative cooling. Conversely, increased wind speeds trend to
extend striped bass habitat by encouraging mixing and reducing the the1mal gradient between
surface and bottom temperatures, by slowing the development of algal biomass, and by
preventing extreme surface warming.
,

CLIMATE CHANGE AND WATER RESOURCES PLANNING
These case studies illustrate the type and range of consequences possible in a double CC>i
environment, a condition which may not occur for some time. The key climate change issue
therefore becomes what to do in the intervening years while the magnitude, rate, and even
direction of some regional climatic changes are ill-defined and uncertain. The planning and
implementation horizon for major water resources projects is on the order of 10 to 30 years, and
operational lifetimes often exceed 50 years. Consequently, it is wiser and cost-effective to
consider the prospects of climate change than to ignore its possibility. N ear-tcr n1 response efforts
should be directed at education, assessment, and research, accompanied by the development of

long-tttm adaptation and mitigation strategies.
Education of water resource managers and planners concerning the long-te110 nature and
seriousness of the climate change issue is crucial. Water resource design is generally based on
the assumption of a stationary climate. Operational hydrologists might find it difficult to
seriously consider that climate shifts could provide conditions beyond their design and opera-

tional expectations (Changnon, 1987).
Impact assessments should include sensitivity studies as well as scenario analyses. Sensitiv
ity studies can detctmine critical thresholds for individual components of the water resource
system by evaluating the impacts of incremental change in temperature, flow, and other pertinent
meteorologic variables. Scenario analyses can be used to identify the vulnerability of the
integrated system to changes in climatic factors. Changes in seasonality, the frequency of
extreme events, and the magnitude and distribution of key hydrologic variables should be
addressed. Impacts on water demand patterns resulting from potential changes in demographics,
land use, and industrial and agricultural activity, are difficult to quantify, but important
considerations. Incorporation of complex plant, climate and land use interactions may also
provide more insightful evaluation of potential climate change impacts.
Improved regional predictions of climate change and better linkage between GCM and
watershed models will be required for reliable impact assessments. Important research areas
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include: better characterization of the hydrologic cycle in GCM's, techniques to generate
synthetic regional climate change scenarios, identification of hydrologic indices for large scale
water resources planning, and development of precursors to indicate statistically significant
variation from historical trends.
Adaptation strategies should be geared towards thedevelopmentof techniques to incorporate
climate change uncertainty into long-range planning with the aim of creating robust, flexible
water resource systems. As historical records may no longer reliably predict future trends,
hydrologic analyses procedures, such as for flood forecasting and water supply determinations,
need to account for the possibility of increased variability and more extreme events. Improved
data collection and analysis procedures can be used to increase understanding of historical
records, while monitoring current trends. As water supply variability is reduced with increased
storage and larger basins, the need for basin-wide integrated water management, supported by
flexible institutions, may increase in significance (Waggoner, 1990). Similarly, enhanced
institutional arrangements for interagency cooperation, as well as improved mediation proce
dures among water use stakeholders, may be needed to resolve competitive use conflicts .
.
Improved water conservation strategies, combined with realistic water pricing policies, will
become important in areas where dry conditions may prevail.
Mitigation strategies to control greenhouse gas emissions will likely be directed at increasing
the efficiency of energy production and consumption, improving energy conservation, reversing
defore station trends, modifying land use and agricultural practices, and developing alternative
energy sources (Lashof and Tirpack, 1989). Water resource systems will likely support these
activities in the broader sense of watershed management.
Prospects of climate change offer the opportunity to increase the resilience, efficiency and
productivity ofwater resource systems.Until regional climatic changes and resultant impacts can
be more reliably predicted, adaptation strategies should make sense regardless of the rate and
magnitude of projected change. Increased understanding of climate sensitive activities and
improved flexibility to deal with future change are the keys to addressing the global climate
change issue.
•
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IMPLICATIONS OF CLIMATE CHANGE IN THE SOUTHEAST
IMPACTS ON AGRICULTURE AND FORESTRY
Gary R. Evans

INTRODUCTION
The title of this particular discussion, "Impacts on Agriculture," should actually have two
parts. First, to discuss impacts on agriculture and forestry of increasing atmospheric concentra
tions of carbon dioxide and other trace gases. Secondly, the potential impacts of shifting
temperature and moisture regimes on the entire agricultural and forestry industry. The frrst topic
area focuses specifically on biological production as a frrst order effect of atmospheric gas
concentrations, specifically increasing carbon dioxide. The second topic area establishes that
should temperature and/or moisture regimes shift impacts cannot be evaluated solely on the
biological productivity effect. In fact, it is likely that the production sector may be the least
affected.

INCREASING ATMOSPHERIC CONCENTRATIONS
OF CARBON DIOXIDE
To discuss the potential effects of global change on agriculture and forestry in the next two
hundred years in the southeast is to provide a series of guesses. Each guess would be set off by
a caveat that the level of scientific uncertainty in general circulation n1odels is so significant that
using simulated results to forecast regional effects is an exercise in greater scientific uncertainty.
the southeast region provides even greater uncertainty since the past five decades have a decline
in mean annual temperature, quite contrary to simulated predictions.
There are obviously other ways of assessing potential impacts of changing concentrations of
atmospheric trace gases. One such method is to utilize the available literature to provide an
allegory to what could take place. This method may also be considered to be full of uncertainty,
because there are no true analogs of the past that can clearly define the future responses. This
particular allegory provides an alternative set scenarios, a portion of which may well reflect
future responses. It will be important to keep in mind, however, that much of what will be
described is the result of short te11n studies, less than 20 years, thus cannot reflect experimentally
what could happen after two centuries or more of altered atmospheric gas composition.
Obviously the purpose of this discussion is to contribute ideas and encourage thinking about
whole system responses. This discussion is a very liberal paraphrasing of a 135-page literature
review ofover 2,000 citations entitled ''Carbon Dioxide and Global Change: Earth in Transition''
by Dr. Sherwood B. Idso, published in 1989 by IBR Press.
Students of carbon dioxide and plant response are likely to be overjoyed at the thought of a
doubling or even tripling of carbon dioxide concentration in the atmosphere. Most studies
indicate that a mean increase in harvestable yield produced by a doubling of atmospheric carbon
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dioxide from 330 to 660 ppm is approximately 33 percent. In addition to enhancing vegetative
productivity, atmospheric carbon dioxide enrichments tend to reduce the amount of water
transpired by plants. Numerous experiments show the doubling atmospheric carbon dioxide
concentrations fully double the water use efficiency of nearly all plants. This is calculated by
talcing a 133 percent increase in production divided by a transpiration reducing factor of 66
percent equaling a 200 percent response in water use efficiency (the ratio ofplant photosynthesis
or dry matter production to the amount of water transpired per unit area of leaf surface). What
is interesting is the consistency of this function, even though cool season C3 plants achieve the
response differently from C4 (warm season) plants.
Thus in a world with increases atmospheric carbon dioxide, many plants will be able to live
in areas which are presently too dry for them, thus we are likely to find mesic vegetation types
migrating toward more xeric conditions. In the Southeast, therefore, we would likely see more
potential for tropical, rain fed agriculture, as well as, an increase in rainforest and tropical species
• •
compos1t1ons.
Cool season (C3) crops tend to complete more effectively with warm season (C4) weeds,
which constitute many of the most common cropping systems in the southeast. Where warm
season (C4) crops are predominant crops in rotation, however, the use of soil stabilizing cover
crops or intercropping will be of greater value, since the increases atmospheric carbon dioxide
will enable more efficient use of the available moisture.
We need not concentrate only on the direct effects of carbon dioxide on plants, but also look
at the other resources. Many of these components will be reviewed very briefly. Consider, for
example, enhanced biomass translates into significantly increased below ground biomass.
Research has shown up to five times as much below ground annual biomass production as above
ground annual production. This will obviously contribute to increased soil organic carbon. This
will increase soil cation exchange capacity as well as serve as a sink for nitrogen fertilizer.
Increased soil carbon also tends to reduce soil-borne plant pathogens. An increase in dissolved
carbon dioxide in soil water will also follow. This has been shown to increase root growth, as well
as yield. Some studies also have shown that increased nutrient absorption takes place in an
enriched carbon dioxide soil solution. Scientists are now looking for synergistic links between
enriched carbon dioxide soil solutions and VA mycorrhiza fungal activities. This will be
expressed best in nutrient deficient soils.
Improper disposal of industrial waste products, excessive use of agricultural fertilizers,
herbicides and pesticides are causing increasingly greater concern as it affects the quality of the
below ground water resources. Higher atmospheric carbon dioxide concentrations may help the
partial!y alleviate this situation. As plants respond to atmospheric carbon dioxide enrichment and
grow more vigorously and in a stressful environment, they would gradually increase the amount
of organic matter in the soil. And as soil organic material effectively absorbs and immobilizes
most water-borne chemicals, its greater presence in the soil should slow the rate at which
contaminants move downward to groundwater. Likewise, as plant roots move deeper into the soil
profile with carbon dioxide enrichment, the available time for detainment and modification can
be increased.
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Enriched atmospheric carbon dioxide appears to increase the dry matter contents of many
plants; to enhance the root to shoot ratio in several plants; to provide a highly positive response
to ge11nination and seedling establishment; in modestly accelerating entire plant life cycles;
beneficially stimulating nitrogen fixing nodulation and biological nitrogen fixation. It has been
clearly shown that the positive effects ofcarbon dioxide will increase with increasing temperatures
and the optimum temperature for photosynthesis will as a consequence, increase in carbon
dioxide enriched air. Thus, should we be faced with a shifting temperature regime in this region,
the enhanced carbon dioxide atmosphere will obviously enhance photosynthesis at the warmer
mean annual temperatures.
Some additional miscellaneous effects of enriched atmospheric carbon dioxide include:
increased efficiency of the photosynthesis process, a decrease in dark respiration, thus resulting
in increased net primary production; tendency to over-come low oxygen induced sterility;
potentially reduces above ground fungal activity thus beneficial in plant-disease relationships;
reduces stomatal apertures, and significantly enhances stock plant cultivation .
•

The most significant positive crop response of critical value to agriculture and forestry due
to the enhanced carbon dioxide concentrations are those related to reducing water stress during
low soil moisture periods; significantly enhancing tolerance to increased air temperatures,
ameliorating adverse chilling effects of acid deposition; possible increasing resistance to at least
some foraging insects; the positive influence ofa whole host ofresponses enabling plants to more
effectively utilize nutrient poor soils, through increasing soil organic carbon an increase in soil
micro flora capable of increasing the detoxifying capacity of the soil.
Considered in their totality, these many interrelated phenomena could readily double, triple
of even quadruple the first order effects of atmospheric carbon dioxide, especially when one
considers the potential for vegetation expansion over the large portions of the planet which have
extremely sparse vegetation, and the possibility for increase in oceanic production. We are
moving from a carbon starved world to a carbon fertilized world, the possibility of experiencing
something no other member of our species has ever experienced. Thus the plus-600 ppm
atmospheric carbon dioxide concentrations of the 2060s and beyond, which will enable plants
to utilize water twice as efficiently as they did in the early 1900s, may well provide the principal
hope of properly feeding the people of the world at that future time without destroying what
remains of the planent's natural ecosystems.
At this point the reader is probably ready to say ''so what!'' That one aspect of the impact of
humanity on the global environment may be beneficial does not, ofcourse, imply that all ofman's
actions must necessarily result in good, nor that even that even net effect of all of his activities
will be benign. We cannot speculate in ''data free speculation,'' but rather must continue to
understand that humanity's contribution to the greenhouse effect comes from so many basic
activities that it may be unrealistic to expect to stop the process. Therefore, we must continue to
clearly understand the nature of the issue and wisely allocate our resources to those activities that
will provide the most positive response for humanity, socially, economically, politically and
ecologically. We have entered a new era.

175

•

ADAPTIVE RESPONSES TO SHIFTING TEMPERATURE AND
MOISTURE REGIMES-HOW THE SYSTEM RESPONDS

This section will shift the focus from biological production to the much broader set of issues
related to understanding the impacts of climate change on the region's entire agricultural and
fores try enterprise. This means all sectors of agriculture and fores try, including: goods and
services, production, storage, processing, transportation, and marketing.
One could speculate, on the basis of the previous discussion that theSoutheast should expect
to gain the capacity to expand to more tropical fruits and vegetables, should the temperature
regimes shift northward, with a summer daylength that is considerably longer than that within
the tropic zone. The crops that are currently the staple of the Southeast, owing to their genetic
plasticity and ecologic amplitude should continue to be part of an even richer mixture of
commodities this region should be able to produce. The Southeast continues to have, even after
the past decade of restructuring the American agricultural enterprise, a rich mixture of large and
small scale fanning operations. This will enable even greater commodity diversity, in the future.
This section will be divided into two topic areas. This frrst is associated with the entire
response system, the second topic will be associated with population responses.
Since we must establish a set of assumptions before discussing impacts of variables that are
unknown and to which we can assign no quantifiable risk, we will assume greater interannual
variability in precipitation and temperature. This provides the largest set of regional risks for
agriculture and forestry, since there will be a myriad of climate driven stresses to which the
systems must be capable of responding. Some examples may be too much moisture at key
seasons of the year or not enough moisture at the appropriate times in the growing season.
American agriculture and more recently forestry in the Southeast have been coping with
rather wide swings in climate for almost 200 years. The plant geneticists and crop breeders have
shown over the past 30 years, just how quickly crops and commercial trees can be bred to fit
specific situations. This includes not only the crops themselves, but the entire system. Soybeans
are a good example for agriculture, loblolly pine for forestry. The soybean is a crop that has
evolved an entire industry to provide region specific hybrid seed which is still increasing in
production capability by more than three percent per year. The supply and service industry have
evolved the necessary agricultural chemicals and equipment to meet the needs, transportation
systems now move the crops to central storage and processing centers, the processing industry
from expeller to cake is evolving to higher and higher efficiencies. Much of this was a transition
from the cottonseed oil industry, again illustrating that the system is significantly resilient to cope
with change. Soybeans now may be grown from the delta mouth to the Canadian provinces, each
region fmely tuned by geneticists and breeders in a 30 year period. The capacity shows no
weakening as we move into the twenty-first century. Fertilizer, herbicide, and pesticide
applications are being more finely tuned to meet the precise requirements ofthe crop. Agriculture
and forestry clearly have the capacity to respond quickly, if necessary, to changes in the
agricultural and forestry system, all the way from new crops, and new products to new markets.
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Additionally, the Southeast is uniquely blessed with a very large number of small scale
farmers who produce an increasingly large number of boutique crops, including peaches, vidalia
onions, sweet potatoes, peanuts and a whole host of other crops. This highly diversified
agricultural system is capable of including other crops, as markets and/or climate regimes shift.
The potential for even further diversification exists. Such activities as agroforestry, with
intensive agriculture interspersed with the intensive silviculture, and silvapastoral systems
utilizing sheep, goats and cattle to manage the understory in intensive sivicultural systems, also
provide added flexibility as markets create demand for these products.
Land use in the Southeast has undergone significant change in the past 30 years, with most
of it in the past 20. Timber was beginning to change the face of this region two decades ago. The
reforestation programs of the 1950s were beginning to stabilize the critically eroding piedmont
and upper coastal plain. Intensive crop rotation systems were beginning to replace traditional
cropping systems on the bottoms and coastal plain. It is important to remember that most of the
soil surfaces on the piedmont and ridges have ages between 3.5 and 5 million years. The slowly
rising coastal plain soils are obviously much younger. The older the soil, the more highly
weathered. The oldest are weathered to their lowest energy levels of iron, aluminum and silica.
Increasing soil organic matter and careful Iy managing cropping systems will provide the base for
a responsive agriculture in the Southeast.
There are no unmanaged ecosystems in theSoutheast. Whether they are coastal wetlands,
bottoms, bottomland hardwood systems, pastureland, cropland or woodland, every system is
currently under some fo11n of management. Some systems are obviously more intensive than
other, however, this management will enable the system to respond to changes.
Some recognize the likelihood that rising sea levels may encroach on some of the lower
coastal plain agricultural lands, particularly the blackwater bottoms, pocosons, low lying organic
soils and some of the Mississippi Delta. This problem is already on the agenda due to problems
ofGulfcoast subsidence. Again, agriculture is already in the business ofdeveloping high quality
of salt marsh ecosystems. Opportunities for salt marsh mariculture are likely to evolve.
Obviously this is the type of news that has great black clouds and only a small silver lining.
Coastal urban centers and rural communities at the head of salt marshes are likely to look upon
encroachment as having the same qualities as the plague.

·

Returning to agricultural systems, the rapid response to programs fostered under soil
stabilization and commodity stabilization programs have contributed significantly to the chang
ing face of theSoutheast. Soil renewal is just beginning. Now in the face of potentially greater
interannual variability, in climate with or without long-te11n discernible trends in temperature
and moisture regimes, new demands may be placed on these systems. The fundamental
components, are in place. Fine-tuning through research and technology will be needed, however.
No portion of the system can be ignored. This has been proved even in the past decade. A
promising lamb processing industry moved into this region, capable of handling and processing
tremendous numbers of lambs. The flocks in the rolling hills of the Southeast expanded to meet
to meet the need. Unfortunately, one variable was not clearly factored in. Lamb production is
still highly seasonal, with most lambing in the spring. This meant feast or famine for the packing
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plant with a specified kill floor capacity and a need for continuous operation. The highly cyclical
response function of the industry drove the plant into closure.

Now to briefly turn the focus to a discussion of species and population responses to variability
and long term trends. Nature has the demonstrated capacity to respond to changes. As limits are
approached, there is evolution, usually on a more rapid scale. This evolution is characterized by
many small, discrete, independent trails, often appearing to be unrelated. It is obvious that nature,
long ago learned to operate counter to the typically large bureaucratic, centrally directed
approach to change we all know so well. The Southeast has demonstrated time and time again
that genetic plasticity and species ecologic amplitude are resources that have only begun to be
utilized. The genetics, breeding, and provenance testing programs for southeastern pine species
have provided a reduction in rotation time of greater than 20 percent per rotation. Thus the past
three rotations have provided a 60 percent reduction in rotation time. We have already discussed
how agriculture has responded with soybeans, sweet potatoes and other crops. The capacity to
respond to greater variability in climate, plus responding to potential shifts in temperature and
moisture regime is very broad. It must be recognized that from an ecological perspective exceeds
evapotranspiration demands by approximately 45 percent. The critical variables will be the
capacity to provide available moisture when needed by the particular crops.
Research has utilized the inherent genetic capacity of key southeastern crops to respond to
changing environmental conditions and has spread these varietal changes across many ecological
zones. Not only are these genetic improvements in production, but also response to various
photoperiods and adaptations associated with various length growing seasons. Breeding for
response to various change that may arise with shifting temperature regimes and moisture
regimes is a logical extension ofthis ongoing activity. Rice variations have often been associated,
in the tropics, with extreme sensitivity to increasing temperature during the period of anthesis.
Discussion with rice breeders and geneticists in the U.S. would indicate that much of this may
be due to current varieties being developed. With a ge1 rnplasm reserve of more than 89,000 lines
available, a rather vast job of screening for warm temperature fertility now appears to be on the
agenda.

Concern about global change issues offers opportunities for agriculture and forestry to reflect
on numerous options that may be considered environmentally beneficial, and will also provide
value toward the stabilization of the trace gas composition in the atmosphere. Fann and forestry
activities that increase energy efficiency, such as use of improved in igation systems, or reduce
energy demand, such as minimum or no-till cropping systems, contribute to the reduced demand
for fossil fuels, saving both the petroleum base and reducing the input of fossil carbon to the
atmosphere. Opportunities to shift to fann-based energy production through methane digestion
or use of alternative crop based fuels may be considered. Additionally agriculture and fores try
have the opponunity to offer a partial substitution offossil fuels with biologically derived fuels.
The contribution of crop afte1math and forest afte11nath to power cogeneration may be
considered. Utilizing high carbon crops such as sweet sorghum, sugarcane, sugarbeets and high
fructose corn, as well as wood, to produce ethanol and methanol have many options for stabilizing
rural communities as well as offsetting carbon emissions from fossil carbon sources. Use of oil
crops such as soy beans as replacements for diesel and other fuels will require more study. The
178

•

potential exists, and must be seriously evaluated, to recycle considerable atmospheric carbon
through the agriculture and fore st enterprise.

CONCLUSION
What does potential climate change mean to agriculture and forestry systems in the
southeastern U.S.? In one sentence it would appear to mean continued adaptive responses to
continually changing environmental conditions. Should there be concern? The answer is
obviously yes. The future rate of new genetic development is clearly open to debate, however,
the systems have demonstrated their capability. The opportunities to implement environmentally
beneficial activities into the agriculture and fore st systems requires a closer look and immediate
action. A biologically based fuel resource is scientifically a reality and is in need of only a small
push.
How agriculture and forestry have adapted to global change in three to five decades, or one
to two centuries, may best be answered by saying, ''Look at the potential in the face of change.
But look at it in te11ns of the entire system-physical, biological, social, and economic!''

-

'
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FOREST IN A CHANGING CLIMATE: SOME CONSIDERATIONS
P. M. Dougherty

INTRODUCTION
Several simulations have been conducted to try to predict how a change in atmospheric
carbon dioxide level and associated changes in weather elements will affect fore st resource of
the southern United States (Soloman et al., 1984; Miller et al., 1987; Graham et al., In press).
These simulations show conflicting results because they differ in: (1) the assumptions made
about how the weather will change in the future or (2) how the increase in CQi will affect forest
productivity. It is the authors opinion that further simulations of potential impacts of climate
change on forest are not warranted until better info11nation on the weather changes that are
expected to occur are available and until better data on the effects of long te1 rn exposure to
increased carbon ·d ioxide on forest functioning are available. The objective of this paper is to
explore what we do and do not know about the expected response of trees to increased carbon
dioxide and altered weather.

WHAT DO WE KNOW FOR CERTAIN
We know that carbon dioxide is increasing. We also know that almost all woody plants have
C-3 photosynthetic pathways and should respond with an increase in the potential rate of
photosynthesis. We also know that the major factors now limitit1g growth of forest in the
Southeastern United States are water, nitrogen and phosphorous. In low land areas, aeration can
also be a major limiting factor.

WHAT DO WE NOT KNOW
The list of what we don't know that makes realistic simulations of forest responses to alter
carbon dioxide environments impossible at the present time is much greater than the list of what
we know. The list of what we don't know includes:

(1) What will be the magnitude and pattern of change in air and soil temperature?
(2) What will be the magnitude and pattern of change in absolute humidity deficit
(evaporative demand)?
(3) What will be the magnitude and pattern of change in cloudiness and precipitation?
(4) What will be the future levels of other pollutants such as ozone, acid rain, UVB, etc.?
(5) How will fore st ecosystems function under elevated carbon dioxide and altered weatherpollution conditions?
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WHERE TO FROM HERE
Since we are unable to predict the magnitude and pattern of change in the climate variables
that drive fore st ecosystem responses, then what direction should we take to begin to address the
climate change issue. There are a myriad of research efforts that can be undertaken. However,
to gain a little focus, a few general approaches that should be considered include:
(1) No research-just monitor to document if changes in environmental
conditions and forest functioning are occurring.

(2) Begin to evaluate the long term effects of increased carbon dioxide.
(3) Begin to evaluate the effects of changes in the weather elements that if they did
change would likely have the greatest influence on existing forest.
(4) Upgrade our understanding of the basic functioning of our fore st with respect to carbon
dioxide and climate.

In this paper we will examine some of the concerns in approaches 2 and 3.
Approach 2: Begin To Evaluate the Long Term Effects of Increased Carbon Dioxide

It has been established through short te1n1 studies that increased carbon dioxide should
increase net carbon fixation offorest species with the C-3 photosynthetic pathway. These studies
are not reflective of what might happen under multi-year exposures to high carbon dioxide where
other environmental factors may influence the actual rate of net carbon fixation. Also, there is
much uncertainty about how trees would use the additional photosynthate if an increase in the
potential rate of fixation of carbon dioxide does occur. Whether it would be allocated to stem
growth, below ground growth, foliage growth or protection is unknown. Allocation will likely
depend on the extent of changes in other environmental factors that control plant phenology and
growing sink strengths. The major uncertainties of the effects that elevated carbon dioxide will
have (is having?) include:
•

(1)

To what extent will feedback inhibition reduce potential net carbon
fixation?

(2)

To what extent will stomata! conductance change under elevated
carbon dioxide and to what extent will it limit net carbon fixation?

(3)

To what extent will foliage biomass amount and duration change?

(4)

How will carbon allocation patterns change?

It should be obvious from the above discussion that we do not have a basis for even predicting
the effects of elevated carbon dioxide on our forest resources much less estimating what will
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occur when CO2 increases in concert with other environmental changes. Accounting for the
impact of elevated carbon dioxide on tree growth is not just important to dete11nine how it will
affect forest productivity. If we expect to use monitored.tree growth trends to determine if air
pollutants are causing tree growth decline, we must first be able to adjust for the influence of
elevated carbon dioxide on growth.
-

Approach 3: Begin to Evaluate the Effects of Changes in the Climatic Elements That
Would Likely Have the Greatest Impact on Forest Health and Productivity.
In the south and southeastern regions of the United States, there are three categories of
changes that, if they occur, would have major impacts on forest health and productivity:
(1)

those changes that will alter plant water relations

(2)

those changes that will alter nitrogen and phosphorous availability, and

(3)

those changes that will alter soil drainage (aeration).

The reason these three categories are of major importance is because they are currently the
factors that are limiting tree growth in the southern United States. In this paper we will only
discuss one and two above. However, category three changes will be very important to
understand if we want to be able to predict how bottomland fore st types will be expected to
respond to climate and carbon dioxide changes.

PLANT WATER BALANCE
The most important climatic elements that drive plant water balance are solar radiation,
precipitation, temperature and absolute humidity deficit. The effects ofchanges in these elements
can be viewed by how they will be expected to alterplant growth. Plant growth rate can be thought
of in a general way as follows:

-

Growth Rate= fen {Substrate Supply and Turgor Pressure)
This general fo1mula implies that during the growing season two components: a supply of
photosynthate and turgor pressure, are needed for expansive growth to occur. If the key climatic
elements listed above stay the same or shift to more optimum levels photosynthate production
should increase due to the ''carbon dioxide fertilization effect." However, if these climatic
element shifts toward less optimum conditions (increased summer temperature, decreased
summer precipitation and higher evaporative demands) it is likely that photosynthate supply for
growth could decrease even with an increase in carbon dioxide. This is because droughty
conditions tend to promote: stomata! closure, reduced foliage development and duration, and
cause feedback inhibition ofthe photosynthetic process due to reduced translocation capacity and
reduced growth sinks. How stomata! functioning, foliage dynamics and photosynthesis
feedback responses to drought will be altered under long te11n elevated carbon dioxide regimes
is unknown.
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The effect a shift in climate will have on the turgor pressure component ofthe growth equation
will depend on the extent both moisture supply and evaporative demand are altered. If
temperature increases without a corresponding rise in absolute humidity, evaporative demand
will increase. The role of evaporative demand and water supply in controlling basal area growth
rates of loblolly pine is clearly illustrated in Figure 1. At low evaporative demands, growth can
proceed at a rapid rate over a wide range ofavailable soil moisture and growth does not cease until
the percent available water approaches about 18 percent of the maximum available water. Under
high evaporative demand conditions, growth at field capacity is only about 34 percent of that
expected on low demand days. Further, growth rates begin to drop even with small decrease in
available soil water and growth goes to zero at about 32 percent available water. From Moehring
and Ralston ' s ( 1967) work, it is clear that to be able to model the effects of changes in climate
on tree growth that both the expected change in moisture supply and moisture demand must be
considered. Of course, how the relationships found by Moehring and Ralston will change under
elevated carbon dioxide must also be considered.
To summarize, there are two key questions that must be addressed to begin to understand how
altered climate and carbon dioxide will affect tree growth.
(1)

How will future altered climate and elevated carbon dioxide affect net carbon
fixation through changes in (a) stomatal functioning, (b) feedback inhibition,
(c) altered foliage dynamics and/or (d) alter respiration rates?

(2)

How will the future altered climate affect the turgor pressure needed for
expansive growth to occur?

Both of these questions suggest that multi-factor experiments that consider carbon dioxide
concentration, water supply, evaporative demand, and temperature will be needed to answer
these questions.

PLANT NUTRITION
Under approach three, evaluating the climate changes that would likely cause the greatest
impact on existing forest, the second major category of concern, was those climate changes that
would affect nitrogen (N) and phosphorous (P) availability. Both elements commonly limit tree
growth throughout the southern United States. The availability of both N and Pis closely linked
to organic matter turnover although mineral forms of P are available in most soils. For stands
with closed canopies, the extent altered climate and elevated carbon dioxide will affect the
•

availability of N and P will depend on:

(1)

How the amount of litterfall and root production is altered.

(2)

How substrate quality of the deposited organic matter is altered.
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(3)

How favorable the temperature and moisture regimes are for
decomposition, mineralization, etc.

(4)

How internal transfer efficiency of N and P are altered.

The effects of moisture and temperature regimes on carbon dioxide evolution has been
studied for several types of organic matter substrate. If a more droughty environment develops
decomposition rates will likely decrease on well drained soils. However, if both moisture and
temperature increase, decomposition should increase if substrate quality of the organic matter is
not decreased. Tiark's (1989) recent work suggests that if site quality decreases that substrate
quality is also likely to decrease. The impact of increased carbon dioxide and alter climatic on
substrate quality is an important question to address.
Also, before models to predict available N and P levels can be developed the impacts of
climate and elevated carbon dioxide on the amount of litterfall and fine root production and
turnover must be dete1nlined. In summary, the key questions relating to how climate change and
elevated carbon dioxide may affect tree nutrition are:
(1)

To what extent will organic substrate quantity and quality change (above ground
and below ground)?

(2)

What will be the impact of altered climate and elevated carbon dioxide on decompo
sition, mineralization, etc.

(3)

What will the impact on internal transfer efficiency of N and P be?

(4)

What will the change in N and P demand under elevated carbon dioxide conditions be?

CONCLUSION
Carbon dioxide is increasing and will likely continue to increase unless measures to reduce
CO2 emissions are implemented. However, there is much uncertainty about the extent that the
associated climatic elements such as temperature, rainfall, absolute humidity and solar radiation
will change. Thus, it is difficult to design specific experiments to evaluate the expected impacts
of elevated carbon dioxide under altered climatic conditions on forest health and functioning.
I believe the best approach, when so much uncertainty exists, is to implement all four of the
approaches listed below:
Approach
(1)

No research,-just monitor to document if changes in environmental
conditions and forest functioning are occurring.
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(2)

Begin to evaluate the long term effects of increased carbon dioxide
because we know it is increasing.

(3)

Begin to evaluate the effects of changes in the weather elements that if they did
change would likely have the greatest influence on existing forest.

(4)

Upgrade our understanding of the basic functioning of our forest
with respect to carbon dioxide and climate.

The minimum expectation from these four approaches should be that they will provide a body
ofinformation suitable for estimating the impacts ofelevated carbon dioxide and climate changes
on:
(1)

how productivity of the major forest types will change,

(2)

how regional fluxes in carbon dioxide and water vapor from the
major forest types will change, and

(3)

how water yields from our major forest types will change.

To obtain this infc.,rr11ation will require that research be done at the tree, stand and regional
level.
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Figure 1. ''Relationship of Basal Area Growth Rate To Soil Water Content and Water
Use Rates for Loblolly Pine," Redrawn from Moehring and Ralston, Soil Sci. Soc. Amer. 31,

187

PROJECTED CLIMATE CHANGE AND THE FUTURE OF A
SOUTH TEMPERA TE ESTUARY
Robert J. Livingston

INTRODUCTION
There has been a standing joke among ecologists that, as a profession, we suffer from
"physics envy" of those who analyze processes that are described by relatively straight-forward
(e.g. linear) relationships governed by basic physical rules and laws. As an ecologist who has
been trying to make some sense of the models and projections of the world's climatological
changes by various physical scientists, I would have to say that "physics envy" is dead issue since
the physical sciences appear to be as uncertain as the ecological ones concerning what is going
to happen in the very near future.

For the past 20 years, my research group has been collecting descriptive data and running field
and laboratory experiments in a series ofeight river-estuarine systems. We are now in the process
of analyzing, modeling, and publishing this unique data set. One of the frrst applications of the
data base to real world problems was the application ofthe GISS, GFDL, OSU models to potential
changes in the flow rates ofthe Apalachicola River system into the associated bay. The following
will represent some of the results of a series ofanalyses based on the reaction of the Apalachicola
estuary to projected changes in precipitation/river flow, temperature, and sea level.

OVERVIEW OF THE APALACHICOLA BAY SYSTEM

The Apalachicola Bay system (Figure 1), as part ofa river-dominated coastal region, is highly
productive (Livingston, 1983, 1984) and ranks among the most highly productive systems in the
world. The upper drainage system, for med by the Chattahoochee and Flint Rivers in Georgia and
Alabama, provides most of the fresh water for the Apalachicola River which, in turn, provides
most of the fresh water for the bay. The Apalachicola estuary is divided into five major sub
systems: East Bay, Apalachicola Bay, St Vincent Sound, St. George Sound, and Alligator
Harbor. A high percentage of the fisheries in the big bend area of the Aorida Gulf coast depends
on the Apalachicola system either directly or indirectly. Currently, the Apalachicola system is
on e of the least polluted big-river estuaries in the country. Over 90 percent of Aorida' s oysters
(10% nationally) come from the Apalachicola estuary which is also a major nursery for penaeid
shrimp (Penaeus. ssp) and blue crabs (Callinectes sapidus). A variety of finfishes such as
anchovies (Anchoa spp.) spot (Leiostomus xanthurus), Atlantic croaker (Micropog onias undulatus)
and sand seatrout (Cynoscion arenarius) also depend on the nutrient-rich fresh water that moves
into the bay system.
The Apalachicola estuary is a shallow system averaging about two min depth. The East Bay
area is affected both by Apalachicola River Aow (delta) and overland runoff from the Tates Hell
Swamp. The primary river flow affects the salinity of the bay strongly. The barrier island string
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(Dog Island, St. George Island, St. Vincent Island) is an important part of the estuary in that the
nutrient-rich water is held for a relatively long period in the lagoonal area. Based on various
studies that show a connection between the river and the bay, large portions of the freshwater
wetlands have been purchased by the state ofFlorida. These wetlands are the source of the many
of the nutrients that make the bay so productive. The entire system is based on a series ofintricate
inter-relationships that cannot be described using average data. Trophic organization, for
example, has been carefully studied and is indicative of a well-timed series of energy inputs that
are, in part, regulated by meteorological events. Freshwater runoff, in its many fo11ns, is the main
engine of the estuarine productivity of this system. Any change in such a state variable will have
important repercussions in the trophic response, hence the productivity, of the estuary.

CHANGES IN PRECIPITATION AND RIVER FLOW
Freshwater flow is one of the chief sources of the productivity of the Apalachicola estuary.
We are currently analyzing how the seasonal and interannual cycles of the river are associated
with the estuarine productivity. Most of the watershed of the tri-river system is located in
Georgia. Livingston ( 1984) showed that the major peak of the Apalachicola River occurs in the
late winter and early spring months. Georgia has equal high rainfall peaks in the summer and the
winter whereas the main Florida peak is in the summer. The river peak flows in concert with the
winter peak rather than the summer peak, presumably because the evaporation/transpiration rates
along the tri-river wetlands are lower in winter than in the summer. Interannual variability is
another important variable in the changes of Apalachicola River flow. Over the period of
intensive study of the Apalachicola estuary, the river flow changed considerably from year to
year (Figure 2). The period from 1973 through 1975 was characterized by relatively high flow.
Peak flows occurred during 1973 which was then followed by a reduction in flow in 1974 and
anotherpeakin 1975. Therewasamajordroughtduringtheperiodfrom 1981 through 1982. The
reduced river flow at this time was due primarily to lowered river flows during the winter and
spring months. These changes in river flow could be associated with alterations in certain
important estuarine factors.
Salinity:

Salinity is a master ecological variable of the Apalachicola Bay system (Livingston, 1984).
Many of the various biological associations are dete11nined by the range and variation of salinity
changes in the bay. Predator-prey relationships, species associations, and the growth and well
being of various commercially important populations such as oysters are dependent on the
salinity regime ofthe bay (Livingston, unpublished data). The details ofsuch salinity interactions
are currently being evaluated using an 18-year data base taken by R.J. Livingston and a group
of associated investigators. However, the relationship of the river and salinity conditions in
major portions of the estuary (Figure 3) indicates long-te1m changes in salinity of the East Bay
and Apalachicola Bay systems are closely associated with Apalachicola River flow (r2 = 0.49).
The relationship of possible future changes of river flow to salinity responses of the bay has
been discussed by Livingston ( 1990).
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Nutrients and organic matter:
Various studies have shown that the Apalachicola River is a source of organic carbon and
various nutrients for the associated estuary. We have analyzed the changes in the amounts of
fresh water coming into the estuary using flow rates given by the GFDL, GISS, and OSU models.
According to the GFDL model, there will be areduction in river flow that would be approximate
24 percent over the next 100 years. The GISS model estimates somewhat less of a decrease and
the OSU model indicates a reduction somewhere in between. Such reductions ofriver flow also
would result in reduced nutrients and detritus delivered to the bay.
Biolo~ical response of the bay to reduced river flow:

The response of the biological system to such reductions would be complex because of the
very different life history characteristics of the various species that utilize the estuary as a nursery
and food source. .The combination of increased salinity and reduced nutrients would cause
changes in the system that would, in general, be translated in reduced fisheries productivity.
Previous analyses of drought periods indicate that the reduction in various invertebrates and
fishes would be complex and not straightforward. Shrimp certain finfishes would be favored by
such conditions. We are currently working with the longterm data base to dete11nine the
responses of hundreds of species to the changes projected by the models. Preliminary reviews
of the existing data indicate that the response of the estuary to reduced river flow rates would be
complex due to changes in predator/prey relationships.

PROJECTED CHANGES IN TEMPERATURE

Projections of the GISS and GFDL models indicated that there would be a gradual increase
of temperature of about 3-5 °c in the Apalachicola region. During certain periods, the summer
peaks could go considerably higher, depending on different variables. Currently, the summer
high temperatures range from 30-32 °C. A review of temperature tolerances indicated that such
temperatures are close to the critical high levels of various estuarine species. Even now, there
is evidence that during summer high temperatures, some species are forced out of the estuary.
Between 30 and 33 °c , some animals will drop out. According to laboratory estimates of high
temperature tolerances, if the bay temperatures reach 35 °c, many species would be forced to
leave. Many of the important commercial species such as blue crabs and finfishes would no
longer be able to utilize the estuarine habitat iftemperature were to exceed 30 °C. Such response
is dependent on certain assumptions. For instance, these projections are based on no adaptation
of the estuarine populations to higher temperatures over the period of increase. The relatively
rapid changes in temperature would tend to preclude any real adaptation although this factor
really cannot be predicted with any certainty. In any case, because of the naturally high water
temperatures in the estuaries of the northern Gulf of Mexico, during the summer periods, there
is a good possibility that there would be some changes in the nursery capacity of such systems
during this season of the year. It is possible that reduced winter temperatures also could lead to
changes in various populations that live in the estuary at this season of the year.
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SEA LEVEL CHANGES

According to Dr. Richard Park of Butler University, there are various possible sea level
changes that could occur in the Apalachicola region over the next 100 or so years. He has given
a current rate of increase of about 1.2 mm per year. Projected increases range from 0.5 to 2.0 m
over the next 100 or so years. Dr. Parks then gave projected changes in the wetlands systems of
the Apalachicola estuary. Many of the freshwater and estuarine marshes and swamps would be
gone under even the least of the projected increases. There would be changes in the basic
productivity of the estuary with both qualitative and quantitative alterations in phytoplankton and
the detrital-based food webs. At the 0.5 m rate of increase, the freshwater wetlands would be
reduced. However, once again, due to the variety of species-specific responses to such
conditions, the exact response of the system to altered sources ofproductivity would be difficult
to project with any certainty. Due to increases in salinity and the clarity ofthe water as freshwater
flow decreased, the seagrass populations probably would increase. This would result in
increases in the associated sea grass food webs. We will continue to analyze the responses of the
various estuarine populations to changes in state variables over the 18 year period ofobservation
and study.

CONCLUSIONS

The preliminary results of some ofour modelling efforts indicate that the biological response
of the estuary to long-te1n1 changes in freshwater flow is highly complex. This is to be expected
since each of the thousands of species in the bay system has a different relationship to the various
factors that control its specific population pattern through time. Making projections based on
models of freshwater flow, temperature, and sea level changes could be very risky since
biological systems tend to adapt through time to these type of variables. The global models will
have relative} y little application if they cannot relate to the regional ecological conditions that are
often highly variable from area to area. In many ways, you cannot study one system and
differentiate the effects ofcontrolling to eventually be able to predict future responses ofthe biota
to long-te1111 changes in state variables.
Another problem facing us is the long history of state and federal funding agencies which
have actively discouraged long-te11n research. This problem is exacerbated by the academic
atmosphere of publish or perish where quantity of publications is the most important part of the
evaluation process. We have been working on a series of 8 river-estuarine systems. Some of the
problems have taken a continuous 14 year data base to answer. This is not a quick publication.
In addition, the relatively clickish atmosphere of todays ecological research world has produced
Ii ttle in the way ofcreative approaches to evaluating how ecosystems work. Another contributing
fac tor to the general lack of information that is of adequate scale in space and time to answer
ecosystem level questions is the almost religious adherence of cenain segments of the research
community to favorite models. It has come a point where model results are considered more
reliable than actual field data. Few such models are field-verified. Infact, very little of the field
experimental work is verified with duplicate or long-term experimental series. In many
instances, just enough data is taken to fulfill a pet preconception. None ofthis is helpful in solving
'
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the important problems that are facing us today. In many ways, there has been a general failure
on the part of the research community to address non-trival issues. This condition will persist
as long as the funding agencies and many of the scientific journals are dominated by ideology
instead of an open-minded approach to the evaluation of environmental research proposals and
papers.
It is very entertaining to debate global issues such as the Greenhouse Effect and changes in
sea level. In many instances, however, while we are mesmerized by the forest, we cannot see the
trees that are being wiped out by local actions. In Florida, for example, municipalization and
agricultural interests have all but destroyed many of the most unique ecosystems in the Northern
Hemisphere. The Florida Everglades, the living reefs off the Florida Keys, and many ofour major
rivers have been unalterably changed in the brief period of 30-50 years. In many instances, a sea
level rise would be a welcome relief in an environmental sense. The issue transcends the
scientific questions and involves a political power structure and a ruling economic regime that
has nothing to do .with long-tenn environmental goals and the preservation of unique and
important ecosystems. Despite all the press hype, the destruction goes on followed by expensive
restoration projects that, in many cases, are not really designed to bring back the original system.
For years, environmental scientists have been asked to solve multimillion dollar questions
with pennies for the needed research. It should be said honestly that as long as this situation
persists, we will not have the answers and the destruction will go on. There will have to be some
major changes in the entire process of how money is allocated for environmental research and
the scope and design of such research if this situation is to be reversed.

'
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Figure 1. The Apalachicola Bay System.
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Figure 2. Annual Apalachicola River flows categorized by season (December- February;
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REGIONAL RESOURCE MANAGEMENT AND INDUSTRY
Lawrence M. Reisinger

INTRODUCTION
Global warming may be the greatest environmental problem humans have ever faced. The
magnitude of the problem is greater than that of any other environmental concern, past or present,
as it has the potential to affect all face ts of life on earth. Literally everyone on the planet has a
stake in the results of this giant global experiment we are perfo11ning on ourselves. However,
uncertainty about the accuracy of present model predictions, particularly from a regional (106
km2) perspective, has resulted in a regional and national policy of "let's wait and see." Decision
makers clamor for more specifics while scientists, of necessity, couch their forecasts in
generalities. On the national level, an analogy can be made between our present position on the
policy and science of global climate change and a similar position on acid rain a decade ago.
Prematurely, researchers were asked to explain the cause-effect relationships between pollutant
emissions and acid rain impacts. Only after realizing the depth and complexity of the problem
did it become apparent that a more fundamental understanding of the processes of acid rain was
needed frrst. Such is the current situation on the even more urgent and complex issue of global
•
wru-1111ng.
A principal reason for our uncertainty on the global climate change issue is a lack of
knowledge about certain fundamental processes involving oceans (Schneider, 1989) and clouds
(Ramanthan et al., 1989) and their impact on the annosphere's heat balance. Until these
fundamental processes are better understood, much of what is said about the regional impact of
climate change will be conjecture. Increased computing power and more sophisticated GCMs
based on a greater knowledge of the effects of oceans and clouds will eventually provide the
necessary regional resolution. Unfortunately, present estimates are that this may take 10 to 20
years (Hileman, 1989 quoting NASA's James E. Hansen). Despite this uncertainty, the
magnitude of effects likely to accompany some of the more plausible scenarios of regional
climate change make an evaluation of the implications of these effects of interest.
In analyzing the effects of climate change on the resources of the southeastern United States,
it is helpful to compartmentalize the resources into threemajor categories: land, water, and air.
Land resources can be segregated further into flora and fauna. Additionally, from a resource
management perspective, the flora can be viewed as consisting offores ts and agricultural lands.
To a large extent, other papers in this conference have focused on the effects of climate change
on land and water resources. The analysis here will elaborate more on the industrial
consequences of these changes in resources. Because of the author's background, particular
emphasis will be placed on the atmospheric consequences of regional climate change. The role
ofbusiness in contributing to the resolution of quality of life issues such as global climate change
also are discussed.

197

ATMOSPHERIC CONSEQUENCES OF REGIONAL CLIMATE CHANGE
Climate change and the air resources of the southeastern United States are evaluated from the
perspective of both physics and chemistry. From a physics perspective, variations in the state
parameters [temperature, moisture, density, and pressure (and thus, wind velocity)] are of
primary importance because of the inherent relationship between these parameters and climate
change. For instance, substantial changes in temperature and rainfall may be two of the more
obvious results of global warming that significantly change the regional environment of the
future. Regional changes in the chemistry of the atmosphere are also likely to be substantial in
the climate of the future. Both natural and manmade emissions and the photochemistry of the
atmosphere may change as the regional climate evolves. A consideration of these and other
factors and their implications for the southeastern United States are discussed.

ATMOSPHERIC PHYSICS (METEOROLOGY)
Global climate change may create fundamental modifications in the synoptic scale weather
patterns influencing the southeastern United States. Frequency of frontal passage, rainfall
patterns, cloud cover, and temperature patterns may be affected by climate change.
Using conventional thinking, the upper air pattern (the jet stream) is likely to shift poleward
with global warming. If this occurs, it could have a profound impact on the region's weather,
particularly in the wintertime. Anyone living through the winter of 1989-90 in the Southeast
United States can attest to how variable winter weather can be. A comparison oftemperature data
for this past December and January for Nashville, Tennessee presents a timely example of how
important the position of the jet stream can be for regional winter weather here in the Southeast
United States. Table 1 presents Nashville temperature statistics for this past winter and for the
historical period 1941-1970.

•

Table 1
Temperature Statistics for Nashville, Tennessee
Mean Daily Temperature
(in de~es Fahrenheit)

Number of Days with
Hi~h/Low Temperature <32

High

Low

High

Low

24
17
8
23

December
1989
Historical

26

20

50

31

12
1

January
1990
Historical

55
48

39

0

29

7

198

,

•

The data in Table 1 illustrate an unusual event-the January, 1990 mean daily temperatures,
both daily highs and lows, were about twice the values of December, 1989. Comparing
temperature statistics for this past December and January with historical data (also presented in
Table 1) results in the conclusion that this was a decidedly atypical winter. For example, the
extreme lows of December, 1989 best resemble the temperature regime of a colder than no11nal
January. In contrast, January, 1990 temperatures were anomalously warmer than usual and are
most representative of typical November temperatures (not shown). As might be expected, the
number of days with high or low temperatures below freezing followed a similar pattern to the
mean temperature data (see Table 1). For example, there were 12 days with daily highs below
32 degrees in December but none in January.
What upper air patterns accompanied these distinctly different temperature regimes? To
answer this question, Figure 1 contrasts the historical position of the January jet stream with the
mean jet stream positions for the months of December, 1989 and January, 1990. (The position
of the center of the jet stream was defined by the location of the 5,580 m height at 500 mb.) The
mean position of the December, 1989 jet stream over the eastern United States was located
slightly south of the historical January jet stream and the amplitude of the jet was much greater
than no11nal, a result that helps explain why December was so cold. Conversely, the mean
January, 1990 jet stream was of lower amplitude and displaced nearly five degrees (about 300
statute miles) farther north of its position of the month before and resulting temperatures were
decidedly warmer for all ofthe Southeast United States (see again Table 1). These results indicate
that relatively small changes in the position ofthe jet stream and/or substantial changes in the jet's
amplitude can lead to major modifications in wintertime temperatures.
Depending on the extent of the jet stream's poleward migration, the frequency of frontal
passages and the proximity of associated low pressure systems also may decrease resulting in
less frequent frontal rainfall events. Under this scenario, tropical air would dominate resulting
in milder winter temperatures and, quite possibly, more rainfall. Quite possibly, the winter
weather of southern Texas and the Gulf Coast would move much farther inland under this
scenario. While winter frontal passages might be reduced under this scenario, the severity of
frontal weather might increase. More frequent wintertime severe weather may be one outcome
of such a change including more thundersto1ms and tornadoes.
ff the wintertime jet stream is displaced poleward then it is possible also that the length of the
two transitional seasons, fall and spring, may be extended. It seems more likely, however, that
fall and spring weather will increasingly encroach upon what has been thought of as the
traditional southern winter months of December, January, and February.

Barring an extension ofthe transitional seasons ofspring and fall, conventional intrepretation
of GCM results suggests that the summertime will be longer and hotter. If this proves true, then
it seems likely that the semi-pe11nanent high pressure system off the southeastern United States
coast (colloquially known as the Bet rnuda high) will grow in size and move farther northwestward
than has been the case historically. Airflow and precipitation are likely to be more tropical in
nature under these conditions. An absense ofsummertime frontal activity, more frequent easterly
waves, and warmer and moister air may result in more intense, but less frequent summertime
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thundersto1111s. Because of the nature of intense rain sto11ns (e.g., geographically limited and
infrequent), drought conditions may occur more frequently. More tropical weather may mean
a more active and long-lived hurricane season as the Gulf ofMexico and the Carri bean Sea remain
wanner longer. Weak pressure gradients that are typically associated with the Be1111uda high
should result in greater and more frequent stagnation conditions. A northwestward movement
of the center of the Be1111uda high would also change the circulation pattern of air over the
Southeast United States. Polluted air from the Gulf Coast and southern Atlantic Coast states
might be carried farther westward to the Great Plain states. Analogous! y, clockwise flow around
the more northwestward centered high pressure system may mean that pollutants from the
industrial midwest and the Northeast United States will more frequently be transported into the
southeastern United States.
Cloud cover is another important feature of the weather that can have a significant impact on
regional climate. A wanner scenario with fewer winter frontal passages and a more dominant
summer Be11nuda high pressure system could result in seasonal changes in cloud frequency.
Greater winter cloudiness might be expected under a scenario of more frequent maritime tropical
air. The accompanying clouds will likely be of a low to mid-level variety since jet stream cirrus
(high clouds) would have been translated to more northern latitudes. Since low to mid-level
clouds are believed to have a mitigative effect on climate warming, this phenomena could help
cool an otherwise wanner winter. Conversely, less summertime cloudiness might accompany
a weather pattern dominated by the Bermuda high. This could serve to enhance the seasonal
effects of global wanning, particularly in the southeastern United States.
This discussion has revolved around a loosely defined scenario of regional climate change
that has suggested average meteorological conditions that might occur. No mention of variation
(either seasonal or annual) about the mean has been made. However, it is plausible, maybe even
likely, that year-to-year intraseasonal differences would be larger than recent climatological
records indicate. If so, then annual and intraseasonal differences, such as seen in 1988 and 1989,
for example, may become more commonplace. Thus, a year of scorching heat and drought may
be followed quickly by a wetter than norrnal year. Also, it is possible that extremes would occur
more frequently (e.g., 1988 temperature extremes and 1989 record rainfall). Figure 2 illustrates
this phenomena for a hypothetical scenario. In this situation, the amplitude ofthe meteorological
parameter (e.g., temperature, cloud cover, rainfall) would increase about an increasing annual
mean.

ATMOSPHERIC CHEMISTRY
Regional climate change is likely to have a substantial effect on the composition and
chemistry of the atmosphere. Given a scenario similar to the one discussed above, changes are
likely in the amount and types of emissions and the importance of certain chemical processes.
For example, wanner temperatures would likely promote higher atmospheric levels of several
classes of pollutants including radiatively active gases, volatile organic compounds, and
photochemical oxidants. In addition, greater stagnation and a warmer and more humid
atmosphere could result in greater photochemical pollution.
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Radiatively active gases whose regional emissions might increase include CO2, CtLi, andN 20.
Warmer summer temperatures will create a greater demand for electricity for cooling. Since most
electricity is producedfrom fossil fuels this will likely translate into greater CO2, emissions. Greater
CO2 emissions from power production can also be expected as a result of the energy penalty
necessitated from anticipated SOx control measures for acid deposition. That is, a portion of the
energy produced from combustion will be needed for the control process. Anticipated warm,
moist soil conditions may promote anaerobic emissions of N20 by microbes. In addition,
anaerobic emissions of certain gases, important from both a pollution and greenhouse perspec
tive, are likely to increase from wetlands and other stagnant waters as microbial activity quickens
under a wanner and, possibly, wetter regional climate.
Volatilization of certain petrochemical and pesticide compounds will likely increase as
temperatures rise. Both area sources (e.g., agricultural fields) and point sources (e.g., service
stations and other handling facilities and refineries) will be involved. Increased volatilization of
petrochemicals may result also because of mitigative strategies for addressing other environ
mental problems. For example, the present trend to promote ground water quality by using above
ground storage tanks may serve to increase volatilization of petrochemicals. While there are
positive aspects for ·agriculture to increases in temperature, moisture, and CO2, there are some
negative impacts also. Some of these negative impacts include increased weed and bug growth.
An increased need for pest management could translate into the use of more potent and/or greater
amounts of pesticides over an anticipated longer growing season. Thus, greater emissions of
pesticides to both the atmosphere and to nearby surface and ground water may result. (It should
be noted that, ultimately, the atmospheric emission component will be redeposited to more
distant soils or waters.)
Photochemical production of oxidants, including ~' will likely increase. Many factors
previously mentioned [e.g., wanner temperatures, less summertime cloud cover (thus, more
insolation), increased natural hydrocarbons emissions, and greater air stagnation] will likely
contribute to enhanced photochemical activity. This could lead to serious nonattainment
problems for~' particularly in rural areas where natural hydrocarbons and possibly natural NOx
emissions could play a significant role in photochemical production. In this environment,
industrial development may be severely restricted. Conversely, increased production of
hydroxyl radicals may be extremely important as tropospheric scavengers of many of the
important greenhouse gases (e.g., 04, CO, and hydrogen-containing halocarbons). Tropo
spheric reactions of OH with Ct4 and halocarbons also reduce the negative effects these latter
compounds would have on stratospheric 03 (Wuebbles et al., 1989).
Finally, natural emissions of photochemically important gases may increase significantly.
Emissions of terpenes from conifers and ethylene from crops and some trees are temperature
dependent and their emission may increase in a regionally wanner climate.
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EFFECTS OF REGIONAL CLIMATE CHANGE AND INDUSTRY
In analyzing the effects of regional climate change on the industrial capacity of the
southeastern United States, the various industries are segregated into two broad categories based
on either output from forest and farm or output from other types of manufacturing and service
businesses. Within the first category a further segregation identifies agricultural and livestock
farming. Each of these industrial categories is evaluated in a qualitative sense for possible effects
of regional climate change.

THE FOREST INDUSTRY
Having greatly expanded since the end of World War II, the forest product industry in the
southeastern United States is important to both the regional and national economies. Smith and
Terpak ( 1988) estimate that nearly halfofthe nation's forest products are produced from southern
forests. Forests cover about 60 percent of the region with hardwoods representing about 67
percent of the forested land, the remainder being conifers (mostly loblolly).
Forest stand dynamic model simulations (Urban and Shugart, 1988) indicate that the effects
of a warmerregional climate could have substantial, negative implications for the forest industry.
Heat and possibly drought stress would likely cause a shrinkage of the geographical expanse of
mature forests resulting in a conversion of large tracts of acreage to grasslands. Climate change
may also make it more difficult for new forests to become established as younger, indigenous
trees would likely succumb more easily to the stresses of heat and drought. In addition, the
conifer/hardwood mix would also likely change. In many areas ofthe so·u theastern United States
only heat tolerant varieties (e.g, loblolly) might survive. Spruce/frr, beech, and certain maples
and ash are examples of some of the varieties that are not expected to be able to adapt to the
anticipated wanner regional climate of the future (Roberts, 1989 quoting Margaret Davis and
Catherine Zabinski of the University of Minnesota).
On the positive side, an enriched CO2 environment should stimulate forest growth. However,
it still seems likely that man will have to artificially promote reforestation of many familiar and
unfamiliar species to new habitats. This will include many understory plants and some key
animals. Subtropical tree species, presently confined to Florida and extreme southern Texas,
may be viable alternatives. In addition, it may be necessary to create refuges for wild plants to
preserve genetic diversity (Roberts, 1989).
•

At best, it seems that the forest industry in the southeastern United States will have to adapt
to a different and shrinking raw material base. There may be new species of subtropical trees that
might be adaptable. However, they also may be of inferior economic value and a poor substitute
for the present mix ofhardwood and conifers. In the extreme, a large portion ofthe fore st products
industry ofthe southern United States may have to move out ofthe region. The concensus opinion
of scientists on the time scales envisioned for the transfo1111ation of the southern forests is on the
order of several decades to a century.
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THE FARMING INDUSTRY
Agricultural Farming-The anticipated effects ofregional climate change on the agriculture
ofthe southern United States are, similar to the forest effects, thought to be substantial and almost
entirely adverse. Besides the obvious direct effects of climate change on agricultural output,
indirect effects related to air pollution, changes in economics, and an increase in the number and
types of agricultural pests are also possible.
Unlike many other regions of the country, cold weather is not a significant factor in
agricultural production in the southeastern United States (the one exception is Florida).
However, as the some of the last few years have demonstrated, heat and drought are significant
factors in causing crop yield losses. Crop yield models have recently been modified to include
increased photosythesis and water-use efficiency (Peart et al., 1988). The results of these models
suggest that crop yields for soybeans and com would be somewhat higher with a warmer and
wetter climate but substantially lower for a warm, dry scenario. The scenario with the greatest
decline in crop yields, however, may not necessarily translate into greatest loss of farm acreage.
The economics are such that crop prices would be higher and the amount of acreage in production
(probably irrigated) would correspondingly be higher using this scenario (Adams et al., 1988).
Increased irrigation is one alternative that would be especially important if the climate
becomes drier. Peart et al., suggest that with a wanner and drier climate, irrigation would mean
the difference between crop failure and an average harvest. Interestingly, irrigation methods will
also likely change under a dry scenario. With ground water and surface water likely to be in short
supply, drip irrigation, such as used in some places in the western United States, may become the
no1n1 here in the eastern United States.
Air pollution effects may also be more significant in the future. As discussed earlier, hotter
temperatures and increased stagnation may result in increased oxidants and other pollutants.
Concentrations may more frequently reach levels that are damaging to crops.
Other likely impacts on agriculture include changes in: tillage, pesticide use, and the types
ofcrops planted (or whether they are planted at all). Current disk tillage practices whereby whole
fields are plowed may give way to low or no tillage farming. In a hotter and dryer climate, this
technique should help reduce evaporation and the erosion of soil due to both wind and rain.
Stinner et al. (1988) suggest that regional warming would increase the range of several insects
that presently effect the yield of southeastern agriculture. The effective range of such insects as
the potato leafbopper, black cutwo1n1, and the sunflower moth would be extended with regional
wanning. In addition, more frequent droughts would likely increase the frequency of pest
infestations. H these conditions occurred, pesticide useage probably would increase compound
ing other environmental problems such as air and water pollution. Climate change also would
likely effect the types of crops planted. As in the case of the forests, more subtropical species
may be successfully introduced. Particularly in the case of Florida, the citrus and sugarcane
industry may move even farther northward. Completely new crops, such as coffee, also may be
successfully introduced.
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Animal Farming-Heat stress may be the single most important problem for f ann animals.
Heat stress can effect all facets of a commercial animals development and reproduction. As the
climate wanns, most GCM 's forecast the occurrence of more extreme wann days here in the
southeastern United States. For example, Hansen et al. (1988) predict that early in the next
century Memphis, Tennessee will experience nearly twice as many days with high temperatures
above 95 degrees Fas presently occur. By the middle of the next century, this number will have
doubled again! Thus, while Memphis typically has, at present, 18 days with daily highs above
95 degrees, by the middle of the next century it will typically have about 80 days a year with
temperatures above 95 degrees. Some animal farming is more conducive to adapting to these
forecasted conditions. For example, chicken, turkey, and trout farming can be totally enclosed
in air conditioned environments. Whether the economics ofthis type offarming are feasible (e.g.
increased electrical costs) remain to be seen. Other types of animal farming (e.g., cattle and hog)
may not be as adaptable and may gradually have to move out of the southeastern United States.
For both types of farming, agricultural and animal, the trend to larger scale operations
(economies of scale) may be accelerated as the costs (e. g., crop failures, irrigation, pesticides)
associated with dealing with more frequent extremes of climate mount. In this environment,
small scale farming operations may all but disappear.

OTHER INDUSTRIES

While forestry and agriculture are important industries, other manufacturing and production
industries (e.g., petrochemicals, metal reduction and casting, and energy) and wholesale and
retail businesses provide many jobs and most of the economic trade of the southeastern United
States. Regional climate change likely will impact all of these industries to some degree. These
impacts include both direct effects due to atmospheric heating and indirect effects associated with
changes in the availability of water.
As alluded to earlier, many of the direct effects are related to emission control problems.
Evaporative emissions are likely to increase substantially. Volatile organic compounds come
from such manufacturing operations as petrochemical, paint, and computers. The importance of
controlling these compounds because of the atmospheric physics and chemistry processes
mentioned earlier will likely make tl)is a high priority emission control item. There likely will
be a greater need for electrical capacity above that anticipated for no1n1al economic growth alone.
This additional capacity will be needed to meet the higher demands of air conditioning
accompanying a warmer climate.
There are also indirect effects of regional climate change on the industrial base of the
southeastern United States. Many of these effects, such as water quantity problems have been
addressed by other authors in this symposium. However, a discussion of other water related
problems such as surface and ground water quality and rain water acidity deseive greater
emphasis. These problems may become more prevalent if the climate becomes drier and warmer.
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The surface and ground water problems are caused by a lack of water for effluent dilution and
transport. The drought of 1988 has given us a hint as to the types of stress our water systems are
more likely to experience in the future. For example, before late summer rains came, levels of
chemical and biological oxygen demand and the1rnal stratification threatened the aquatic
ecosystems of some reservoirs in the Tennessee Valley Region. Processes that use makeup water
(e.g., petrochemical, sewage treatment) may have to cut back operations for lack of feed water
and pollutant discharge operations may have to be curtailed because of poor dilution potential
and the threat to sensitive ecosystems. Even if presently discussed SOx control strategies are
implemented, the contribution of manmade emissions to acid rain may actually be higher under
a scenario of much wanner temperatures and greater air stagnation. Under this scenario,
conditions, the synergistic impact of air pollution and climate change may be too much for many
ecosystems to bear.

A LEADERSHIP ROLE FOR INDUSTRY
A subject as complicated as climate change tends to generate as many opinions as there are
opinion makers. Some believe that it is too early to, strictly on the basis of global warming,
radically change our way of doing business. Others, however, feel that it is already too late and
there is little that can be done to change the future climate. Still others believe that immediate
and drastic action may yet save the day.
An enlightened policy of selfinterest should be the response of business to the threat ofglobal
climate change. Clearly, action (both mitigative and adaptive) will likely be taken long before
science unequivocally defines the future climate, both globally and regionally. What action to
take and when to begin that action is the question. Possibly the best justification to begin
mitigative action now is offered by Schneider (1989) in what he refers to as "tie-in benefits.'' By
taking action now to encourage policies that have tie-in benefits with mitigating known
environmental problems or by promoting the long-te11n health of the economy makes good
common sense.
Strategies that will benefit the nation and the world even if the threat from global warming
is overstated include: promoting energy efficiency and alternative energy sources (e.g., solar and
nuclear); revising water laws; developing drought and pest resistant crops; reducing other
greenhouse gases besides CO2 which have been demonstrated to damage the protective ozone
layer; and negotiating international agreements on trade in food and climate-related commodi
ties. There are other, more specific items that regional businesses, in particular, might consider
doing. For example, business support of improved product labeling could help consumers better
judge the environmental consequences of their purchases. The business promotion of greater
environmental education of our young people, possibly through school grants and cooperative
programs, will make for a more environmentally conscious and caring populous. Finally, greater
financial support by business of our universities' s basic environmental research programs will
promote a more accurate and rapid understanding of crucial environmental issues such as global
climate change.
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PLEISTOCENE AND HOLOCENE INLAND DUNE FIELDS
IN THE SOUTHEASTERN UNITED ST ATES
H.W. Markewich and William Markewich

INTRODUCTION
Large dune fields ofPleistocene and Holocene age lie adjacent and parallel to rivers, streams,
and Carolina bays in the eastern part of the Coastal Plain in Georgia and the Carolinas (Veatch
and Stephenson, 1911; Thom, 1967; Pickering and Jones, 1974; Thames, 1982; Soller, 1988;
Carver and Brook, 1989). These fields are located within 50 to 150 km of the present coast. At
least two ages of dunes are present. Radiocarbon ages suggest that the most recent dune forming
events occurred in the latest Pleistocene and early Holocene. Pollen data suggest that there were
several periods in the latest Pleistocene and Holocene during which the climate of the Southeastern
United States presently has a wet, temperate to subtropical climate. Studies ofthis region's inland
dunes and their origins may prove to be an important tool in predicting the results of potential
climatic deterioration in the Southeastern United States.
The dunes consist of unstratified fine to medium quartz sand. Larger dune fields are located
to the northeast and east of rivers and streams that flow southeast and east. Smaller dune fields
extend east and northeast from rims of Carolina bays. Regardless of their size, the dunes are
parabolic, symmetrical, and have been stabilized by grass, scrub oak, and (or) longleaf pine. They
accreted vertically and have not migrated far from their sand source (Hack, 1941). Dunes are
present along every order of stream. Along large rivers such as the Altamaha, the Savannah, and
the Great Pee Dee, which have average discharge values about 10,000 cfs or greater (Bennett and
others, 1983; Stokes and others, 1985), dunes are present only within 80 km of the coast. The
dunes frrst appear immediately downstream of a confluence with a smaller river or stream that
drains only the Coastal Plain. In the case of the Altamaha River in Georgia, dunes frrst appear
just downstream ofits confluence with the Ohoopee River. The Ohoopee River drainage base lies
wholly within the Coastal Plain. Along streams and rivers like the Ohoopee, which drain only the
Coastal Plain, dunes also are present downstream of a confluence. Generally the dunes are near
or adjacent to exposed sandbars and (or) wide, sandy areas in the floodplain. During periods of
dune fo11nation the dry surface sand in these areas served as the sand source for the dunes.
The size and extent of the dunes and dune fields vary considerably. Two to three-m-high
dunes for1n small discrete fields commonly found adjacent to Carolina bays or small, ephemeral,
Three
ten-m-high
dunes
fo11ndiscontinuous,
0.8
to2.5-km-long,
0.4
to0.8frrstordertributaries.
.
km-wide linear fields on the flood plains and low terraces of regional drainages including the
Altamaha, the Savannah, the Great Pee Dee, and the Cape Fear Rivers and some Coastal Plain
drainages such as the Black and South Rivers in North Carolina. The largest dunes and dune fields
lie along rivers whose basins drain only the Georgia Coastal Plain. The dunes attain heights of
20 to 30 m, and fo11n nearly continuous, 2 to 4-km-wide, 50 to 80-km-long belts of sand on the
eastern and northeastern sides of the rivers. Large dunes common!y f011n a ramp that extends up
the side of the river valley onto the interfluve. Sand, having a maximum thickness of seven m,
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may extend as a sheet much as six km east of the dunes. The largest dunes and longest dune fields
are located along the Little Ohoopee, Ohoopee, Canoochee and Satilla Rivers in southeastern
Georgia. The average discharge of these rivers where they flow through the dune fields, is less
than 1,000 cfs (Stokes and others, 1985). During years of extreme drought, such as 1954, these
rivers have low to no measurable flow (Thomson and Carter, 1963).
Soil and weathering profiles in the dune sand are weakly developed and have been eroded,
and (or) supplemented, during each dune fo1rning episode. Commonly the two- to three-m high
dunes have lamellae. These low dunes are most common in the Carolinas. The lamellae are most
numerous near the base ofthe dunes above the contract with the underlying terrace material. Low
dunes are not as common in Georgia, but where present also may have lamellae. We postulate
that lamellae are forrned as water is temporarily perched above the contract between dune sand
and the underlying less pe1rneable material, such as terrace alluvium. The higher the dune, the
less likely it is that precipitation not utilized through evapotranspiration will be sufficient to
migrate to the base of the dune and fo11n lamellae.
At least two sets of dunes are present in the southeastern United States. Radiocarbon age
indicate that the younger of the two sets fo1med between 15,000 and 5,000 yr B.P. (Markewich,
unpublished data; Soller, 1988). Age(s) of the older set is not known. Depth of oxidation is
different in the two sets of dunes and to about 5.5 min the older dunes. At a few localities, such
as along the Satilla River near Waycross, Georgia, the geomorphic position and the morphology
of the dunes suggest two events. Dunes with oxidation depths of two to three m are present
adjacent to the river on the floodplain and lowest te11ace. Dunes with oxidation depths of five to
six m have climbed the northeast valley wall onto the adjacent interfluve. These older dunes have
a more subdued topography and show more evidence of erosion in comparison with the younger
dunes. Buried soil ''A'' horizons are present, albeit not common, in some of the older dunes. This
suggests that at some localities the older dunes are composed of sand deposited during at least
two different dune-fo11ning events.
Compared to the regional pattern ofprecipitation in the southeastern United States, the dunes
fields are located in an area of relatively low precipitation (less than 1250 mm/yr) and high
evaporation (1140 to 1400 mm/yr) (Kohler and others, 1959; Visher, 1954). The presence of
these dunes here, and not elsewhere in the region, suggest that the relative distribution of
precipitation in the Southeastern United States may have been similar throughout the latest
Pleistocene and early Holocene and possibly throughout much of the Pleistocene. This is in
agreement with pollen data, that includes that during the latest Pleistocene and Holocene, the
southeastern United States was at times considerably drier than the present. (The reader is
referred to Delcourt and Delcourt [ 1985] for a discussion of vegetative patterns during the past
18,000 years.) These drier periods were characterized by lower water tables, lower vegetation
density, more open area, and increased evaporation. Where dunes are present the mean annual
precipitation during recent ''drought'' years, such as 1954, was as low as 700 mm (about 55
percent of no1rnal) (Plummer, 1983). We suggest that the mean annual precipitation for this
region could have been this low or lower of extended periods in the Pleistocene and early
Holocene. Dune axes indicate they were fo11ned by west winds in south-central Georgia,
southwest and west winds in eastern Georgia, and southwest and west winds in the Carolinas.
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Wind data from historical records indicate that a significant percentage of all winds on this region
of the Southeastern United States come from the west. This is particularly apparent from
December through July. Using global climate models such as that of Kutzbach and Wright
(1985), it can be suggested that the older (pre-15,000 yr B.P.) dunes in Georgia and the Carolinas
forrned during winter months in the latest Pleistocone when strong west winds prevailed in the
southern United States. Carver and Brook (1989) suggest that these winds may have been about
1.4 times a strong as present day winds along the Georgia coast. A source of persistent and
unidirectional west and southwest winds during the latest Pleistocene and early Holocene is
unknown, and no statement can be made as to the season during which they f 01rned.
•

CONCLUSION
We believe that the presence of inland dune fields is an important climatic indicator. We
suggest that in paleoclimatic reconstruction of areas such as the southeastern United States it is
important to identify, map, and deter 1nine the source offeatures that are more common in driver
environments. Identifying these features and studying their origins enables us to refine models
of present climate and to pinpoint areas within a region that may be more susceptible to climatic
deterioration than the region as a whole. Identification of climatically fragile terrain then
becomes an important predictive tool of estimating potential economic losses in presently viable
agricultural and silvicultural econo
•
m1es.
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GREENHOUSE WARMING AND MA
.......,S:
ANALOGUES AND CONSEQUENCES
Dewey M. McLean

INTRODUCTION
Since the 1970s, I have studied how carbon cycle perturbations can trigger readjustments of the
outer spheres of the earth (lithosphere, hydrosphere, atmosphere, and biosphere) in ways to cause
global biological extinctions (see References). In 1978, I proposed greenhouse conditions as a
causative factor in the Cretaceous-Tertiary (K-T) transition extinctions of 65 million years ago, in
which the dinosaurs became extinct. Concurrently, I studied cause of the Pleistocene-Holocene (PH) extinctions of 11,000 years ago, in which most ofearth's large
_s (wooly _ . . ..::::.a''-th, sabre
tooth cats, etc.) became extinct (McLean, 1979). Each extinction was associated with greenhouse
conditions and, I believe, provides analogue for examining the effects of a modern greenhouse upon
our civiliz.ation. To my perspective, a greenhouse world is one of readjustments of the outer spheres
of the earth, collapsing systems, and extinctions, and one to avoid, if possible.
.tU,4,A.

........

That fossil fuel CO2 is building up in the environment is beyond debate. However, how this CO2
buildup might affect our world has generated debate on whether the next century might have earth
warming up by 4 °C by the year 2050 (Hansen et al., 1988), or perhaps cCX>ling into a mini ice age
(Nierenberg, Jastrow, and Seitz, 1989). One problem is that while the debate goes on, and some
analysts are advocating that we take no action to prevent a modern greenhouse until a clear wanning
signal becomes apparent, natural systems that we do not understand are silently responding to the CO2
buildup in their own way.
The state ofa system is a function ofthe flow rates ofmatter and energy through it Natural systems
are never truly stable, but are continually fluctuating in response to environmental perturbations. As
long as the perturbations are of small amplitude, general global ecological stability can prevail.
However, small perturbations can become amplified into gigantic, structure-breaking waves that
invade all the outer spheres of the earth, causing them to undergo major readjustments that produce
global ecological instability, system collapse, and biological extinctions. Increased CO2 flow rate
through surficial systems, and resultant pH changes, can amplify fluctuations, producing global
ecological instability.
At some point, perhaps before any climatic warming signal becomes apparent, failure of systems
that take up and store CO2 could begin the process of triggering a CO2 buildup ofgreater magnitude
than pnxlicted based on the burning of fossil fuels alone, and happening more rapidly than we might
imagine. An analogue from the K-T global extinctions indicates that system failure caused by CO2induced pH change of the upper waters of the oceans enhanced greenhouse conditions.
An analogue from the P-H mammalian extinctions, that occurred during the climatic wanning that
ended the last ice age, provides perspective on how mammals fit into the climatology of this modem
world, prior to the onset of any greenhouse wanning, and illuminates a climatic wanning-embryo
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failure coupling by which greenhouse wanning has caused extinctions in the past, and can do so again
in a modern greenhouse.

ANALOGUE FROM THE PLEISTOCENE-HOLOCENE WORLD
The objective of this paper is to examine how a modern greenhouse might affect mammalian
faunas.By examining ancient greenhouses for guidance, biological consequences ofa greenhouse can
be isolated. To begin this work req11ires some knowledge of a reference point, modern initial
conditions, to be deviated from by a climate change. These initial conditions how mammals fit into
the modet11 climatology-are a function of the dynamics of biological evolution molded by climate
evolution. This fit of mammalian the11noregulation with the modem climate, which is but part of an
ice age climatology that has prevailed for the past two million years, provides a sense ofinitial state,
and a trajectory that a greenhouse might impose upon future mammalian bioevolution.
For a civilization facing a greenhouse, the Pleistocene-Holocene (P-H) global mammalian
extinctions of 10,000-12,000 years ago provide the best analogue available for examining effects of
rapid greenhouse wanning on mammals. The climatology ofthose extinctions is well documented
they occurred during the global wanning that terminated the last ice age-an.d, being so recent, can
be examined via diary science physiology principles to isolate out causal relationships between
climatology and physiology.
In this paper, I will develop a coupling between climate and bioevolution that, I believe, is
universally applicable to mammals, reptiles, and birds, past, present, and future, by which greenhouse
wanning has caused global extinctions in the past, and can do so again. Because this extinction
mechanism operates out of sight within adult females, and thus is not readily apparent to our senses,
we are generally unaware ofit. However, it operates all around us every summer, killing mammalian
embryos on a grand scale; rapid climatic wanning can only aggravate it into a greater scale of
•
operanon.
By examining how mammals fit into the long-te1m ice age climatology, we discover that: (1) for
the past two million years, mammals have existed mostly in C{X)l 100,000 year glacial cycles, and but
briefly in warm 10,000 year interglacials; (2) mode111 mammals are but the survivors of global
extinctions forced (I believe) by climatic wanning at the end of the last ice age; (3) we exist today in
an already hot interglacial world, prior to the onset of any future greenhouse wanning; (4) many
mammals may already exist near to their upper the1mobiological limits; (5) a major greenhouse along
the lines of a Hansen et al. (1988) ''Scenario A'' greenhouse (4°C wanning by the year 2050) would
create a super-interglacial hot climate beyond the evolutionary experience of mammals; and (6) a
super-interglacial could conceivably trigger a collapse of mammalian faunas on a global scale.

THE MODERN CLIMATE AS A PART OF ICE AGE CLIMATOLOGY
Figure 1 depicts the modem climate by a question mark imposed upon the cycles of gradual
coolings and rapid wanning that have characterized the ice age climatology of the past two million
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years. For 100,000 year inteivals, the climate cools gradually into the coldest stage of an ice age,
triggering expansion of the continental ice sheets of the Northern Hemisphere. Rapid wanning
terminates the cold stages. Known as interglacials, the wann periods last about 10,000 years. The
interglacial that we live in today has lasted for about 10,000 years. The modem climate is depicted by
a question mark, reflecting the uncertainty of the future.
The ice age climate cycles are driven by variations in earth's orbit about the sun (lmbrie and hnbrie,
1980), and variable amounts ofCO2 in the atmosphere (Shackleton and Pisias, 1985). During the last
deglaciation, atmospheric CO2 increased from about 190-200 to 270-280 parts per million by volume
(ppmv) from full glacial to interglacial conditions (Delmas et al., 1980; Neftel et al., 1982). The latter
value compares to the pre-industrial CO2 concentration of 200 years ago. Based on studies ofa deep
ice core from Vostok station, Antarctica, that records global changes over the 160,000 years of the last
glacial-interglacial cycle (Lorius et al., 1988), fundamental linkage exists between the climate system
and carbon cycle, in which orbital forcing amplified by CO2 changes played a major role in the
obseived climate record; CO2 increase explains about half the 10°C interglacial-induced wanning at
Vostok. Thus, greenhouse conditions prevailed during the interglacial wanning that terminated the
last ice age.
•

The coldest stage of the last ice age, 18,000-20,000 years ago, was a time of maximum advance
ofcontinental ice sheets in the Northe111Hemisphere. Relaxation ofthe severe glacial conditions began
about 18,000 years ago (McDonald, 1984). Thereafter, wanning from 15,000-8,000 years ago
triggered disintegration of the North American and Eurasian ice sheets. The last glacial cold spell of
the last ice age, the Younger Dryas, was te1 t 11inated 10,720±150 years ago by abrupt wanning of7°C
within a 50 year period; refe11ed to as the Younger Dryas-pre- Boreal transition, it accounted for more
than half the total Pleistocene to Holocene wanning (Dansgaard et al. 1989; Dansgaard and Oeschger,
1989). Possibly, that wanning was felt in the interior of North America; Webb and Bryson (1972)
noted that the most profound climatic change in Minnesota and Wisconsin occurred within a few
centuries of 11,300 years ago. The maximum wannth of the modet 11 interglacial occurred during the
Altithe1mal about 6,000 years ago. Webb and Wigley (1985) indicated that the Altithe11nal
temperature was probably within 1.0°C oftoday's temperature, and Broecker (in MacCracken, 1980,
p. 190) that it may have been about 0.5°C wanner than today.
extinctions
Most =--~-.LL,-.~~ survived the extreme cold stage of the last ice age with ::-......·
(McDonald, 1984); however, the interglacial wanning that ended the last ice age was associated with
the global Pleistocene-Holocene ::--........-.. -.IL...........-.. extinctions.
&AJ-

PLEISTOCENE-HOLOCENE INTERGLACIAL WARMING
1

AND

ALIAN EX'l INCTIONS
'

Coevality of interglacial wanning and global mammalian extinctions is established. The
interglacial wanning spanned 15,000-8,000 years ago (Dansgaard et al., 1989); the extinctions in
North America spanned 15,000-8,000 years ago (Martin, 1984). Figure 2, a cumulative percentage
curve of the terminal dates of 23 general (after Mead and Meltzer, 1984), demonstrates the steep
giadient of extinctions coeval with rapid climatic wanning. The bulk of the extinctions occw1ed
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primarily during a time of rapid melting and northward retreat of the continental ice sheets, and
expansion of living space, and food supplies 12,000-10,000 years ago. Maximum losses at 11,000
years ago (Martin, 1984) were coeval with the abrupt wanning at the Younger Dryas-pre-Boreal
transition recorded in Greenland (Dansgaard et al., 1989; Dansgaard and Oeschger, 1989).
The P-H extinctions bear the ''signature'' (developed in a separate section below) of heat damage
to developing embryos. This involves: (1) extinctions of primarily large mammals over 44 kg, (2)
dwarfing on a global scale, and (3) skeletal abno1111alities. The P-H extinctions were most severe in
the higher latitudes.
The P-H extinctions involved mostly large mammals. Merilees (1984) noted that some process
bore more heavily on large mammals than small. Martin (1984) indicated that large size must have
been a handicap in that land mammals of 44 kg, or larger, were most affected, and that small-or
medium-size animals had minor losses. McDonald (1984) noted that some phenomenon selected
primarily against large mammals. Globally, mammals becoming extinct included the: mammoth,
mastodon, giant bison, ground sloth, sabre-tooth cat, four-homed antelope, dire wolf, giant beaver,
wool y mammoth, wooly rhinoceros, giant deer that ranged from steppe forests ofEurope into Siberia
and North Africa, steppe bison, cave bear, cave lion, and cave hyena.
Dwarfing, concurrent with the P-H extinctions, was also a global phenomenon among both the
mammals becoming extinc4 and those that survived (Guthrie, 1984). Kurten (1972) noted that
dwarfing, as a prelude to extinction, is reported from many places. Tche111ov (1984) indicated that
most mammals in the Middle East had responded directly and rapidly to P-H transition wanning by
drastic reduction of body sizes. For the Israel region, Davis ( 1981) reported a general size reduction
10,000-12,000 years ago. Gilbert and Martin (1984) noted that all modern large species in North
Amei·ica seem to have undergone size reduction during the Holocene, and that there is general
agreement that size reduction was due to climate change.
For P-H skeletal abno1 n1alities, Guthrie ( 1984) reported a size reduction of some body parts, and
that nearly all---.Am, ths associated with Clovis points in the New World are dwarfed and had reduced
tusks. High incidence of skeletal abno1maJities among Bison from 11,000-9,000 years ago was re
ported by McDonald (1984).
Geographically, extinctions were more severe in some parts ofthe world than others. Thivariation
is to be expected in lightofthe fact that not all parts ofthe world heat up uniformly during a greenhouse.
The P-H transition was a greenhouse world. According with climate models that predict greater high
than low latitude wanning in a greenhouse, the P-H extinctions were maximal in the higher latitudes,
and · · •...._ in the tropical regions (Martin, 1984; Guthrie, 1984; Webb, 1984). Of the land areas most
afflicted by extinctions, North and South America were most severely affected, and Europe, Afric~
and Asia more lightly. North America lost 33 ofits 49 genera (67 percent) oflarge . . . . . . . . . . . . . . . . -...s. If the
P-H can serve as an analogue for a modem greenhouse, North American:::_ _s may be targeted
for maxim1un damage.
The following sections develop a coupling between ambient ajr temperature and embryogenesis
that more broadly couples climate to bioevolution. This coupling operates all around us every summer
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taking a severe toll of developing embryos. Greenhouse warming can only aggravate it into an
expanded scale of operation.

CALDRON OF BIOEVOLUTION
•

Environmental temperatures far lower than those required to cause the11noregulatory breakdown,
and death, of pregnant female mammals can, by influencing embryo survival rates, influence
population dynamics, and thus bioevolution and extinction. Because c1itical aspects of the the1rnal
dynamics of bioevolution occur in the uterus, I facetiously label the uterus as the ''Caldron of
Bioevolution.''
Embryo damage and death occur at environmental temperatures that pose little danger to adults.
Embryo mortality can reach 100 percent in unacclimatized ewes which are themselves not danger
ously stressed (Thwaites, 1985). Such damage and death is commonplace every summer. Environ
mental heat that drives up the female's core temperature can kill embryos in such numbers that
population numbers can fall, producing a positive feedback that can trigger population collapse, and
extinctions. This, I believe, is what happened during the P-H transition climatic warming 12,00010,000 years ago.
Figure 3 (after Bianc~ 1968) relates mammalian the1moregulation to environmental tempera
tures. The ''Zone of Survival'' (point D to D') indicates a tht1moregulatory asymmetry in which the
no11nal body temperature is closer to the upper limits of survival than to the lower, higher body
temperature provides greater physiological efficiency. Thus, the limits of the1 rnoregulation are
reached more readily in a hot than in a cold environment.
In the ''Zone ofHomeothe1111y'' (point C to C'), the environmental temperature range is such
that a mammal can maintain a steady state core temperature (the core comprises the brain, the
organs of the chest and the abdomen, and parts of the musculature). In the ''Zone of The11nal
Comfort'' (point A to A'), the animal feels neither cold nor ho~ and maintains a steady state core
temperature with minimal effort from the1moregulatory mechanisms. Blood vessels of the skin
are neither vasodilatated or vasoconstricted, moisture evaporation is minimal, and piloerection
and behavioral responses to environmental temperature are absent.
In a cooling environment, general vasoconstriction and piloerection produce heat conserva
tion (point A). At point B (lower c1itical temperature), increase in the rate of heat production
serves to maintain steady state core temperature, or homeothe1my. At point C, the extra heat
produced cannot balance heat loss from the animal, and the core temperature falls in the condition
known as hypothe11ny. Heat production, having peaked, begins to decline, speeding the cooling
process. At point D (lethal body temperature), the animal dies from the cold. The lower lethal
temperatures for most species is 15-20°C, about 20°C below the no11nal core temperature.
In a wanning environment, general vasodilatation, and sweating and (or) panting produce
heat loss (point A'). At point B' (upper c1itical temperature), sweating and (or) panting are
intensified, and there may be a drop in heat production. At point C', sweating and (or) panting
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are further intensified, but are insufficient to maintain homeothe1111y, and the core temperature
rises in the condition known as hyperthe11nia. This temperature rise increases the metabolic rate
via the van 't Hoff effect, producing positive feedback which leads to heat death (point D '). For
mammalian heat production, the van 't Hoff effect is the two-to three-fold rise in heat production
triggered by a 10°C in tissue temperature. The temperature coefficient, Q 10, of mammalian
tissues is two to three. Because of the the11noregulatory asymmetry noted above, the upper lethal
body temperature occurs only little above the no1111al body temperature, and is more critical than
the lower. For most species, it is between 42-45°C, about 3 to 6°C above the no11nal core
temperature.
However, it is not heat death of adults via the1rnoregulatory breakdown that is of the greatest
bioevolutionary significance. It is the nonlethal hyperthe111ria between points C' and D,' that
pregnant females experience on a nearly daily basis during the hot months, that seems to be a
factor by which climatic wanning influences bioevolution and extinction. This coupling between
air temperature and the weakest link in the evolutionary chain-the sensitivity of embryos to
heat-provides direct linkage between climate and bioevolution. This occurs in the uterus,
hence the epithet ''Caldron of Bioevolution.''

ENVIRONMENTAL HEAT AND POPULATION DYNAMICS
Conception rates and fertility decrease in the summer in temperate zones and in the
subtropical and tropical climates (Badinga et al., 1985; Gwazdauskas et al., 1973; Gwazdauskas
et al., 1975; Ingraham et al., 1974; Johnson, 1985; Thatcher, 1974). Environmental heat reduces
male fertility; however, its effects upon the female are the dominant factor in lowering fertility.
Environmental heat, by stressing the female, triggers blood flow changes that can damage or kill
developing embryos. The relationship between ambient air temperature and embryogenesis is
next explored.
The cardiovascular system influences core temperature by varying heat flow between the
core and the superficial tissues, or "shell" of an animal (Rubsamen and Hales, 1985). During
therrnoneuuality, the balance between vasodilatation and vasoconstriction of the peripheral
blood vessels maintains the11nal stability in which a high temperature gradient between the skin
and the environment allows cooling with small changes in surface temperature. However, in a
wanning environment, the temperature gradient at the shell declines and requires greater blood
flow to effect heat dissipation. A moderate wru n,ing can produce a skin temperature increase of
20°C. The shunting of blood flow to superficial tissues and respiratory muscles during heat stress
reduces perfusion of blood to the abdominal viscera, reproductive tracts, and nonrespiratory
muscles.
Mammals do not have precise control over core temperature. Bligh (1985) notes that
temperature regulation is not the fixed property of mammals that once was supposed, and that
finely controlled homeothenny is not a mammalian characteristic. In fact, the extent of the
rigidity (or !ability) of body temperature may vary from species to species as an expression of
environmental adaptation. The ability to vary core temperature is known as heterothe11ny.
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Core temperatures rise and fall in response to seasonal variations, and also to diurnal
temperature fluctuations. For example, the body temperature of the camel may vary by 2-3°C
during each 24-hour period. Variations of 1-3°Care common among other species. Minimal core
temperatures occurring in the early morning, and maximal in the late afternoon, reflect activity
and feeding in day, and rest at night. For cattle, the absorbed solar heat may be three times greater
than that produced metabolically (Bianca, 1968). The daytime heat gain must be balanced by
nighttime loss. For cows, the night temperature must drop below 24°C, lest the animals remain
hyperthe1mic. For ruminants, the microorganisms of the rumen are an additional source of heat
that contributes up to 10 percent of an animal's basal heat production.
For pregnant females, the metabolism of the fetus, and acceleration ofvarious body processes
of the mother, increase the total heat production. Also, lactation may double a cow's heat
production. This extra heat burden gives the female a special place in bioevolution. Unlike males
that have only their metabolic and solar heat gains to cope with, the female must also cope with
the heat generated by pregnancy and lactation. She must do so for the sake of the embryo(s)
developing within her uterus. A rise of uterine temperature above optimum can kill an embryo,
or damage it. Thus, is the female, the repository of the uterus, special.
The environmental temperature that triggers core temperature rise in most domestic animals
is from 28 to 32°C. Figure 4 (after Yousefet al., 1968) relates core temperature to air temperature
for lactating European-origin cattle; core temperatures of the Holstein, Jersey, and Brown Swiss
(Bos taurus) begin to rise at 21 °, 24°, and 27°C, respectively. Core temperature of the tropical
origin Brahman cows (Bos indieus) be gins to rise at 35° C. Hyperthe1 rnia occurs at relatively low
environmental temperatures in high air humidity and solar radiation.
That pregnant lactating European-origin cattle experience hyperthe1nlia at such modest
environmental temperatures would seem to make them especially vulnerable to embryo dysfunc
tion during a modern greenhouse. How heat does its damage is next examined.

COUPLING BE'I'WEEN AIR TEMPERATURE
AND CONCEPTION RATES
That environmental heat causes pregnant female mammals to shunt blood to the shell, thus
reducing blood flow to the reproductive tract, is a critical factor in linking climate to bioevolution.
Uterine blood flow (UBF) is a developing embryo's source of oxygen, nutrients, water, and
hor1nones (Senger et al., 1967; Bazer et al., 1969; Barron, 1970), and also carries heat away from
the embryo (Abrams et al., 1971; Gwazdauskas et al., 1974 ). Reduced UBF can damage, or kill,
developing embryos. The greater the heat load, the greater the damage. Thwaites ( 1985) notes
that embryo mortality can reach 100 percent in unacclimatized ewes which are themselves not
dangerously stressed.
The uterus, unlike tissues that have autoregulation, is not able to maintain constant blood flow
as perfusion pressure decreases (Brown and Harrison, 1981). Figure 5 (after Roman-Ponce, et
al., 1978b; see also 1978a) records UBF in cows fitted with blood flow transducers on the mid-
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uterine artery, and then placed in shade/no shade conditions; cows denied shade had measurably
reduced UBF. By influencing UBF, ajr temperature exerts control upon the fate of developing
embryos.
Embryos must be maintained at a nearly constant, optimum, temperature; a l .O- l .5°C rise of
uterine temperature above optimum kills embryos. Generally, middle latitude lactating cattle
maintain homeothe11ny up to about 21 °C, above which the core temperature begins to rise. At air
temperature of about 30°C, core temperature rise can severely reduce conception rates. Figure
6, based on breeding records for over 12,000 Florida cattle (after Badinga, et al., 1985), shows
that conception rates of lactating cows decrease sharply when the maximum air temperature on
the day after insemination exceeds 30°C. Conceptions dropped from 52 to 32 percent as the air
temperature rose from 23.9°C to 32.2°C, and stayed low in the hot months. For Virginia cattle,
optimum conception temperatures are from 10° to 23°C (Gwazdauskas et al., 1981). For other
examples, Arizona and Missouri cattle conceptions range from 50 percent in the cool months to
about 20 percent, and Opercent, respectively, in the hot months (Johnson, 1985). High humidity
lowers the temperature at which core temperature begins to rise.
Most important food animals function best in cool temperatures. The average daily tempera
ture of long-te1 n1 exposure causing nominal losses in production of livestock (Hahn, 1976) are:
dairy cattle (lactating, or within two weeks of breeding), 4-24°C; calves, 10-26°C; beef cattle, 4260C; sheep, 4-24°C; poultry over 10 days old, 13-27°C; and laying hens, 7-21 ·c. For high
radiant heat loads, the range should be shifted downward by at least 3°C.
Maternal heat stress, by reducing UBF to a developing embryo, can produce dwarfed or
stunted offspring. Hafez ( 1968) notes that miniature calves are often born to unadapted European
cattle following s11mmer pregnancy in the tropics. Both Brown et al. (1977) and Brown and
Harrison ( 1981) reported that intrauterine growth retardation resulting from maternal heat stress
produces proportional dwarfs. Heat, by reducing the placental weight, can produce heat-stunted
offspring (Thwaites, 1985). Heat also produces skeletal abno11nalities. Hafez ( 1968) notes that
hyperthe11r1ia during pregnancy causes fetal malfo1mations.

•

Thatcher (1974) and Gwazdauskas et al. (1975) indicated that fertility is inversely related to
the maximum environmental temperature the day after insemination and to uterine temperature
at, and the day after, insemination. Dutt (1963) noted that the sheep zygote is most vulnerable
to effects of high environmental temperatures during the initial stage ofcleavage while yet in the
oviduct, and Ulberg and Sheean (1973) that rabbit embryos are more vulnerable to heat damage
during the first cleavage than the second. The latter suggested that heat may alter embryo
metabolic rate, interfering with RNA synthesis. Ulberg and Burfening ( 1967) reported that slight
temperature increase of the embryo during the frrst few cell divisions contributes to delayed
death. Frank Gwazdauskas (Dairy Science, VPI & SU, pers. comm.) stated that about 50 percent
of cattle embryos die under natural conditions (10 percent in the first 4 days, and 40 percent
between 6 to 15 days), implicating reduced blood supply to the oviducts as a factor.
Putney et al. ( 1988) note that the early bovine embryo is extremely sensitive to maternal heat
stress, and that inte111littent stress from 30 h after the onset of estrus until day 7 of pregnancy
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increased the number of abno1 rnal or retarded embryos; maternal heat stress between day 8 and
16 after insemination reduced conceptus weight and increased pregnancy failure. They suggest
that embryo mortality in hyperthe11nic cows may be due to the11nal-induced alterations in
synthesis of conceptus proteins involved in embryonic development and maternal recognition of
pregnancy, and that alterations in the secretory activity of the uterine endometrium may alter
embryo development, contributing to pregnancy failure. Because heat stress retards embryonic
development (Putney, et al., 1988), embryonic mortality may result from failure of embryos to
produce biochemical signals at the proper time to prevent corpus luteum regression. Several
authors (Northey and French, 1980; Betteridge et al., 1984; Bartol et al., 1985; Knickerbocker
et al., 1986a) report that the preattachment conceptus produces proteins critical to maintenance
of the corpus luteum and continuation of pregnancy.
Figure 6 shows that summer heat is already lowering conceptions during the hot months, prior
to the onset of any potential greenhouse warming. Additional heat load imposed by greenhouse
warming can only expand the time of low conception rates. Embryo damage and death will track,
and expand in scale with, any wanning. Figure 7, a causal loop diagram, provides an overview
of how climatic wanning works to damage and kill developing embryos. Increased embryo death
can generate positive ·f eedback that, in a major greenhouse, could trigger collapse of mammalian
populations in the more vulnerable parts of the world.

''SIGNATURE'' OF HEAT-INDUCED EMBRYOGENESIS
DYSFUNCTION: AN APPLICATION
Synthesizing the info11nation of preceding sections produces a ''signature'' of greenhouse
heat-induced damage to developing embryos: (1) global mammalian extinctions involving
primarily large mammals; (2) dwarfing, and skeletal abno1111alities; and (3) relative high latitude
severity of extinction.
For (1 ), all the functions ofa mammal are size dependent (Macfarlane, 1968). With increasing
size, the ratio between the amount of surface and the body mass decreases. Whereas a mouse with
a surface area of 100 cm2 and a volume of 66.6 cm3 has a surface:volume ratio of 1:0.67 (1.5),
a sheep with a surface area of 1 m2 and a volume of 66. 7 liters has a surface:volume ratio of 1:6.7
(0.15). With area increase of 100 times, the volume increases 1,000 times, and the surface per unit
of volume is reduced to one-tenth. A cow with a surface area of 5 m2 and a volume of 750 liters
has a surface:volume ratio of 1: 15 (0.07).
Because of large mammals' relatively small surface:volume ratios, they store more heat than
do small mammals, and have greater difficulty getting rid of stored heat. Mammals can adapt/
habituate to slow climate change via several ''rules'': Wilson's, Golger's, Allen's, and
Bergmann's, which address insulation, skin pigmentation, protruding body organs, and body size
versus environment, respectively. However, a rapid climate change can outpace the capacity of
mammals to adapt adequately because body size, cr·itical to maintaining optimum core tempera
ture, is slow to change. Maintenance of optimum core temperature is critical to survival of
developing embryos.
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During rapid climatic wanning, large mammals, via their low SN ratios, and inability to lose
body heat, experience greater embryogenesis dysfunction than do small ones; large body size
would be detrimental, and most likely to be eliminated. Thus, we have a known physiological
basis by which to explain how P-H climatic wanning eliminated primarily large ma..~als. For
(2), heat-induced reduction of blood flow to the uterus has been demonstrated to produce
intrauterine growth retardation, or dwarfing. Heat can also reduce placenta weight, producing
heat-stunted offspring, and skeletal abno1111alities. Thus, we have a known physiological basis
by which to explain how P-H climatic wanning produced dwarfing and skeletal abno1111alities.
For (3), climate models predict polar amplification of wanning during greenhouse condi
tions. High and middle latitude mammals will have a greater heat load to have to adapt to during
climatic wanning than will low latitude mammals. The P-H extinctions occurred during CO2induced global wanning. Thus, we have a theoretical mechanism by which to explain the P-H
high latitude severity of extinction.
The P-H mammalian extinctions display the ''signature'' of heat effects upon embryogenesis.

A MODERN GREENHOUSE: INITIAL CONDITIONS
AND CONSEQUENCES TO MAMMALS
If humans were not releasing CO2 into the environment, the climate would likely cool into
an ice age as it has many times in the past two million years. As it is, our actions threaten to disrupt
the natural ice age climatic oscillations that mammals have evolved in for several million years.
Instead of simply waiting out the current hot interglacial, mammals may have to face super
interglacial wrux11ing. Climatic warming that ended the last ice age was about 5°C (Manabe and
Hahn, 1977). A ''Scenario A'' wanning of about 4°C by the year 2050, is nearly of the same
magnitude, but would hit us so quickly that mammals may not be able to readily adapt.
Modem mammals, the survivors of the global P-H mammalian extinctions, are ice age
animals trapped in a hot interglacial world; they slipped through the extinction mesh by being
small, or by being able to get smaller in a hurry. Small size, with its relatively large surface area
from which to lose body heat to the environment confers advantage in a warming, or hot,
•
envrronment.
A super-interglacial could take modern mammals into the11nal realms where they have never
been before, and trigger resurgence of mammalian extinctions. That modern summer heat is
already severely reducing conception rates suggests that many species may already live near to
their upper therrnal limits of existence. With such initial conditions, modern mammals seem set
up for maximum damage by a super-interglacial warming.
Synthesizing the above info11nation allows speculation on how a modem super-interglacial
wanning might affect mammalian faunas. There will likely be: (1) reduction of the prime cool
month breeding season; (2) reduction in population numbers via embryogenesis dysfunction,
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with large mammals most severely affected; (3) dwarfing via intrauterine growth retardation
due to high environmental temperatures; (4) fetal malfo1111ations via hyperthe1ntla; and (5)
mid and high latitude severity of population collapse, and extinctions, via polar amplification
greenhouse warming.
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Figure 1. For the past two million years, earth has experienced ice age cycles
characterized by 100,000 year gradual cooling, and 10,000 year warm interglacials. Modem
mammals, survivors of global mammalian extinctions that occurred during climatic warming
that te1niinated the last ice age, exist in a warm interglacial prior to the onset of any potential
greenhouse warming. Wat 111i ng that ended the last age represented an increase in the global mean
temperature of 5°C. A modem ''Scenario A'' warming of 4°C by the year 2050 could outpace
the capacity of many species to adapt, triggering collapse of mammalian faunas in the more
vulnerable parts of the world.
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Figure 2. Cumulative percentage curve of the te111·1inal dates of 23 genera mammals that
became extinct during climatic warming that ended the last ice age (after Mead and Meltzer,
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Figure 3. This figure (after Bianca, 2968) relates mammalian the1 moregulation to a range
of environmental temperatures (cold on the left and hot on the right). In the Zone of
Homeothermy, a mammal's defense mechanisms allow it to maintain a steady state core
temperature. In cold, beyond the capacity of the mammal's the1·moregulatory mechanisms to
maintain steady state, the core temperature falls in the condition known as hypothe11nia; the
animal dies at point D. In.high temperatures, the core temperatures rises in the condition known
as hyperthe1111ia; the animal dies at point D'. Hyperthe1111ia is commonplace among mammals
during summer heat. Hyperthe1111ia that poses little danger to pregnant females can, by reducing
the blood supply to the uterus, produce high embryo mortality.
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than did those denied shade.
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Figure 6. High environmental temperatures lower conception rates. This figure, based
on records of over 12,000 artificial inseminations of Florida cattle (after Badinga et al., 1985),
relates conception rates to maxim11m air temperature on the day after insemination. During the
hot months when the air temperature rises above 86°C, conception rates fall from 52% to 32%.
A modem greenhouse, by increasing the n11mber of hot days, will expand the time of low
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Figure 7. This causal-loop diagram, beginning with the upper left comer, and following
the arrows, provides an overview of how environmental heat causes a pregnant female to shunt
blood supply to the skin, thus reducing the flow of blood to the uterine tract. Reduction ofblood
flow to the uterus can damage, or kill, developing embryos. Reduction of embryo numbers, by
lowering population numbers, can produce positive feedback that can lead to population collapse
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MODELING THE EFFECT OF TEMPERATURE ON PEANUT
PRODUCTION IN THE SOUTHEAST
Ge11it Hoogenboom, K. J. Boote,
J. W. Jones, and R.R. Getz

INTRODUCTION
Agricultural production is very sensitive to change and variation in weather conditions during
the regular growing season. All the developmental processes, starting as early as the germination
process immediately after planting, and as late as the ripening process during physiological
maturity, are affected and controlled by temperature. For some plants, including soybean, the
length of the daily light period or photoperiod, can also significantly affect the development rate
(Jones et al., 1990). Solar radiation mainly controls photosynthesis and consequently the amount
of carbohydrates available for partitioning to all plant components. During dry periods, drought
can significantly reduce all growth and development processes, thereby reducing final yield .
.

The potential impact of global climate change has recently received more attention (Smith
and Tirpak, 1989), especially in the popular press. Any modifications ofclimate and instantaneous
weather conditions, due to either the impact of a global climate change or other extreme weather
conditions, will directly affect agricultural production (Curry et al., 1989; Peart et al., 1988).
Conducting temperature effect studies on plants requires growth chambers and other controlled
environments and are therefore very labor and capital intensive. Recently, computer models
which predict growth and yield as a function of various input conditions have been used to study
the impact of global climate change on agriculture (Curry et al., 1988).
1. Decision Support System for A~otechnolo~ Transfer:
Crop simulation models have been developed at the University of Florida which predict
vegetative and reproductive growth and development and final seed and pod yield for leguminous
crops. Crops for which models currently exist are soybean (Glycine max. [L.] Merr.) (Jones et
al., 1989; Wilkerson et al., 1983), peanut (Arachis hypogaea L.) (Boote et al., 1989b, 1990) and
dry bean or common bean (Phaseolus vulgaris L.) (Hoogenboom et al. (1990b). These crop
simulation models have been integrated in a Decision Support System for Agrotechnology
Transfer (DSSAT). DSSAT is a microcomputer based shell which includes a data base
management system (DBMS), crop models, and application programs (IBSNAT, 1989; Jones et
al., 1986). DSSAT was developed by the International Benchmark Sites Network for
Agrotechnology Transfer (IBSNAT) Project through a grant with the U.S. Agency for Interna
tional Development. Models for other crops within DSSAT include maize (Ritchie et al., 1989),
wheat (Godwin et al., 1989), and rice, sorghum, millet, barley, and potato. All the IBSNAT
models use the same Priestly-Taylor water balance function (Ritchie, 1985). The latter
simulation models are in various stages of development. Recently DSSAT has been modified
to allow for the simulation and prediction of the effect of Global Climate Change on crop
production, using the existing crop models within DSSAT. All models use a similar Minimum
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Data Set (!vIDS), which defines the required input variables (IBSNA T, 1986). These 1/0
variables include daily weather data, e.g. minimum and maximum air temperature, daily total
precipitation, and solar radiation, physical and chemical characteristics of the soil profile, e.g.
pe1111anent wilting point, field capacity, and saturated water content for each soil horizon, and
crop management info11r1ation, e.g. row and plant spacing, planting date, and cultivar selection
(IBSNAT, 1988).

2. Model Applications:
Many of the crop model applications so far have been in the area of crop management,
especially with respect to application and control of irrigation (Jones and Smajstrla, 1980;
Swaney et al., 1983) or the models have been used to dete11nine the effect of drought stress on
crop production (Boote et al., 1985; Hoogenboom et al., 1988). The models have also been
integrated with economic analysis methods to estimate the risks which are involved with
investments in irrigation or other crop management systems (Boggess and Amerling, 1983;
Boggess et al., 1983). Other applications have been in the area of disease and pest management
(Boote et al., 1983; Bourgeois, 1989; Jones et al., 1986; Mishoe et al., 1984).
The use of crop models to assess impact of climate change is a relatively new application. In
earlier publications the effect of a global climate change on soybean and maize production in the
Southeast U.S.A. has been reported (Curry et al., 1988; Peart et al., 1988). In this U.S.
Environmental Protection Agency (EPA) study the authors used the outputs of the General
Circulation Models to modify the historical weather data base. As a result, temperature,
precipitation, and solar radiation were all adjusted at the same time; one aspect of this study also
included the direct CO2 effect, better known as the increase in CO2 concentration, as an addition
to the crop models. The use of GCM outputs for these studies is still questionable because of the
difference in grid scale of the GCMs compared with the locations studied and also because of the
unreliable predictive capabilities of the GCMs with respect to global climate change. To
understand the independent effects of temperature change alone, the daily air temperatures only,
including the minimum and maximum air temperature, were modified in this study. The crop
selected was peanuts because of its importance as an agronomic crop in the Southeast, especially
in Georgia.

PNUTGRO Version 1.02
I.

General Description:

The simulation model used in this study was PNUTGRO Version 1.02, which has been tested
for several locations in the Southeast (Boote et al., 1985). The peanut simulation model
PNUTGRO was frrst released in 1987 as Version 1.00 (Boote et al., 1987), with subsequent
releases in 1988 (Boote et al., 1988) and 1989 (Boote et al., 1989b), because of modifications and
changes in the source code (Hoogenboom et al., 1990a). The model has been developed in the
computer language Fortran and operates in a microcomputer environment. On a regular IBM-
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AT or compatible computer, the model will talce about 60 seconds of CPU time. Other computer
models which simulate growth and yield of peanut are PEANUT (Grosz et al., 1988; Young et
al., 1979), PENUTZ (Duncan et al., 1978), and PNUTMOD (Grosz et al., 1988).
PNUTGRO is a physiologically oriented model and simulates many of the important
biochemical and biophysical processes of the plant. They include photosynthesis; maintenance
and growth respiration; biomass partitioning; growth ofleaves, stems, roots, pods, and seeds; leaf
area expansion; root length elongation; senescence; mobilization of nitrogen; reproductive
development, e.g. germination, emergence, first leaf appearance, leaf initiation and for111ation,
flower initiation, anthesis, pod set, seed set, physiological maturity, and harvest maturity; root
water uptake; transpiration; evaporation; soil water flow; and other physical, chemical, and
biological processes in the plant-soil-atmosphere continuum. The input requirements for the
model have been desc1ibed earlier. Vegetative and reproductive development and other related
processes are calculated on an hourly basis in the model, while all processes are integrated and
updated at daily time steps. All simulations start at planting, or at an earlier phase for the soil
water balance only, and te111linate at harvest maturity. It therefore covers the entire growing
season, including pre-planting soil preparation which is done in many of the agricultural
production systems. ·
2. Temperature Effect:
It has been observed in experimental studies that temperature significant! y affects development
of peanut (Cox and Martin, 1974; Harris et al., 1988; Leong and Ong, 1983; Ong, 1984). In
general, a temperature increase results in an enhancement of both vegetative leaf development
and reproductive development. Cox (1979) observed an optimum mean temperature of 27.5°C
in his study, and both lower and higher temperatures caused a decrease in development rate. A
strong interaction between genotype and temperature with respect to development also has been
reported (Nicholaides et al., 1969; Cox and Martin, 1974). Many simple crop development
models use the11nal time with a fixed base temperature (Leong and Ong, 1983), ignoring the
earlier observations that peanut has an optim11m temperature for development. Other environmental
factors related to global climate change also affect peanut growth and development. They include
solar radiation (Cox, 1978) and ozone (Ensing et al., 1986), but were not included in this
investigation.
In PNUTGRO a daily relative development rate is used, which defines a fixed minimum,
optimum and maximum rate. The model has a base temperature of 11 °C, and an optimum
development rate between 28°C and 32°C. Higher temperatures will cause a reduction in
development and at temperatures above 55°C no development occurs (Figure lB). The model
calculates a relative development rate based upon the hourly temperature and the relationship as
shown in Figure lB. The hourly temperature is predicted by fitting a half sine curve through the
daily minimum and maximum air temperature. At midnight an average daily development rate
is calculated, which varies between zero and one. Under optimum conditions, both for
temperature and other environmental conditions, the daily development rate will be one. Each
critical growth stage in the model, corresponding to the observed field growth stages (Boote,
1982), has a certain threshold value. Each growth stage needs to be accumulated individually.
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Once the accumulator reaches the threshold value for a particular growth stage, the model
predicts that this growth stage has occurred. In the model for instance it takes 5.0 units or
accumulated relative rates to predict emergence and 29 units to predict flowering. In addition
each cultivar has its own set ofthresholds for all growth stages to differentiate between genotypic
responses to environmental variation. The numbers shown previously were for "Florunner." a
common cultivar grown in the Southeast.
Other major processes which are affected by temperature in the model are photosynthesis and
maintenance respiration (Figure IA). The daily canopy photosynthetic rate is optimum between
an air temperature of 24°C and 34°C, and is reduced proportionally at both higher and lower
temperatures. Maintenance respiration shows a relative increase as a function of temperature and
is defined by a second order polynomial. The relative effect of temperature on maintenance
respiration is less than one for temperatures below 32°C and greater than two for temperatures
above 43°C. Growth and partitioning of carbohydrates to the individual plant components are
also affected by temperature. The relative growth rate of pods and seeds follows a second order
polynomial. It defines however an optimum growth rate at 22°C (Figure lB), and shows no
reproductive growth if the temperature is below 3°C or above 43°C.
Other processes in the model are also affected by temperature. They include root length
extension and vegetative node development. These processes, however, are not as important as
the effects shown in Figure 1 and they currently do not have any major feedbacks which affect
the other major growth and development processes.

3. Model Calibration:
All theoretical models require comparisons with measured data to verify that model
predictions and field observations are similar. The model PNUTGRO was initially developed
with field data collected in experiments conducted at the University of Florida, Gainesville,
Florida. One of the main objectives of the development of PNUTGRO was to design it as a
comprehensive model, so it would predict development and growth ofpeanut correct! y for a wide
range of environmental conditions. The model has been validated for several other locations in
the Southeast, including Marianna, Florida, and Tifton, Georgia. In general the model perforrnt!d
reasonably well for all locations.
•

In this paper the model perfo1mance is shown for an experiment conducted in 1981 in
Gainesville, Florida. The experiment consisted of two irrigated and one rainfed treatment. The
soil series was a Millhopperfine sand (Loamy, siliceous, hyperthermic Grossarenic Paleudults),
and the cultivar was "Florunner." In Figure 2A a comparison is shown between predicted and
field measured canopy, including pods, leaf, and stem biomass. In general the model slightly
under predicts canopy biomass; stem growth predicted during the middle of the season is also
too slow. Pod and shell biomass are predicted fairly accurately, but seed weight increase is too
slow (Figure 2B). Both final pod and seed biomass are slightly overpredicted. The time series
results shown in Figure. 2 give a better indication about model performance than just a
comparison between final predicted and measured yield values alone. The biomass change as
a function of age of the plant integrates all simultaneously occurring processes and will show
immediately if model predictions do not correspond to field measured data.
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METHODS
1. Study

Sites:

The major objective of this analysis was to study the effect of temperature on peanut
production in the Southeast. One of the major limitations, however, was the availability of long
term weather data. Through collaboration with the NOAA/National Weather Service/Southeast
Agricultural Weather Service Center, precipitation and minimum and maximum air temperature
data were obtained for 1984, 1985, 1986, and 1987. Solar radiation data were synthetically
generated, using a modification ofthe weather generator WGEN (Hcxiges et al., 1985; Richardson,
1985; Richardson and Wright, 1984). The location of the study sites, which represent the major
peanut growing regions in Alabama, Florida, and Georgia, are shown in Figure 3. The 15 sites
are listed in Table 1.
For all sites the same planting was selected to avoid a management interaction with the
temperature effects studied. It was assumed that May 1 was a representative planting date for all
locations. Either earlier or later planting dates caused a delay due to late frosts in Spring or early
frosts in Fall, especi•aIIy if a temperature decrease was applied on all temperatures. The
designated soil type was a Tifton loamy sand (Fine-loamy, siliceous, the1111ic, Plinthic, Paleudults).
The planting density was 12 plant/m2, with a row spacing of 0.5 m. No irrigations were applied
during the regular growing season. It was assumed that there were no fertility limitations
restricting growth and that herbicides and pesticides were applied at regular intervals to avoid any
pest or weed stresses.

Table 1
Agricultural Weather Stations In The Study Area

ALABAMA

Dothan
Geneva
Headland

30.9 N, 85.4 W
30.8 N, 85.9 W
31.1 N, 85.3 W

FLORIDA

Chipley
Gainesville
Live Oak
Monticello
Quincy
Tallahassee

30.5 N, 85.5 W
29.6 N, 82.4 W
30.1 N, 83.1 W
30.3 N, 83.9 W
30.1 N, 85.5 W
30.2 N, 84.3 W

GEORGIA

Albany
Blakely
Homerville
Plains
Tifton
Valdosta

31.2 N, 84.2 W
30.5 N, 85.0 W
30.8 N, 83.1 W
31.6 N, 84.5 W
31.2 N, 83.6 W
30.6 N, 83.6 W

'
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2. Computer Simulations:
The model was run for all 15 sites with the earlier defined management conditions and for
the four years of weather data available, i.e. 1984, 1985, 1986, and 1987. This set of runs was
defined as the standard set and was used for comparison with the modified weather data. The
model uses daily maximum and minimum air temperatures as inputs. Therefore both temperatures
were modified with a constant value for the entire season. To study the effect of cooling, similar
to a weather change as a result of nuclear winter, temperatures were modified with a decrease of
-1 °C, -2°C, and -3°C, respectively. Further temperature declines caused a significant increase in
the number of freeze occurrences, which killed the peanut crop. To study the effect of global
warming, similar to the effect predicted by the impact ofa global climate change, air temperatures
were modified with an increase of +1 °C, +2°C, +3°C, and +4°C, respectively. Additional
temperature increases were unrealistic compared with the outputs and predictions of most
general circulation models.

RESULTS
1. Temporal Variation:
Tifton, Georgia, was selected as one of the detailed study sites because of its location in the
peanut growing region. An analysis of the major climatic inputs for crop production showed a
very strong year-to-year variation (Figure 4). In general, the maximum air temperature varied
between l6°C and 38°C, while the minimum temperature varied between 7°C and 25°C. Total
accumulated rainfall varied between 360 mm in 1986 and 510 mm in 1987. Although the general
seasonal trend for maximum and minimum air temperature are very similar for these four years,
there are extremes which only occur in one year. In 1984, for instance, a cold period occurred
around day 150 (May 29), causing a significant drop in both the minimum and maximum air
temperature. During the same period in 1985 a warm period occurred, causing a reverse effect.
Total daily precipitation during the growing season also follows a very similar accumulation
pattern for all four study years. In 1984 and 1986, rainfall was relatively little during the frrst
month after planting compared with 1985 and 1987. During the months of June and July, rainfall
was inadequate for all four years.
Reproductive development and growth of crops also vary from year to year (Figure 5) as a
result of the temporal variation of the weather conditions during a growing season (Figure 4).
The highest leaf area and biomass production were predicted for 1984; as a result also a higher
pod yield was produced. During the critical pod and seed filling stage, temperature was lower
in 1984 and rainfall was higher, resulting in a higher reproductive production rate. During the
same period temperatures were higher and especially rainfall was lower in the other three years,
causing a decrease in leaf area index (LAI) and total biomass. Although not applied in this study,
the effect of rainfall or drought and temperature can be separated through the automatic
application of irrigation in the model. These predictions show that there is very strong seasonal
variation, which would not have been found if only final yield data had been analyzed.
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2.

Spatial Variation:

Besides the seasonal and temporal variation explained earlier, development and growth also
varied significantly between locations. For the control simulation, which did not include a
temperature modification (zero in Figure 6), pod yield varied between 3000 and 6000 kg/ha. In
Georgia, the lowest pod yield was predicted in Tifton (2905 kg/ha), and the highest yield was
found in Homerville (5548 kg/ha) (Figure 6A). The data presented in Figure 6 are averages of
four simulated years for all study sites in Georgia, eliminating seasonal variation. The spatial
variation was similar when the other locations in Florida and Alabama were compared.
The sites with the highest and lowest yields did not necessarily have the earliest and latest
maturity dates. In Georgia, the average earliest maturity date was predicted in Valdosta (141 days
between planting and harvest maturity) and the latest maturity was predicted in Plains ( 150.5 days
between planting and harvest maturity). The spatial variation was much larger for final pod yield
than for maturity dates, demonstrating the difference in sensitivity to temperature and other
environmental factors of the various plant processes.
3. Temperature Modification:
In addition to the base comparison for unmodified temperatures, Figure 6 also shows the
location sensitivity to temperature modifications for either an increase or decrease from the
standard daily weather variables. The temperature modification has a different effect on each
location. For the -3 °C modification Tifton (4653 kg/ha) and Albany (4808 kg/ha) had the lowest
yields for all six locations in Georgia. However, for the +4 °C temperature modification the yield
in Albany (2313 kg/ha) was about twice as high as in Tifton (1228 kg/ha). Similarly for the -3°C
modification maturity took 229 days in Plains, versus 183 days in Valdosta, while for the +4°C
modification maturity only took 127 days in Plains and 125 days in Valdosta. In Plains some
freezes occurred during the temperature decrease simulations, causing a significant delay in
maturity. This demonstrated that even for sites located relatively close, there was a very strong
interaction between location and temperature modification. This again stresses the importance
and significance to work with appropriate spatial scale levels.

The spatial effect was not as clear when the effect of temperature modification was averaged
for each state (Figures 7 and 8). Number of days from planting to flowering varied between 35
(Alabama) and 36 (Georgia) (Figure 7A); number of days from planting to maturity varied
between 142 (Florida) and 146 (Georgia) for the simulations with the unmodified weather data
(Figure 7B). All three states showed a similar response to the temperature modifications.
Number of days to flowering was 44 days in Georgia (43 days in Florida and Alabama) with a
temperature modification of -3°C and was 29 days in Alabama and Florida (30 days in Georgia)
with a temperature modification of +4°C (Figure?A). Number ofdays to maturity was 207 days
in Georgia (191 days in Florida and 197 days in Alabama) with a temperature modification of
-3°C; with a temperature modification of +4°C maturity was 125 days in Florida and Georgia (126
days in Alabama) (Figure 7B).
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Final pod yield was highest in Florida (5098 kg/ha) for the standard weather conditions, with
a seedsize of 493 mg and 798 seeds/m2 (Figure 8). Pod yield for all states increased with a
temperature decline, and decreased with a temperature raise. The relative difference between the
states with respect to final pod yield remained the same. One of the main causes for lower final
yield at higher temperatures was the shorter grain filling duration (Figure 7). This was directly
expressed by the peanut plants through the fo11nation of smaller seeds when the temperature
increased (Figure 8B ). The number of seeds per unit harvest area was not as much affected by
temperature as individual seedsize. A decline in temperature showed only a minor effect; in fact
for both Alabama and Georgia the number of seeds produced was larger for the -2°C temperature
modification than for the -3 °C temperature modification (Figure 8C). An increase in temperature
had a much stronger effect: in Georgia the number of seeds/m2 decreased from 681 to 539 for
a 4 °C temperature increase. In Alabama the number of seeds/m2 decreased from 731 to 581
seeds/m2 for the same temperature increase.

4. General Effect:
The overall temperature modification effect for the southeastern region of the U.S.A. is
shown in Figures 9 and 10. Each bar represents an average of 15 locations for four weather years.
The longest number of days between planting and flowering was observed when both the
maximum and minimum air temperature were decreased with 3°C (44 days), and the shortest
number of days was predicted for a temperature increase of 4 °C (29 days) (Figure 9A). A larger
difference was found between the number of days from planting to maturity: 199 days for the
average lowest temperature, and 126 days for the average highest temperature (Figure 9B).
The effect of a longer number of days between planting and maturity at lower temperatures
also includes the effect of a predicted increase in number ofdays between planting and flowering.
In general it shows that a temperature rise causes an increase in vegetative and reproductive
development; a temperature decline causes a decrease in development rates.
Total biomass was predicted to reach a maximum for a temperature decrease of2 °C. For both
a higher or lower temperature, biomass decreased linearly as a function of temperature change
(Figure 10A). Final pod yield also showed a linear decrease with a decline in temperature (Figure
l0B). The lowest pod yield was predicted for a temperature increase of +4°C and was 2824 kg/
ha; the highest pod yield was 5878 kg/ha for a temperature decrease of -3°C. Cumulative
evaporation for the entire growing season showed the least sensitivity to temperature modifica
tions, except when the temperature was decreased with -3°C.
•

DISCUSSION
Although the range of sites and the number of years used were limited, it can be concluded
from this study that a general temperature increase in the Southeast, even for a 1°C temperature
change, would significantly affect peanut production. In general a temperature increase from the
standard average temperatures will cause an enhancement of the development cycle, e.g. it will
take less days for the peanut plant to reach the flowering stage and it will also take less days for
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the peanut plant to reach maturity. As a result the plant has a smaller photosynthetic active leaf
area, which consequently reduces the potential net growth rate. At the same time the temperature
will also have a direct effect on the gross photosynthetic rate and will cause a reduction of
photosynthetic rates with a temperature rise. Maintenance respiration will increase as a function
of temperature rise, thereby also reducing the net photosynthetic rates. The overall effect is a
reduction in net pod growth rate. A shorter life cycle, combined with a smaller growth rate, will
therefore reduce pod and biomass production.
All results shown in this study were generated by a computer model that predicts growth and
development for peanut. A similar study conducted as an experiment would have been very
expensive and time consuming. A computer run with PNUTGRO will norrnally take less than
60 seconds for an entire growing season. For this particular study a total of480 simulations were
made: 15 sites, 4 years, and 8 temperature combinations. This study therefore demonstrates that
a computer model can be an inexpensive and effective tool to quickly analyze the effect ofclimate
change on crop growth and production.

•

SUMMARY

One of the possible effects of a global climate change is a alteration of the air temperature.
A computer model, which simulates growth, development, final yield of peanut (Arachis
hypogaea [L]), was used to predict the effect of temperature change on peanut production. The
model used in this study, PNUTGRO Version 1.02, was developed at the University of Florida
and has been calibrated and tested for several locations in the Southeast.
Fifteen sites were selected in Alabama, Georgia, and Florida, representing the peanut
growing region in the Southeast; for these sites daily historical weather data were also available.
Four simulations were made for each site, with actual weather data for the years 1981 - 1985 as
input. Following these simulation runs, the daily minimum and maximum air temperature were
modified with -1, -2 and -3 ° C, respectively, to study the effect ofa temperature decline. The daily
minimum and maximum air temperature were also modified with +1, +2, +3, and +4°C,
respectively, to study the effect of a temperature rise.
A detailed daily analysis of one site, i.e Tifton, Georgia, showed that there was a very strong
seasonal and temporal variability of biomass and pod production. This was not only caused by
a year-to-year temperature variation, but also due to the irregularity of both precipitation events
and amounts. A comparison between the several study sites displayed a strong spatial variability
with respect to prediction of maturity and final pod yield, even for sites located relatively close
in the same state.
The model predicted for all locations that a temperature decline will increase biomass
production and final pod yield. A rise in the daily temperature will cause a decrease in pod yield
production. This is mainly caused by a strong interaction between the temperature and the
general life cycle of the peanut plant. If the temperature increases, the plant win develop faster
and flower and mature earlier. This will reduce the number of effective pod filling days and the

243

size of the canopy which produces the carbohydrates for partitioning to the pods and seeds. At
the same time maintenance and growth respiration rates increase with an increase in temperature,
and photosynthetic rates decrease at higher temperatures, causing a reduction in net pod growth
rate.
It can be concluded from the predictions of the PNUTGRO model that the peanut production
in the Southeast will decrease if the temperature rises. This study also showed that crop
simulation models can be an inexpensive and effective tool for analysis of the climate change
effect on crop growth and production.

REFERENCES
Boggess, W. G., and C. B. Amerling. 1983. A bioeconomic simulation analysis of irrigation
investments. S. Jour. Agr. Econ. 15:85-91.
Boggess, W. G., G.D. Lynne, J. W. Jones, andD. P. Swaney. 1983. Risk-return assessment of
irrigation decisions in humid regions. S. Jour. Agr. Econ. 15:135-143.
Boote, K. J. 1982. Growth stages of peanut (Arachis hypogaea L.). Peanut Science 9:35-40.
Boote, K. J., J. W. Jones, J. W. Mishoe, and R. D. Berger. 1983. Coupling pests to crop growth
simulators to predict yield reductions. Phytopathology 73:1591-1587.
Boote, K. J., J. W. Jones, J. W. Mishoe, and G. G. Wilkerson. 1985. Modeling growth and yield
of groundnut. Proceedings, International Symposium on Agrometeorology of Ground
nut, 21-26 August 1985, Niamey, Niger. 32 pp.
Boote, K. J., J. W. Jones, G. Hoogenboom, G. G. Wilkerson, andS. S. Jagtap. 1987. PNUTGRO
V 1.0: Peanut Crop Growth Simulation Model. User's Guide. Agronomy Department and
Agricultural Engineering Depanment. University ofFlorida, Gainesville, Florida 32611.
Boote, K. J., J. W. Jones, G. Hoogenboom, G. G. Wilkerson, and S.S. Jagtap. 1988. PNUTGRO
Vl.01: Peanut Crop Growth Simulation Model. User's Guide. Agronomy Depa.iunent
and Agricultural Engineering Depanment. University of Florida, Gainesville, Florida
32611.
Boote, K. J., J. W. Jones, and G. iloogenboom. 1989a. Simulating growth and yield response
ofsoybean to temperature and photoperiod. pp. 273-27 8. In : Proceeding World Soybean
Research Conference N, 5-9 March, 1989; Buenos Aires, Argentina.
Boote,K.J.,J. W.Jones, G.Hoogenboom, G. G. Wilkerson,andS. S. Jagtap. 1989b.PNUTGRO
Vl.02: Peanut Crop Growth Simulation Model. User's Guide. Agronomy Depanment
and Agricultural Engineering Deparunent. University of Florida, Gainesville, Florida
32611.

244

Boote, K. J., J. W. Jones, G. Hoogenboom, G. G. Wilkerson, andS. S. Jagtap. 1990. PNUTGRO
Vl.02: Peanut Crop Growth and Yield Model. IBSNAT Version. Technical Docu
mentation. University of Florida, Gainesville, Florida 32611. In Press.
Bourgeois, G. 1989. Interrelationships between Late Leafspot Disease and Florunner Peanut:
A Modeling Approach. Ph.D. Dissertation, Department of Agronomy, University of
Florida, Gainesville.
Cox, F. R. 1978. Effect of quantity of light on early growth and development of peanut. Peanut
Science 5:27-30.
Cox, F. R. 1979. Effect of temperature treatment on peanut vegetative and fruit growth. Peanut
Science 6: 14-17.
Cox, F. R., and C. K. Martin. 1974. Effect of temperature on time from planing to flowering in
Virginia type peanuts (Arachis hypogaea L.). Peanut Science 1:86-90.
Curry, R. B., R. M. Peart, J. W. Jones, K. J. Boote, andL. H. Allen. 1988. Simulation as a tool
for analyzing crop response to climate change. Paper presented at the ASAE International
Winter Meeting, Chicago, December 13-16, 1988.
Curry, R. B., R. M. Peart, J. W. Jones, K. J. Boote, andL. H. Allen. 1989. Response ofcrop yield
to predicted changes in climate and atmospheric CO2 using simulation. ASAE Paper No.
89-4079. Paper presented at the ASAE International Summer Meeting, Quebec, Canada,
June 25-28, 1989.
Duncan, W. G., D. E. McCloud, R. L. McGraw, and K. J. Boote. 1978. Physiological aspects
of peanut yield improvement. Crop Science 18:1015-1020.
Ensing, J., G. Hofstra, and E. J. Adomait. 1986. The use ofcultivar yield data to estimate losses
due to ozone in peanut. Canadian Journal of Plant Science 66:511-520.
Godwin, D., J. T. Ritchie, U. Singh, and L. Hunt. 1989. A User's Guide to CERES Wheat V2.10. International Fertilizer Development Center, Muscle Shoals, Alabama 35662.
Grosz, G.D., R. L. Elliott, and J. H. Young. 1988. A comparison of two peanut growth models
for Oklahoma. Peanut Science 15:30-35.
Harris, D., R. B. Matthews, R. C. Nageswara Rao, and J. H. Williams. 1988. The physiological
basis for yield differences between four genotypes of groundnut (Arachis hypogaea) in
response to drought. ID. Developmental processes. Experimental Agriculture 24:215226.

245

Hodges, T., V. French, and S. K. LeDuc. 1985. Yield Model Development: Estimating Solar
Radiation for Plant Simulation Models. AgRISTARS JSC-20239; YM-15-00403.
NOAA/NESDIC/AISC, Columbia, Missouri.
Hoogenboom, G., J. W. Jones, and J. W. White. 1988. Use of models in studies of drought
tolerance. pp. 192-230. In: [ J. W. White, G. Hoogenboom, F. Ibarra, and S. P. Singh,
editors] Research on Drought Tolerance in Common Bean. Working Document No. 41.
Bean Program, Centro Internacional de Agricultura Tropical, Cali, Colombia.
Hoogenboom, G., J. W. Jones, and K. J. Boote. 1990a. Modeling Growth, Development, and
Yield of Legumes: Current Status of the SOYGRO, PNUTGRO, and BEANGRO
models. Paper presented at the ASAE International Summer Meeting, Columbus, Ohio,
June 24-27, 1990.
Hoogenboom, G.,J. W. Jones,J. W. White, andK. J. Boote. 1990b. BEANGRO Vl.0: Dry Bean
Crop Growth Simulation Model. User's Guide. Agricultural Engineering Department
and Agronomy Department. University of Florida, Gainesville, Florida 32611.
International Benchmark Sites Network for Agrotechnology Transfer Project. 1986. Technical
Report 5. Decision Support System for Agrotechnology Transfer (DSSAT). Docu
mentation for IBSNAT Crop Model Input and Output Files, Version 1.0. Dept.
Agronomy and Soil Sci., College of Trop. Agr. and Human Resources, University of
Hawaii, Honolulu, Hawaii 96822.
International Benchmark Sites Network for Agrotechnology Transfer Project. 1988. Technical
Report 1. Experimental Design and Data Collection Procedures for IBSNAT. The
MinimumDate Sets for Systems Analysis and Crop Simulation, 3rd Edition Revised 1988.
Dept. Agronomy and Soil Sci., College of Trop. Agr. and Human Resources, University
of Hawaii, Honolulu, Hawaii 96822.
International Benchmark Sites Network for Agrotechnology Transfer Project. 1989. Decision

Support System for Agrotechnology Transfer Version 2.1 (DSSAT V2.1). Dept.
Agronomy and Soil Sci., College of Trop. Agr. and Human Resources, University of
Hawaii, Honolulu, Hawaii 96822.
Jones, J. W. 1986. Decision support system for agrotechnology transfer. Agrotechnology
Transfer 2:1-5.
Jones, J. W., K. J. Boote, G. Hoogenboom, S.S. Jagtap, and G. G. Wilkerson. 1989. SOYGRO
V5.42. Soybean Crop Growth Simulation Model. User's Guide. Agricultural Engineering
Department and Agronomy Department. University of Florida, Gainesville, Florida
32611.
Jones, J.W., K.J. Boote, S.S. Jagtap, and J.W. Mishoe. 1990. Soybean development. Chapter
5. In : Modeling Soil and Plant Systems, R.J. Hanks and J.T. Ritchie (eds.). ASA
Monograph. American Society of Agronomy, Madison, Wisconsin 53711.
246

Jones, J. W., J. W. Mishoe, G. G. Wilkerson, J. L. Stimac, and W. G. Boggess. 1986. Integration
of soybean crop and pest models. p. 98-130. In : Integrated Pest Management on Major
Agricultural Systems, R.E. Frisbie and P.L. Adkisson (eds.). Texas A&M University,
College Station, Texas 77843.
Jones, J. W., and A.G. Smajstrla, 1980. Application of modeling to irrigation management of
soybean. p. 571-599. In: World Soybean Research Conference II: Proceedings, F. T.
Corbin (ed). Westview Press, Boulder, Colorado 80301.
Leong, S. K., and C. K. Ong. 1983. The influence of temperature and soil water deficit on the
development and morphology of groundnut (Arachis hypogaea L.). Journal of Experi
mental Botany 34:1551-1561.
Mishoe,J. W.,J. W.Jones,D.P. Swaney,andG.G. Wilkerson. 1984. Usingcropandpestmodels
for management applications. Ag. Systems 15: 153-170.
Nicholaides, J. J., F. R. Cox, and D. A. Emery. 1969. Relation between environmental factors
and flowering·periodicity of Virginia type peanuts. Oleagineux 24:681-683.
Ong, C. K. 1984. The influence oftemperature and water deficits on the partitioning of dry matter
in groundnut (Arachis hypogaea L.). Journal of Experimental Botany 35:746-755.
Peart, R. M., J. W. Jones, R. B. Curry, K. J. Boote, andL. H. Allen. 1988. Final Report. Impact
of Climate Change on Crop Yield in the Southeastern U.S.A.: A Simulation Study.
Institute of Food and Agricultural Sciences, University of Florida, Gainesville, FL
32611.
Richardson, C. W. 1985. Weather simulation for crop management models. Transactions of the
ASAE 28(5):1602-1606.
•

Richardson, C. W., and D. A. Wright 1984. WGEN: A Model for Generating Daily Weather
Variables. USDA-ARS ARS-8. 80 pp.
Ritchie, J. T. 1985. A user-oriented model of the soil water balance in wheat. p. 293-305. In:
Wheat Growth and Modeling, E. Fry and T.K. Atkin (eds.). Plen11m Publishing Corporation,
NATO-ASI Series.
Ritchie,J. T., U. Singh,D. Godwin, andL.Hunt. 1989. A User'sGuidetoCERES Maize- V2.10.
International FtI'tilizer Development Center, Muscle Shoals, Alabama 35662.
'

Smith, J.B., and D. A. Tirpak (editors). 1989. The Potential Effect of Global Change on the

United States. Appendix C. Agriculture. United States Environmental Protection
Agency, Washington, D.C. 20460.

247

Swaney, D. P., J. W. Jones, W. G. Boggess, G. G. Wilkerson, and J. W. Mishoe. 1983. A crop
simulation method for evaluation of within season irrigation decisions. Trans. ASAE
26:362-368.
Wilkerson, G. G., J. W. Jones, K. J. Boote, K. T. Ingram, and J. W. Mishoe. 1983. Modeling
soybean growth for management. Trans. ASAE 26:63-73.
Young, J. H., F. R. Cox, and C. K. Martin. 1979. A peanut growth and development model.
Peanut Science 6:27-36.

248

2.5

t;

2.0

w
u..

tb

1.5

w

>

----,

1.0

w

a: 0.5

''

''

''

''

''

0.0
0

10

20

30

''

''

'

40

AIR TEMPERATURE (

50

0 c)

Maintenance Respiration Photosynthesis

------

•

1.2 - . - - - - - - - - - - - - - - - - - - - - - - 1-

0 1.0

w

LL
LL

w

0.8

w 0.6

>

w 0.2
a:
0.0
0

10

20
30
0
AIR TEMPERATURE ( c)

40

50

Vegetative and Reproductive
Pod and Seed Growth Rate
Development

-----·

'

Figure 1. Effect of temperature on photosynthetic and maintenance respiration rates (A), and
vegetative and reproductive development and pod and seed growth rates (B) as defined in the
model PNUTGRO.

249

12,000
10,000

stem

leaf

-

■

ca

.,t

'

------

canopy

•

•••••••••••

••
• ~·

•
••
••

••••• ••

••

••
•
•

••
•
••

•• ••

•••

.c

en

8,000

1981, Irrigated

.,,~,,

•
•
•
•
••

...

~

en 6,000
en

<

:E

•••

4,000

0

• •

•
•
•
• ••

m

••

2,000

•••

• ••

•
•
••

■
-------■

■

---------

•

0
100

150

200

DAV OF VEAR
6,000
seed
.,t

a..

5,000

ca

.c

en 4,ooo

-

pod
■

shell

•
------ •••••••••••

1981, Irrigated

..,,~

,,

~ 3,000

<
:E
o

2,000

m
1,000

..
-

0
100

150

200

DAV OF VEAR
Figure 2. Field measured (data points) and predicted (continuous lines) stem, leaf, and canopy
(including pods) biomass (A); and seed, pod and shell biomass (B), for Gainesville, Florida.

250

•

GEORGIA

•

ALABAMA
•

-

--- ---

,

'

Figure 3. Location of the study sites in the Southeast.

251

0

Q,. 35
w
§ 30

w 25

i

D.

f

~ 20
I-

200

150

250

MINIMUM AIR TEMPERATURE
5

150
500
¢

,

E 400
E

:I

200

250

TIFTON
1984

1985

1986

, - ..

1987

---- -----· ........... --··--··--

300

,,..
•
,.

..

' .•I
,
, •········

. - 1 ~~

...,..,.....
' .
.' .-,0

•••

- ••1

~

~ 200
100
ACCUMULATED RAINFALL
0

150

200

250

DAV OF VEAR
Figure 4. Daily maximum (A) and minimum (B) air temperature; and total accumulated rainfall
(C) during the peanut growing seasons in 1984, 1985, 1986, and 1987 for Tifton, Georgia.

252

5

LEAF AREA INDEX

.,, ..,,

2

1

1984

1986

1985

1987

- - ...................... -··-··--

0

150
200
250
#ca¼ 12,000 - , - - - - - - - - - - - - - - - - - - - - - - -

~

~ 10,000

en
en
c:(

8,000

:E

6,000

0

m 4,000
>
a.

0

2,000

u

0

zc:(

CANOPY BIOMASS
.

•

,.
-

250
200
150
5,000 - - , - - - - - - - - - - - - - - - - - - - - - -

POD BIOMASS

~¢ca%

.c

en 4,ooo
~

.,, "

~ 3,000
c:(

:E
o 2,000

m

c 1,000

0

a.
0
200

150
'

.

250

DAY OF YEAR

Figure 5. Predicted leaf area index (A); total canopy biomass (including pods) (B); and pod
biomass (C) for Tifton, Georgia, during 1984, 1985, 1986, and 1987.

253

7,000
.....

:,

ca

FINAL POD YIELD

6,000

~

~
5,000
.,,
C

..J

4,000

>
c

3,000

w

0
a.

2,000
1,000
-3
•

-2
-1
0
+1
+2
+3
TEMPERATURE MODIFICATION

220

u,

~
Q

+4

NTING TO MATURI

200

Albany

Blakely

Homervllle

Plalna

Tifton

Valdosta

............
................
. . . .. .

..........
f.',.···················~·
"..........
•··················
-····················
1.•.-.............••••••••••
....................
......
.............
r • • " • • • • • • •

""I
I

♦ •

♦ ♦ ♦ •

•

♦ ♦ ♦

♦

♦

♦

♦

♦

♦

••• •

•
..

180

•

•

♦

♦

•

••••

LL

0

=It 160
140
120

-3

-2
-1
0
+1
+2
+3
TEMPERATURE MODIFICATION

+4

Figure 6. Predicted fmal pod yield (A) and number of days to maturity (B) for the six study
sites in Georgia.

254

45

40
ti)

~

c 35
LL

0

~

30

25

-3

-2

-1

0

+1

+2

+3

+4

TEMPERATURE MODIFICATION

200
Alabama

Georgia

tn 180

Florlda

..
-

~
Q

160
0
LL
~

140
120
-3

-2
-1
0
+1
+2
+3
TEMPERATURE MODIFICATION

+4

I

'

Figure 7. Predicted number of days to flowering (A) and maturity (B) for Alabama, Georgia,
and Florida.

255

7,000
--

FINAL POD YIELD

a..

ca
.c
6,000
..,

.

c,,'

~ -.-..-

.
.
..
..

~.-..-

.
.
.
..
.
.
..
.
.

~

~

C

,. 5 000

..J

w

>

Georgia

~

'

4,000

C

Florlda

....

.

0 3,000
a.

2,000
-2

-3

..

c,,

..
..
.
.

E

..
.
..
.
..
..
.
.
...•
.

;; 500
N

en
-

C

w
w

400

0

+1

+2

en
300
-3

+4

.
..
..
.
..
..
.
.
.
.

~

..
..
..
.
.
.
..
.
..
.•

+3

INDIVIDUAL SEEDSIZE
..
-

.
..
.
..
.
.
.

600
.,t

-1

-

..
•

-2

900

0

-1

+1

+2

+3

+4

NUMBER OF SEEDS

N .. 800
..,E

~ -.
.
.
..
..
.
.••
.
..
..
..
.
...
..
..•
.
.
..
.
.
.
..
..
..

~

-;;100
C

w

~ 600
500
-3

-2

-1

0

. +1

'

-

+2

+3

TEMPERATURE MODIFICATION

+4

Figure 8. Predicted fmal pod yield (A); seedsize (B); and number of seeds (C) for Alabama,
Georiga, and Florida.

256

PLANTING TO FLOWERING

40
u, 30

~

C

LL

0

20

~

10
0

-3

-2

-1

0

+1

+2

+3

+4

TEMPERATURE MODIFICATION

200

..
-

150
U)

~

C 100
LL

0

~

50

0
-3

-2
-1
0
+1
+2
+3
TEMPERATURE MODIFICATION

+4

'

Figure 9. Predicted number of days to flowering (A) and maturity (B) for the Southeast as
function of temperature change.

,

257

12,000

BIOMASS

""ca.. 10,000

.,,.s::,
"

~
.,, ,,

8,000

~

6,000

<(

:E

0

4,000

m 2,000
0
-3

-2

-1

7,000
#ca' 6,000

0

+1

+2

+3

+4

FINAL POD YIELD
..
-

.c

:g;,, 5,000
..,.

c 4,000
..J

w 3,000

>

c 2,000
0

0.

1,000
0
-3

-2

-1

0
+1
+2
+3
+4
E
..,.E,, 700 - - - - - - - - - - - - - - - - - - - .
EVAPOTRANSPIRATION
z 600

0

500
-- 400
1-

D.

~ 300

200

b
0.
~
w

100

0

-3

-2
-1
0
+1
+2
+3
TEMPERATURE MODIFICATION

+4

Figure 10. Predicted total biomass (A); pod yield (B); and total evapotranspiration for the
Southeast as function of temperature change.

258

CLIMATIC AND HYDROLOGIC TRENDS IN THE
SOUTHEASTERN COAST AL PLAIN
J.M. Sheridan and R. K. Hubbard

INTRODUCTION
Potential global warming resulting from increased levels of carbon dioxide and trace gases
in the earth's atmosphere has recent! y generated considerable interest. Current climatic models
generally indicate that global average temperatures may increase by 3° ± 1.5°C by the middle of
the next century, due to a doubling of CO2 concentrations as well as increased levels of the other
''greenhouse'' gases (Kellogg, 1987).
In addition to projected increases in mean global temperatures, components of the hydrologic
cycle (including precipitation, evapotranspiration and soil moisture) are expected to change as
a result of altered wind and weather patterns. Such changes have implications not only for
regional water resources and agricultural production, but also for groundwater recharge and
withdrawal, and for risks of contamination of groundwater supplies.
Global-averaged trends are of little value at a regional or local scale where specific problems
regarding agricultural production and management practices and water resources planning and
policy-making decisions must be addressed. Current regional projections developed by general
circulation models (GCM's) are generally conceded to be less reliable than global-scale
projections. Climate modelers are refining GCM's to provide finer spatial resolution and
increased process feed-back capabilities in order to develop improved regional projections.
Before accurate regional scenarios or projections are developed, however, some evaluation of
recent trends in climatic and hydrologic budget components within the region may be useful.
This paper examines recent trends in selected components of the hydrologic budget for
locations in the Coastal Plain of Georgia. Annual and seasonal trends for short-te1111 (21-year)
hydrologic records and for longer-te1m (64-year) hydrologic simulations are presented.

LITERATURE REVIEW
A recent evaluation of climatic records showed statistically-significant trends in annual and
seasonal rainfall at a Georgia Coastal Plain location (Knisel and Leonard, 1990). Analyses of a
50-year record (1936-1985) showed: (1) increasing annual rainfall, (2) decreasing five-month
growing-season (April-August) rainfall, and (3) increasing rainfall in the remaining seven
month dot 1nant season. Similar trends were observed for simulated annual and seasonal percolate
volumes below the root zone.
A subsequent analysis of annual and seasonal rainfall at several locations in the Georgia
Coastal Plain showed generally similar rainfall trends (Sheridan and Knisel, 1989). Although the
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longer record periods in these analyses (67 to 89 years) showed no consistent trend regarding
annual rainfall totals, inland Coastal Plain locations showed decreasing growing-season (April
August) rainfall, with increasing do11nant-season rainfall.
By comparison, Bradley et al. (1987) reported significant increases in mid-latitude precipi
tation over continental areas of the northern hemisphere for the past 30 to 40 years. Precipitation
increases for the United States were attributed principally to increases in autumn through spring
precipitation. Globally, Europe and the USSR showed similar trends of increasing rainfall since
the mid-1900s, resulting primarily from increased non-summer rainfall.
The available literature on global climate modeling indicates that current climate models are
considered less reliable for regional-scale projections, or for predicting future rainfall patterns
or trends in other components of the hydrologic cycle. These projections are, of course, the
specific type of information needed for prudent agricultural and water resource planning and
policy-making activities. As Kellogg (1987) stated, global average trends, while interesting, are
not useful concepts for dete111rining what may happen at the regional scale.
Several projections of rainfall and selected hydrologic budget components (along with
caveats and warnings regarding current regional-scale prediction capabilities) are available for
the southern U.S., although there is not complete agreement between projections. While global
average precipitation and evaporation are expected to increase under global warming scenarios,
current regional projections generally call for dryer conditions in the southern U.S., with slight
reductions in soil moisture (Dudek, 1987; Snedeker and deSylva, 1987; and Simard and Mein,
1987).
Seasonal projections for the region have also been reported. Lavadus (1987) indicates that
the consensus of current models is that little change in summer precipitation will occur in the
southern U.S. (except for slight increases along the Atlantic coast), while winter precipitation is
expected to decrease. Kellogg ( 1987), afterevaluation of (a) projections offive available GCM' s,
(b) recent anomalously warm years, and (c) historical prolonged warm periods, also reported a
consensus for dryer winters in the southern U.S., with little change or even slight increases in
precipitation and soil moisture levels for summer periods.
Some studies, however, have indicated drier mid-latitude conditions during the crop season,
with significant reductions (20-30 percent) in soil moisture (Heddon, 1987; and Manabe and
Wetherald, 1986). Cooter ( 1987), after review of available climate change model outputs for the
southern U.S., found projected temperature and precipitation pattern changes between the
available models to be quite clifferent.
Model simulations by Cooter ( 1987) showed increased occurrences of heavy (P > 1" in 24
hours) rainfall events for portions of the southern U.S. Cooter further reported significant
decreases in simulated aquifer recharge rates for several locations, while some locations showed
slight increases in simulated aquifer recharge. Plant growth and pesticide movement simulations
showed significant!y increased leaching ofagricultural chemicals below the root zones ofcertain
agricultural soils in the southern U.S., thereby indicating increased risks to groundwater quality
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(Cooter, 1987). Similar warnings were sounded by Robertson et al. ( 1987) regarding increased
risk of groundwater contamination in the more rapidly-leaching soils of the southeastern U.S.

DATA AND PROCEDURES
Hydrologic budget component trends were evaluated for locations in the Georgia Coastal
Plain using two approaches. First, recent trends in short-te11n rainfall and streamflow records
were examined for a small, instrumented agricultural watershed for 1968-1988. Next, longer
te11n trends in selected hydrologic components (surface runoff, evapotranspiration, and perco
lation) were examined for a small agricultural field using a field-scale hydrologic simulation
model, long-te11n rainfall (1925-1988), and typical agricultural production practices.
Trend analysis was perfo1rned on seasonal totals computed with the agricultural season
definitions used previously in this region (Sheridan and Knisel, 1989; Knisel and Leonard, 1990).
The five-month April through August period is considered to be the growing season, and the
remaining seven month period, September through the following March, the do1111ant season.
This season-cropping ·definition is not necessarily suited to all segments of agriculture, but
represents a reasonable definition for the major agricultural crops produced in the southeastern
Coastal Plain.
Annual and seasonal data from short-te11n observations and longer-te11n simulations were
tested for evidence of trends of interest to the agricultural and water-resources community.
Hydrologic time-series data were examined graphically, and regressions on moving average
(multiple-year average) time-series data were tested using a t-distribution to dete1111ine if
regression slopes were significantly different from zero.

1. Experimental Watershed Observations:
Rainfall and streamflow, or water yield, data for a small (16.7 km2) mixed-use, agricultural
watershed (Watershed K) in the Coastal Plain region of south Georgia were examined for trends.
Watershed K is a subunit of the Little River Experimental Watersheds (LRW) located near
Tifton, GA. These instrumental areas have been maintained since 1968 as a part of extensive
watershed research program conducted by the Southeast Watershed Research Laboratory
(SEWRL) of the U.S. Depaitr11ent ofAgriculture, Agricultural Research Service (USDA-ARS).
The LRW study area is considered to be representative of southeastern Coastal Plain soils,
geology, land use, and agricultural cropping and management practices.

2. Study Area Description:
'

Topographically, LRW is in an area of floodplains, river terraces, and gently-sloping
uplands. Soils ofthe area are predominantly sandy and light-colored, with high infiltration rates.
Internal drainage of most upland soils is good to very good, but that of the swamp-alluvial soils
is poor to very poor, with water standing on the surface during portions of the year (Calhoun,
1983).
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Upland land use is predominantly row crop, pasture, or pine plantation. A transitional area
of hardwood-pine generally occurs between the dryer uplands and the wet bottomland areas
(Ritchie et al., 197 6) which are characterized by mixed tree and shrub vegetation (Kitchens et al.,
1975).
The region is humid subtropical, with mean annual precipitation at Tifton, GA of 1201 mm
(1925-1988). Monthly average precipitation is well-distributed throughout the year except for
the fall. Annual water yield for the LRW averaged 365 mm for 1968-1981 (Sheridan and Mills,
1985).
Hydrologically, approximately 80 percent of total flow from upland areas is by subsurface
movement with approximately three-fourths of the annual total occurring from December
through May (Hubbard and Sheridan, 1983). Prolonged subsurface seepage from upland areas
results in high water tables in low-lying areas, with standing water for extended periods
(Shir1nohammadi et al., 1984). Streamflow from these watersheds is comprised of sto11n runoff
from saturated, low-lying zones and upland areas, as well as delayed, shallow subsurface
movement from the adjacent upland areas.
3. Hydrolo~c Simulations:
The experimental observations on LRW are comparatively short in the context of climatic
trend evaluation. Climatic cycles reported in the literature range up to 80 to 100 years, and
evaluation of trends and extrapolation of results obtained from short observation periods, which
may be only a fraction of the relevant climatic cycle lengths, could be misleading and result in
erroneous conclusions. Also, hydrologic field observation and data collection programs may
coincide with atypical climatic periods. Model simulations allow us to examine hydrologic
budget components (including those components not directly-or readily-measurable) for longer
periods than current field data availability will pe11nit.
The LRW record (1968-1988), despite well-documented agricultural droughts of recent
years, does not demonstrate the variability in annual rainfall that typifies the long-term rainfall
records. Knisel and Leonard ( 1990) concluded that the LRW period ofrecord lacked the extreme
variability (either wet or dry year) in annual rainfall that is representative of the long-terrn
climate. Model simulations help to avoid some ofthe pitfalls that could result from relying solely
on short te11n, possibly climatically-atypical hydrologic records in the evaluation of climatic and
hydrologic phenomena.

4. Model Inputs:
Hydrologic budget component values were simulated for a small (4.0 ha) Coastal Plain
agricultural field using the available long-te11n precipitation record from the CPES and the
hydrology submode! of the GLEAMS field-scale agricultural management systems continuous
simulation model (Leonard et al., 1987). The GLEAMS Model was selected for these
simulations because of the relative ease of application, the availability of required input
parameter sets, the confidence generated due to prior testing and simulations, and the general
reproducibility of observed hydrologic estimates under similar Coastal Plain conditions.
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Hydrologic budget components evaluated were surface runoff, evapotranspiration, and
percolation. Percolation through the root zone is an indicator of the water that is available in the
Coastal Plain to either move laterally or vertically in the soil profile. Laterally-moving water may
emerge as delayed subsurface flow in low-lying areas and drainage networks in confmed and
semi-confined portions of the Coastal Plain. Vertically-moving water may recharge regional
groundwater supplies in unconfined areas.
The soil selected for these hydrologic simulations was the Tifton loamy sand on a three
percent slope. The Tifton soil series is a dominant agricultural soil type on uplands in the Little
River study area. Soil parameter values input to the hydrologic parameter file were selected based
on characteristic Tifton loamy sand profile data.
Continuouscom,plantedApril 1 andharvestedAugust 15, was simulated with a wintercover
crop and no irrigation. Cropping and management practices were held constant for the entire
period of simulation ( 1925-1988) to facilitate evaluation of hydrologic component trends.

RESULTS

1. Watershed Hydrolo~ic Observations:
Regressions fitted to the three-year averaged time-series rainfall and streamflow data for
Watershed K showed decreasing trends for the period ofobservation ( 1968-1988). Annual water
year (October 1 - September 30) rainfall data showed a statistically-significant decreasing trend,
i.e., the trend regression slope was statistically different from zero slope (Figure 1). Runoff
showed a similar, but less pronounced decreasing trend which did not meet the test for statistical
significance. The rather severe decreasing trend in areal rainfall over Watershed K resulted from
the relatively high annual rainfall totals (compared to long-te1m mean of 120.1 cm at Tifton, GA)
that were observed for several years in the early portion of the LRW record.
R,ainfall and streamflow totals for Watershed K showed seasonally-divergent trends.
Growing-season rainfall showed a rather dramatic (statistically highly-significant) trend, de
creasing from nearly 70 cm to about 45 cm over the experimental record (Figure 2). D01mant
season rainfall exhibited a slightly positive, but statistically non-significant increasing trend. The
seasonal rainfall trends for Watershed K were similar to those reported for point rainfall at the
CPES and other Coastal Plain locations (Sheridan and Knisel, 1989; Knisel and Leonard, 1990).
Seasonal runoff trends generally reflected the observed seasonal rainfall trends for Water
shed K (Figure 3). A highly-significant decreasing trend in growing-season streamflow was
observed over the record period, with trend line totals decreasing from 20 cm to just over 6 cm.
An increasing trend, statistically not significant, was observed for do1111ant-season streamflow.
Seasonal streamflow generally tracked seasonal rainfall totals, as did annual streamflow to
annual rainfall. Annual and seasonal trends for Watershed K rainfall and streamflow are
summarized in Table 1.
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Table 1
Watershed K Hydrologic Trends (1968-1988)

Component

Time
Period

Statistical
Significance*

Trend
Slope (cm/yr)

Rainfall

Annual
Dorrnant
Growing

Significant
N.S.
Highly signif.

-0.92
+0.12
-1.20

Streamflow

Annual
D011nant
Growing

N.S.
N.S.
Highly signif.

-0.49
+0.05
-0.70

*N.S. - Not significant (P > 0.05)
Significant - (P ± 0.05)
Highly significant - (P ± 0.01)

•

The fact that the annual runoff trend lacked statistical significance is attributed to two factors.
First, streamflow response patterns are inherently attenuated since only a fraction of rainfall
becomes streamflow. Secondly, as we see from the seasonal analyses, a relatively larger portion
of annual rainfall occurred within the dormant season, with, therefore, relatively less rainfall
occurring in the crop-growing season. Hence, a larger percentage of annual rainfall occurred in
the season when a higher percentage of rainfall becomes streamflow due to decreased do1mant
season evapotranspiration rates. Therefore, the rate of decrease in the trend line for annual
streamflow is less than the rate of decrease in the trend line for annual rainfall.
The apparent change in the relative percentage of annual rainfall occurring within the crop
growing season is of particular interest in the southeastern Coastal Plain because of the
importance of agriculture to the regional economy. The percentage of rainfall occurring in the
five month (April-August) growing season has shown marked decreases over the LRW period
ofobservation. The relative portion of annual rainfall occurring in the growing season decreased
from about 50 percent of the annual total rainfall to approximately 40 percent. Watershed K
streamflow showed an even greater decrease, with growing-season streamflow dropping from
about 50 percent of the annual total to about 20 percent.
•

Field-Scale ff ydrolo2ic Sim11 tations
The GLEAMS hydrology submode! simulations generated hydrologic budget component
values which are reasonable compared to values reported for instrumented Coastal Plain study
areas (Table 2). Mean annual surface runoff of 5.5 cm simulated for the field area compares
favorably with the 10-year mean of 8.1 cm reported by Hubbard and Sheridan (1983) for a 0.34
ha cropped field area, Watershed Z. The Z study area, a Cowarts loamy sand with a varied
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Table 2
Comparison of Mean Annual Simulated and Observed
Hydrologic Budgets for Coastal Plain Study Areas

Field-Area Z
Observations
(1969-1978)![

Field-Area
Simulations
(1925-1988)

Percolation

(cm/yr)

(cm/yr)

(cm/yr)

Rainfall
Surface
Runoff

Watershed K
Observations
(1968-1988)

- 120.1
-5.5
-35.8

Rainfall
Surface
Runoff

124.1

Rainfall

123.0

-8.1

Subsurface
flow

-30.9

Total

- 41.3

Total

-39.0

ET

- 78.7

ET

< 85.1

Streamflow -37.3
ET

<85.7

.!/From Hubbard and Sheridan (1983).
cropping history, has separately-measured surface and subsurface flows. Simulated mean annual
surface runoff and percolation below the root zone totaled 41.3 cm, which compares favorably
with the observed combined surface and subsurface flow from Watershed Z of 39 .0 cm, and with
the observed total annual runoff from Watershed K, 37. 3 cm. Average simulated annual ET for
the field area (78.7 cm) is reasonable compared with annual ET from instrumented study areas
which was estimated indirectly to be less than 85 cm.
Five-year averaged hydrologic component time-series data were next examined for annual
and seasonal trends. Annual rainfall showed no significant trend for the period of simulation
(1925-1988). D01mant- and growing-season rainfall showed highly-significant trends consis
tent with those reported by Sheridan and Knisel (1989) for a similar record period, i.e., increased
do1mant-season rainfall and decreased growing-season rainfall (Figure 4). The trend in the
percent rainfall occurring within the growing season is of particular interest (Figure 5). This plot
shows the longer-te11n decreasing trend, as well as the recent marked decreases in growing
season rainfall which were indicated for watershed observations. Note that three of the five
lowest relative values in the 64-year record period occurred in the last six years of record.
'

Simulated surface runoff trends generally reflected the long-te11n rainfall trends (Figure 6).
Annual runoff showed a slight increasing trend, but the trend line was not significantly different
from zero slope. D01mant-season surface runoff increased with time (highly-significant), while
growing-season runoff showed a significant decreasing trend.
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Simulated evapotranspiration (ET) from the cropped field area exhibited a highly-significant
decreasing trend on an annual basis (Figure 7). This trend is a composite effect resulting from
a rather pronounced, highly-significant, decreasing trend for growing-season ET, and a less
dramatic (but also highly-significant) increasing trend in the do11nant-season ET. Although the
do11nant-season ET shows a significant increasing trend, the rate of change in do11nant-season
ET resulting from increased dorrnant-season rainfall is not great since potential ET rates are
relatively low during the winter months. Therefore, the rate of increase in do11nant-season ET
is small compared to the rate of decrease in growing-season ET that results from diminished
growing-season rainfall during the high potential ET period of the year.
Simulated percolation also showed interesting trends (Figure 8). Annual percolation values
exhibited a highly-significant positive trend. This trend resulted from a rather pronounced
positive trend in dot rnant-season percolation due primarily to increased dot 111ant-season (low ET
demand) rainfall. This rate of increase more than offset the rate of decrease in growing-season
(decreased rainfall-high ET demand)
•

The do1111ant season has been shown to be the primary period of subsurface water movement
and groundwater recharge potential for confmed areas of the Coastal Plain (Hubbard and
Sheridan, 1983). Trends in simulated long-terrn hydrologic budget components are summarized
in Table 3.

Table 3
Simulated Hydr<?logic Budget Component Trends (1925-1988)
Component
(cm/yr)

Rainfall

Time
Period

Statistical Significance*/

Trend
Slope

Annual
Dorrnant
Growing

N.S.
Highly significant
Highly significant

0.034
0.226
0.178

Surface Runoff

Annual
D011nant
Growing

N.S.
Highly significant
Significant

0.005
0.027
-0.018

Evapotranspiration

Annual
D01mant
Growing

Highly significant
Highly significant
Highly significant

-0.085
0.027
0.113

Highly significant
Highly significant
Significant

0.119
0.172
-0.046

•

Percolation

Annual
D011nant
Growing

*I N.S. = Not significant (P > 0.05)
Significant (P ± 0.05)
Highly significant - (P ± 0.01)
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DISCUSSION

Observed hydrologic trends reported in this paper may occur as part of the long-te11n climatic
variability - a consequence of the cyclic and gradually-changing nature of climate.
These trends are not implied to be continuing, nor to be a result ofanthropogenically-induced
climatic change. However, identification ofrecent trends in climatic and hydrologic components
is relevant since the eventual impact of climate change would be dete1mined in part by pre
existing or background climatic conditions. Depending upon where within the long-te11n cyclic
pattern changes were initiated, i.e., whether the component was on the upward or downward limb
of a cycle, the rate of change of a given parameter could be attenuated or reinforced. Observed
rates-of-change could therefore be less rapid or more rapid than anticipated.
The focus on increased climatic uncertainty has caused a reexamination of our concepts and
perceptions of climate. We have for many applications previously considered climate to be
essentially a static condition, changing only over a time scale ofcenturies to millennia (Moss and
Lins, 1989). Many of our current water resource and hydrologic design procedures were
developed based on this premise of climatic stationarity. The prospect of more rapid climatic
change and increased future climatic uncertainty only serves to accentuate the tenuous nature of
the presumption ofclimatic stationarity. Past observations may be less reliable indicators of what
will happen in the future, and statistical or stochastic models developed based on relatively brief
periods of data collection and hydrologic observations may be less adequate than previously
assumed (Moss and Lins, 1989).
1. Observed Trends:

The period of data collection by the SEWRL hydrologic research program on LRW is not
only a period ofatypical annual rainfall (Knisel and Leonard, 1990), but also displays some rather
atypical seasonal rainfall proportioning. Comparison of the LRW record (1968-1988) with the
longer CPES rainfall record (1925-1988) shows that rather dramatic recent changes in growing
season rainfall have occurred which are not characteristic of the longer rainfall record. The
hydrologic observations and simulations reported in this paper, together with the associated
analyses of long-te1m rainfall at this location and within the region, indicate that significant
decreases in growing-season rainfall have occurred within the past 15-20 years. This trend has
been consistently observed for short- and long-te1n1 records, as well as for point- and watershed
scale comparisons. This trend is not evident for do1a11ant season rainfall, which for several
Coastal Plain locations, has shown a tendency to increase slightly over time.
The apparent decreasing trend in annual rainfall (and consequently annual streamflow)
observed for Watershed K actually results from the higher-than-average annual rainfall that
occurred for six of seven years early in the LRW record. The decreasing trend for this relatively
short period of observation is more nearly a return to ''nc,11nal'' annual rainfall variability, and
illustrates the peril of trend analysis for short record periods.
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2. Future Impacts of Observed and Projected Change:
Those concerned with agriculture and water resources must consider the potential impacts
ofrecent observed trends (should they persist) and ofprojected regional climatic and hydrologic
trends. First, and likely the most obvious consequence, is the probable increase in rates of
withdrawal from regional groundwater supplies for continued economically-justifiable agricul
tural production. Increases in water withdrawal would come about in two ways-from increased
acreages offarmland being brought under irrigation; and, for those areas already under irrigation,
from higher rates of water application to offset projected 20-30 percent greater future cropping
season soil moisture deficits.
With increased utilization of regional groundwater resources, there are concerns over
potential groundwater quality impacts (Cooter, 1987). As more widespread pumping occurs,
there may be some increased risk of contamination at the point of withdrawal, and, for some
locales in the Coastal Plain, increased risk of recharge by percolate containing agricultural
chemicals. Also, increased pumping in those portions of the Coastal Plain with a high degree of
hydraulic connectivity between surficial zones and regional limestone aquifer systems may mean
increased opportunity forrelatively rapid movement of agricultural runoff to aquifer systems via
solution features due to lowered water tables and changes in hydraulic gradients. Hubbard and
Sheridan (1989) have discussed in detail those factors affecting movement of water and
contaminants to regional aquifer systems in the southeastern Coastal Plain.
Persistence of recent climatic and hydrologic trends or realization of projected trends could
result in some alteration in the seasonal proportioning, as well as the timing and intensities of
rainfall events, and therefore in runoff and percolation excesses; thereby altering to some degree
the seasonal potential for excess water to move to regional groundwater systems. The SEWRL,
in cooperation with the U.S. Geological Survey (USGS), the U.S. Environmental Protection
Agency (EPA), and the University ofGeorgia, has initiated intensive field studies to evaluate the
risk ofmovement ofagricultural chemicals to groundwater in recharge areas ofthe Coastal Plain.
The objective of this cooperative research is to develop hydrologic-process models for simulat
ing movement ofwater and transported contaminants from the root-zone through the vadose zone
to saturated zones. This modeling capability should per111it evaluation of the risks and potential
impact of movement of agricultural chemicals to regional groundwater supplies.
There are also some less obvious, but potentially significant, implications ofthe obseived and
projected climatic/hydrologic trends which could be of interest to those concerned with water
resources and environmental issues. The persistence of the recent tendency toward wetter
do1 mant seasons and dryer crop-growing seasons would result in some alteration in the seasonal
nature of the hydrologic response of watersheds with characteristic riparian zones and low-lying
seasonal wet areas. The recent trend toward greater dormant-season percolation results in more
water moving as delayed, subsurface flows to the low-gradient, poorly-drained stream networks
in semi-confined and confined areas (such as the LRW study area). Therefore, wetter conditions
would persist in low-lying areas for longer periods in the winter and early spring months.
Conversely, the trend toward less growing-season rainfall, runoff, and percolation would mean
reduced volumes of both surface and subsurface water moving toward drainage networks during
the late spring and summer months.
268

•

•

The current regional climatic projections which indicate reduced future winter rainfall could
attenuate the recent observed trends in do11nant-season hydrologic components, the most notable
of which is the increase in do1·1nant season percolation. The projected increases in summer soil
moisture deficits would, however, serve to reinforce the recent trends toward decreased summer
runoff and percolation on upland areas, thereby augmenting the trend towards dryer summer
conditions in low-lying, seasonal wetlands.
The alluvial aquifer systems characteristic of Coastal Plain watersheds have been shown to
be the primary factor in dete1 rnining the overall hydrologic response of these watersheds
(Shitmohammadi et al., 1986). The sto11n response characteristics of Coastal Plain watersheds
are quite seasonal, depending upon the areal extent and total storage of the stream-channel
alluvial aquifers. This seasonality is particularly evident for drainages located in confined and
semi-confined portions of the Coastal Plain where seasonal wetlands and associated alluvial
aquifer systems characteristically occupy significant portions of the total watershed area.
Prolonged dryer conditions in the riparian zones during the summer months would mean greater
available storage within the alluvial aquifer for incident rainfall, and for surface runoff and
subsurface water moving from adjacent uplands. Increased available storage would mean some
reduction in runoff volumes and peak flow rates for sto11n events occurring in the summer
months. Conversely, wetter conditions in low-lying areas (with reduced available storage in the
alluvial aquifer) would mean increased runoff volumes and peak flow rates for sto11n events
occurring in the winter and early spring months.
For the unconfined areas, which are generally considered to be the groundwater recharge
areas, the recent observed trends mean reduced volumes of percolate available to move deeper
to groundwater during the summer months. However, as previous SEWRL studies have
indicated, the summer months are not the primary period of water excess available to move
deeper in the soil profile (Hubbard and Sheridan, 1983). The recent trends toward increased
do11nant-season percolation could, depending upon the future reductions in winter rainfall, mean
increased rates of groundwater recharge in unconfined areas within the do1 rnant season. This
tendency, if continued, could partially offset the increased cropping-season groundwater
withdrawal. Progress in the cooperative groundwater quality modeling efforts by the SEWRL,
the USGS, the EPA, and the University of Georgia should pe11nit testing of these premises on
future groundwater recharge in unconfined portions of the Coastal Plain region as more accurate
regional climatic scenarios are developed.

FUTURE NEEDS
Much of what is currently understood about hydrologic processes has been developed in a
laboratory or at plot or small field scales. Major components of the hydrologic cycle are not yet
well understood or modeled at the larger spatial scales (Moss and Lins, 1989). The real-world
problems regarding the climate-hydrology continuum, particularly the modeling of their inter
actions, must be addressed at the watershed or river-basin scale. Improved understanding of the
larger scale hydrologic processes is required for refming regional climatic models, for providing
representation of feedback processes, and for developing improved climatic and hydrologic
projections required to address future regional agricultural and water resource issues.
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There is a need not only for improved understanding of large-scale hydrologic processes, but
also for continuing long-te11n hydrologic data collection programs. These long-te11n data bases
are needed for testing, calibration, and/or verification of watershed-scale hydrologic-process
models, and will be invaluable in evaluating the eventual magnitude and impact of predicted
climatic change on the region's water resources. Long-te11n hydrologic data bases may also be
useful in revising statistical or stochastic hydrologic design procedures, which have previously
relied on the premise of climatic stationarity.
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CHANGES IN TREE SENSITIVITY TO CLIMATE
Elizabeth R. Smith

INTRODUCTION
Tree-ring analysis has long been used to establish historical trends in climate. Adequate
rainfall and moderate temperature provide an environment where a tree's annual growth is
maximized, producing a relatively wide growth ring. More extreme weather, such as a hot, dry
year, results in a smaller ring width. This pattern of wide and narrow rings provides an historical
record of changes in the tree's growing environment.
I

The study of Dendroclimatology typically utilizes climate ''sensitive'' species, or those
whose growth is not limited by other factors. Sensitive species are those that occur where climate
is extreme, as in the arid Southwest; or those that occur outside of a forest canopy, often at the
edge of a species' range. Less sensitive, or ''complacent'' tree species, are those whose growth
is strongly influenced by factors in addition to climate; therefore responses to climate may not
be as clear. Factors that typically act on forest growth include competition between individuals,
age of the tree, and topography as it serves to modify climate on a smaller spatial scale. Each of
these factors is dynamic, therefore interactions with climate are likely to produce changes in
growth response over time.
A better understanding of the relationship between climate and growth in complacent trees,
which are common in the eastern United States, is vital to our understanding of changes in forest
productivity. Additionally, the record of historical changes in environmental stresses provided
in a tree's growth rings may further our understanding of the impact of anthropogenic stresses
through comparison of past growth trends with current. This is c1itical to an evaluation of the
impact of predicted changes in climate and may provide the knowledge necessary to adapt to
unavoidable changes.

OBJECTIVES
This study had two major objectives:
1) To characterize temporal variability in the climate/growth relationship for four major
hardwood species in the Tennessee Valley region.

2) To dete111rine the role of environmental factors in the dynamic relationship between
climate and tree growth.
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METHODS
Three study sites were selected to represent the forests of the Tennessee Valley region based
on availability of pe1·1nanent forest inventory remeasurement data and physiographic location
(Figure I). Within each site, plots were selected for collection of tree increment cores based on
species composition, sizes of tree on the plot, and absence of significant recent disturbance. At
each plot, tree cores were collected from dominant and codominant trees of four major species
(white oak, chestnut oak, northern red oak, and yellow-poplar). Supplementary environmental
data were also collected including disturbance histories, site characterizations, and soils data.
The tree cores were measured and the resultant tree-ring series were standardized to obtain
relative annual growth rates using the first differences of the logarithms of radial growth (Van
Deusen, 1987). Series were then grouped according to similar patterns of growth using the
methods described in Smith (1990). The relationship between growth and monthly climatic
variables was modeled using a time-variant response function, the Kalman filter (Van Deusen
and Koretz 1988). This allowed an assessment of the contribution of climatic variables to growth
on a year-by-year basis. Groupings oftree-ring series were evaluated using multivariate statistics
to dete1111ine which environmental factors were important in producing differences in growth
pattern.

RESULTS
An example of how climate influences tree growth through time can be seen in a three
dimensional plot of the results of the dendroclimatic modeling (Figure 2). In this example,
estimates of growth in a particular year can be fo1111ulated through the use of an equation:
Annual Increment= b0 + b 1 (Feb. temp.)+ b2 (June temp.)+ b3
(Aug. temp.)+ b4 (Sept. temp.)+ b5 (past July temp.)+ b6 (June
rain) + b1 (Aug. rain) + b8 (past Mar. rain) + b9 (past Apr. rain)
+ b 10 (past Dec. rain).
Changes over time in the coefficientvalues (b' s) reflect changes in tree sensitivity to climatic
variables.
As seen here, many climatic variables show a constant, and often negligible (i.e. the
coefficient value is close to zero), effect on growth: August temperature (b3), September
temperature (b.), August rain (b,), past March rain (b,), past April rain (b9) , and past December
rain (b 10) . Other, often more important, variables vary in their effect on growth. This is quite
obvious for June temperature (b2) and June rain (b6).
•

In this study, almost all tree groupings (51 out of 54) exhibited some amount of temporal
variability in their climate/growth relationship. The predominant trend that was observed was
that in general, most trees seemed to decrease in sensitivity to climate over time. A reduction in
sensitivity is seen as the coefficient value for a climatic variable approaches zero, signifying little
to no response to that variable. This observed trend was tested to see if changes in patterns of
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sensitivity were significantly different than random through the use of a runs test (Draper and
Smith 1981 ). The results of this test indicated that differences between random patterns and all
of these obseived patterns were highly significant (P < 0.001), indicating that there is a change
in tree growth sensitivity to climate over time.
Additional analyses incorporating variables such as individual tree age, periodic growth
estimates for the forest stand, and site factors were examined using multivariate statistics (for
details see Smith 1990). Results of these analyses indicated that the change in sensitivity
appeared to be the results of changes in forest stand structure rather than physiological changes
that occurred within the tree due to age. As a forest stand grows, the impacts of weather are
buffered due to the increased shading afforded by canopy cover and changes in wind velocity that
occur as a result of changes in stand architecture.
Environmental factors were very effective in explaining differences in growth response to
climate when they were analyzed using multivariate statistics, allowing for interactions between
factors. The same factors provided no explanation for various responses when interactions were
disregarded. The factors which appeared to be important in producing differences in response
among trees included the size and species composition of competing trees, and soil moisture
holding capacity.
An interesting phenomena that was obseived in this study was that the majority of models
developed for tree-ring groupings (30 out of 54) showed a recent shift towards increased
sensitivity to climate that occurred from around 10 to 30 years ago. Negative coefficient values
that were approaching zero started to become more negative (Figure 3), and positive values
started to trend upwards (Figure 4). These changes did not occur coincidentally with any
observed changes in climate, or in forest stand structure. Most values have not yet changed
enough to be statistically significant; however the prevalence of this apparent change in
sensitivity may be worth noting. The change in the modeled growth relationship may be due to
(1) natural variability in the relationship; ( 2) changes in climate that are not apparent in the data
used (extremes, timing of events); ( 3) changes in species composition and competitive
interactions, or; 4) an additional stress that was not measured.

IMPLICATIONS
The results of this study indicate that within eastern forests, tree sensitivity to climate
changes over time. Canopy development provides a natural buffer to climatic extremes, while
competitive interactions and soil moisture regimes further differentiate individual tree responses
to weather fluctuations. This implies that future forest ecosystem responses to climatic change
are dependent on a number of interactive environmental factors, as well as the stage of forest
development. Interactions between stresses such as atmospheric pollution and a global warming
trend cannot be overlooked. Observed increases in sensitivity to climate may signal that we are
already dealing with a stressed ecosystem that may be even more susceptible to additional
stresses.
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Further research in this area may elucidate strategies for reducing the detrimental effects of
climate change. The identification of sensitive species, groups of species, or stand structures can
aid development of forest management that is designed to preserve species biodiversity in
surviving forests and assist species migration as climate delimited ranges change. Future
predictions of climate change remain unclear. However, a better understanding of tree growth as
it is affected by climate and interactions between climate and other environmental factors will
be crucial in determining how we can best protect this valuable resource.
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Figure 2. Three dimensional graph of changes in parameter coefficients over time, Land Between the
Lakes white oak, cluster 7.
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