Maravall and del Río (2001) , analized the time aggregation properties of the Hodrick-Prescott (HP) filter, which decomposes a time series into trend and cycle, for the case of annual, quarterly, and monthly data, and showed that aggregation of the disaggregate component cannot be obtained as the exact result from direct application of an HP filter to the aggregate series. The present paper shows how, using several criteria, one can find HP decompositions for different levels of aggregation that provide similar results. We use as the main criterion for aggregation the preservation of the period associated with the frequency for which the filter gain is ½; this criterion is intuitive and easy to apply. It is shown that the Ravn and Uhlig (2002) empirical rule turns out to be a first-order approximation to our criterion, and that alternative -more complex-criteria yield similar results. Moreover, the values of the parameter λ of the HP filter, that provide results that are approximately consistent under aggregation, are considerably robust with respect to the ARIMA model of the series. Aggregation is seen to work better for the case of temporal aggregation than for systematic sampling. Still a word of caution is made concerning the desirability of exact aggregation consistency. The paper concludes with a clarification having to do with the questionable spuriousness of the cycles obtained with HP filter.
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Introduction
The subjectiveness in the concept of business cycle has resulted in multiple methodologies for its identification [see, for example, Canova (1998) ]. Yet, despite substantial academic criticism [see, for example, Cogley (2001) , Cogley and Nason (1995) , Harvey (1997) , Harvey and Jaeger (1993), or King and Rebelo (1993) ], the so-called Hodrick-Prescott (HP) filter [Hodrick and Prescott (1997) ] has become central to the paradigm for business-cycle estimation at many economic institutions (examples are the IMF, the OECD, or the ECB).
The HP filter decomposes a time series into two components: a long-term trend and a stationary cycle, and requires the prior specification of a parameter known as lambda ( λ ) that tunes the smoothness of the trend, and determines, for a given model for the series, the main period of the cycle that the filter will produce. Nevertheless, as pointed out by Wynne and Koo (1997) , the parameter does not have an intuitive interpretation for the user, and its choice is considered an important weakness of the HP method [Dolado et al. (1993) ].
The use of the same λ for series with different periodicity will (broadly) maintain the frequency associated with the cycle spectral peak, and hence will produce cycles that are inconsistent under time aggregation. For example, if the frequency is 60 / π = ω radians, the monthly data will show a cycle concentrated around a period of 10 years; for annual data, the period becomes 120 years. Obviously, different periodicities require different values of λ .
For quarterly data (the frequency most often used for business-cycle analysis) there is an implicit consensus in employing the value of 1600 = λ , originally proposed by Hodrick and Prescott, based on a somewhat mystifying reasoning ("…a 5% cyclical component is moderately large, as is a 1/8 of 1% change in the growth rate in a quarter…"). Still, the consensus around this value undoubtedly reflects the fact that analysts have found it useful.
The consensus, however, disappears when other frequencies of observation are used.
For example, for annual data, Baxter and King (1999) where k is the ratio of the number of observations per year for the alternative and quarterly frequencies respectively (thus 3 k = and 4 / 1 k = when the alternative frequencies are the monthly and annual ones) and n is a positive integer. Ravn and Uhlig (RU) present evidence that 4 n = appears to be the best choice. For 1600 Q = λ , this implies 129600 M = λ and 25 . 6 A = λ .
Section 4 of the paper addresses the issue of consistency under temporal aggregation of the HP cycle from the perspective of preserving an important filter property, namely, the period associated with the frequency for which the filter gain is ½.
Higher frequencies will belong mostly to the cycle; lower ones, to the trend. The criterion is easy to apply and yields results that are very close to those obtained by RU. In fact, it is shown how the RU rule turns out to be a first-order approximation to the criterion we consider. Section 5 considers criteria that preserve alternative characteristics of the HP filter and the results are found robust.
But the frequency domain properties of the cycle obtained will depend, not only on the filter, but also on the spectrum of the series at hand. This is analyzed in Section 6 and it is seen that, for an important class of models, the results are robust and remarkably close to those obtained with the simple criterion of Section 4. The closeness is stronger for the case of temporal aggregation than for the case of systematic sampling (in particular, when the model is not far from noninvertibility for the zero frequency). The robustness of the results is confirmed by a Least Squares exercise (Section 7). Finally, Section 8 discusses some limitations that should be taken into account when estimating and comparing cycles for different series periodicity.
Appendix A addresses a point having to do with the spuriousness of the HP filter.
It is shown how, under very general conditions and for any linear process, the HP filter trend and cycle estimators can be given a perfectly sensible model-based interpretation that fully respects whatever model may have been identified for the series. Appendix B details how the autocovariances of the aggregate model can be obtained from those of the disaggregate model following the Wei and Stram procedure (extended to the systematic sample case).
The paper centers on monthly, quarterly, and annual frequencies of observation, and uses the widely accepted value 1600 Q = λ as the pivotal value for the comparisons.
The analysis, however, generalizes trivially to any other frequencies of observation and pivotal value for λ . The discussion is illustrated with some five macroeconomic series (the industrial production IPI series for the US, Japan, France, and Italy, and the US unemployment series) spanning the period January 1962 -December 2005 (528 monthly observations). The series are taken from the OECD database and are available at (www.bde.es → Professionals → Econometrics Software). 
where the identity . The estimators of t m and t c can be obtained through
The filters (2.7) and (2.8) are symmetric, centered, and convergent. From (2.3) and (2.5), the filter (2.7) can alternatively be expressed in terms of the HP parameter λ as:
It will prove useful to look at the frequency domain representation of the filter (2.10).
If
[ ] π ∈ ω , 0 denotes the frequency measured in radians, replacing B by the complex number
, and using the identity 
The gain function of the filter that estimates the cycle is ) ,
Equating the pseudo-autocovariance functions (ACF) of the two sides of both equations in (2.9), and taking the Fourier transform (FT) yields (b) can we obtain a value of M λ that provides monthly components that, when aggregated, are close to the components of the direct quarterly decomposition?
In summary, we seek values of λ -say M λ , Q λ , and A λ -such that direct application of the HP filter to the monthly, quarterly, and annual series yields cycles that are very approximately consistent. We shall consider first criteria based on the preservation of some feature of the filter. In the engineering literature, a well-known family of filters designed to remove (or estimate) the low-frequency component of a series is the Butterworth family [see, for example, Pollock (1997 Pollock ( , 2003 , or Gómez (2001) ]. The filter is described by its gain function which, for the two-sided expression and the sine-type subfamily, can be expressed as
and depends on two parameters, d and 0 ω . Given that 5 . ) G( 0 = ω , the parameter 0 ω is the frequency for which 50% of the filter gain has been achieved ( Figure 4 ). Thus frequencies lower than 0 ω will go mostly to the trend, while frequencies higher than 0 ω will be assigned mainly to the cycle. We shall refer to the cycle associated with that frequency as the "cycle of reference". Setting d=2 and
, the gain can also be expressed as
which, considering (2.11), shows that the filter is precisely the HP filter, with 16 / β = λ . 
Relationship with the Ravn and Uhlig Rule
As mentioned in the introduction, Ravn Expression (4.12) shows that the RU rule turns out to be a first-order approximation to the criterion of preserving the period of the cycle for which the gain of the filter is 1/2. The approximation will work better for larger values of λ , as shown in Table 1. (Note: in the table, the value of τ for RU is the period associated with the condition that Gain = .5 when the RU value of λ is employed.) 
Replacing the Gain by the Squared Gain
Section 4 used as aggregation criterion the preservation of the period associated with the frequency for which the filter gain is ½. This period was referred to as the cutting point between trend and cycle in the series. But, in view of (2.12), one could consider the way variances are filtered, and use perhaps as criteria the preservation of the period associated with the frequency for which the squared gain of the cycle filter equals ½.
, it is found that if 0 ω denotes the frequency for
and, from (2.11), the associated value of λ, say 0 λ is:
where
. Therefore, the relationship between To describe the cycle we consider its spectrum, which can be computed through expression (2.12) and will always be expressed in units of π 2 . Series with different stochastic structures will imply different spectra for the cycle even when the same HP filter is used.
As an example, consider two series that follow a standard and a second-order Although the procedure is general, in our application we fix 1600 Q = λ for quarterly data and derive the values M λ and A λ that preserve the period associated with the cycle spectral peak.
Step 3 requires the derivation of the model for the annual or monthly series, given the model for the quarterly one. If (6.3a) is the model for the more disaggregate series, the model for the aggregate series will be of the type (6.3b). In order to obtain the Θ Expressing Γ and γ as functions of the model parameters, the parameters for the alternative frequency can be obtained as functions of the quarterly parameters.
For the IMA(1,1), and IMA(2,2) models, the matrices M in (6.4) that relate annual to quarterly, and quarterly to monthly, covariances are given in Table 2 , for both the temporal aggregation and systematic sampling cases. (6.7) (a) From Quarterly to Annual Data
Steps (1) and (2) above are a direct application of (6.6) and (4.4) with Q θ = θ and Q λ = λ , and of (4.6) with 1/4 k = . From (6.3a) and (6.3b),
considering (6.4) with the appropriate M matrix from Table 2, For the case of systematic sampling, using the appropriate matrix from Table 2 , the system of covariance equations becomes Step (1) and (2) are as in the previous case, except that now,
, the aggregate series is the quarterly one, and hence
, and
. Using the appropriate matrix M from Table 2 , the system of covariance equations is given by
, it is found that M θ is the invertible solution of (6.8), with For the case of systematic sampling and using the appropriate M matrix from Table 2 , the system of covariance equations is replaced by: With the quarterly value set at 1600 Q = λ , Table 3 
, the relevant M matrices in (6.4) are given in Table 2 .
Given γ , one can obtain Γ and, using the inverse relationship
one can obtain γ . The aggregate/disaggregate MA parameters are found by factorizing the ACF obtained, as in Maravall and Mathis (1994, Appendix A). Table 4 , which is analogous to Table 3 for the IMA(2,2 9.9 9.9 10.0 9.9 10.0 9.9 10.0 9.7 9.9 9.9 10.0 9.4 10. 
Limitations of Consistency under Aggregation
Our objective has been to obtain values of λ for which direct and indirect estimation under time aggregation yield cycles that are consistent. Yet there are a number of reasons that can justify departures from aggregation consistency. For example, it can be argued that when monitoring a series observed once a year or once every two years, short-or medium-term analysis should not focus on the same frequencies as when the series is observed weekly or monthly. Evidently, a 3-year cycle may be of interest when monitoring a monthly series, but would hardly be helpful if the series is observed once every 2 years. Thus the analyst may not be interested in preserving as cycle of reference one designed for quarterly data, and the choice of λ may differ depending on the frequency of observation.
Cycles used for different frequencies may not display good aggregation properties, yet they might be of more use to the analyst.
There are also methodological reasons that justify departures from aggregation consistency. In order to avoid contamination with seasonal frequencies, the HP filter is applied to SA data. Yet seasonal adjustment is a non-linear transformation [Ghysels et al. (1996) The similarities between the two cycles are more clearly discernible when the trend-cycle component is employed. In general, filtering or pretreatment of a series prior to application of the HP filter may already affect aggregation. Outliers detected in a monthly series may well be different from those detected in an annual one. Trading-day and/or Easter effects may be significant for the monthly series, but not for the quarterly one. The ARIMA models used to extend the series, or to obtain the SA series or trend-cycle component, will hardly ever be exact aggregates when identified for different levels of aggregation. As a consequence, departures from aggregation consistency should be expected. Figures 16-19 illustrate these departures for the Italian and French IPI cycles obtained with the equivalent values of λ given by (4.7). As is usually the case, direct estimation provides a smoother series and, although the overall effect is moderate, it cannot be regarded as trivial. Given that little can be done to solve in a convincing manner this discrepancy problem, perhaps the best solution is to compute both the direct and indirect estimators, and this may serve as a reminder of our (many) measurement limitations. preserve, for different levels of aggregation, the period of the cycle associated with the frequency for which the gain of the HP filter is .5. Given that this frequency represents the cutting point between frequencies that will be mostly assigned to the cycle and those that will be mostly assigned to the trend, the criterion is intuitively attractive and simple to apply. 
APPENDIX A: Identification of the Cycle and Spurious Results
Criticism of the HP filter has focused on two methodological points: It has been argued that the HP parameter λ should be estimated directly in a structural time series model (STSM)
approach [see Harvey (1997) ] and concern has been repeatedly expressed over the danger of violating the series structure by imposing a spurious cycle. A closer look will show that these two criticisms are not justified.
It is well known that the differencing operator ∇ has a strong effect on the low frequencies of t x , including the range of cyclical frequencies. As an example, the gain of 
where use has been made of (2.5); it is thus equal to the ACF of is achieved by a-priori restrictions on the orders of the MA polynomials in those models.
In our approach, the condition that the component models be consistent with the model for the observed series is imposed (thereby avoiding spuriousness) and identification is achieved by a-priori selecting λ (so to speak, by choosing the band-pass features of the cycle filter).
In the STSM approach, the parameter λ is estimated as the ratio of the trend and cycle innovation variances. But in order to separate the trend from the cycle frequencies this ratio needs to be very small and, unless the series is abnormally long, the estimator of the ratio will not be significant; hence no cycle can be detected. This lack of resolution is more a limitation of the approach than a proof that no cycle information can be found in the series.
As an example, we consider a quarterly series that follows the random walk model (6.1a). Setting 1600 = λ , the WK implementation of the HP filter implies estimation 
