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Using the density functional theory combined with dynamical mean-field theory, we have per-
formed systematic study of the electronic structure and its band topology properties of Ce3Pt3Bi4
and Ce3Pd3Bi4. At high temperatures (∼290K), the electronic structures of both compounds re-
semble the open-core 4f density functional calculation results. For Ce3Pt3Bi4, clear hybridization
gap can be observed below 72K, and its coherent momentum-resolved spectral function below 18K
exhibits an topologically trivial indirect gap of ∼6 meV and resembles density functional band struc-
ture with itinerant 4f state. For Ce3Pd3Bi4, no clear hybridization gap can be observed down to
4K, and its momentum-resolved spectral function resembles electron-doped open-core 4f density
functional calculations. The band nodal points of Ce3Pd3Bi4 at 4K are protected by the gliding-
mirror symmetry and form ring-like structure. Therefore, the Ce3Pt3Bi4 compound is topologically
trivial Kondo insulator while the Ce3Pd3Bi4 compound is topological nodal-line semimetal.
The electronic structure of strongly correlated systems
is one of the most intriguing problems in condensed mat-
ter physics. Taking heavy fermion systems as an exam-
ple, its electronic structure exhibits strong temperature
dependence and Kondo effect, due to the subtle interplay
between the hybridization of f -electrons with the itiner-
ant band electrons and strong Coulomb repulsion among
the f -electrons. Recently, there are renewed interests in
these systems due to the discovery of electron band topol-
ogy [1, 2]. In addition to possible topological Kondo
insulators (TKIs) [3, 4], the possibility of Weyl Kondo
semimetals WKSs has been brought up [5–9]. In partic-
ular, the proposal of a truly heavy-fermion WKS [5] has
stimulated intensive theoretical and experimental stud-
ies [7–9]. Experimentally, the realization of a TKI-WKS
phase transition from Ce3Pt3Bi4 to Ce3Pd3Bi4 has re-
cently been hotly discussed [9–11]. In this Letter, using
state-of-art first-principles method based on density func-
tional theory (DFT) and its combination with dynam-
ical mean-field theory (DMFT) [12–14], we show that
the Ce3Pt3Bi4 is a topologically trivial Kondo insula-
tor; while Ce3Pd3Bi4 is a topological nodal-line Kondo
semimetal, which is protected by the non-symmorphic
symmetry of the crystal.
The DFT calculations were performed using plane-
wave projected augmented wave method as implemented
in the VASP [15, 16] code, and cross-checked with both
PWscf code [17] and the full-potential linearized aug-
mented plane-wave (FP-LAPW) Wien2k code [18] Ex-
perimental lattice parameters were used for both com-
pounds [19, 20]. The DMFT calculations were performed
using DMFTF package in connection with the Wien2k
code [21], with U=6.0 eV and J=0.7 eV for Ce-4f states.
The continuous-time quantum Monte Carlo (CT-QMC)
method was employed to solve the Anderson impurity
problem [22], and charge-density self-consistency was
achieved. For more details about the DFT and DMFT
calculations, please refer to the Supplementary Informa-
tion (SI) [23].
Both Ce3Pt3Bi4 and Ce3Pd3Bi4 compounds are body-
centered cubic crystals with symmetry group I 4¯3d (No.
220), which contains 6 gliding mirror symmetry opera-
tions. Our main results of Ce3Pt3Bi4 is shown in Fig. 1.
At high temperatures (T=290 K), the Ce-4f electrons are
localized, leading to incoherent f -bands near the Fermi
energy EF , while coherent conduction bands can still be
identified between Γ-H, H-N, and P-H (Fig. 1c), thus
the system is metallic. The spectral density shows two
small humps near the Fermi level, formed by the Ce-
4f5/2 at EF and Ce-4f7/2 380 meV above the Fermi en-
ergy, respectively. As the temperature is lowered to 72
K, the flat Ce-4f5/2 band begin to form around 10 meV
above EF , which strongly hybridizes with the conduction
bands. The spectral density shows sharper Ce-4f peak,
but without any trace of hybridization gap at 72 K. At 36
K, the hybridization gap is already present, as the spec-
tral density shows a clear dip around the Fermi level EF .
At and below 36K, the many-body self-energy of Ce-4f5/2
states within the energy gap shows a Fermi-liquid-like be-
havior Im[Σ5/2(ω)] ≈ α(ω − ω0)
2 +Σ0 with a very small
Σ0 and ω0 inside the gap (Refer to Figs. S-2 and S-3 in
SI for details), while such fitting is not possible at 72 K.
Therefore, the coherence temperature is expected to be
between 36K and 72K from our calculation. Experimen-
tally, the hybridization gap starts to form below 100 K,
and its maximum value is measured to be approximately
2FIG. 1: Electronic structure of Ce3Pt3Bi4. (a) The momentum-resolved spectral function from DFT+DMFT at 18 K. (b) The
DFT band structure with itinerant Ce-4f states. The contributions from Ce-4f , Bi-6p and Pt-5d states are represented by
turquoise, blue and red circles, respectively. (c) The DFT+DMFT momentum-resolved spectral functions at 290 K, 72 K, 36 K
and 18 K. (d) The DFT+DMFT spectral density at 290 K, 72 K, 36 K and 18 K. The solid black line is total spectral density,
while the turquoise solid line, red dashed line, and blue dotted line represent Ce-4f , Ce-4f5/2, and Ce-4f7/2 contributions,
respectively.
50 K (or 4.3 meV) [24–28]. In addition, the momentum-
resolved spectral function clearly shows an energy gap at
EF , and an indirect gap of ∼ 6 meV can be identified
from integrated and momentum-resolved spectral func-
tion plots at 18 K. In all these DFT+DMFT calculations,
the Ce-4f5/2 occupation ranges from around 1.00 at 290
K to 0.98 at 18 K, suggesting negligible valence fluctua-
tion. Therefore, the system is consistent with the Kondo
lattice model, where the f -electrons can be treated as lo-
calized spins coupled to conduction electrons via a Kondo
exchange interaction.
We notice that the coherent momentum-resolved spec-
tral function at 18 K from DFT+DMFT calculation is
indeed very similar to DFT results with itinerant Ce-4f
states (Fig. 1b). The DFT band structure yields an insu-
lating ground state with ∼140 meV indirect gap near Γ.
The highest occupied state at Γ is the four-fold degener-
ate Γ8 state in DFT calculation. It splits into two doubly
degenerate states along Γ-H line. At H point, these four
states are joined by the doubly degenerate state from Γ7
at around 0.2 eV below EF at Γ, as well as another dou-
bly degenerate states stemming from the split Γ8 state
at ∼0.4 eV below EF , to form an 8-fold degenerate state
as the highest occupied state. This is exactly the same
result we obtained for the coherent momentum-resolved
spectral function at 18 K from DFT+DMFT calcula-
tions. Such analysis can be conducted along all high sym-
metry lines we presented, although the band energies are
strongly renormalized in the DFT+DMFT calculations.
The DFT calculation yields an insulating ground state
with an indirect gap of ∼ 140 meV, which is about 20
times larger of the DFT+DMFT result at 18 K. This is
consistent with the mass enhancement factorm∗/m ≈ 26
obtained from the many-body self-energy Σ.
The striking similarities between the DFT result and
the DFT+DMFT result below the coherence tempera-
ture suggest that the coherent DFT+DMFT momentum-
resolved spectral function can be adiabatically trans-
formed from DFT result without closing the energy gap.
Therefore, the topological properties of Ce3Pt3Bi4 co-
herent spectral function from the DFT+DMFT is antic-
ipated to be the same as its DFT band structure. It
is worth noting that the global energy gap is already
present in the calculations for Ce3Pt3Bi4 even when the
spin-orbit coupling is turned off (SI Fig. S-4a), and is
therefore not related to the band inversion. Therefore,
the Ce3Pt3Bi4 is expected to be a Kondo insulator with
trivial band topology. In fact, we have fitted the DFT
band structure to a tight-binding Hamiltonian using the
maximally localized Wannier function method [29](Refer
to SI Fig. S-6(a)), and performed Wilson loop calcula-
tions [30]. The resulting Z2 is (0;000) for Ce3Pt3Bi4 (Re-
fer to SI Fig. S-8(a)), showing its trivial topology nature.
In addition, we have also employed the so-called topolog-
ical Hamiltonian, i.e. inverse of zero-frequency Green’s
function [31–33] to determine the same property for the
correlated many-body Hamiltonian from DFT+DMFT.
The resulting Z2 is also (0;000) as expected from the
3adiabatic argument (Refer to SI Fig. S-8(b)). Therefore,
the experimentally observed resistivity saturation must
have an origin other than topological arguments, and ro-
bust surface states are not guaranteed. Indeed, the Hall
measurement suggested the conduction of Ce3Pt3Bi4 at
low temperature is dominated by bulk in-gap states, un-
like SmB6, and is susceptible to low concentrations of
disorders [28].
FIG. 2: Electronic structure of Ce3Pd3Bi4. (a) The
DFT+DMFT momentum-resolved spectral function in the
energy range [-1.5,1.0] eV with respect to the Fermi energy
at 4 K. (b) The DFT+DMFT momentum-resolved spectral
function in a zoomed-in energy range close to the Fermi level
at 290 K, 72 K, 36 K, 18 K, 9 K and 4 K.
Having established that the Ce3Pt3Bi4 is a trivial
Kondo insulator, we now focus on Ce3Pd3Bi4 compound.
The Ce3Pd3Bi4 compound is isostructural to Ce3Pt3Bi4
with nearly identical lattice constants and slightly differ-
ent Bi atomic coordinates. It is therefore tempting to be-
lieve that the electronic structure of Ce3Pd3Bi4 is similar
to Ce3Pt3Bi4. However, our DFT+DMFT calculations
show that the temperature dependence of Ce3Pd3Bi4
electronic structure is very different (Fig. 2). At 290 K,
the Ce-4f states are localized, as suggested by the highly
dispersive quasi-particle conduction bands in Fig. 2b. As
the temperature is decreased, the Ce-4f flat band starts
to form slightly above the Fermi level. However, they
never form coherent Ce-4f states down to 4K, indicated
by its large imaginary part of self-energy close to the
Fermi level (≈ 30 meV at 4K. See also SI Figs. S-2 and
S-3). The ligand state near the Fermi level, on the other
hand, becomes sharp below 9K. This is most prominent
from the states between Γ-N (indicated by the red circles
in Fig. 2, also in SI Fig. S-9) and Γ-P near EF . During
the whole temperature range, we do not observe well de-
fined gap opening at the Fermi level down to 4 K in our
calculation, thus Ce3Pd3Bi4 is most likely to be a corre-
lated metal at low temperatures and the Ce-4f electrons
remain localized at low temperatures for Ce3Pd3Bi4.
We now compare the DFT+DMFT momentum-
resolved spectral function for Ce3Pd3Bi4 at 4 K with
DFT calculations treating Ce-4f state as core-electrons.
Similar results can be obtained using LDA+U calcu-
lations with proper treatment of time-reversal symme-
try (See SI FIG. S-5(c) and (d) for details). Again,
the momentum-resolved spectral function at 4 K for
Ce3Pd3Bi4 resembles the DFT results, if the Fermi level
in the DFT band structure is shifted ∼ 0.2 eV higher
(marked by the gray line in Fig. 3(a)-(b)). The DFT
band structure has a large band gap of nearly 500 meV
at approximately 1 eV above the Fermi level, or equiva-
lent to counting 6 more electrons per unit cell. The states
near EF are dominated by Bi-6p and Ce-5d orbitals with
a small mixture of the Pd-4d orbitals. We note that the
centers of gravity of the Pd-4d orbitals are located in the
energy region between [-4, -2] eV below EF . The highest
occupied states at Γ are doubly degenerate Γ7, quarterly
degenerate Γ8 and doubly degenerate Γ6 (from higher en-
ergy to lower energy), respectively. Along Γ-H line, the
Γ8 states splits into two doubly degenerate bands, and
both Γ6 and Γ7 states remain doubly degenerate. The
Γ7 state and one pair of the split Γ8 state are joined by
other 2 doubly degenerate bands to form an 8-fold de-
generate highest occupied state at H. It again splits into
4 doubly degenerate states along H-N, and further splits
into 8 singly degenerate states along N-Γ. Such split-
ting are all present in 4 K momentum-resolved spectral
function from DFT+DMFT calculations.
Similar to our previous analysis for Ce3Pt3Bi4, we ar-
gue that the similarity between 4 K momentum-resolved
spectral function and DFT band structure ensures that
the topological properties of Ce3Pd3Bi4 can be analyzed
using the DFT results with proper Fermi level shifting.
4FIG. 3: DFT electronic structure of Ce3Pd3Bi4. (a) The
DFT band structure calculated by assuming open-core Ce-4f
state. The size of the red circles are proportional to the Pd-
4d state contributions, while the blue circles are contributions
from Ce-4f and Bi-6p states. (b) The band structure on the
gliding mirror plane Γ-N-P. K′ is (0, 1/4, 1/4). Along P-H,
the bands can be classified with C3 eigenvalues e
±i2pi/3 (red
squares) and 1 (blue squares). In other directions, the bands
can be labeled with −i (red circles) or i (blue circles). (c) The
first Brillouin zone showing the high symmetry points and the
nodal rings. The green circle is the path used to calculate the
Berry phase. (d) The nodal rings (blue lines) on one of the
gliding-mirror planes.
Judging from the bands crossing the Fermi level between
N-Γ and around P, the DFT results can be compared
with DFT+DMFT results (see also SI Fig. S-9(a)) if the
DFT Fermi level is shifted upward by approximately 0.2
eV. In addition, the Fermi surface from open-core Ce-4f
DFT calculations matches that from the DFT+DMFT
calculations at 4 K after 0.2 eV Fermi level shifting, both
of which consist of 4 sheets around H and 4 sheets around
P points (SI Fig. S-10(a) and (c)). On the contrary, the
Fermi surface from open-core Ce-4f DFT calculations
without Fermi level shifting consists of 2 sheets around
H and 2 sheets around P points (SI Fig. S-10(b)). From
the DFT DOS (SI Fig. S-7(b)), we found that 0.2 eV
Fermi level shifting is equivalent to 1 electron doping per
formula (or 2e per unit cell). Therefore, we need to lo-
cate for the nodal structures between band 4 and band
5 (band indices are marked on SI Fig. S-11(b)). Notice
that the crystal contains 6 gliding-mirror planes in {100}
and five other equivalent directions, the states in kx = ky
and all equivalent k-planes can be classified using the
mirror symmetry. Let us consider 1 of the 6 equivalent
planes (η, ξ, ξ) (in crystal coordinate). First of all, there
is a high symmetry line P-H within this plane, which is
shared by other 2 gliding mirror planes. In addition to
the gliding mirror symmetry, C3 rotation symmetry is
also preserved along this line. Therefore, all states can
be labelled with C3 eigenvalues e
±i2pi/3 or 1, the former
is doubly degenerate. At point P, bands 2-4 and 5-7 are
triply degenerate due to the local Td symmetry. As it
moves along P-H, they both split into a singly degener-
ate band (4 and 7) and a pair of doubly degenerate band
(2,3 and 5,6). Band 4 then crosses doubly degenerate
band 5/6 twice, creating two triply degenerate points at
K1 (0.238, 0.254, 0.254) (all the coordinates are in direct
unit, unless otherwise specified) and K2 (0.046, 0.318,
0.318), as well as a segment of nodal-line between them.
It is also instructive to notice that bands 1-7 and 10 will
join together at H and form an 8-fold degenerate state;
while bands 8-9 are doubly degenerate states and will be
joined by other 6 states at H to form another 8-fold de-
generate state. Secondly, we take look at another K-path
from Γ to K′ (0.0, 0.25, 0.25) point. As all these states
are in the mirror plane, they can be labeled with ±i.
Evidently, there is a band inversion between the band
4 and 5 between Γ and K′ points, and therefore there
must be a nodal point. In fact, such nodal point can be
identified between K′ and any K-point along Γ-P or Γ-H.
Therefore, we conclude that these nodal points must form
a nodal ring within the triangle Γ-H-P. Since there are
6 gliding-mirror planes, and each plane contains 4 such
triangles within the first BZ, there are 24 nodal rings,
forming 8 groups around 8 P points, each group contains
3 nodal rings sharing the same K1-K2 nodal line. The
Berry phase around a circular path perpendicular to P-
H around the K1-K2 nodal line is pi or −pi, indicating
its nontrivial topology. In the open-core Ce-4f electron
DFT calculations, these nodal rings occupy energy ranges
from 0.1 eV to 0.3 eV above EF , therefore they cross the
Fermi level if the Fermi level is shifted 0.2 eV upward (1
e doping per formula). In the DFT+DMFT calculations,
these nodal rings can also be identified in the momentum-
resolved spectral function at 4 K. From P-H, the doubly
degenerate states 5/6 are not very sharp a few meVs be-
low EF . However, such crossings can still be identified
at ∼ 50 meV below EF . We have also employed the
topological Hamiltonian method to determine the nodal
structure of Ce3Pd3Bi4 at 4K. These results are shown
in Fig. 3c with dashed magenta lines. The topological
Hamiltonian yields nodal rings similar to the open-core
DFT calculations, but the size of these rings are much
reduced due to the many-body renormalization effect. In
addition to the 24 nodal rings we described above, we
have also identified band crossings at 6 H points, as well
as at 24 points at (0.328, 0.153, 0.000) (in cartesian coor-
dinates, A˚−1 unit) and its symmetrically equivalent po-
sitions. However, the chirality of all these crossings are
0, meaning that they are not topological.
An important question is what leads to the difference
between Ce3Pt3Bi4 and Ce3Pd3Bi4 compounds. Since
Pt and Pd belong to the same element family, and both
compounds are isostructural with nearly identical lattice
5constants, the spin-orbit coupling (SOC) change seems
to be one very plausible reason. However, if we com-
pare the band states in the energy range [-0.5,1.0] eV in
the DFT calculations by assuming open-core Ce-4f elec-
trons (SI Fig. S-5), it is clear that the Ce3Pt3Bi4 SOC
splitting near EF is not very different from Ce3Pd3Bi4.
From the DFT calculations, the spin-orbit coupling con-
stants λSO are 0.453/0.659/1.051 eV for Ce/Pt/Bi atoms
in Ce3Pt3Bi4, and 0.454/0.324/1.074 eV for Ce/Pd/Bi
atoms in Ce3Pd3Bi4, respectively. More importantly,
we notice that the Ce3Pd3Bi4 compound would also be
an insulator with a large band gap in the DFT calcu-
lations if Ce-4f electrons are treated as being itiner-
ant. Therefore, such difference is more likely related to a
change in hybridization. In fact, the hybridization func-
tion ∆ for 4f5/2 exhibits completely different behavior
for Ce3Pt3Bi4 and Ce3Pd3Bi4. If we compare the imag-
inary part of ∆f5/2 in Matsubara frequency domain for
both compounds at 18 K (please refer to SI Fig. S-12a),
it is clear that Im[∆f5/2] for Ce3Pt3Bi4 blows up be-
low ωn = 40 meV, consistent with a Kondo insulator
behavior [34]; while for Ce3Pd3Bi4, Im[∆f5/2] remains
finite and reduces in the same frequency range. Corre-
spondingly, the hybridization function in real-frequency
axis ∆(ω) exhibits singular peaks at the Fermi level for
Ce3Pt3Bi4; while such peaks are absent for Ce3Pd3Bi4
(See also SI Fig. S-12(b)).
In conclusion, we have performed a systematic DFT
and DFT+DMFT study of Ce3Pt3Bi4 and Ce3Pd3Bi4
compounds. The Ce3Pt3Bi4 compound is a trivial Kondo
insulator with an indirect gap of∼6 meV. The Ce3Pd3Bi4
compound is a correlated metal with topological nodal
lines at low temperatures. The hybridization change is
the main driving force for the above-mentioned transi-
tion.
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CALCULATION DETAILS OF DFT AND DFT+DMFT
FIG. S-1: Distribution of perturbation orders for (a) Ce3Pt3Bi4 and (b) Ce3Pd3Bi4 at low temperature calculations.
The DFT calculations were performed using plane-wave projected augmented wave method as implemented in the
VASP [1, 2] code, and cross-checked with both PWscf code [3] and the full-potential linearized augmented plane-wave
(FP-LAPW) Wien2k code [4]. The plane-wave basis energy cut-off were chosen to be 480 eV in VASP calculations and
48 Ry in PWscf calculations. In FP-LAPW calculations, RKmax was set to 9. In all these calculations, a 12× 12× 12
dense Γ-centered K-mesh was used to perform Brillouin zone integration. The VASP band structures were used to
fit a tight-binding Hamiltonian using 108 (192) Wannier orbitals [5] for DFT calculations with open-core (itinerant)
Ce-4f states, which were used to perform topology analysis by the Wilson loop method.
For the DFT+DMFT calculations, we have employed U=6.0 eV and J=0.7 eV (corresponding to F 0=6.0 eV,
F 2=8.345 eV, F 4=5.5747 eV, F 6=4.1226 eV) for Ce-4f orbitals and a 12 × 12 × 12 Γ-centered K-mesh was used.
The states within [-10.0, 10.0] eV with respect to the Fermi level are projected to obtain the low-energy Hamiltonian
used in the DMFT calculations. There are ∼310 states within this range, including all Pd-4d/Pt-5d, Bi-6p, Ce-4f
and more than 100 other unoccupied states (including Ce-5d orbitals). As the spin-orbit coupling of Ce-4f orbitals
are orders of magnitudes larger than the crystal-field splitting (CEF), we took the approximation that CEF is not
considered at the impurity solver level. Nevertheless, the CEF is considered at the DMFT (lattice) level. In the
continue time quantum Monte Carlo (CT-QMC) impurity solver, full Coulomb interaction matrix was employed, and
the 4f impurity occupations were restricted to within [0, 3]. A singular value decomposition basis expansion to the
Green’s function up to l = 25 was used in the impurity solver to reduce the memory cost. Nominal double counting
scheme with n0f = 1 was chosen.
For 4 K Ce3Pd3Bi4 calculations, we used 144 CPU-cores and 2×10
9 QMC steps for each QMC run. The calculation
converges after 60 DMFT iterations, and we used additional 5 DMFT iterations to average the resulting self-energy
function. For other calculations, we used 96 CPU-cores and QMC steps ranging from 2× 108 (for 290 K) to 12× 108
2FIG. S-2: Imaginary part of self-energy Σ(iωn) in Matsubara frequency. (a) and (b) are for J = 5/2 states, while (c) and (d)
are for J = 7/2 states. (a) and (c) are results for Ce3Pt3Bi4 at 18 K, while (b) and (d) are for Ce3Pd3Bi4 at 4 K.
(for 9 K) for each QMC run. They converge after 20-40 DMFT iterations, and we used additional 5 DMFT iterations
to average the resulting self-energy function. We show the histogram of perturbation orders in Fig. S-1. Please be
noted that for some of these plots, the order (N) is rescaled to fit in the plotting range. For the Ce3Pd3Bi4 4 K
calculations, we truncated the perturbation beyond order of 3200.
SELF ENERGIES FROM DFT+DMFT CALCULATIONS
We show in Fig. S-2 the imaginary part of the DMFT self-energy Σ in Matsubara frequency for the lowest calculated
temperatures, i.e. Ce3Pt3Bi4 at 18 K and Ce3Pd3Bi4 at 4 K. We show the resulting Σ from the last 5 DMFT iterations
and their average that was used in the numerical analytical continuation (maximum entropy) process. The insets
zoom in the same plots close to the zero frequencies. For Ce3Pt3Bi4 at 18 K, the imaginary part of the self-energy
extrapolates to 0 when ωn → 0; while for Ce3Pd3Bi4 at 4 K, it extrapolates to a finite value at ωn → 0. For both
calculations, the self-energy from last 5 iterations can hardly be distinguished from their average, showing that the
calculations are well converged. For J = 7/2 states, they both cut through the origin as ωn → 0, but there is no
J = 7/2 state at EF , so they are irrelevant to the low-energy excitations. For Ce3Pd3Bi4 at 4 K, the self-energy of
J = 7/2 state exhibits some numerical instability below ωn=0.02 eV. But again, J = 7/2 states are unoccupied, so
they do are irrelevant to the low-energy excitations, which we are interested in.
Using the maximum entropy method, we obtain the self-energy of Ce3Pt3Bi4 and Ce3Pd3Bi4 on the real-energy
axis (Fig. S-3), which are then used to obtain the spectral function. We show here the imaginary part of Σ5/2 of
Ce3Pt3Bi4 and Ce3Pd3Bi4 at their respective three lowest temperatures, as well as low-energy parabolic fittings using
the least-square fitting method. For metallic systems, the fitting range is between [-T , T ] (T is the temperature); for
gapped systems, the fitting is taken inside the gap. For Ce3Pt3Bi4, the low energy behavior of Im[Σ5/2] can always
3FIG. S-3: Integrated spectral function and imaginary part of self energy Σ5/2 on real-frequency axis for (a-c) Ce3Pt3Bi4 at 72
K, 36 K, and 18 K and (d-f) Ce3Pd3Bi4 at 18 K, 9 K and 4 K. The dotted blue lines are the parabolic fittings to Σ5/2 using
least-square fitting method; the green lines denotes the fitting range; the black arrow indicates the position of maximum. The
fitted function is also shown.
be well fitted using a parabolic function α(ω−ω0)
2+Σ0. However, at 72K its minimum is located outside the fitting
range and the minimum value is much larger than the temperature. Therefore, its Ce-4f electrons are incoherent
at 72K. At 36K and 18K, the minimums are located well inside the gap, and the minimum value is comparable or
smaller than the gap size. Since the Fermi level is arbitrarily determined inside the gap, it means that by realigning
the Fermi level to its proper value, the self energy can always be written as Im[Σ5/2(ω)] ≈ αω
2 + Σ0 with small Σ0,
i.e. the Fermi liquid form. Therefore, they are coherent at 36 K and 18 K. For Ce3Pd3Bi4, the low-energy behavior
of Σ5/2 deviates from parabolic function at 18 K. At 9 K and 4 K, such fitting can be done, but the fitted minimum
is orders of magnitude larger than the temperature (-27.9 meV at 4 K). In addition, the position of the minimum is
also located outside the fitting range (beyond the thermal error). For metals, the Fermi energy is determined by total
number of electrons, and they cannot be arbitrarily determined. Therefore, they do not behave like the Fermi liquids,
and are incoherent down to 4K.
Finally, the mass enhancement can be calculated using m∗/m = Z−1 = 1 − ∂Re[Σ(ω)]∂ω |ω=0. It gives us a mass
enhancement of approximately 26 and 65 for Ce3Pt3Bi4 at 18 K and Ce3Pd3Bi4 at 4 K, respectively.
DFT BAND STRUCTURES OF Ce3Pt3Bi4 AND Ce3Pd3Bi4 WITH ITINERANT AND LOCAL
f-ELECTRON STATES
In Fig. S-4, we show the DFT band structure of Ce3Pt3Bi4 and Ce3Pd3Bi4 assuming itinerant f -electrons. Spin-
orbit couplings (SOC) are not considered in these calculations. At itinerant f -electron DFT level, both systems are
insulators with similar band gaps, no matter if SOCs is considered or not.
In Fig. S-5(a) and (b), we show the DFT band structure of Ce3Pt3Bi4 and Ce3Pd3Bi4 assuming localized f -
electrons. The SOCs are included as second-variational procedure. At localized f -electron DFT level, both systems
are metallic. In Fig. S-5(c), we also show LDA+U band structure of Ce3Pd3Bi4 compound, starting from nonmagnetic
initial conditions. Overall speaking, the LDA+U band structure show striking similarities to the open-core LDA
calculations. However, the time-reversal symmetry is violated in our LDA+U calculations, leading to spin-splittings
in the band structure, most prominently along H-N (indicated by red dashed circles in Fig. S-5(c)). By fitting
the LDA+U band structure to a tight-binding Hamiltonian, and restore the time-reversal symmetry, we obtained a
4FIG. S-4: DFT band structure of (a) Ce3Pt3Bi4 and (b) Ce3Pd3Bi4 assuming itinerant f -electrons without spin-orbit coupling.
The Fermi levels are aligned at 0.
FIG. S-5: DFT band structure of (a) Ce3Pt3Bi4 and (b) Ce3Pd3Bi4 assuming local f -electrons with spin-orbit coupling. (c)
Ce3Pd3Bi4 band structure using LDA+U method. (d) Time-reversal symmetrized LDA+U band structure for Ce3Pd3Bi4. In
panel (c), the Wannier fitted tight-binding result is shown in blue circles, and the original DFT band structure is plotted using
red solid lines. The Fermi levels are aligned at 0.
5FIG. S-6: The comparison between Wannier orbital fitted band structure and DFT results with spin-orbit coupling. Both the
band structure for (a) Ce3Pt3Bi4 assuming itinerant Ce-4f states and (b) Ce3Pd3Bi4 assuming local Ce-4f states are compared.
The Fermi levels are aligned at 0. The fitted band structure using Wannier orbital TB model is plotted using blue circles, and
the original DFT band structure is plotted using red lines.
FIG. S-7: Density of states of Ce3Pd3Bi4 (a) without SOC and (b) with SOC. The Fermi level is aligned at 0. In the right
panel, the grey line is 0.2 eV above EF .
LDA+U band structure with correct time-reversal symmetry (Fig. S-5(d)), which is strikingly close to the open-core
result in Fig. S-5(b).
In Fig. S-6, we show the comparison between the band structure from tight-binding Wannier-orbital based Hamil-
tonian and the original DFT results. For Ce3Pt3Bi4, we show the comparison for itinerant Ce-4f calculations; while
for Ce3Pd3Bi4, we show the comparison for localized Ce-4f calculations (since they are most relevant). The SOCs are
considered in both situations. For the former case, the fitting employs all Ce-4f , Pt-5d, and Bi-6p atomic orbitals,
that is, 192 Wannier orbitals in total; while for the later case, the fitting employs all Pd-4d, and Bi-6p orbitals, that
is, 108 Wannier orbitals in total. The projected Hamiltonians are symmetrized to restore all crystal symmetries as
well as time-reversal symmetry. The TB Hamiltonian perfectly reproduces the DFT band structure over the whole
fitting energy range, manifesting the high quality and validity of our TB Hamiltonian.
In Fig. S-7, we show the DFT total and projected DOS of Ce3Pd3Bi4 with and without SOC. Near Fermi level,
6FIG. S-8: Wannier charge center flow chart of Ce3Pt3Bi4. (a) DFT result with itinerant f -electrons. (b) 18K DMFT result
using zero-frequency Green’s function. In either panel, the left half was kz=0 plane and the right half was kz = pi plane.
the electronic states are dominated by Ce-5d and Bi-6p states.
EVOLUTION OF WANNIER CHARGE CENTER
We show our Wilson loop analysis of the band structure of Ce3Pt3Bi4 in Fig. S-8. In either calculations, we used
Ce-4f , Pt-5d and Bi-6p orbitals to obtain a 192-orbital tight-binding Hamiltonian. For DFT calculations, this fitting
is straightforward (using DFT eigenvalues, the same Hamiltonian produced Fig. S-6). For DMFT calculations, we
extract the converged self-energy at the zero-frequency Σ(ω = 0) and add it to the DFT Hamiltonian to obtain the
topological Hamiltonian) [6–8]. The evolution of occupied state Wannier charge center was tracked. In either case,
there are clear global gaps between the Wannier charge center lines, indicating that Ce3Pt3Bi4 is topologically trivial.
7DMFT RESULTS OF Ce3Pd3Bi4 AT LOWER TEMPERATURES CLOSE TO FERMI LEVEL
FIG. S-9: DFT+DMFT band structure of Ce3Pd3Bi4 close to Fermi level at temperatures below 36 K. The Fermi level is
aligned at 0.
We show the low-temperature DMFT results of Ce3Pd3Bi4 close to the Fermi level in Fig. S-9, from which the
small dip crossing the Fermi level between N and Γ at 4 K can be clearly identified.
DFT AND DMFT FERMI SURFACES
The Fermi surfaces of Ce3Pd3Bi4 from 4 K DMFT calculations, open-core Ce-4f DFT calculations and DFT
calculations with shifted Fermi level are shown in Fig. S-10. The open-core Ce-4f DFT results (Fig. S-10b) are
apparently very different from low temperature DMFT results (Fig. S-10(a)), but the one with shifted Fermi level
(Fig. S-10(c)) seem to be topologically equivalent to the 4 K DMFT results (Fig. S-10(a)). We note that while the
DFT calculation with the shifted Fermi level can reproduce topologically equivalent Fermi surfaces, the detailed shape
and size of each sheet is certainly different from DMFT results.
8(a)DMFT Fermi surfaces
(b)DFT Fermi surfaces without shifting Fermi level
(c)DFT Fermi surfaces with Fermi level shifting
FIG. S-10: Fermi surfaces from (a) DMFT calculation, (b) DFT calculation with open-core Ce-4f electrons and (c) DFT
calculations with open-core Ce-4f calculations but shifted by ∼0.2 eV (equivalent to 1 electron per f.u. doping). In (a-c) the
left panels are the plot of complete Fermi surfaces, the upper right panels are the Fermi surface sheets around H point and the
lower right panels are the Fermi surface sheets around P points.
DETAILS OF DFT BAND STRUCTURE OF Ce3Pd3Bi4 CLOSE TO FERMI LEVEL BETWEEN Γ-H AND
P-H
Some further details of Ce3Pd3Bi4 DFT band structure are shown in Fig. S-11.
9FIG. S-11: DFT band structure of Ce3Pd3Bi4 assuming open-core Ce-4f electrons with spin-orbit coupling between (a) Γ-H
and (b) P-H. The Fermi level is aligned at 0. The Γ7, Γ8 and Γ6 states at Γ are labeled in the inset of left panel. In the right
panel, band 4 and doubly degenerate 5(6) crosses each other at K1 and K2, creating a segment of nodal line in between.
COMPARISON BETWEEN Ce3Pt3Bi4 AND Ce3Pd3Bi4 HYBRIDIZATION FUNCTIONS AT 18K
In Fig. S-12(a) we show the imaginary part of Matsubara frequency hybridization functions for Ce-4f5/2 in
Ce3Pt3Bi4 and Ce3Pd3Bi4 at 18 K. They exhibit apparent different behaviors below ωn < 0.04 eV. Correspondingly,
in real-frequency axis (Fig. S-12(b)), both the real and imaginary part of the hybridization function for Ce3Pt3Bi4
show strong peaks close to the Fermi level, which leads to the Kondo insulating behavior; while no such peaks can be
found for Ce3Pd3Bi4.
FIG. S-12: Comparison between hybridization functions for Ce-4f5/2 in Ce3Pt3Bi4 and Ce3Pd3Bi4 at 18 K (a) in Matsubara
frequencies and (b) in real-frequency axis.
CONVERGENCE OF CALCULATIONS AT 4K
In order to show that our calculations at 4K is already converged with respect to the K-mesh size, we have also
performed calculations with denser 18×18×18 K-mesh, starting from the converged result with 12×12×12 K-mesh.
The calculation was done with 25 DMFT iterations (each DMFT iteration contains 1 CT-QMC iteration with 2× 109
QMC steps on 144 cores), and the resulting self-energy was also taken from the average of the last 5-iterations. We
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FIG. S-13: Self-energy Σ obtained from different calculations at 4K. (a) Imaginary of Matsubara frequency self-energy
Im[Σ(iωn)] for J=5/2 states, (b) Im[Σ(iωn)] for J=7/2 states, and (c) real-frequency self-energy Σ(ω) for J=5/2 states.
plot the imaginary part of Matsubara frequency self-energy Im[Σ(iωn)] in Fig. S-13(a-b), and the real-frequency self-
energy Σ(ω) in Fig. S-13c. It is apparent that the difference between the resulting Matsubara-frequency self-energies
Im[Σ(iωn)] [grey solid lines in Fig. S-13(a-b)] and 12× 12× 12 K-mesh results [black solid lines in Fig. S-13(a-b)] is
negligible. In addition, the fitting of the real-frequency self-energy yields mass-enhancement of ∼ 65.1, whereas the
12× 12× 12 K-mesh result is ∼ 64.7. Therefore, these results are almost identical, and 12× 12× 12 K-mesh should
be sufficient to converge the calculations.
In addition, we have also performed calculations with |j,mj〉 basis to identify the effect of CEF. When per-
forming such calculations, we have increased the perturbation order to 4000. These results are also illustrated in
Fig. S-13. For j = 7/2 states, we notice that the Matsubara-frequency self-energy Im[Σ(iωn)] for all |7/2,mj〉
(mj = ±1/2,±3/2,±5/2,±7/2) states are similar to one another, and the differences are negligible. For j = 5/2
states, Im[Σ(iωn)] for mj = ±1/2,±3/2,±5/2 states have similar shapes. Moreover, the real-frequency self-energy
yields similar mass-enhancement (∼ 62, 42, 58 for mj = ±5/2,±3/2,±1/2 states, respectively). The converged im-
purity levels at 4K are 0.542 eV, 0.535 eV and 0.537 eV for j = 5/2 states; as well as 0.873 eV, 0.870 eV, 0.868 eV,
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FIG. S-14: Comparison of momentum resolved spectrum at 4K calculated using different parameters. Left panel: the parameters
employed in the main-text, i.e. 12× 12× 12 K-mesh, |j = l± 1/2〉 basis (no CEF in impurity solver), perturbation truncation
order 3200. Middle panel: 18×18×18 K-mesh, |j = l±1/2〉 basis, perturbation truncation order 3200. Right panel: 12×12×12
K-mesh, |j,mj〉 basis (explicit CEF in impurity solver), perturbation truncation order 4000.
FIG. S-15: Probability of different nf occupations.
and 0.868 eV for j = 7/2 states. Thus the renormalized CEF is negligible, and therefore we could ignore it at the
impurity-solver level. As a result, the k-resolved spectrum of these calculations are similar, and no apparent difference
can be observed (Fig. S-14).
We also show the QMC weight of the many-body states for different occupations nf (Fig.S-15). For 36K calculation,
we show the quantity up to nf = 4, whereas for 4K calculations, we calculate up to nf = 3. The order of magnitude
of these weights do not change from 36K to 4K, and weights of nf = 4 states are at least 2 orders of magnitude
smaller than those of nf = 3 states, and approximately 6 orders of magnitude smaller than those of nf = 1 states.
At 4K, the accumulated weight of nf = 0, 1, 2, and 3 states are 0.0199, 0.916, 0.063, and 0.0007, respectively. These
sum up to ∼ 0.9996, therefore it is safe for us to restrict the occupation within [0, 3] in the impurity solver.
Finally, we examine the off-diagonal elements of the full impurity level matrix. We list the absolute value of the full
matrix in TAB. S-I. We observe that most of the off-diagonal matrix elements are order of several meVs, whereas the
largest ones are ∼ 20 meV at zero-frequency. When ω →∞, these off-diagonal matrix elements are even smaller, with
maximum around ∼ 10 meV. It is therefore safe to ignore the off-diagonal matrix elements in the impurity solver.
Furthermore, since the off-diagonal matrix elements are negligible, we ignore the off-diagonal hybridization terms.
Therefore, we do not observe sign problem in our calculations [9, 10], and the averaged signs at all temperatures are
+1.
∗ E-mail address: ccao@hznu.edu.cn
12
ω=0
0.473 0.006 0.015 0.007 0.004 0.002 0.007 0.006 0.003 0.008 0.004 0.009 0.002 0.016
0.006 0.483 0.004 0.006 0.004 0.004 0.006 0.001 0.007 0.006 0.004 0.007 0.005 0.006
0.015 0.004 0.455 0.006 0.006 0.007 0.002 0.002 0.002 0.019 0.003 0.007 0.004 0.008
0.007 0.006 0.006 0.455 0.004 0.014 0.008 0.004 0.007 0.002 0.019 0.003 0.003 0.001
0.004 0.004 0.006 0.004 0.483 0.005 0.005 0.005 0.007 0.004 0.006 0.007 0.000 0.007
0.002 0.004 0.007 0.014 0.005 0.473 0.016 0.002 0.009 0.004 0.008 0.003 0.006 0.007
0.007 0.006 0.002 0.008 0.005 0.016 0.830 0.003 0.006 0.003 0.008 0.005 0.020 0.004
0.006 0.001 0.002 0.004 0.005 0.002 0.003 0.868 0.004 0.014 0.005 0.010 0.004 0.020
0.003 0.007 0.002 0.007 0.007 0.009 0.006 0.004 0.821 0.004 0.010 0.001 0.010 0.005
0.008 0.006 0.019 0.002 0.004 0.004 0.003 0.014 0.004 0.838 0.003 0.010 0.005 0.008
0.004 0.004 0.003 0.019 0.006 0.008 0.008 0.005 0.010 0.003 0.839 0.004 0.013 0.003
0.009 0.007 0.007 0.003 0.007 0.003 0.005 0.010 0.001 0.010 0.004 0.821 0.004 0.006
0.002 0.005 0.004 0.003 0.000 0.006 0.020 0.004 0.010 0.005 0.013 0.004 0.868 0.003
0.016 0.006 0.008 0.001 0.007 0.007 0.004 0.020 0.005 0.008 0.003 0.006 0.003 0.830
ω →∞
0.542 0.001 0.004 0.001 0.003 0.000 0.001 0.002 0.002 0.003 0.001 0.010 0.003 0.006
0.001 0.535 0.001 0.003 0.001 0.003 0.003 0.002 0.000 0.002 0.001 0.003 0.009 0.002
0.004 0.001 0.537 0.000 0.003 0.001 0.001 0.001 0.001 0.001 0.001 0.003 0.003 0.008
0.001 0.003 0.000 0.537 0.001 0.004 0.008 0.003 0.003 0.001 0.001 0.001 0.001 0.001
0.003 0.001 0.003 0.001 0.535 0.001 0.002 0.009 0.003 0.001 0.002 0.000 0.002 0.003
0.000 0.003 0.001 0.004 0.001 0.542 0.006 0.003 0.010 0.001 0.003 0.002 0.002 0.001
0.001 0.003 0.001 0.008 0.002 0.006 0.873 0.001 0.005 0.001 0.006 0.001 0.003 0.000
0.002 0.002 0.001 0.003 0.009 0.003 0.001 0.870 0.001 0.002 0.001 0.001 0.001 0.003
0.002 0.000 0.001 0.003 0.003 0.010 0.005 0.001 0.868 0.000 0.003 0.001 0.001 0.001
0.003 0.002 0.001 0.001 0.001 0.001 0.001 0.002 0.000 0.868 0.000 0.003 0.001 0.006
0.001 0.001 0.001 0.001 0.002 0.003 0.006 0.001 0.003 0.000 0.868 0.000 0.002 0.001
0.010 0.003 0.003 0.001 0.000 0.002 0.001 0.001 0.001 0.003 0.000 0.868 0.001 0.005
0.003 0.009 0.003 0.001 0.002 0.002 0.003 0.001 0.001 0.001 0.002 0.001 0.870 0.001
0.006 0.002 0.008 0.001 0.003 0.001 0.000 0.003 0.001 0.006 0.001 0.005 0.001 0.873
TABLE S-I: Absolute value of impurity level matrix.
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