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Abstract 
We model the evolution of a single-species population by a size-dependent branching process 
Zt in discrete time. Given that Zt =n the expected value of Zt~l may be written nexp( r -  7n) 
where r > 0 is a growth parameter and 7 > 0 is an (inhibitive) environmental p rameter. For small 
values of 7 the short-term evolution of the normed process 7Zt follows the deterministic Ricker 
model closely. As long as the parameter r remains in a region where the number of periodic 
points is finite and the only bifurcations are the period-doubling ones (r in the beginning of the 
bifurcation sequence), the quasi-stationary distribution of 7Zt is shown to converge weakly to the 
uniform distribution on the unique attracting or weakly attracting periodic orbit. The long-term 
behavior of yZt differs from that of the Ricker model, however: 7Zt has a finite lifetime a.s. The 
methods used rely on the central limit theorem and Markov's inequality as well as dynamical 
systems theory. © 1997 Elsevier Science B.V. 
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I. Introduction 
Consider a homogeneous population consisting of a single species. We are interested 
in modeling the total number of individuals at discrete time points t = 0, 1,2 . . . .  as a 
simple random process. Let us assume that the population dynamics is governed by 
the size of the total population only. We do not, e.g., differentiate between individuals 
by age; one could think of certain insect populations where all individuals in a sense 
belong to the same generation. [Another convenient way of thinking is that we model 
the number of individuals in generation t+ 1, which depends on the size of the preceding 
tth generation only.] The external influence on the population is summarized in a 
constant environmental parameter 7. If the total population in generation t is small, 
then almost all the individuals produce offspring. We assume that the actual offspring 
sizes of the individuals are independent random variables. When the total population 
grows larger, individual reproduction declines due to internal competition for available 
resources, so that the probability of no offspring for an individual is 1 - exp(-TZr). 
We assume, however, that the individual offspring distribution on condition that there 
is offspring at all remains one and the same ql ,q2, . . . .  
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Thus the population grows by a size-dependent branching mechanism as follows: 
I f  the size of the population at time t is n >0 then each individual, independently of 
the others, produces no offspring with probability 1 - exp(-Tn), and k offspring with 
probability e-~nqk where ql,q2 .... is the given offspring distribution. If the size of the 
population ever hits 0, then the population is extinct. 
Denote by Zt the total number of individuals in the tth generation. We can write 
our model in the form 
{ ~-~J Zt-l ~j't . . . . .  (1) if Zt >0, 
Zt+l= 0 i fZ t=0,  
t=0,1 ,2  
where ~l , t ,~2, t  . . . . .  ~Zt,t are mutually independent identically distributed random 
variables. The common distribution depends on Zt, however: P{~j=k]Zt=n}= 
exp(-~n)q~ for k= 1,2 .... and P{~j=O[Zt=n}= 1 - exp(-~,n). (Here n>0 and 
j= l ,2  . . . . .  n.) 
The process (1) is known in the branching process literature as a controlled branch- 
ing process or (p-controlled branching process, see Sevast'yanov and Zubkov (1974) 
and Zubkov (1974). The same process with a random controlling mechanism (p was 
studied by Yanev (1975). In comparison to our model, the one-step survival probabil- 
ity in these investigations i much larger. Typically, E{Zt+1 [Zt = n} is almost linear 
in n. 
The process (1) incorporates the basic features of the well-known models of single- 
species population dynamics, such as the Ricker model, the Hassell model and the 
logistic model, viz. there is exponential growth when the population is small and 
there are environmental factors such as scarce resources inhibiting growth when the 
population increases cf. Hassell (1974), May (1976), Ricker (1954), see also the 
discussion in Vellekoop and H6gnfis (1997). The classical models are deterministic 
and macroscopic in the sense that they model population density rather than popula- 
tion size. Klebaner and coworkers introduced a population-dependent branching pro- 
cess of the form (1) to get a stochastic and "microscopic" analogue of the classical 
models, cf. Klebaner (1993), Klebaner and Nerman (1994), Klebaner and Zeitouni 
(1994). Generalizing in a different direction Gyllenberg et al. (1994), Vellekoop and 
H6gnfis (1997) model the evolution of population density but let the environment be 
random. 
Klebaner and Nerman (1994) show that processes of the form (1) approach the 
corresponding deterministic models as the environmental restraint (here the parameter 
7) decreases. We will see below that the short term behavior of 7Zt parallels that of 
the deterministic Ricker model 
Xt+l = xt exp(r - xt) = f(xt ), t = O, 1,2 .. . . .  (2) 
(It rams out that r > 0 should be chosen to be the logarithm of the mean of the offspring 
distribution q.) This is one reason why we can call (1) a stochastic Ricker model. 
The long-term behavior of the processes (1) and (2) are completely different, though. 
The population-dependent branching process Zt eventually is absorbed at 0 (with prob- 
ability 1). The deterministic system, of course, never dies out and it always has at 
least one stationary distribution. 
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The main effort in this paper, see Sections 2 and 3, is devoted to a kind of "medium 
term behavior" of (1). We show that (1) admits a quasi-stationary distribution (q.s.d.). 
Furthermore, under certain conditions, the q.s.d, of  an appropriately normed version of 
(1) approaches the uniform measure on the stable periodic cycle of (2). 
In the last section we argue that these results are by no means restricted to analogues 
of the Ricker model, they should apply to certain Hassell and logistic models equally 
well. We speculate that extensions to cases with a random environment could produce 
qualitatively different behavior, such as considerably faster extinction. 
2. Statement of results 
2.1. The Markov chain 7Zt; existence q/'a quasi-stationary distribution 
In order to avoid technical difficulties we take 0<ql  < 1. [if ql = l we get a trivial 
non-increasing process Zt. I f  qk is non-zero only for multiples of 3, say, then Zt is 
always an integral multiple of 3.] In addition, we assume throughout that the offspring 
distribution has an exponential moment, i.e., the moment generating function (m.g.f.) 
E[e s¢] is finite for some positive s. Call the variance ~r x. The mean value of the off- 
spring distribution is denoted by e r. The reason for this choice of notation will become 
clear shortly. 
The process (1) is a Markov chain on the non-negative integers. 0 is absorbing 
and the positive integers {1,2,3 .... } form one communicating class (because of our 
assumption 0<ql  < 1). The transition probability matrix of the chain, restricted to the 
positive integers, is a strictly substochastic matrix. The chain is started at the point x. 
Similarly the normed chain 7Zt has as its state space the set of non-negative multiples 
of 7. The set of positive multiples E -  {)',27 .... } constitutes one communicating class 
for the chain. The transition probability matrix restricted to E × E will be denoted by 
Q. The substochastic matrix Q depends on ),, of course, but we usually suppress the 
explicit reference to 7- 
We use the notation Px{A} for the conditional probability of the event A given that 
72:o =x,  i.e., the Markov chain is started at the point x. 
We have, for x, y E E, 
Q~v = P{7(¢,,, + ~.z., +""  + ~z,,,)-- y lTZ, =x} = P~{TZ, -- y}. 
The conditional mean of 7Z~+l given that yZt =x  explains why we chose e r as the 
notation for the mean of the offspring distribution - and why it is appropriate to call 
the model a stochastic Ricker model. 
x 
E{TZ,+117Zt=x}=7" -E{~l . t  l TL=-x}=xe-Xer=xexp( r -x )=- f (x ) .  (3) 
7 
For future reference we note that the variance of the xth row of Q, i.e., the variance 
of 7Zt ~1 under the condition 7Zt =x,  is given by 
/xe-~(a 2 + e 2" - e-Xe2~). (4) 
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The row sum of Q is always strictly less than 1. More precisely, the sum sx of the 
xth row of Q is given by 
Sx-  ~Qxy=l - (1 -e -X)  x/~, xEE  (5) 
yEE 
(the conditional probability of 7Zt+l ~ 0 given that ?Zt =-x). For large x, Sx ~ (x/7)e -x. 
Hence the row sums are uniformly bounded away from 1. In fact, the maximal row 
sum is approximately I -exp( - [ ( log2)2/7] )  for small 7. [e -0°g2)2 =2-1°g2 is about 
0.6185.] Thus the chain is absorbed at 0 with probability one regardless of where it 
started. The mean absorption time is majorized by a constant imes exp((log2)2/7). 
Note that the common upper bound 1 -exp(- [ ( log2)2/7])  is also an upper bound for 
the spectral radius of the infinite substochastic matrix Q. 
Clearly, the only stationary probability distribution for the chain 7Zt is Jo, the point 
mass at 0. 
On the other hand, the absorption at 0 usually takes place after a very long time. 
The chain settles down to "medium-term" equilibrium, which is stationary subject to 
the condition that absorption has not taken place. The formal definition is taken from 
Ferrari et al. (1992). 
Definition. A probability measure zr on E is a quasi-stationary distribution (q.s.d.) 
for the Markov chain ?Zt absorbed at 0 if 
~E ztxQxy 
7Zy = ~zEE ~-]xEE 7rxQxz' y E E (6) 
or, if n is seen as a probability vector and Q as a linear operator acting on summable 
sequences indexed by E by multiplication from the right, 
21t = ~zQ where 2 = ~ 7txSx. (6 ~) 
xEE 
A probabilistic interpretation of the q.s.d. ~z can also be given: If  the initial distribution 
(the distribution of ?Z0 ) is 7r then the conditional probability after the first step given 
that it is non-zero is z~, too: 
P~{TZ~=xlTZ,¢O}=~x, CE, (6") 
where we use the notation P~ to indicate that the initial distribution is 7r. 
The general theory of quasi-stationary distributions for Markov chains on a count- 
able state space was originally developed by Seneta and Vere-Jones (1966), who 
gave a number of probabilistic haracterizations of q.s.d's. They worked within the 
framework of so-called R-positive chains. In our case it turns out that Q is a com- 
pact operator on an appropriate space whence R-positivity, existence of n and the 
probabilistic haracterizations follow immediately, thanks to a theorem of Vere-Jones 
(1967). 
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Proposition 1. The chain 7Zt admits a unique quasi-stationary distribution ~ = 7z(7). 
The support of ~ is all E. We have for all x E E 
~E,= lira , yEE.  (7) 
• " -~ ~z~E Q~5 
Proof. Consider Q as an operator on the space ?: of summable sequences. It is clear 
that the map /: ~ ~--~ #Q =- ~-~-xeE pxQx is a bounded linear operator on / / .  Moreover, 
it is a positive operator since if all components of # are non-negative the same holds 
for/~Q. 
Q is, in fact, a compact positive operator. 
To see this, recall that the row sums s~ of Q are of the order of (x/7)e -x for large 
x, which means that the sum of all elements is finite: 
Z Qx~, < ~.  (8) 
x,vEE 
Let t:, =- ~x~E Qx:,,y EE, be the yth column sum of Q. By (8) the sequence t belongs 
to :l. Using the triangle inequality we can easily see that Q maps the unit ball o f / :  
into the set K =- {vllv~, I ~<ty, y EE}. But K is a compact set in ~//. Thus Q is a compact 
positive operator on ~. 
The adjoint operator Q* maps f~ into itself. I f  J/ is a bounded sequence indexed 
by E then (Q*tl)x, xEE,  is simply ~vQxy~/y. (Actually, (8) shows that Q*~/ is not 
onliy bounded but summable as well.) Q* is clearly a compact positive operator, too. 
[nvoking the celebrated Krein-Rutman theorem, cf. Dunford and Schwartz (1988), 
p. 2130, we can now assert that the spectral radius )o of Q is a simple eigenvalue 
of Q as well as of its adjoint Q*. (The spectral radius is at least as large as any 
diagonal element of Q. Hence it is strictly positive.) Moreover, the eigenvectors are 
non-negative. If  we denote the eigenvectors by ~ and [:~, respectively, the result may 
be written as follows in matrix form as left and right eigenvectors: 
)~-~Q and )~=Q~. (9) 
The chain 7Zt is irreducible on E. It was shown above that absorption at 0 is certain. 
Let R be the radius of convergence of ~,~-1 Q~-r t" for some x, y E E. (By irreducibility, 
R is common to all x, y. The uniform bound on the row sums implies that R > 1.) 
For any x, y ~ E, Q~y > 0 for some n. This implies that the Krein-Rutman eigenvectors 
and [~ must be strictly positive. Consider the sums 
~xQvyt = 
n I xGE n=l 
These sums are finite if and only if t is less than 1/2. Hence R= 1/2 and R i is, 
in fact, the maximal eigenvalue of Q. The non-negative igenvectors belonging to the 
maximal eigenvalue satisfy ~x  ~-~/~ <:x~ since ~ is summable and [:~ is bounded. 
We use Theorem 3.1 in Seneta and Vere-Jones (1966) or Criterion Ill in Vere-Jones 
(1967). To prove existence of a q.s.d, satisfying (7) it suffices to show that R I is 
both a left and a right eigenvalue of Q and the non-negative igenvectors ~ and [~, 
respectively, satisfy the relation ~-~'-x~E 2x/~x < ~c. This is exactly what we proved above. 
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The quasi-stationary distribution is, of course, the left eigenvector :t normed to be a 
probability vector. It is unique because 2 is a simple eigenvalue of Q. 
There can be no non-negative (hence all-positive) eigenvector :( corresponding to a 
smaller eigenvalue 2~< 2, either. The above calculations using c¢' instead of ct, would 
imply that the radius of convergence is 1/2 ~ >R, a contradiction. [] 
Remark. To get a more complete understanding of the probabilistic interpretation of
the eigenvectors n and fl the reader should consult Seneta and Vere-Jones (1966). 
2.2. Asymptotic behavior o f  the determin&tic Ricker model 
Recall, cf. May (1976) and Devaney (1989) for the terminology, that the asymptotic 
behavior of (2) is governed by the parameter r. If 0 < r < 2 there is a stable fixed point 
or attractor p (= r) and all trajectories of (2) converge geometrically fast to the fixed 
point. At rl = 2 there is a bijurcation into an attracting periodic cycle of length 2. For 
r = 2 the trajectories continue to converge to the fixed point p, but slower than geomet- 
rically, p is said to be weakly attractin9. The multiplier f t (p )  at p has the value -1.  
For rl <r<r2  ~ 2.526 there is an attracting 2-cycle which attracts all orbits except for 
those starting at one of the inverse images (of the iterates fn of f )  of the now repelling 
fixed point p, WS(p)= Un~o f -n (p ) .  For r slightly larger than rl the multiplier of the 
2-periodic points is slightly less than 1. Recall that the multiplier of a periodic point p 
is ( fd ) , (p )  where d is the prime period of p. When r=r2 we still have convergence, 
but slower, of the trajectories starting outside WS(p) to the 2-cycle. 
At r2, the 2-cycle {Pl,P2) becomes repelling, as its multiplier ( f2)~(pi) ,  i=  1 or 
2, decreases through the value -1,  and an attracting cycle of period 4 appears. Again 
the trajectories starting outside the inverse images of the repelling periodic points of 
period 1 and 2 will converge to the attracting 4-cycle. 
Numerical studies suggest, cf. May (1976), that the bifurcations will continue and 
produce, successively, periodic cycles of period 8, 16,32 .. . . .  until at re ~ 2.692 the 
system (2) admits all periods of length 2 n, n a non-negative integer. 
If r << rc we note that (i) there is at most one attracting (or weakly attracting, if r 
happens to be exactly at a bifurcation point) periodic cycle; (ii) there are finitely many 
periodic cycles whose lengths are 2 k, k = 0, 1,2 . . . . .  n. The trajectories all converge to 
the (weakly) attracting periodic cycle, except for those starting from the inverse images 
of the repelling periodic points. 
Note. The arithmetic mean of every periodic cycle, attracting or not, is r, cf. Fig. 1 
below. Let Pl, p2 . . . . .  Pd be a periodic cycle of length d with f (P i )  = Pi+a, i = 1,2,..., 
d -  1 and f (pd)= Pl. Then 
Pl P2P3 ""  Pa = Pd exp(r -- Pal)Pl exp(r -- Pa )P2 
x exp(r - P2) " "  Pd--1 exp(r -- Pd--1 ) 
and, consequently, 
I (Pl + P2 + "'" + Pal) =r, 
cf. Vellekoop (1993) for similar results for other ecological models. 
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Fig. 1. The quasi-stationary distributions of 7Zt with r - 0.5306 (left) and r - 2.3050 (right). The offspring 
distribution is concentrated on three points (left) and an approximate geometric distribution (right). The 
values of 7 are 0.001 and 0.0016, respectively. For r-0.5306 the deterministic dynamical system (2) has a 
stable fixed point at r. For r -  2.3050 the deterministic system has a stable 2-periodic cycle {0.9314.3.6786}. 
In the sequel we will concentrate on the case r << rc because for r >~ r~. the periodic 
cycles have undergone a qualitative change: there will be infinitely many periodic 
cycles, all of which may be repelling. 
Let us summarize the above description of the behavior of the deterministic dynami- 
cal system (2) in the region where it exhibits a "simple" bifurcation diagram, featuring 
those properties which are needed later in the proof of  our main Theorem. For the 
definition of homoclinic and heteroclinic orbits we refer to Devaney (1989). 
Proposition 2. Let r>0 be such that the system (2) admits only a .finite number 
of  periodic points in such a way that the multipliers of all non-zero periodic points 
are' < 1 and either one of the periodic cycles is attracting, or for a small enough 
neighborhood to the left of  r the system admits an attracting periodic cycle ~[ length 
d, say, but,,for the parameter value r itselJ~ the derivative ( fa ) t  = -1 at each point 
of the cycle, i.e. there is a bifurcation at r. 
'Then 
(i) all the possible (prime) periods are powers ~[ 2, 
(ii) exactly one cycle is (weakly) attracting, 
(iii) there are no homoclinic orbits, 
(iv) i f  the forward orbit fn(x),  n = 1,2 . . . . .  of a point x has a repelling periodic 
point as a limit point, then it is finite, Le., x is eventually periodic, 
(v) the periodic points are the only possible l#nit points of the forward orbits, 
(vi) Ji~r each open set G containing all the periodic points (including O) there is an 
m such that for each x that at most m elements of each orbit lie outside G. 
Proof. We emphasize that the multiplier of a periodic point p is ( f J ) t (p )  where d is 
the prime period of  p. Thus, the fd-orbits from the vicinity of such a point "spiral" 
outward in the repelling case. 
(i) follows directly from Sharkovsky's theorem (Devaney 1989, Section 1.10). 
If 0<r~<2 elementary calculations how that all orbits f~(x)  converge to r, cf. the 
corresponding proof for the logistic map in Devaney (1989), Section 1.5. 
Take r > 2. Our function f is unimodal and has negative Schwarzian derivative 
,,,"" 3 ( i " ' )  
.[" 2 \ f ' /  
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Moreover it is increasing on the interval [0,1] where it assumes its maximal value 
exp( r -  1)>r.  This means that the inverse images of the repelling fixed point r have 
both 0 and the point at infinity as limit points. It follows from the discussion in 
Devaney, 1989, Section 1.11, pp. 72-73, that the system (2) has at most one (weakly) 
attracting periodic cycle. 
Let r be a bifurcation point as described in the statement of the Proposition and 
denote fd  by g. If we use the chain rule to calculate the derivatives of g2 at a point 
p of the cycle and note that the Schwarzian derivative of g is negative (since that of 
f is), we see that the Taylor polynomial of degree three of g2(x) at the point p is of 
the form p + (x - p)  - c(x - p)3 for some positive c. Thus g2 maps an interval about 
p into itself and so p is a weakly attracting periodic point for the system (2). This 
finishes the proof of (ii). 
(iii) follows from Proposition 35 in Block and Coppel (1992), p. 153. 
To prove (iv), let p be a repelling periodic point of period d, say, and let J = (p, p÷ 
e) be an interval not containing any periodic point. I f  we denote fd  by g, we may 
assume that 9~(p)> 1 (otherwise look at 92) and also that 9/> 1 on all of J .  Suppose 
that x c J lies on an orbit with p as a limit point. We can choose x sufficiently close 
to p so that 9(x)>x belongs to J as well. Block and Coppel (1992), Corollary 10, 
p. 75, tells us, however, that those points of the forward orbit which belong to J are 
strictly increasing, so that the next points of the orbit hitting J must necessarily lie 
to the right of 9(x). Similar reasoning applies to the interval (p -  e,p). Thus there 
cannot be an infinite sequence of different elements of a forward orbit converging to 
p. [The orbit may emanate from another epelling fixed point q, i.e. q is a limit point 
for the set f -n (x )  of inverse images of x. For r > rl such heteroclinic orbits emanate 
from 0 to all the repelling periodic points. This follows from the fact that f is strictly 
increasing on (0,1) and it assumes its maximal value exp( r -  1) at the point 1.] 
(v) and (vi) follow from Corollary 13, p. 76, and Proposition 22, p. 81, of Block 
and Coppel (1992). [~ 
2.3. Convergence of  the q.s.d. ~(7) as 7--~0 
Formulas (3) and (4) show that the process 7Zt follows the deterministic Ricker 
model (2) at least as far as the mean is concerned. The actual one-step behaviour is 
very close to deterministic f 7 is small. The same holds for any fixed number of steps, 
cf. Klebaner (1993), Klebaner and Nerman (1994) (where their K corresponds to 1/7). 
Since the deterministic system eventually settles down into a periodic cycle a natural 
conjecture is that the random system (1) does so too. The problem is, of course, that 
(1) has a finite life-time so it is not quite clear exactly what the analogy should be. 
Experiments how (cf. Fig. 1) that the q.s.d, seems to have the right kind of behavior 
and we are indeed able to prove that the q.s.d, is the "right" analogy of the attracting 
periodic cycle. 
Remark. We could also see the problem from another point of view. The process (1) 
is a perturbation of (2). It is well established in the dynamical systems literature that 
the weak limits of measures invariant for the perturbed systems are invariant for the 
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unperturbed system, cf. Kifer (1988), Chapter 1. The deterministic system (2) has many 
inwLriant measures, however, but we are able to show below that only one of these 
is stable in the sense that it is a limit of quasi-stationary distributions of perturbed 
processes of  the form (1). I f  (2) is perturbed by a small bounded additive noise a 
similar stability result follows almost directly. The central region C in Step 1 below 
becomes an invariant set for the Markov chain, Q(x, C) - 1, x ~ C and so the stationary 
distribution must be supported on C. 
Theorem. For r chosen as N Proposition 2 the q.s.d. ~ = ~z(7) o f  the normed process 
7Zt converges weakly, as 7---+ O, to the &variant measure 
d 
d 
k=l  
corresponding to the unique stable or weakly stable limit cycle pt, p2 . . . . .  p# t~[ the 
deterministic Richer model (2). 
Remark. Of course, d is a power of 2, cf. Proposition 2. 
3. Proof of the theorem 
The proof is organized into several steps. 
Step 1: First we will show that the maximal positive eigenvalue 2=).(7)  satisfies 
1 -exp  - <2<1 (10) 
for some positive w independent of 7. 
Proof. Consider the period Pl,P2 . . . . .  Pd of the Ricker model (2)• If the cycle is 
attracting then fa  is strictly contracting in a neighborhood of Pl and so there is a 
small open set J containing Pt and such that fd ( j )C J  (strict inclusion in the sense 
that both endpoints of fa ( j )  are strictly inside J) .  If r is a bifurcation point, then 
the cycle is only weakly attracting. In the proof of Proposition 2 we saw that ./.2J is 
closely approximated by pl + (x - Pl ) - c(x - Pl )3 in a neighborhood of Pl. Thus 
there is an interval J about pl such that f2a( j )  is strictly included, in the strong sense 
as above, in J .  
Now, take C to be the union of d open bounded intervals Ji,J2 . . . . .  Ja about 
Pl, P2 . . . . .  Pal, respectively, chosen in the way described in the previous paragraph• 
We note that f2d(c )  is strictly included in C and, moreover, there is a minimal posi- 
tive distance 3a, say, from f2d(c )  to the complement Cc' of  C. 
Let A + e temporarily denote the set of  points within distance e, > 0 from the set A. 
Thus, e.g., f 2d ( c ) + 2a C C. 
Define positive constants bi recursively as follows. Since f ( f2a  1(C))= f2d(C ) we 
get, by continuity, 
• 2d- . t ( f  l (C )+61)4-31c  f2d(C)+a 
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for some 61 >0. Similarly, 
f ( f2a -2(C)  + 82) ÷ 32 C f2d - l ( c )  ÷ 81 
for some b2 >0. We continue this procedure until the last steps yields f (C  + 62d)+ 
(~2d C f (C)÷ ~2d-1 for some positive (~2d. In this fashion, we obtain a finite sequence 
of positive constants 8i, i = 1,2 . . . . .  2d - 1,2d. Let 8 >0 be a constant smaller than 
mini <~i<~2d (~i. 
We observe that tf, for some positive w, 
(w) 
P{I 7Zt+l - f (x) l  > 6 1 7zt = x} ~< exp ~-  (11) 
for every point x in a large enough compact interval [b,B] containing the set C ÷ e 
as well as f i ( c )  ÷ ~ ( i=  1,2 . . . . .  2d) where e is taken to be larger than all the 6i'S 
defined above, then certainly 
P{I ,Zt+2a-  f2d(x)l<~a[~Zt=x}>>- (1 exp(~) )  2d 
for all x in the set C. This amounts to saying that 
( P{TZt+2d E C[7Zt =x} ~> 1 - exp (12) 
for all x E C. 
To prove (11), let 
S(s) - qke sk 
k=l 
be the m.g.f, of  the offspring distribution. Then the m.g.f, of  ~j,t given that 7Zt =x  is 
1 - e -x + e-XS(s) and its logarithm 
Cx(S) =-- log(1 - e -x + e-XS(s) . 
Note that by our assumptions on the offspring distribution q the fimction Cx(S) for 
small s may be approximated arbitrarily well by its second degree Maclaurin polynomial 
er-Xs + ½ VxS 2 where vx is our temporary notation for the variance e-X(a 2 + e 2r - e-Xe 2r). 
The error term can be controlled uniformly for all x ~ [b,B]. 
Any random variable X satisfies the Markov-type inequality 
P{X>a} <.e-SaE{eSX}, 
where s>0 is arbitrary. Let us apply this idea to the conditional probability P{Zt+I > 
a x er-x 7 + 7 [7Zt =x}.  This expression is at most 
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The theory of large deviations defines the entropy function c*(y) of the variable ~j,, 
to be sup~.E~[ys- cx(s)]. Thus 
P{TZt+I >f (x )  +a lTZt  =x}~< exp -7  c* + e ~ ~ I 
c* :is a convex function which is 0 at the mean e ~-x of ¢i,t. For x in the compact 
interval [b,B] the means and the variances of  ~i,t vary continuously and boundedly 
with x. [By considering the second degree Maclaurin polynomial discussed above, we 
can conclude that c*(y + e~-~)) is at least 1 2 . ~(y /vx) for small y.] It follows then that 
the exponents are bounded away from 0 and so 
P{TZt+, > f(x) + a' TZt=x} <- exp ( -7  ) 
for some positive w and all x E [b,B] and 7 >0. Thus (11) holds. 
Look at the transition probability matrix Q2a. Its restriction Q' to C × c (with the 
rest of the elements replaced by zeros) is obviously smaller than QZd in the sense that 
0 ~< Q~y ~< Q2~ for all x, y E E. But Q~ has a spectral radius )o' which is at least as large 
as the minimal row sum of (the non-zero part of) Q~, i. e., at least (1 -exp( -w/7) )  2~1, 
cf. (12). Hence 
1 - exp ~(,~t)l/2d <A< 1. 
Step 2: We claim that, for every ~;>0, there is a B such that 7z(B, cxD)<~:. 
To prove the claim consider the transition probability matrix Q = Qxy, x, y E E. The 
xth row of Q is a probability distribution with mean f(x) and variance <const. 7xe x, 
cf. (4). f is a bounded function (its maximum is no greater than e ~-1 ) so the tail of 
the xth row may be uniformly bounded, e.g., using the Chebyshev inequality. 
Qx~. < ~:, Vx. 
y>B 
We have  
~-~ ~x Qxy 
x 
and, since 2 is close to 1, ~(B, oo)<2~x ~x =2~:. 
Step 3: in this step we prove that, for every ~:>0, there is a b such that 7r(0, b)<~; 
for all 7 small enough. 
Proof. We know that the maximal positive eigenvalue ). satisfies the equality 
Z Z 
yEE xGE 
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and so, if Sx denotes the xth row sum of Q, we get the following expression for the 
"average one-step extinction probability" 
1 - )~= ~-~ rex(1 - sx ) .  
xCE 
We have, directly from the definition of the Z-process, that 
1 - sx = [(1 - e-X)~] 1/7, 
the probability of immediate extinction given that we start at x. For small values of 
x, xE(O,b),  say, (1 -e -X)  x is close to 1, larger than some e -v. Most importantly, 
we can take v much smaller than w (see Step 1). Hence, we get exp( -w/7)> 1 - 
2 > n(0, b) exp( -v /v  ), thus, 
7r(0, b) < exp( -  w-v)_~ 
which is < e for 7 less than some 70. 
Step 4: The set of probability measures {1r(7 ), 7>0} is tight. 
Proof. The bulk of the mass of the q.s.d, is concentrated on the compact interval [b,B]. 
To be more exact, for all 7 we have 
~z[min(7o 1,b),B] > 1 - 3e. 
Step 5: All weak limit points of {n(7)},7---+ 0, are invariant with respect to the 
deterministic system (2). Such invariant measures charge the non-zero periodic points 
only. 
Proof. We first need to define our transition probability operators on a common space. 
The transition probability matrix Q of the chain 7Zt is defined on positive multiples 
of 7- Let us extend it to be a Markov operator with the state space E+- - (0 ,  oc). We 
do it by linear interpolation. I f  we call the extended operator Q(7), we get, for a g in 
C0(E+) (the set of continuous functions on (0, oo) vanishing at 0 and infinity) and an 
xE  [mT,(m + 1)7 ), 
O(7)g(x) = x - m~ E{g(TZt+l ) t 7Z t = (m + 1)7 } 
7 
(m + 1)7 -XEgg¢TZt+l~lTZtt,,, + ~mT}, 
7 
Note that for very large starting values x for 7Zt the next state 7Zt+~ is close to 0 with 
overwhelming probability, cf. (5). This enables us to show that Q(7) is a bounded 
linear operator mapping C0(E+) into itself. Naturally the quasi-stationary distributions 
for the original chain 7Zt remain quasi-stationary for the operator Q(7), in the sense 
that the operator equation (9) holds. (fl in (9) needs to be extended to a function on 
all E+ by linear interpolation.) 
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For g E C0(E+) Q(?)g(x) ~ g( f (x ) )  =- Q(O)g(x) as 7 ~ 0. This follows from the 
discussion in Step 1, see (11). The convergence is actually uniform in x 
sup IQ(y)g(x) - Q(O)g(x)] ~ O, as 7~ 0 
0<x<~ 
since g is a uniformly continuous function. Note that Q(0) is the transition probability 
operator of the deterministic system (2) on ~+. 
Let ~(0) be a weak limit point of  ~(7), 7>0.  Writing ~(0)(ff o f )  ~(0)g or 
f (g  o f )  d~(0) - f g d~(0) in the form 
~(0)Q(0)g  - ~(0)Q(~)o  + ~(0)Q( , / )g  - ~(~)Q(7)g 
+ 7r(7)Q(7)g - 7z(?)g + ~z(?)g - 7z(0)g 
we conclude that 7z(0)(g o f )=Tr (0 )g  which means that ~z(0) is invariant under the 
deterministic system (2). [The first difference is small because of the fact, established 
above, that Q(O)g is close to Q(?)g. The control of the second and fourth differences 
follows directly from the definition of weak convergence since we assumed lr(0) to be 
a limit point of  the 7z(7)'s. The third difference is small because 7z(?) is a q.s.d, and 7' 
can be chosen to make the largest eigenvalue ) .= 2(y) arbitrarily close to 1 (Step 1).] 
To prove the second statement, we note that invariant measures for (2) are supported 
on the the non-wandering points, see Kifer (1988), Corollary 4.2, p. 51. The discussion 
in Block and Coppel (1992), Chapter IV, shows that in this particular case (unimodular 
function f and finitely many periodic points) the non-wandering points are simply 
the periodic ones. In Step 3 we showed that the invariant measures do not charge the 
point 0. 
Step 6: In this step we will prove the following assertion: Let p and q be repelling 
periodic points. There is an e > 0 such that forward orbits for the deterministic system 
(2) starting in (p -  2e, p + 20 can enter (q -  2e, q + 2e) only if p and q have the 
same periodic orbit or there is a heteroclinic orbit from p to q. 
Proof. Let p and q be two repelling periodic points for (2). Write p-~ q if there is 
a heteroclinic orbit from p to q, i.e., there exists an x such that p is a limit point of 
the set of  inverse images f - kx  and q = fro(X) for some m. Note that q cannot belong 
to the same periodic cycle as p. I f  it did the orbit of x would turn into a homoclinic 
orbit, ruled out by Proposition 2(iii). In other words, the relation -< is non-reflexive. 
It is transitive, however. To see this, let p-< q and q-~ s and take x on the hetero- 
clinic orbit from p to q. Let I be an open interval (p -  2e, p + 2e) around p where 
( fu ) t<- (1  + 3)<-1 .  Here d is the prime period of p; recall that the multiplier is 
always <-  1 at a repelling periodic point. We can take x E 1 in such a way that the 
entire backward part of  the heteroclinic orbit lies in I as well. We may also assume 
that there are no other periodic points in that interval beside p. 
Let f ro(x)= q. In any neighborhood of q there are points y whose forward orbits end 
at s. Since ( fm)t(X)  is non-zero fm maps a neighborhood of x onto a neighborhood 
of q making it possible to choose y so that one of its inverse images z under fm lies 
in I. Consequently z belongs to a heteroclinic orbit from p to s. This shows that the 
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relation -~ is transitive. [ I f  the derivative of fm at x is 0 then the critical point I 
lies on the orbit of  x. The limit set for the orbit of  the critical point is the attracting 
period, however, cf. Devaney (1989), Chapter 1.11, p. 73]. 
We saw above that the -< is non-reflexive. We need to show a little more though, 
viz., if p 74 q, where p and q are two repelling periodic points, then no orbit starting 
close to p can come close to q. 
Let p and q, p 74 q, be repelling fixed points with prime periods dl and d2, respec- 
tively, dl and d2 are both powers of  2, by Proposition 2(i). r is necessarily >ra =2.  
We need not treat the case p=0 at all, since 0-<q for all q, see the proof of 
Proposition 2(iv). For q = 0 the statement holds true, since orbits starting close to p 
will never enter the interval (0 , f2 ( l ) -  e). This is because the interval [f2(1),  f (1) ]  
is invariant and contains all the non-zero periodic points. 
In what follows, p and q are taken to be non-zero and not on the same peri- 
odic orbit. Assume first that dl is a divisor of  d2. Suppose that there are orbits from 
the vicinity of p coming arbitrarily close to q. Take I(p) to be a symmetric inter- 
val about p such that the derivative of If d' ] is >1 on it. Suppose that xEI(p)  has 
the property that fro(X) belongs to an interval I(q) ~ q on which ( fd2 f<- - l .  Then 
there exist points y Ef-d2(x) and x in I(p) such that fm+d2(y)=fm(x)EI(q) and 
fm+d2(x) =fd2(fm(x)) lie on different sides of the dz-periodic point q. Thus the in- 
terval fm+d~(I(p)) contains q and so p-< q. 
Now let us study the case where d2 be a divisor of dl, d2 ~d l .  Choose I(p) and 
I(q) so small that the derivative (fd,)~ is <--1 on I(p) and >1 on I(q). Of course, 
we may, and do, assume that there are no other periodic points in I(p) and l(q) than p 
and q themselves. We know from Block and Coppel (1992), Corollary 10, p. 75, that 
forward orbits on intervals containing no periodic points are either strictly increasing or 
strictly decreasing. The orbits here are then directed outward from the periodic points: 
decreasing to the left and increasing to the right of them. Let x E I(p) be such that 
Xl =- fd'(x)CI(p) and fm(x),fm+al(x)E l(q) for some m. Call the backward fa,_ 
iterates of  x in I(p) x_l and x_z, respectively, so, e. g., f2d'(x_2)=X. These points 
lie alternately to the left or right of  p, the backward orbit spiraling inward. Let us now 
consider the closed interval J/, = fk[xl,x] (or fk[x, xl], in case x<xl ). If  Jk contains 
q for some k then clearly p-< q. 
If not, we claim that no orbit starting from [Xl,X] ~ p will come closer to q than the 
union of  the closed intervals Jk, where k ~< m + 3dl. The reason is the following: First 
of  all, each fall_orbit starting in [xl,x]\{p} will enter the interval between x-1 and Xl 
or the interval between x-2 and x (or both) before leaving I(p). By further contracting 
the set l(p) if need be, we may assume that f ,  f2 . . . . .  fdl-1 are homeomorphisms on
l(p). Then we can conclude that all f-orbits starting in [xl,x] visit [xl,x-1] U [x-2,x] 
before entering l(q). Secondly, the orbits entering I(q) are decreasing to the left of  q 
and increasing to the right of q. All orbits starting in [xl,x-l] U [x_2,x] enter l(q) on 
one side of q in at most m + 2dl steps, while the other side of I(q) is reached in at 
most m + 2dl ÷ d2 < m ÷ 3dl steps. This shows that no orbit emanating from p comes 
] Im+3dl Jk} to q. closer than min{ly - q]]y E Wk=l 
We have now shown that if p and q belong to different periodic cycles and p 74 q, 
then there are open intervals (p -  2e, p + 2e) and (q -  2e, q + 2e), so that no orbit 
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from the former will enter the latter. Since we only have a finite number of  (pairs of) 
periodic points we can choose e>0 common to all of them. 
In view of Proposition 2(vi) we may describe the forward ./'-orbits of an arbitrary 
non-periodic x as follows: 
If x is close enough to a repelling periodic point p (in an interval where the appro- 
priate derivative is greater than 1 in absolute value), then x may lie on a heteroclinic 
orbit from p to some q. The orbit passes close to the other points in the orbit of p. The 
orbit may or may not pass close to other repelling periodic points q~ also connected 
to p through the relation p-< q~, but it will definitely avoid a neighborhood of any 
repelling periodic point q" with p ~ q ' ,  cf. Proposition 2(iv). If x does not lie on a 
heteroclinic orbit at all, then the orbit will eventually land in a neighborhood of the 
attracting (or weakly attracting) periodic cycle. Given an open set G containing the 
periodic points, the orbit spends at most m steps outside G. 
If x belongs to a small enough neighborhood of the attracting periodic cycle, then, 
of course, the orbit will never leave it. 
If x lies outside the immediate neighborhood (G) of the periodic points then the 
orbit will enter G in less than m steps. From that point on the orbit will behave as 
described above. 
Step 7: Repelling periodic cycles cannot support the invariant measures in Step 5. 
Let G be the union of  open intervals (p -2e ,  p +2e),  p periodic, with the properties 
described in Step 6, i. e., no orbit starting in (p -  2~:, p + 2e) will enter (q--2~:,q ~ 2~:) 
unless p-< q or q lies on the periodic orbit of p. By decreasing e if necessary, we 
will further need to require that, for each of the finitely many repelling periodic points 
p, fd  is strictly monotone on all of (p -  2(K + 1)e,p + 2(K + 1)e) where d is the 
period of p and K satisfies (13) below. [Let Wl~c(p) denote the largest interval about 
p where .[.d is strictly monotone and the backward orbits f-~a(x) converge to p. We 
thus require (p - 2(K + 1 )e, p + 2(K + 1)e) C Wl~c(p).] We note in particular that an 
orbit leaving the neighborhood of the repelling periodic point p will not return to that 
neighborhood. Let m be such that for each x ~ [b, B] at most m elements of the forward 
orbit x,f(x), f2(x) .... lie outside G. 
We can find, as in the proof of Step 1, a w > 0 such that 
P{]TZr+k-- fk(x)]<e,  k=1,2  . . . . .  m lTZt=x}~> 1 -exp  w 
\ 7 I /  
for all x E [b,B]. Without loss of generality we take m larger than twice the maximal 
period. 
We saw earlier that 0 does not support any limit measures. Note that 0 is the least 
element w.r.t, the relation -<. 
Next, let us consider a repelling periodic point p which is minimal w.r.t. -< among 
the non-zero periodic points, i.e., there is no heteroclinic orbit from a non-zero periodic 
point to p. Let d be the period of p. 
The multiplier at p is strictly >1 in absolute value. For some ?i>0 and K)2 ,  
1 +43<]( fa) ' l<K on I ~(p -2e ,  p+2c). (13) 
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We now proceed to study the exit times from intervals of the form I. It turns out 
that the process 7Zt leaves I in less than O(log(1/~,)) steps. 
Let D > 0 be such that 
Px{17Za - p] >Dye} > ~. 
for all x C I. This is possible for small values of 7 by the Central Limit Theorem since 
the standard eviation of ~Zd, cf. (4) and Klebaner (1993), is of the order of v/~. The 
probability in question is mimimal for x at, or very close to, p. 
Let n=n(7)  be the least integer such that (1 + 6)n-lDv~>~2~. n is O(log(1/7)). 
By construction Ex(TZ1 )= f (x).  Ex(yZd) is only approximately fd(x) but for 7 small 
enough and x in I, we have 
IEx(TZd) -- p[>(1 + 26)1x -- Pl. 
Let T be the exit time from I, T = min{k ~> 1 ] yZkd ~ I}. The random time T depends 
of course on the starting point x E I. 
Define for i = 1,2 . . . . .  n the events 
and 
Ai = {p ~Yid -- P l >(1 + 6)i-lDv~, T>i}  U {T  <.i} 
Bi = {17Zig - P l >(1 + 3)i-lDv/y, T >i}. 
Bi CAi. Note that Bn = (3 by our definition of n. 
We wish to show that Px{An} =Px{T<~n} is bounded below by some positive con- 
stant independent of y and x c I. 
Since 
P{A,} >~P{An IAn-1}P{An-1 JAn-2}'" "P{A2 IAi}P{A1} (14) 
we want to get bounds on the expressions 
P{Ai+I]Ai}, i=  1,2 . . . . .  n -1 .  (15) 
The expression (15) is a convex combination of 
P{Ai+I IBi} and P{Ai+I [Ai\Bi}. (16) 
The second term is 1, however, so to get a lower bound we compute P{Ai+ 1 I Bi}. 
The variance of 7Zd is uniformly bounded by a constant C times ~,, enabling us to 
use the Chebyshev inequality, whence 
C 
P{Ai+I IBi}>~ 1 - D232(1 + 3)2i_2. 
The mean of 7Z(i+~)d under the condition Bi is at a distance of at least (1 + 26)(1 + 
3)i- lDv~ from p which overshoots the lower bound in the event Ai+l by 3(1 + 
6)i- l  Dvff .  
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The infinite product of factors 1 - [C/(D262(1 + 6) 2~ 2)], i = 1,2 . . . . .  is convergent, 
its value a non-zero number. This means that P(A~) is bounded below by some positive 
number 1 - c. 
Since A, = { T ~<n} and p~{T > n} ~<c for all x ~ I, T is dominated by a geometric 
random variable: 
Px{T>kn}<~c k and E~{T}~<const. n=O( log(~) ) .  (17j 
The derivation of (17) goes through for exit times from the neighborhoods of other 
repelling periodic points, too. Thus we can find a maximal c and a common upper 
bound M = maxp Exe~(p){ T} = O(log(1/7)). 
Next we obtain a bound for the transition probabilities. Denote (p - ~;, p + t;) by l'. 
Then Vx E I 
+1  (, 
(18) 
To prove (18) we first recall that if T<kn then the orbit of  7Zra+t with high prob- 
ability (>(1  -exp( -w/7)  '~) follows the orbit of the deterministic system started at 
x = 7ZTa c Wl~oc(p) e-closely as long as the latter remains outside the open set G con- 
taining the periodic points. (After that point the two orbits do not necessarily fol- 
low each other any more.) In particular, the point of reentry into G will not be in 
(p -- ~, p + e,) since the deterministic orbit from 7Zrd ¢ Wl~oc(p) certainly never hits I. 
The probability of ZTd overshooting Wl~oc(p) is at most 
To see this, recall that if x C1 then fd (x )  lies no farther than 2Kt: from p and so 
P,{ ] 7Z~/- p] >2Ke + e} is exponentially small for all x ~ I. So 
oo 
P~{'~'ZTj ~ Wl~c(p)} ~< Z PY{ ] 7Zia - p I > 2K~, + e, 7Zci t )a, ~'Z(i 2)a . . . . .  ~/Z d ~ [ } 
i=1 
which is at most Ex(T)exp( -w/7) .  
Let TI >~ T denote the time of entry for the 7Zt-process into one of the 3~:-neigh- 
borhoods of the N possible periodic cycles (a union of intervals about the periodic 
points). Call the periodic point in question Pl. Correspondingly, let T 1 ~> 7"1 be the exit 
time from the 2e-neighborhood I (p l  ) of the same periodic cycle. T t - ]el has similar 
probabilistic properties as the exit time T discussed before. It may be 0 if the entry 
happens to be inside the 3e-neighborhood of the cycle but outside the 2~;-neighborhood. 
The expectation of the residence time T I - T1 is bounded by M = O(log(1/7)). 
Define recursively Ti+l ~> T ~ as the next time of entry into the 3e-neighborhoods of the 
periodic cycles. (Equality means that the exit jump from l (p~) overshot "gigantically" 
into the 3e-neighborhood of another cycle. But two times of entry cannot equal each 
other.) T i+l is then the exit time ~> T/+I from I (pi+l).  
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We can now use our stopping times to decompose the trajectory of the Markov chain 
7Zt, t = 0, 1,2,... into conditionally independent parts: 
x = 7Zo . . . . .  7zTa . . . . .  7z r ,  . . . . .  7ZT, . . . . .  7Zr, . . . . .  7ZT, ,  . . . .  Zk.u.  
For small 7 we expect the residence times to be large. The excursions between the 
neighborhoods of the cycles are short, however, they have length at most m (with high 
probability). 
(18) follows by noting that the trajectory can hit I t=  (p -  e, p+e)  in two situations 
only: (1) one of the exit points 7ZT, overshoots WlUoe(pi) or  (2) one of the excur- 
sion 7ZT~,TZT'+I .. . . .  7ZT,+, (which has a length of  at most m; this is the reason why 
we introduced the 3e-neighborhoods for the entry times) deviates more than e from the 
deterministic orbit starting at 7ZT~. These exceptional events have exponentially small 
probabilities. The number of  such events being at most knd we get (18). 
We are now ready to look at the q.s.d, n = n(7). Iterating (6 t) we obtain 
2knd n(l ') = nQ~d(I t). 
Writing Qx,1, for the sum ~-]y~F Qxy we get 
)~kndn(l')<~n(O,b) + n(G c) + n( l \ I ' )  + Z Qx, ~q + Z ~d QX, II • 
xEG\ I  xCI  ~ 
We now proceed to take lim sup of this expression as 7 ~ 0. Note that n depends on 7. 
Then the first three terms on the left hand side converge to 0 (Step 5). The reasoning 
made in the above derivation of (18) - e.g., starting the trajectory at the point 7ZT, 
instead - yields that the fourth term is bounded by 
going to 0 as 7--~ 0. Finally, the fifth term is bounded by 
As 7--* 0 we obtain 
1 • lim sup n(I') <, 0 + 0 + 0 + 0 + lim sup n(It)(c k + 0 + 0). 
Since c < 1, lim sup n(F) must be 0. 
We now apply the same procedure on the -<-minimal elements among the remaining 
repelling periodic points (i.e., all except 0 and those on the orbit of  p). We see that 
the invariant measures cannot charge them either. 
It remains to study the -<-maximal elements. From such a repelling periodic point 
p there is no heteroclinic orbit at all. Thus all f-orbits starting from points in the 
neighborhood of p must necessarily end up close to the attracting periodic orbit. Again, 
the only possible events leading the 7Zt-trajectory starting in a neighborhood of p back 
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to a I ' :  (p -e ,  p+ ~:) are (1) the overshooting of Wl~c(p) by the exit point 7Zvd or (2) 
the failure of the Markov chain to follow the deterministic orbit for ~<m steps outside 
of G. Hence l imsupn(F )=0 in this case, too. 
This ends the proof of Step 7. 
To finish the proof of the Theorem we notice that no repelling periodic points can 
carry the limit measures (Step 7). Thus, by Step 5, they are carried by the attracting 
(or weakly) attracting periodic points. We know, however, by Proposition 2(ii), that 
the attracting orbit is unique. Since J acts on this orbit by cyclic permutation, the only 
inwariant measure on it is the uniform distribution: 
d 
1 
weak lim 7r(7) : ~ ~ ~ipa. 
k- I  
Remark. Referring to the decomposition of the trajectory of }'Zt in the proof of Step 
7, we can describe the "overwhelmingly" probable evolution. Starting from some x 
the trajectory within m steps enters a neighborhood of a repelling periodic point p 
and spends at most O(log(1/7)) steps in the neighborhood of the orbit of p. The 
process then moves, within m steps, to the neighborhood of a repelling periodic point 
q with p-<q where it again spends O(log(1/7)) steps. After finitely many visits close 
to repelling orbits the trajectory is absorbed into a neighborhood of the attracting orbit, 
the set C of step 1. Of course, the intermediate visits close to repelling orbits may not 
materialize at all. 
4. Discussion 
The results above were obtained using the deterministic Ricker model. It is well 
established that many of the fundamental properties of the Ricker model do in fact hold 
for a large class of models. Thus the methods are very likely applicable to most of the 
models of Hassell-Ricker type used in theoretical population biology. The systematic 
technique developed in Vellekoop and H6gnfis (1997) is one possible way of attacking 
the problem. 
Another interesting extension would be to look at the corresponding problem with 
random environment, meaning, e.g., that the parameter 7 is allowed to fluctuate, inde- 
pendently of "everything else", around some mean value. If the fluctuation is consid- 
erable then it is possible that the life-time of the process is much shorter than in the 
present paper. The mechanism for early extinction could be the following: For a num- 
ber of time periods in a row the environment is advantageous (the random variable 7t 
is ,,small). During this time the population grows rapidly. I f  then suddenly a large 7i 
appears, the probability of extinction should be larger (by orders of magnitude?) than 
otherwise. Such a growth-catastrophe sc nario does appear in Gyllenberg et al. (1994), 
but since the population density was modeled in that paper, extinction was not at 
issue. 
A final comment concerns the case r ~> re. The method of proof in the present paper 
depends crucially on the fact that the (repelling) periodic points are isolated. This is 
no longer the case when r increases beyond the onset of chaos at the critical value r,. 
262 G. Hiignds/ Stochastic Processes and their Applications 70 (1997) 243-263 
At the present time at least, we do not see how our techniques could be extended to 
those values of the parameter . 
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