We consider the standard first passage percolation model on Z d with a distribution G on R + that admits an exponential moment. We study the maximal flow between a compact convex subset A of R d and infinity. The study of maximal flow is associated with the study of sets of edges of minimal capacity that cut A from infinity. We prove that the rescaled maximal flow between nA and infinity φ(nA)/n d−1 almost surely converges towards a deterministic constant depending on A. This constant corresponds to the capacity of the boundary ∂A of A and is the integral of a deterministic function over ∂A. This result was shown in dimension 2 and conjectured for higher dimensions by Garet in [6] .
Introduction
The model of first passage percolation was first introduced by Hammersley and Welsh [9] in 1965 as a model for the spread of a fluid in a porous medium. In this model, mathematicians studied intensively geodesics, i.e., fastest paths between two points in the grid. The study of maximal flows in first passage percolation started later in 1984 in dimension 2 with an article of Grimmett and Kesten [7] . In 1987, Kesten studied maximal flows in dimension 3 in [10] . The study of maximal flows is associated with the study of random cutsets that can be seen as (d−1)-dimensional surfaces. Their study presents more technical difficulties than the study of geodesics. Thus, the interpretation of first passage percolation in terms of maximal flows has been less studied.
To each edge in the graph Z d , we assign a random i.i.d. capacity with distribution G on R + that admits an exponential moment. We interpret this capacity as a rate of flow, i.e., it corresponds to the maximal amount of water that can cross the edge per second. Let us consider a compact convex subset A of R d . We interpret the set A as a source of water. We are interested in the maximal amount of water that can flow from the boundary ∂A of A to infinity per second. This issue is in fact analogous to the study of the smallest capacity Mincut(A, ∞) over sets of edges separating A from infinity. This issue was first studied in dimension 2 by Garet in [6] , he proved that the rescaled maximal flow between nA and infinity φ(nA)/n almost surely converges towards an integral of a deterministic function ν over ∂A.
Several issues arise when we study this problem in higher dimensions. Garet proves his result in [6] by proving separately upper and lower large deviations. Although the proof of the upper large deviations may be adapted to higher dimensions, the proof of lower large deviations strongly relies on combinatorial estimates that fail in higher dimensions. Moreover, in dimension 2, the function ν is actually simpler to study. Thanks to the duality, it is related to the study of geodesics, whereas in higher dimensions, we cannot avoid the study of random surfaces to define the function ν. To get a better understanding of this deterministic function in higher dimensions, we first study the maximal flow in a box. Let us consider a large box in Z d oriented along a given direction v. Next, we consider the two opposite sides of the box normal to v that we call top and bottom. We are interested in the maximal flow that can cross the box from its top to its bottom per second. More precisely, we can ask if this maximal flow properly renormalized converges when the size of the box grows to infinity. This question was addressed in [10] , [11] and [14] where one can find laws of large numbers and large deviation estimates for this maximal flow when the dimensions of the box grow to infinity under some moments assumptions on the capacities and on the direction v. The maximal flow properly renormalized converges towards the so-called flow constant ν(v). In [12] , Rossignol and Théret proved the same results without any moment assumption on G for any direction v. Roughly speaking, the flow constant ν(v) corresponds to the expected maximal amount of water that can flow per second in the direction of v. Let us consider a point x in ∂A with its associated normal unit exterior vector n A (x) and infinitesimal surface S(x) around x. When we consider nA, an enlarged version of A, the surface S(x) becomes nS(x) and the expected maximal amount of water that can flow in the box of basis nS(x) in the direction n A (x) is of order n d−1 ν(n A (x))C S where C S is a constant depending on the area of the surface. Heuristically, when we sum over points in ∂A, we obtain that the maximal flow between nA and infinity φ(nA) is roughly n d−1 times the integral of ν over ∂A.
The aim of this paper is to prove the following theorem that was conjectured by Garet in [6] . Theorem 1.1. Let d ≥ 3. Let A be a compact convex subset of R d . Let G be a probability measure on [0, +∞[ such that G({0}) < 1 − p c (d). Let ν be the flow constant associated to G and let
For each ε > 0, there exist positive constants C 1 and C 2 depending only on ε and G, such that for all n ≥ 0,
As a corollary, Mincut(nA, ∞)/n d−1 converges in probability towards φ A when n goes to infinity. Roughly speaking, the rescaled maximal flow that can go from nA to infinity is limited by the capacity of ∂A, or equivalently, the rescaled minimal capacity of a cutset between nA and infinity is equal to the capacity of ∂A. In addition, we shall prove that there exists a minimal cutset E between the set nA and infinity, i.e., such that the capacity of E is equal to φ(nA) and E separates nA from infinity. This is far from obvious, but it is a natural consequence of Zhang's result [14] . Indeed, for a fixed n, there may exist a sequence of sets (E p ) p∈N of growing size such that E p ⊂ E d cuts A from infinity and lim
There is no direct argument that allows to extract a sequence from (E p ) p∈N which would converge to a cutset realizing the minimum. When we consider cutsets in a bounded region, the existence of a cutset achieving the infimum becomes trivial as the number of possible cutsets is finite. We define the edge boundary of A as
Theorem 1.2 (Existence of a minimal cutset and control of its size). Let A be a compact convex subset of R d containing the origin. Let G be a probability measure on [0, +∞[ such that G({0}) < 1 − p c (d) and G admits an exponential moment.
1. With probability 1, there exists a minimal cutset from A to infinity in the original lattice (
2. There exist constants β 0 , C 1 , C 2 and λ depending only on d and G such that for any β > β 0 , for any n ≥ λ|∂ e A|, P[All the minimal cutsets E are such that |E| ≥ βn] ≤ C 1 exp(−C 2 βn) .
We prove Theorem 1.1 by proving separately the upper large deviations above the constant I(A) in Theorem 1.3 and the lower large deviations below the constant φ A in Theorem 1.4. It will be more convenient in the following to work in the graph (Z
n , the set of pairs of points of Z d at distance 1/n from each other. In this setting, the set A remains fixed and the lattice shrinks. We denote by Mincut n (A, ∞), the minimal capacity over sets of edges in E d n separating A from infinity. We define
The quantity I(A) may be interpreted as the capacity of ∂A.
Theorem 1.3 (Upper large deviations)
. Let A be a compact convex subset of R d containing the origin. Let G be a probability measure on [0, +∞[ such that G({0}) < 1 − p c (d) and G admits an exponential moment. For each λ > I(A), there exist positive constants C 1 and C 2 depending only on λ, A and G, such that for all n ≥ 0,
The proof of Theorem 1.3 is inspired by the proof of the enhanced large deviations upper bound in [6] and the proof of the upper large deviations for the maximal flow through a domain of R d done in [4] . Roughly speaking, the idea is to build a cutset E from A to infinity whose capacity is close to I(A)n d−1 and next to bound the probability that Mincut n (A, ∞) is abnormally big, i.e., greater than I(A)n d−1 , by the probability that the capacity of E is abnormally big. To do so, we first approximate A from the outside by a convex polytope P . For each face F of P and v its associated exterior unit normal vector, we consider the cylinder cyl(F + εv, ε) of basis F + εv and of height ε > 0 and a cutset from the top to the bottom of the cylinder having minimal capacity. We build E by merging the cutsets associated to all the faces of the polytope. The union of these cutsets is not yet a cutset itself because of the potential holes between these cutsets. We fix this issue by adding extra edges to fill the holes. We next control the number of extra edges we have added. We also need to control the capacity of the cutsets in a cylinder of polyhedral basis to obtain the desired control.
Theorem 1.4 (Lower large deviations)
. Let A be a compact convex subset of R d . Let G be a probability measure on [0, +∞[ such that G({0}) < 1 − p c (d) and G admits an exponential moment. We define φ A = inf I(S) : A ⊂ S and S is compact . For each λ < φ A , there exist positive constants C 1 and C 2 depending only on λ, A, and G, such that for all n ≥ 0,
To study the lower large deviations, we try to proceed as in the work of Cerf and Théret in [5] . The idea is to create from a cutset E ⊂ E d n that cuts A from infinity a continuous subset of R d whose edge boundary (i.e., the edges that have one extremity in the continuous subset and the other one outside) corresponds to the cutset E. As we can control the number of edges in a minimal cutset thanks to the work of Zhang [14] , we can consider a cutset from A to infinity of minimal capacity and that has at most cn d−1 edges with high probability, for some positive constant c. Thanks to this crucial result, the continuous set we build has a perimeter at most c. In [5] , as the two authors work in a compact region Ω, the continuous object they obtain live in the compact space consisting of all subsets of Ω of perimeter less than or equal to c. In our context, as our cutset E can go potentially very far from A, we cannot build from E a continuous set that belongs to some compact space and therefore we cannot use the same method as in [5] . However, as the capacity of E is small, we expect it to remain close to the boundary of ∂A. We should observe unlikely events just by inspecting what happens near the boundary of A. This will enable us to study only the portion of the cutset E near ∂A and to define a continuous version of this portion that belongs to a compact set. Starting from there, we can follow the strategy of [5] .
Finally, we prove in Proposition 1.5 that the two constants I(A) and φ A appearing in Theorems 1.3 and 1.4 are equal. This yields the result stated in Theorem 1.1. Proposition 1.5. Let A be a compact convex subset of R d . The minimal capacity φ A for the flow from A to infinity is achieved by I(A), the capacity of the boundary of A, i.e., φ A = inf I(S), A ⊂ S and S is compact = I(A) .
The rest of the paper is organized as follows. In section 2, we present the model. In section 3 and 4, we give all the necessary definitions and background. In section 5, we prove the upper large deviations Theorem 1.3. We prove the existence of a minimal cutset Theorem 1.2 in section 6 and the lower large deviations Theorem 1.4 in section 7. Finally, we conclude the proof of Theorem 1.1 by proving Proposition 1.5 in section 8.
The model

The environment
Let n ≥ 1 be an integer. We consider the graph (Z n , the set of pairs of points of Z d at distance 1/n from each other. We use the subscript n to emphasize the dependence on the lattice
n we associate a random variable t(e) with value in R + . The family (t(e)) e∈E d n is independent and identically distributed with a common law G. Throughout the paper, we work with a distribution G on R + satisfying the following hypothesis. Hypothesis. The distribution G is such that G({0}) < 1 − p c (d) and G admits an exponential moment, i.e., there exists θ > 0 such that
Maximal flow
Let A be a compact convex subset of
We denote by · the standard scalar product in
is colinear with the geometric segment associated with e. For e ∈ E d n , f n (e) 2 represents the amount of water that flows through e per second and f n (e)/(n f n (e) 2 ) represents the direction in which the water flows through e. We say that a stream f n between A and infinity is admissible if and only if it satisfies the following constraints.
· The node law : for every vertex
· The capacity constraint: for every edge e ∈ E d n , we have 0 ≤ f n (e) 2 ≤ t(e) .
The node law expresses that there is no loss or creation of fluid outside A. The capacity constraint imposes that the amount of water that flows through an edge e per second is limited by its capacity t(e). As the capacities are random, the set of admissible streams between A and infinity is also random. For each admissible stream f n , we define its flow in the lattice (Z
This corresponds to the amount of water that enters in R d \ A through ∂A per second for the stream f n . The maximal flow between A and infinity for the capacities (t(e)) e∈E d n , denoted by φ n (A → ∞), is the supremum of the flows of all admissible streams between A and infinity:
f n is an admissible stream between A and infinity in the lattice (Z
.
The max-flow min-cut theorem
Dealing with admissible streams is not so easy, however we can use an alternative interpretation of the maximal flow which is more convenient. Let E ⊂ E d n be a set of edges. We say that E separates A from infinity (or is a cutset, for short), if every path from A to infinity goes through an edge in E. We associate with any set of edges E its capacity V (E) defined by
The max-flow min-cut theorem, a classical result of graph theory [1] , states that
We recall that Mincut n (A, ∞) is the infimum of the capacities of all cutsets from A to infinity in the lattice (Z
Note that it is not even obvious whether this infimum is attained. This theorem originally concerns finite graphs but it can be extended to infinite graphs (see for instance section 6.1. in [6] ). We extend the notation φ n to any connected subgraph G ⊂ Z d n and G 1 , G 2 disjoint subsets of G:
3 Some notations and useful results
Geometric notations
Let S ⊂ R d . We define the distance between a point and S by
and for r > 0, we define the open r-neighborhood V 2 (S, r) of S by
Let x ∈ R d , r > 0 and a unit vector v. We denote by B(x, r) the closed ball of radius r centered at x, by disc(x, r, v) the closed disc centered at x of radius r normal to v, and by B + (x, r, v) (respectively B − (x, r, v)) the upper (resp. lower) half part of B(x, r) along the direction of v, i.e.,
We denote by
Let − → v be one of the two unit vectors normal to A. Let h > 0, we denote by cyl(A, h) the cylinder of basis A and height h defined by
The dependence on − → v is implicit in the notation cyl(A, h). We also define the infinite cylinder of basis A in a direction − → u (not necessarily normal to A):
Note that these definitions of cylinder may be extended in the case where A is a set of linear dimension d − 1, i.e., A is included in an hyperplane of R d , which is the affine span of A.
Sets of finite perimeter and surface energy
The perimeter of a Borel set
) is the set of the functions of class C ∞ from R d to B(0, 1) having a compact support included in O, and div is the usual divergence operator. The perimeter P(S) of S is defined as P(S, R d ). The topological boundary of S is denoted by ∂S. The reduced boundary ∂ * S of S is a subset of ∂S such that, at each point x of ∂ * S, it is possible to define a normal vector n S (x) to S in a measure-theoretic sense, and moreover P(S) = H d−1 (∂ * S). We denote by ν the flow constant that is a function from the unit sphere S d−1 of R d to R + as defined in [12] . We denote by ν max and ν min its maximal and minimal values on the sphere. The flow constant ν(v) corresponds to the expected maximal amount of water that can flow per second in the direction of v. A more rigorous definition will be given later. We can define the associated Wulff crystal W ν :
With the help of the Wulff crystal, we can define the surface energy of a general set.
We will note simply I(S) = I(S, R d ). 
We recall the two following fundamental results.
Proposition 3.3 (Isoperimetric inequality).
There exist two positive constants b iso , c iso which depend only on the dimension d, such that, for any Cacciopoli
Theorem 3.4 (Gauss-Green theorem). For any compactly supported
Approximation by convex polytopes
We recall here an important result, which allows to approximate adequately a set of finite perimeter by a convex polytope. 
We denote by F i the face of P associated with v i , i.e.,
Any compact convex subset of R d can be approximated from the outside and from the inside by a convex polytope with almost the same surface energy. Lemma 3.6. Let A be a bounded convex set in R d . For each ε > 0, there exist convex polytopes P and Q such that P ⊂ A ⊂ Q and I(Q)−ε ≤ I(A) ≤ I(P )+ε.
be a dense family in ∂A. For n ≥ 1, we define P n as the convex hull of x 1 , . . . , x n , i.e., the smallest convex set that contains the points x 1 , . . . , x n . As A is convex, we have P n ⊂ A and P n converges towards A when n goes to infinity for the L 1 topology. The functional I is lower semi-continuous, thus
so there exists n large enough such that I(A) ≤ I(P n ) + ε and we take P = P n . The existence of Q was shown by Cerf and Pisztora in Lemma 5.1. in [3] for the Wulff shape. The proof may be easily adapted to a general convex bounded set A.
Background on maximal flow
We now consider two specific maximal flows through a cylinder for first passage percolation on Z d n where the law of capacities is given by the distribution G. We are interested in the cutsets in a cylinder. Let us first define the maximal flow from the top to the bottom of a cylinder. Let A be a non-degenerate hyperrectangle and let − → v be one of the two unit vectors normal to A. Let h ≥ 0. In order to define the flow from the top to the bottom, we have to define discretized versions of the bottom B n (A, h) and the top T n (A, h) of the cylinder
We denote by φ n (A, h) the maximal flow from the top to the bottom of the
This definition of the flow is not well suited to subadditive arguments, because we cannot glue together two cutsets from the top to the bottom of two adjacent cylinders in order to get a cutset from the top to the bottom of the union of these two cylinders. The reason is that the trace of a cutset from the top to the bottom of a cylinder on the boundary of the cylinder is totally free. We go around this problem by introducing another flow through the cylinder which is genuinely subadditive. The set cyl(A, h) \ A has two connected components, denoted by C 1 (A, h) and C 2 (A, h). We define discretized versions of the boundaries of these two sets in the lattice (Z
We call informally C i,n (A, h), i = 1, 2, the upper and lower half part of the boundary of cyl(A, h). We denote by τ n (A, h) the maximal flow from the upper half part to the lower half part of the boundary of the cylinder, i.e.,
By the max-flow min-cut theorem, the maximal flow τ n (A, h) is equal to the minimal capacity of a set of edges E ⊂ E d n that cuts C 1,n (A, h) from C 2,n (A, h) inside the cylinder cyl(A, h). We will need the following upper large deviation result.
Theorem 4.1 (Upper large deviations of the maximal flow in a cylinder). Let G be a probability measure on [0, +∞[ such that G({0}) < 1 − p c (d) and G admits an exponential moment, i.e., there exists θ > 0 such that R + exp(θx)dG(x) < ∞. For every unit vector v, for every non-degenerate hyperrectangle A normal to v, for every h > 0 and for every λ > ν(v), there exist positive real numbers C 1 and C 2 depending only on λ and G, such that, for all n ≥ 0,
This theorem is a straightforward application of Theorem 4 in [13] . To ease the reading, constants may change from appearance to appearance.
Upper large deviations
The goal of this section is to prove Theorem 1.3.
The case of a cylinder
In this section, we will use Theorem 4.1 which is the main probabilistic estimate needed to prove Theorem 1.3. A convex polytope of dimension d − 1 is a convex polytope F which is contained in an hyperplane of R d and such that
We have the following Lemma.
Proof. Let F be a convex polytope of dimension d − 1 and v a unit vector normal to F . We shall cover F by a finite family of hypersquares and control the probability that the flow is abnormally big in cyl(F, h) by the probability that the flow is abnormally big in one of the cylinders of square basis. Let
Let κ > 0 be a real number that we will choose later. We denote by S(κ) an hypersquare of dimension d−1 of side length κ and normal to v. We shall cover the following subset of F by hypersquares isometric to S(κ):
There exists a finite family (S i ) i∈I of subsets of F , which are translates of S(κ) having pairwise disjoint interiors and such that D(κ, F ) ⊂ ∪ i∈I S i (see figure 1) . Moreover, we have
and there exists a constant c d depending only on the dimension such as
An hypersquare of side length κ Let h > 0. We want to build a cutset between C 1 (F, h) and C 2 (F, h) out of minimal cutsets for the flows τ n (S i , h), i ∈ I. Note that a cutset that achieves the infimum defining τ n (S i , h) is anchored near the boundary ∂S i . However, if we pick up two hypersquares S i and S j that share a common side, their corresponding minimal cutsets for the flow τ n do not necessarily have the same trace on the common face of the associated cylinders cyl(S i , h) and cyl(S j , h). We shall fix this problem by adding extra edges in order to glue properly the cutsets. Due to the discretization, we will need also to add extra edges around the boundaries of the hypersquares ∂S i and in the region F \D(κ, F ) in order to build a cutset. For i ∈ I, let E i be a minimal cutset for τ n (S i , h), i.e.,
. We fix ζ = 4d/n. Let E 0 be the set of the edges of E d n included in E 0 , where we define
The set of edges
There exists a constant c d depending only on d such that:
Using (1), we obtain
Thus, for n large enough,
There exists s > 0 such that λ > (1 + s)ν(v)H d−1 (F ). Thanks to inequality (2), we obtain
where (t i ) i∈N is a family of i.i.d. random variables of common probability distribution G. We use in the last inequality the fact that φ n (S i , h) ≥ τ n (S i , h) and inequality (3). We can choose κ small enough so that
Moreover, as G admits an exponential moment, the Cramér theorem in R gives the existence of positive constants D and D depending on G, F , s and d such that, for any n ≥ 1,
Thanks to Theorem 4.1, there exist positive real numbers C 1 , C 2 such that for i ∈ I, for any n ≥ 1,
By combining inequalities (4) and (5) and (6), we obtain
and the result follows.
Proof of Theorem 1.3
Let A be a compact convex subset of R d . Let λ > I(A) and let s > 0 be such that λ > (1 + s)I(A). By Lemma 3.6, there exists a convex polytope P such that A ⊂ P and
Let us denote by F 1 , . . . , F m the faces of P and let v 1 , . . . , v m be the associated exterior unit vectors. Let ε > 0. For i ∈ {1, . . . , m}, we define C i = cyl(F i + εv i , ε). The sets C i , 1 ≤ i ≤ m, have pairwise disjoint interiors. Indeed, assume that there exists z ∈ o C i ∩ o C j for some i = j. Then there exist unique x ∈ F i , y ∈ F j and h, h < 2ε such that z = x + hv i = y + h v j . In fact, the point x (respectively y) is the orthogonal projection of z on the face F i (resp. F j ). As P is convex, the orthogonal projection of z on P is unique so x = y and x ∈ F i ∩F j . In particular, the point x is in the boundary of F i . This contradicts the fact that z belongs to the interior of C i . We aim now to build a cutset that cuts P from infinity out of cutsets of minimal capacities for τ n (F i + εv i , ε), i ∈ {1, . . . , m}. The union of these cutsets is not enough to form a cutset from P to infinity because there might be holes between these cutsets. For i ∈ {1, . . . , m}, a minimal cutset for τ n (F i + εv i , ε) is pinned around the boundary of ∂(F i + εv i ). We need to add bridges around ∂(F i + εv i ) to close the potential holes between these cutsets (see figure 2) . As the distance between two adjacent ∂(F i + εv i ) decreases with ε, by taking ε small enough, the size of the bridges and so their capacities is not too big and may be adequately controlled. Next, we shall control the maximal flow through the cylinders or equivalently the capacity of the minimal cutsets in the cylinders thanks to Lemma 5.1.
For i ∈ {1, . . . , m}, let
. We shall add edges to control the space between E i and the boundary ∂(F i +εv i ). Let i, j ∈ {1, . . . , m} such that F i and F j share a common side. We denote by M(i, j):
Figure 2 -Construction of a cutset from P to infinity Let M i,j denote the set of the edges in E d n included in M(i, j) (see figure 2 ). There exists a constant c d depending only on the dimension d such that, for all i, j ∈ {1, . . . , m} such that F i and F j share a common side,
where the union is over i, j ∈ {1, . . . , m} such that F i and F j share a common side. The set M ∪ ( m i=1 E i ) cuts P from infinity, therefore
As P is a polytope,
and as A ⊂ P , we have Mincut n (A, ∞) ≤ Mincut n (P, ∞). Then, using inequalities (7) and (8), we obtain
Moreover, we have
where (t i ) i∈N is a family of i.i.d. random variables of common probability distribution G. We choose ε small enough so that
Since G admits an exponential moment, then the Cramér theorem in R gives the existence of positive constants D and D depending on G, P , s and d such that
By Lemma 5.1, there exist positive real numbers C 1 and C 2 depending on P , s, G and d such that for all i ∈ {1, . . . , m},
We conclude by combining inequalities (9), (10), (11) and (12) that
This yields the desired conclusion.
Existence of a minimal cutset
In this section, we recall the fundamental result of Zhang which enables to control the cardinality of one specific cutset. We use this opportunity to precise an important point, namely we prove in addition that there exists a minimal cutset E between a convex A and infinity. We here prove Theorem 1.2 using the work of Zhang [14] .
Throughout the proof we work on the lattice (
As any path from A to infinity has to go through an edge of ∂ e A, the set ∂ e A cuts A from infinity and Mincut(A, ∞) ≤ V (∂ e A). Let E be a cutset between A and infinity such that V (E) ≤ V (∂ e A). We want to control the probability that E has too many edges. To do that we distinguish three types of edges that we will handle differently. Let ε be a positive constant that we will adjust later. We define:
• The ε + edges are the edges e ∈ E such that t(e) > ε. We denote by N + (E) the number of ε + edges in E. We can control N + (E) thanks to the fact that V (E) ≤ V (∂ e A) and so εN + (E) ≤ V (∂ e A).
• The ε − edges that are the edges e ∈ E such that 0 < t(e) ≤ ε. We denote by N − (E) the number of ε − edges in E. As the probability of being an ε − edge goes to 0 when ε goes to 0, we can choose ε so that, with high probability, N − (E) does not exceed a certain proportion of |E|, the number of edges in E.
• The closed edges or zero edges that are the edges of null passage times. Once we have controlled the number of ε + and ε − edges, the size of E cannot be too big otherwise the number of closed edges, would be also big and this would mean that there exist large surfaces of closed edges which is an unlikely event when G({0}) < 1 − p c (d).
We start now with these estimates. Let n ≥ 1. Let E be a cutset from A to infinity such that V (E) ≤ V (∂ e A) and |E| = n. We start by controlling the ε + edges by controlling the capacity of ∂ e A:
As G admits an exponential moment, we obtain
We take
For n > λ|∂ e A|, we have, using (14),
Combining inequalities (13) and (15), we get
We control next the number of ε − edges. We define δ 1 = δ 1 (ε) = G(]0, ε]) the probability that an edge e is an ε − edge. The probability δ 1 (ε) goes to 0 when ε goes to 0. We bound the number of cutsets of size n with the help of combinatorial arguments. As in the original proof of Zhang, we fix a vertex belonging to an edge of E. Since E is a cutset, then at least one edge of E has an extremity on the vertical line L = { (0, . . . , 0, x d ), x d ∈ R }. Moreover, the set E is finite. Let z = (0, . . . , 0, x d ) be the highest vertex of L belonging to an extremity of an edge of E. Since |E| ≤ n, then certainly x d ≤ n. We denote by E the set of the vertices of Z d that are connected to a vertex in A without using an edge in E, i.e.,
there exists a path from x to A which does not go through an edge in E We denote by ∂ v E the exterior vertex boundary of E, defined as
x has a neighbour in E and there exists a path from x to infinity in
This set is the analogue of ∂ e Z(k, m) in [14] . By Lemma 10 in [14] , the set ∂ v E is Z d connected, it contains z and moreover
Once the vertex z is fixed, the set ∂ v E is a Z d connected set and we can apply the bound (4.24) in [8] , there are at most 7 d3 d+1 n possible choices for ∂ v E. We recall that each vertex has at most 2d adjacent edges. Once the set ∂ v E is fixed, we bound the number of possible choices for the set E by
where the maximum is over all the cutsets Γ from A to infinity with n edges. For δ 1 small enough and D large enough, depending only on the dimension d, we have
We refer to the proof of Theorem 1 in [14] for the proof of this result. Thus, by taking δ 1 small enough and D large enough and combining (17) and (18), there exist two constants C 1 and C 2 depending only on G, d and δ 1 such that
Finally, combining inequalities (16) and (19), we obtain
We have controlled the numbers of ε + edges and ε − edges in the cut. We have now to control the number of closed edges in the cut. We denote by J the number of edges in E of positive capacities. On the event
we have
Thanks to inequalities (20) and (21), we obtain for n ≥ λ|∂ e A|,
The remaining of the proof consists in controlling the zero edges. We will not write the details but only sketch the main ideas of the control. We say that an edge is closed if it has null capacity, otherwise we say that the edge is open. Let us consider the set C(A) that contains all the vertices that are connected to A by an open path. On the event that there exists a cutset of null capacity that cuts A to infinity, the set C(A) is finite and its edge boundary ∂ e C(A) is a cutset of null capacity. However, this cutset may be very tangled and may contain too many edges. From this cutset, we want to build a "smoother" cutset, which has smaller cardinality. We use a renormalization procedure at a scale t (which is defined later), and we exhibit a set of boxes Γ t that contains a cutset of null capacity and such that each box of Γ t has at least one * -neighbor in which an atypical event occurs (an event of probability that goes to 0 when t goes to infinity). As these events are atypical, it is unlikely that Γ t contains too many boxes.
As we are in a supercritical Bernoulli percolation, i.e., G({0}) < 1 − p c (d), it is very unlikely that a cutset from A to infinity has null capacity and that C(A) is finite. To achieve the construction of Γ t , we modify the configuration ω. We first choose ε small enough such that
For the edges e 1 , . . . , e J in E such that t(e i ) > 0, we modify ω by setting t(e i ) = 0 for i ∈ {1, . . . , J}. This modification of ω is only formal, it is a trick to build Γ t . Later we will switch back the capacities to their original values, the boxes of Γ t that does not contain any e 1 , . . . , e J remain unchanged, yet atypical events still occur in the vicinity of these boxes. The number of boxes in Γ t that have changed when we switch back to the configuration ω is bounded by the number of edges J that we have closed. We obtain an upper bound on |Γ t | with the help of Peirls estimates on the number of boxes where an atypical event occurs. We finally control the probability that there exists a cutset of size n with J ≤ n/(2(36dt)) 3d . These tricky computations are detailed in Zhang's paper [14] , so we do not reproduce them here. In the end, we obtain the following estimate: there exist constants C 1 and C 2 depending on ε, A and G such that
By the Borel-Cantelli Lemma, we conclude that, for n large enough, there does not exist any cutset E from A to infinity of size larger than n and such that V (E) ≤ V (∂ e A). Thus, there exists almost surely a minimal cutset from A to infinity and for n ≥ λ|∂ e A|,
where C, C are positive constants depending only on G, A and d.
Lower large deviations
In this section we prove Theorem 1.4. If φ A = 0, we do not have to study the lower large deviations. We suppose that φ A > 0. Let λ < φ A . We denote by E n ⊂ E d n a cutset from A to infinity of minimal capacity, i.e., V (E n ) = Mincut n (A, ∞) and having minimal cardinality (if there is more than one such set we pick one according to a deterministic rule). The existence of such a cut is ensured by Theorem 1.2. The aim of this section is to bound from above the probability
. With high probability, the cut E n does not have too many edges. In the lat-
, the cardinality of ∂ e A is of order n d−1 , and by applying Theorem 1.2, we obtain the existence of constants β, C 1 and C 2 depending on A, G and d such that
In the proof, we will use the relative isoperimetric inequality in R d . To do so, we define continuous versions of the discrete random sets. We define the set
there exists a path from x to A visiting only edges that are not in E n .
Let C be the unit cube in R d . We define a continuous version E n of E n by
The set E n is a random bounded subset of R d . However, the diameter of E n might be very large, of polynomial order in n, and there is no compact region of R d that almost surely contains E n . Therefore, we cannot proceed as in [5] . However, as the capacity of E n is small, we expect it to remain close to the boundary of ∂A. As moving too far away from ∂A is too expensive for E n , we should observe unlikely events just by inspecting what happens near the boundary of A. Let R be a real number we will choose later such that A ⊂ B(0, R). We set
Note that the set Ω is open. In the following, we will only work with the portion of E n in Ω. For F a Borel subset of R d such that P(F, R) < ∞, we define
The quantity I Ω (F ) may be interpreted as the capacity of the subset F ∪ A in Ω. By definition, we know that φ A ≤ I(A ∪ F ) but it is not easy to compare φ A with I Ω (F ) because I Ω (F ) does not take into account the capacity of ∂F \ Ω. In other words, the capacity in Ω ∪ A does not coincide with the capacity in R d . To go around this problem, we shall remove some regions of F in the neighborhood of ∂Ω, thereby obtaining a new set F , whose closure is included in Ω, and which therefore satisfies I( F ) = I Ω ( F ). The delicate point is to build the set F in such a way that I( F ) is only slightly larger than I Ω (F ). We will perform a geometrical surgery by choosing cutting surfaces which do not create too much extra perimeter.
We introduce the space
endowed with the topology
, where ∆ is the symmetric difference between sets. For this topology, the space C β is compact. Let us set E n = E n ∩ Ω .
The set E n belongs to C β . Suppose that we associate to each F ∈ C β a positive number ε F . The collection of open sets
is then an open covering of C β . By compactness, we can extract a finite covering (F i , ε Fi ) 1≤i≤N of C β . This compactness argument enables us to localize the random set E n near a fixed set F i of C β . The number ε F associated to F will depend on the set F . We will explain later in the proof how it is chosen. For the time being, we start the argument with a covering (F, ε F ) of C β . Let δ > 0 be a real number to be adjusted later. To be able to operate the geometrical surgery, we will localize a region of Ω that contains a volume of E n less than δ. As A is compact, there exists a real number ρ > 0 such that
Moreover, using Proposition 3.3, we get
Let us define for i ≥ 0 the i-th annulus A i :
We also define
We write i in bold to emphasize that it is a random index. Thanks to inequality (23), we obtain
and the minimum in the definition of i is always attained. We set
Thus, the region A i is included in Ω and contains a volume of E n less than δ. We sum over (F i , ε Fi ) 1≤i≤N of C β and condition on i and we get
We control next the probability inside the sums for a generic F in C β and for j a value for the random set i which occurs with positive probability. By definition of i, we have Figure 3 -The set E n and its associated A i
We want to build from F a set F of finite perimeter such that its boundary ∂ F \A is in Ω and I Ω ( F ) is close to I Ω (F ). Of course, cutting F inside Ω creates some extra capacity along the cutting. The idea is to cut F in the annulus A j . As the volume of F in this region is small, we shall be able to find cutting surfaces having small perimeter. If we choose ε F small enough such that ε F ≤ δ for all F ∈ C β , it follows that
By Lemma 14.4 in [2] , for i ∈ J, for H 1 almost all t in ]0, 1[,
Let T be the subset of ]0, 1[ for which the above inequality holds. We have H 1 (T ) = 1. Integrating in polar coordinates, we get
Thus, there exists t ∈ T such that
We next define
By construction, we have ∂ F \ A ⊂ Ω. Combining inequalities (25) and (26), we obtain
We show next that is possible to choose δ such that, uniformly over F , we have sI Ω (F ) ≥ 3δν max . We have
We apply the isoperimetric inequality relative to the ball B(0, ρ):
Together with inequality (22), we conclude that
There exists s > 0 such that λ ≤ (1 − s)φ A . We choose δ such that
Using inequality (27), we have then, for any F in C β ,
So we get,
The remaining of the proof follows the same ideas as in [5] . We study the quantity
for a generic F in C β and its corresponding ε F . We will need the following lemma to cover F by balls of small radius such that ∂F is "almost flat" in each ball. This lemma is purely geometric, the covering depends only on the set F .
Lemma 7.1. [Lemma 1 in [5] ] Let F be a subset of Ω of finite perimeter such that ∂F ∩ ∂Ω = ∅. For every positive constants δ and η , there exists a finite family of closed disjoint balls (B(x i , ρ i )) i∈I∪K and vectors (v i ) i∈I∪K , such that,
and letting B i = B(x i , ρ i ) and
and finally
We choose η = s 4 I Ω (F ) and δ > 0 will be chosen later. Let (B i ) i∈I∪K be a family as in Lemma 7.1, we obtain
Since the balls (B i ) i∈I∪K are pairwise disjoint, we have
It follows that
We now choose
We wish to control card((E n ∩ B i )∆B
This was done in [5] . We will not redo the computations here, but only state the results: for n large enough, for i ∈ I,
We recall that
We define
For n large enough, for i ∈ K, it was proven in section 5.2 in [5] that
Thus, for n large enough, thanks to inequality (30),
where G(x, r, v, w, δ ) is the event that there exists a set
This event depends only on the edges inside B(x, r, v). This event is a rare event. Indeed, if this event occurs, we can show that the maximal flow from the upper half part of B(x, r, v) (upper half part according to the direction v) and the lower half part is abnormally small. To do so, we build from the set U an almost flat cutset in the ball. The fact that card(U ∆B − (x, r, v)) is small implies that ∂ e U is almost flat and is close to disc(x, r, v). However, this does not prevent the existence of long thin strands that might escape the ball and prevent U from being a cutset in the ball. The idea is to cut these strands by adding edges at a fixed height. We have to choose the appropriate height to ensure that the extra edges we need to add to cut these strands are not too many, so that we can control their capacity. The new set of edges we create by adding to U these edges will be in a sense a cutset. The last thing to do is then to cover disc(x, r, v) by hyperrectangles in order to use the estimate that the flow is abnormally small in a cylinder. This work was done in section 6 in [5] . It is possible to choose δ depending on F , G and w such that there exist positive constants C Using inequality (32), we obtain
Combining inequalities (24), (29) and (33), we obtain that, for small enough δ , As M , N , |I Fj | and |K Fj |, for 1 ≤ j ≤ N , are finite and independent of n, we obtain the expected result and this proves Theorem 1.4.
To conclude, let us sum up the order in which the constants are chosen. We first choose δ such that it satisfies equality (28). Next, we choose δ depending on λ and G. The parameter δ has to satisfy some inequalities that we do not detail here, we refer to section 7 in [5] . Finally, to each F in C β , we choose ε F such that it satifies both ε Fi ≤ δ and inequality (31).
Identification of ϕ A
In this section, we prove Proposition 1.5, the last ingredient needed to prove Theorem 1.1.
Proof of Proposition 1.5. Let A be a compact convex subset of R d . We shall show that any bounded set S that contains A satisfies I(A) ≤ I(S). Let S be such a set, we can assume that S has finite perimeter otherwise the inequality is trivial. Let ε > 0. As A is convex, by Lemma 3.6, there exists a convex polytope Q such that Q ⊂ A and I(Q) ≥ I(A) − ε. We denote by F 1 , . . . , F m the faces of Q and by v 1 , . . . , v m the associated unit exterior normal vectors. We define for i ∈ {1, . . . , m}, First note that, as Q is a convex polytope, we can prove as in the beginning of the proof of Theorem 1.3 that the cylinders cyl(F i , v i , ∞) have disjoint interiors. This is also the case for the family (S i , 1 ≤ i ≤ m) (see figure 4) . We shall apply the Gauss-Green theorem to each S i in order to compare the capacity of the face F i with the capacity of ∂S ∩ cyl(F i , v i , ∞). For i ∈ {1, . . . , m}, there exists a C 1 vector field f i : R d → W ν having compact support such that f i (x) = ν(v i )v i ∈ W ν on V 2 (S i , 1). We recall that S i is bounded we do not go into the details of the existence of such vector fields. Applying Theorem 3.4 to S i and f i , we obtain
As v i is normal to n Si (x) for x ∈ cyl(∂F i , v i , ∞) ∩ S i and f i is constant on S i , we obtain
and therefore
The last inequality comes from the fact that f i (x) ∈ W ν , therefore we have
for any x in ∂ * S. Summing over i in {1, . . . , m}, we obtain
ν(n S (x))dH d−1 (x) + ε ≤ I(S) + ε .
As this inequality is true for any ε > 0, we conclude that I(A) ≤ I(S) and the result follows.
Combining Theorem 1.3, Theorem 1.4 and Proposition 1.5, we obtain Theorem 1.1.
