Temporal and spatial movement characteristics are often seen as controlled separately, although they are not independent. Even in the case of simple oscillations mean frequency and mean amplitude covary when one or the other is changed intentionally. The present experiment revealed that in rapid fi nger oscillations there is also a cycle-to-cycle covariation so that smaller amplitudes are associated with locally increased frequency and (the associated) earlier electromyographic (EMG) bursts. Both globally and locally the observed covariations are consistent with modeling rhythmic movements as output of a driven damped oscillator. The existence of local spatio-temporal covariations suggests limitations for models of timing and reasons for the observation that spatio-temporal movement characteristics cannot be chosen arbitrarily even in uniarticular movements.
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Key Words: mass-spring system, EMG, variability, phasing, tapping In his classic paper on relative coordination, von Holst (1939) posited the existence of separate rhythmic and motor elements. The rhythmic elements generate the basic motor pattern like an oscillation of a certain frequency and drive the motor elements. These again activate the muscles with an adjustable gain and thereby control the amplitude of the movement. Even though von Holst's claim of separate control mechanisms for temporal and spatial movement characteristics was based on observations of swimming fi shes, it seems to hold for human movements as well. It captures the everyday observation that we can produce motor actions at different rates as well as at different scales. More formally von Holst (1939) referred to the observation that certain motor patterns need (almost) the same time when produced with different amplitudes, the so-called "Gesetz der konstanten Figurzeit" or "isochrony principle" (Derwort, 1938; Hacker, 1974; Kern, 1933; Viviani, 1986) . In later years the notion of separate mechanisms of temporal and spatial control has pervaded models of motor control of different types and scopes. Among them are early models of handwriting like the one of Denier van der Gon and Thuring (1965) , models of rapid motor acts like generalized motor program theory (Schmidt, 1985) , and dynamic models of trajectory generation like the VITE model of Bullock and Grossberg (1988) . In addition there is a large class of models of motor timing, beginning with the seminal model of Wing and Kristofferson (1973) , which simply ignore spatial movement characteristics (cf. Vorberg & Wing, 1996) . In spite of the widely held view that temporal and spatial movement characteristics are controlled separately, there is clear evidence that they are not independent. Perhaps the best known example of mutual dependence is the relation between curvature and tangential velocity (Derwort, 1938; Lacquaniti, Terzuolo, & Viviani, 1983; Viviani & Schneider, 1991; Viviani & Terzuolo, 1982) . This relation cannot only be found in active movements, but is also relevant for the perception of both the velocity and the shape of the trajectory of a moving object (Viviani & Stucchi, 1989 , 1992 . Even for unidimensional movements with certain spatial characteristics the timing is not arbitrary (e.g., Heuer, 1988; Heuer & Schmidt, 1988) .
The present study is concerned with a quite simple interaction between temporal and spatial movement characteristics, namely the relation between frequency and amplitude of rapid fi nger oscillations. When the frequency of rhythmic movements of fi nger, hand, or arm is increased, their amplitude declines (e.g., Kay, Kelso, Saltzman, & Schöner, 1987; Rosenbaum, Slotta, Vaughan, & Plamondon, 1991) ; vice versa, when the amplitude is voluntarily reduced, the frequency increases (Rosenbaum et al., 1991) . Similarly the duration of rapid reversal movements is shorter when their amplitude is instructed to be smaller, even when the reversal movements with different amplitudes are produced concurrently (e.g., Heuer & Klein, in press) . In all these studies the relation between frequency and amplitude has been examined by way of comparing mean frequencies and amplitudes across experimental conditions. In contrast to the global relation between mean frequency and mean amplitude, the focus of the present study is on the local relation between amplitude and frequency, that is, on the covariation of instantaneous amplitude and instantaneous frequency (or cycle duration) across the successive cycles of oscillatory fi nger movements.
The relation between frequency and amplitude of rhythmic fi nger movements, both at a global and at a local level, can be conceptualized within a simple neuro-mechanical framework. Even though models of rhythmic movements can be restricted to purely kinematic characteristics (e.g. Kay et al., 1987) , a distinction between a "neural" and an "effector" level can be useful (Beek, Peper, & Daffertshofer, 2002; Peper, Ridderikhoff, Daffertshofer, & Beek, 2004) . Basically this is a distinction between a peripheral mechanical system and its drive. Of course, measurements at the neural level can be of different sorts. The electromyogram is of particular interest because it represents an assessment of the fi nal neural output. Therefore in addition to the kinematics of the fi nger oscillations we recorded the myoelectric activity of a fl exor and an extensor muscle. This allowed the study of not only the relation between frequency and amplitude, but also the associated variations in myoelectric activity. These give important clues to the understanding of the relations between amplitude and frequency.
Consider the global relation between frequency and amplitude within the neuromechanical framework, which also embraces the myoelectric signals. The peripheral mechanical system can be modeled as a linear damped mass-spring system (Hatsopoulos, 1996; Wenderoth & Bock, 1999) . Even though the relation between the EMG and the driving force of the mass-spring system can be complex, the relation between EMG and limb oscillation is similar to the relation between drive and output of the mechanical system. For example, Wachholder and Altenburger (1926) observed that the phase delay of the output increases with frequency. Later studies showed that the phase relation between EMG and rhythmic movements is fairly well captured by the respective input-output relation of a driven damped oscillator (Baldissera, Borroni, & Cavallari, 2000; Milner & Cloutier, 1998; Viviani, Soechting, & Terzuolo, 1976) . Figure 1a illustrates the phase relation between the input and the output of a driven oscillator for two natural frequencies and two damping coeffi cients. Given the non-identity of the EMG and the driving force, it is clear that even though the relation between EMG and oscillations may correspond to the type of function illustrated in Figure 1a , the parameters used in fi tting the equation will not be good estimates of the mechanical parameters (mass, damping, stiffness), as pointed out by Ridderikhoff, Peper, Carson, and Beek (2004) . In Figure 1b the relation between driving frequency and amplitude is shown, again for two natural frequencies and two damping coeffi cients. From the frequency-amplitude relation of a driven oscillator it is evident that an increase of frequency should be associated with a decline of amplitude, provided the driving frequency is higher than the natural frequency and the declining amplitude is not compensated by an increasing amplitude of the driving force. In contrast, a reduction of amplitude can be achieved directly without an increase of frequency just by means of a reduction of the amplitude of the driving force. However, to this can be added changes of driving frequency or of the mechanical parameters of the moving limb. For example, co-contractions of antagonistic muscles can serve to modulate joint stiffness and damping.
The relations shown in Figure 1 hold for the steady state of a driven damped oscillator, where the frequency of the driving force and the output are identical. Both the oscillator and its drive lack the noise which is inherent to all biological systems. Nevertheless the deterministic model captures major features of the global relation between frequency and amplitude of human rhythmic movements.
In addition to the global frequency-phase and frequency-amplitude relations illustrated in Figure 1 there should be local relations which show up in the spontaneous cycle-to-cycle variability. In principle, these local relations may or may not correspond to the global characteristics. If one tentatively generalizes the global relations, one would expect locally smaller amplitudes when the cycle duration and/or inter-burst interval is locally shorter or the phase of the bursts is earlier, or when the amplitude of the drive (burst activity) is reduced. To obtain a more solid basis for the expected local relations a simple simulation was used.
The simulation combined a damped oscillator with a two-level timing model for EMG bursts (Vorberg & Wing, 1996) and a rather arbitrary burst shape and transformation of the bursts into the driving force of the oscillator. The timing of the EMG bursts was governed by the independent (and normally distributed) random variables T EF , T FE , D F , and D E . These are the central time intervals from extensor to fl exor burst (T EF ) and from fl exor to extensor burst (T FE ). At the end of each of these time intervals fl exor bursts and extensor bursts were delayed by D F and D E , respectively. Thus, for the EMG bursts a simple two-level timing model was implemented, which produces negative covariation between adjacent intervals (cf. Vorberg & Wing, 1996) . EMG bursts were bell-shaped:
with A as the amplitude and W as the width of the burst, both being random variables. Forces f F and f E were derived from the bursts by low-pass fi ltering (time constant 0.1) and multiplication with an arbitrary constant. Net force was computed as the sum of the opposing forces of the antagonistic muscles, f = f E + f F . A sample of simulated EMG bursts and derived forces is shown in Figure 2 . The driven damped oscillator is given by:
with f as the driving force described above. Mass m was set to unity, the friction b and the stiffness k were varied. In Table 1 the parameters are given which were used for the simulations. For large amplitude simulations the parameters T EF , T FE , D F , and D E were selected for the mean inter-burst intervals and cycle durations to roughly correspond to the observed timing of the rapid fi nger oscillations studied (cf. Heuer, Schulna, & Luttmann, 2002) . The other parameters were set to result in a mean amplitude of about 30 units. For small amplitude simulations the driving frequency was increased, the burst activity was reduced, and stiffness and damping coeffi cient of the oscillator were increased. Both with small and large amplitudes 23 trials were simulated, each lasting somewhat longer than 10 time units, so that for each there were about 50 cycles as in the experimental trials. The mean short and long fl exion and extension amplitudes were about 32 and 12, respectively, with mean within-trial standard deviations of 14 and 4, respectively. .065
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The simulated data were analyzed in basically the same way as the experimental trials. For each simulated trial the linear regressions of the amplitudes of fl exions and extensions on a number of variables were computed across cycles. The slopes of these regressions were averaged across trials and are shown in Table 2 . Basically the slopes correspond to expectations based on the global relations: amplitudes were locally larger when cycle durations or inter-burst intervals were locally longer, when burst activity was locally stronger (only for the burst which initiates the fl exion/extension, but not for the burst which terminates it), and when the phase of the burst was locally later. For simulated small amplitude movements the slopes were generally smaller than for large amplitude movements. The hypothesized relation between fl exor-burst angle and amplitude of the subsequent fl exion is consistent with the observation of Heuer (1998) that a "blocking" in rapid fi nger tapping, in which the amplitude of the downward movement is too small to reach the contact plate, is preceded by a particularly early burst. Otherwise, to my knowledge, the local frequency-amplitude relations have not been studied.
To determine the empirical relations between instantaneous amplitude and frequency and related variables like the instantaneous phasing of EMG bursts, rapid fi nger oscillations in the horizontal plane were analyzed. There was no specifi c pacing, but the oscillations were to be maximally rapid. Thus, neither temporal nor spatial targets were strictly specifi ed. Under these conditions spontaneous covariations should be observed most easily. In addition, the maximal frequency of rapid oscillations is almost certainly higher than the natural frequency of the mechanical system. This is a prerequisite of the expected amplitude-frequency relations. Even though the natural frequency varies, depending, for example, on co-contractions of antagonistic muscles, and is not precisely known, it is perhaps not too different from a comfortable frequency chosen spontaneously (cf. Wachholder, 1933) . This is clearly smaller than the maximal frequency.
According to the simulations, the local amplitude-frequency relation is likely to depend on the overall amplitude. It seems that the amplitude of rapid fi nger oscillations cannot be made arbitrarily small, but that the movements become erratic at very small amplitudes. As noted by Wachholder (1933) , with small amplitudes the infl uence of passive forces declines, both elastic and inertial ones, and the infl uence of muscular activity increases. Thus, the overall movement amplitude is a potential boundary condition for local amplitude-frequency relations. For this reason both large amplitude and small amplitude oscillations were studied.
Method Participants
Eight participants, age 19 to 31 years (mean: 24.1 years, SD: 3.8 years), were paid for their service. Five of the participants were female, three were male, and all were right-handed according to the Edinburgh Inventory (Oldfi eld, 1971 ).
Apparatus
The apparatus was the same as used by . It is shown in Figure 4 . The palm of the right hand rested against a slightly bent vertically oriented surface (A in Figure 4) . It was supported by a horizontal platform with adjustable height (B in Figure 4 ). The stretched index finger was clamped to a lightweight lever (C in Figure 4 ) so that the inter-phalangeal joints were immobilized. The lever was 6.3 cm long, with a total mass of 23 g; the moment of inertia was approximately 3 · 10 -5 kg · m 2 . The placement of the hand was adjusted so that the metacarpo-phalangeal joint of the index fi nger was aligned with the pivot of the lever. The rotation of the lever and thus of the metacarpophalangeal joint was recorded by means of an inductive sensor (model ID 36/80 with OD 15-2; TWKElektronik, Düsseldorf, Germany).
Myoelectric activity was recorded with Ag/AgCl electrodes of 2 mm diameter. The electrodes were placed on the m. fl exor digitorum superfi cialis and the m. extensor digitorum according to the guidelines given by Zipp (1982) . The distance between the electrodes of each pair was 15 mm. The neutral electrode was positioned above the ulna close to the olecranon. The EMG signals were amplifi ed and band-pass fi ltered (10-500 Hz), with a notch fi lter centered at 50 Hz (EMG 100 B, Biopac Systems, Inc., Santa Barbara, CA). Both the position signal provided by the inductive sensor and the myoelectric signals were recorded at 1000 samples per second (MP 100 WSW, Biopac Systems, Inc.).
Design and Procedure
After the electrodes had been positioned, the participants performed a variable number of familiarization and practice trials, each one lasting 15 s. These trials served to check the recordings and to practice oscillations with large and small amplitudes. The large peak-to-peak amplitude was instructed to be approximately 30°. It was indicated by two marks visible on the apparatus and a pointer attached to the axis of rotation of the lever (cf. . The individual means ranged between 26.7 and 34.7°. The small amplitude was instructed to be as small as possible; the individual means ranged from 3.1 to 7.8°.
Following the preliminaries, there were four blocks of 10 test trials each. For each block either the small or large amplitude was instructed. Instructed amplitudes alternated from block to block, with half of the participants beginning with the small amplitude and the other half with the large amplitude. Breaks between blocks of trials lasted 5 min, with the hand being removed from the apparatus; breaks between trials lasted 30 s. Each 15-s trial was started and stopped upon the Figure 5 shows example recordings from trials with large and small amplitudes. In these trials the reduction of the amplitude was associated with a change of the mean joint angle so that the index fi nger was more extended overall when amplitudes were small. This kind of difference between large amplitude and small amplitude movements was seen in some participants only. In spite of the large kinematic differences the example recordings reveal no striking differences between the (rectifi ed and smoothed) EMG signals.
Data Analysis
For each trial the angular position signal was smoothed by means of the 7RY algorithm described by Mottet, Bardy, and Athènes (1994) and differentiated (two-point central difference algorithm). The resulting angular velocity signal was smoothed again. In the analysis of individual trials the earliest and latest seconds were ignored. Specifi cally the analyses began at the fi rst peak extension after 2 s of recording had elapsed, and they ended at the fi rst peak extension which occurred after 10 s since the initial peak extension. The analysis of the kinematics was based primarily on the times and angular positions of peak extensions and peak fl exions.
The EMG signals were rectifi ed and smoothed by means of a moving average of window width 21 ms. To separate burst activity from baseline activity, a pro- cedure was used which did not depend on the defi nition of certain time windows and/or certain tasks for the assessment of baseline activity. This procedure, which has been used by and previously, exploits the shape of the histograms of EMG signals such as those shown in Figure 5 . These signals consist of many small values and a considerably smaller number of large values. Therefore their histograms have a well-defi ned mode at low voltages, which represents baseline level, and a long right tail, which is from the higher burst voltages. Burst activity can be separated from baseline activity by means of a threshold which is located to the right of the mode. As is the case for any threshold, its choice is somewhat arbitrary. We chose that voltage larger than the modes at which, for each trial, the relative frequency was down to 50% of the relative frequency at the mode.
The results of the algorithmic determination of thresholds and thus burst activity were presented on a monitor together with the raw EMG signals and the angular position signal for visual inspection and eventual corrections. Corrections were made primarily when more than one burst of extensor or fl exor activity was identifi ed during a cycle of the movement. In these cases there was typically a weak secondary burst in addition to a strong primary one. Depending on the temporal vicinity of the two bursts, on the presence or absence of a clear pause in the raw EMG signal, and on the treatment of eventual secondary bursts in neighboring cycles, the secondary burst was either ignored or added to the primary one.
For each burst, electric activity was determined as the area above threshold. To assess the timing of each burst, a single measure was used (cf. . For the purpose of the present study, which was to explore local timing-amplitude relations by means of within-trial regression analyses, a measure such as the time of the start of the burst appeared not to be well suited. This measure can be strongly affected by the particular choice of the threshold which separates baseline activity from burst activity and by minor variations in burst shape. Thus it is quite noisy, and the noise will serve to mask eventual local relations of interest. As a less noisy measure, which is not as strongly affected by the vagaries of the boundaries of the bursts, we chose the "center of burst activity." This measure of timing is analogous to the center of mass of a mass density distribution or the mean of a probability density distribution. In fact, when the area of the burst is scaled to 1 it can be taken as such a distribution. Therefore, with the discrete data samples the measure of timing of each burst was defi ned as Finally, for each burst we computed the phase angle at the center of burst activity. The phase-angle signal was computed from the angular position and angular velocity signals. For each period from peak extension to the next peak extension the position signal was shifted and scaled so that the positions at peak extension and subsequent peak fl exion were +1 and -1, respectively. The velocity signal for each period was scaled so that the mean of the absolute positive and negative peak velocities was 1. The phase-plane plot constructed from these scaled signals approximates a circle. The phase-angle signal was the arctan of the ratio of scaled angular velocity and scaled angular position. During each cycle the phase angle increased almost linearly from 0 to 360°, with 0°/360° corresponding to peak extension and 180° to peak fl exion. The phase angles associated with each EMG burst were expressed relative to the start of fl exions and extensions, that is, relative to peak extension and peak fl exion, respectively. EMG bursts generally preceded the kinematic landmarks and were thus assigned negative phase angles (this required shifts of the phase-angle signals by 360° or 180°).
To assess the local relations of amplitudes with frequencies and other related movement characteristics, linear regressions of fl exion and extension amplitudes on inter-burst intervals, fl exion/extension durations, burst phase angles, and burst activities were computed across the cycles of each trial. The regression coeffi cients (slopes) were determined both for the phase and activity of the initial burst and the fi nal burst of each fl exion and extension (for fl exions, the initial burst is a fl exor burst and the fi nal burst an extensor burst; for extensions, the initial burst is an extensor burst and the fi nal one a fl exor burst); similarly, slopes of linear regressions were computed for inter-burst intervals and fl exion/extension durations concomitant with the fl exion/extension amplitude and preceding it.
In addition to the linear regressions, which were of main interest for the present purpose, means and standard deviations of the respective variables were determined across the cycles of each trial. These were the kinematic variables durations and amplitudes of fl exions and extensions. In addition, the mean of the central angular positions of the movement cycles was computed; the central angular position of each cycle was defi ned as the mean of peak extension and subsequent peak fl exion. The EMG variables considered were inter-burst intervals (fl exor-to-extensor and extensor-to-fl exor), burst activities, and phase angles of EMG bursts. Finally, for each trial the threshold used to separate baseline activity from burst activity was used as a measure of baseline activity.
The analyses were based on regular cycles only. Cycles were defi ned by successive peak extensions. They were classifi ed as irregular if the fl exor burst, the extensor burst, or both could not be identifi ed. In addition, cycles were considered as irregular when the amplitude of extension was less than half the amplitude of the preceding fl exion; in this case, the phase-plane plot does no longer approximate a circle so that the phase-angle signal cannot meaningfully be determined with the scaling procedure used. Overall, the percentage of irregular cycles was 1.5% for large-amplitude movements (individual percentages ranging from 0 to 4.7%) and 8.3% for small-amplitude movements (individual percentages ranging from 3.5 to 15.2%). Data were entered in the analyses only when there were four regular cycles in a row, so that the intervals/bursts actually used were both preceded and followed by regular performance.
The various regression coeffi cients, means, and standard deviations computed for each trial were averaged for each participant across the 20 trials each with small and large amplitudes. The individual means were entered in the statistical analyses. These were ANOVAs with the within-participant factors amplitude (small vs. large) and direction (fl exion vs. extension or fl exor activity vs. extensor activity or fl exor phase vs. extensor phase or inter-burst intervals beginning with fl exor vs. extensor bursts) applied to the individual means of the within-trial means and standard devia-tions. For the individual means of the within-trial regression coeffi cients (slopes), a third factor, timing (early vs. late), was added which characterized the timing of the predictor variable relative to the fl exion or extension amplitude. For durations of fl exions/extensions or inter-burst intervals, "early" and "late" referred to time intervals preceding or coincident with the fl exion/extension; for burst activities and burst phase angles, "early" and "late" referred to the bursts which initiated and ended the fl exion/extension.
Finally, the mean slopes of the linear regressions were tested against zero. For these tests the mean slopes of the various participants were treated as normal data with a certain distribution. Of course, this kind of test is not equivalent to testing a single regression coeffi cient, as it was computed for each single trial, against zero, and it does also not imply the statistical prerequisites for such a test. What matters here is the distribution of individual mean slopes and whether the confi dence interval of its mean includes zero. Of course, the slopes do not capture the tightness of the relation between the respective variables in individual trials as correlations would do. Instead they give the local changes of amplitude per unit of the predictor variable. A rough impression of the order of the correlations can be obtained by exploiting the relation r xy = b yx · s x /s y for the mean regression coeffi cients and standard deviations of Tables 4 and 5 .
Results
In the following the fi ndings on the regression coeffi cients will be presented fi rst. Thereafter the means and standard deviations of the various variables will be briefl y reported.
Regression Coeffi cients
In Table 3 , the mean regression coeffi cients are shown for the regression of fl exion and extension amplitudes on duration of fl exion and extension, inter-burst interval, burst phase angle, and burst activity. Coeffi cients which deviate signifi cantly from zero are marked by asterisks.
There was a positive local relation between amplitudes and durations of fl exions and extensions. Even though the relations between fl exion amplitude and fl exion duration as well as between extension amplitude and extension duration were stronger than those between fl exion amplitude and the duration of the preceding extension as well as between extension amplitude and the duration of the preceding fl exion, F(1, 7) = 12.0, p < .05, both the relations with the concurrent ("late") and the preceding ("early") interval were signifi cant, F(1, 7) = 14.8, p < .01, and F(1, 7) = 16.5, p < .01, respectively. For large amplitudes, the regression coeffi cients were larger than for small amplitudes, F(1, 7) = 8.9, p < .05, in particular for the time interval concurrent with the amplitude; the latter difference gave rise to a signifi cant Amplitude × Timing interaction, F(1, 7) = 21.3, p < .01.
The regression of amplitudes on inter-burst intervals turned out to be hardly signifi cant, even though the slopes were positive in all conditions and, collapsed across conditions, signifi cantly different from zero, F(1, 7) = 12.0, p < .05. Whereas for the simulation the regression coeffi cients obtained for the inter-burst intervals were rather similar to those observed for the phase angles, this was not the case for the observed data for which none of the differences between conditions was statistically signifi cant.
Conforming to expectations, there was also a positive relation between burst phase angle and amplitude. The regression coeffi cients were signifi cantly stronger for the early bursts than for the late ones, F(1, 7) = 36.3, p < .01. Collapsed across conditions, both for early and late bursts the coeffi cients deviated signifi cantly from zero, F(1, 7) = 52.3, p < .01, and F(1, 7) = 10.4, p < .05, respectively. Mainly for the early bursts, and less so for the late bursts, the large amplitude went along with higher coeffi cients than the small amplitude. The Amplitude × Timing interaction was signifi cant, F(1, 7) = 15.8, p < .01.
Finally, there was a positive local relation between burst activity and amplitude, both for fl exions and extensions. The regression coeffi cients mostly deviated signifi cantly from zero for the early bursts, but not for the late bursts; collapsed across conditions, the coeffi cients were signifi cant for the early bursts, F(1, 7) = 20.2, p < .01, but not for the late ones, F < 1. For the early bursts, the Amplitude × Direction interaction was signifi cant, F(1, 7) = 9.0, p < .05. For fl exions, the initial fl exor burst had a stronger relation to fl exor amplitude when amplitudes were large than when they were small, but for extensions the initial extensor burst had a somewhat stronger relation to extensor amplitudes when amplitudes were small rather than large. .1863* Note. "Early" and "Late" refer to time intervals preceding and concurrent with a fl exion or extension or to bursts at the beginning and end of the movement.
* indicates mean slopes for which the 95% confi dence interval does include zero.
Means and Standard Deviations of Kinematic and Myoelectric Variables
The means of the within-trial means and standard deviations of the various kinematic and myoelectric variables are given in Table 4 . Consistent with the instructions, the mean amplitude in small-amplitude trials was signifi cantly smaller than in large-amplitude trials, F(1, 7) = 373.9, p < .01, and the within-trial variability was signifi cantly smaller as well, F(1, 7) = 72.2, p < .01. Only with large amplitudes, but not with small amplitudes, was the variability of fl exion amplitudes somewhat larger than the variability of extension amplitudes, giving rise to a signifi cant interaction, F(1, 7) = 8.1, p < .05. There was a tendency that small amplitudes were produced with a generally more extended (by 3.3°) metacarpo-phalangeal joint. However, this difference failed to reach statistical signifi cance, F(1, 7) = 3.8, p < .10; only for three participants was it larger than 7°, corresponding to the example recordings of Figure 5 , but for the other fi ve participants it was in the range ± 1.5°. The amplitude difference was accompanied by a difference in frequency. With smaller amplitudes, both the durations of fl exions and extensions were shorter than with larger amplitudes; the difference was small, only 4 ms, but signifi cant, F(1, 7) = 6.5, p < .05. Similarly, with smaller amplitudes the inter-burst intervals were shorter .028
--*The relation between the angular position of 0° and the angle of the metacarpo-phalangeal joint of the index fi nger was arbitrary. Thus, the central angular position has no particular meaning in terms of absolute joint angles, but the difference between large and small amplitudes corresponds to the difference between the mean angles of the metacarpo-phalangeal joint. As can be seen in Figure 3 , a larger mean corresponds to a stronger extension of the joint.
than with larger amplitudes, F(1, 7) = 6.1, p < .05. This difference was seen only in fl exor-to-extensor inter-burst intervals, but the respective interaction failed to reach statistical signifi cance. However, the overall difference between the two inter-burst intervals, fl exor-to-extensor and extensor-to-fl exor, was signifi cant, F(1, 7) = 73.0, p < .01. Even though differences in mean durations are often accompanied by differences in variability, this was not the case with the present data. With respect to the standard deviations only the interaction of direction and amplitude was signifi cant for the durations of fl exions and extensions, F(1, 7) = 12.9, p < .01. The variability of fl exion durations was stronger with a small amplitude than with a large amplitude, but the variability of extension durations was somewhat weaker. Consistent with the difference in frequency between small amplitude and large amplitude oscillations, the phasing of EMG bursts was somewhat earlier in the higher frequency small amplitude oscillations. This difference, however, failed to reach statistical signifi cance, F(1, 7) = 2.5, p > .10. Only the phasing of fl exor bursts was signifi cantly earlier than the phasing of extensor bursts, F(1, 7) = 24.8, p < .01, corresponding to the shorter inter-burst intervals from extensor bursts to fl exor bursts than from fl exor bursts to extensor bursts. For the standard deviations of burst phase angles, there was the same kind of interaction as for the standard deviations of the duration of fl exions and extensions, F(1, 7) = 20.1, p < .01; the variability of fl exor burst phase angles was stronger with the small than with the large amplitude, but the variability of extensor burst phase angles was weaker.
Finally, fl exor burst activity was somewhat stronger with large amplitude than with small amplitude oscillations. However, this difference failed to even approach statistical signifi cance, F < 1, as did the difference between the respective standard deviations, F < 1. Weaker burst activity with smaller amplitudes was found in only fi ve participants. Similarly, the baseline activity was not different between oscillations with large and small amplitudes, F < 1.
Discussion
The primary purpose of the present experiment was to explore the local relations between amplitude, frequency, and related characteristics of rapid oscillatory movements as the phasing of EMG bursts. These local relations show up as covariations between kinematic and myoelectric variables across successive movement cycles. The motivation for their examination was twofold. First, global relations between mean amplitudes and frequencies of oscillatory movements have been observed which correspond to relations typical for a driven damped oscillator (e.g., Kay et al., 1987; Rosenbaum et al., 1991) ; the same is true for the relations between mean frequencies and phasing of EMG activity (e.g., Baldissera et al., 2000; Viviani et al., 1976) . Thus, the question arises whether the same relations as found globally do also exist locally.
The second motivation for the examination of the local relations of amplitude and other measures is of a more applied nature. The rate of rapid tapping and its variability is used as a test of motor skill in applied context (e.g., Baker, Letz, & Fiedler, 1985; Shimoyama, Ninchoji, & Uemura, 1990) . In contrast, the amplitude and its variability have been of no particular interest. However, variations in amplitude can affect the measured inter-tap intervals whenever an amplitude becomes so small that the fi nger does not reach the contact surface (cf. Heuer, 1998) . Thus, it seems desirable to obtain some insights into how the variability of movement amplitudes in rapid fi nger oscillations comes about. A fi rst step in this direction is to determine the local covariates of movement amplitude.
The present results give clear evidence of a local relation between instantaneous amplitude and frequency, conforming to the fi ndings on the global relation and to the characteristics of a driven damped oscillator. Globally, the frequency of the output (the movement) and the frequency of the drive (assessed, for example, by myoelectric activity) are identical. Thus their relation to amplitude is the same. Locally, however, they are different. It turned out that the local relation between movement frequency (assessed in terms of the durations of fl exions and extensions) and amplitude is stronger than the local relation between drive frequency (assessed in terms of inter-burst intervals) and amplitude. It is not only stronger overall, but also particularly strong for the duration of the current fl exion or extension as contrasted with the duration of the preceding extension or fl exion. In contrast, for the inter-burst intervals, the strength of the relation is about the same for the current and the preceding inter-burst interval. The local relation of movement amplitudes to the preceding inter-burst intervals sheds some light on the mechanism of the relation between local EMG timing and movement amplitudes.
Consider a fl exion that is preceded by an extensor-to-fl exor inter-burst interval. If this interval is particularly short, the phase of the fl exor-burst is likely to be particularly early. The early fl exor-burst again is locally associated with a particularly small fl exion amplitude, as the present data show. The same is true for extension amplitudes. It has also been shown that early EMG bursts result in a local increase of movement frequency . Thus, there is a consistent pattern of relations between short inter-burst intervals, early phasing of the fi nal bursts of the intervals, subsequent increases of movement frequency, and subsequent reductions of movement amplitude. The mechanical consequences of early and late EMG bursts are likely to result from the effects of adding active forces at different states of the mechanical system. For example, the force associated with an early burst is likely to be absorted to a higher proportion by changing the direction of movement, which will speed up this process and at the same time result in a smaller amplitude of the movement in the opposite direction. The role of the passive forces of the mechanical system for establishing the observed relations can be evidenced from the higher regression coeffi cients for large-amplitude movements than for small-amplitude movements.
In addition to the local relations between timing, amplitude, and phasing, there were also the rather straightforward relations between EMG activity and amplitude. There was a clear tendency that stronger EMG bursts were associated with locally larger amplitudes. This fi nding, however, is apparently at variance with the effects of the different instructed target amplitudes. The instruction of large and small amplitudes was associated with longer and shorter cycle durations, confi rming previous results of Rosenbaum et al. (1991) on the global relation between amplitude and frequency. However, the difference with respect to burst activity was only small and not statistically signifi cant. This fi nding can be taken to suggest that the global variation of amplitude is largely achieved by other means than the variation of burst activity. In addition to the variation of frequency, the mechanical limb characteristics may have been modulated, e.g., by co-contraction of antagonistic muscles. Finally, muscles may have been involved that were not recorded in the present experiment.
In general, the present results are consistent with modeling rhythmic movements by means of driven damped oscillators (e.g., Hatsopoulos, 1996; Wenderoth & Bock, 1999) . This kind of model captures several characteristics such as the relations between amplitude and frequency of the movements and their relation to amplitude, frequency, and phasing of EMG bursts. It also provides an understanding of the fact that movement amplitude is not only varied by means of varying the driving force.
Whereas the driven damped oscillator offers a useful qualitative model of rapid oscillatory movements, it fails to capture the quantitative details satisfactorily. For example, with the present simulations the regression coeffi cients were considerably larger than the observed coeffi cients. Most likely the model deviates from reality in rather fundamental ways. Thus, even though there is much room for improving the goodness of fi t, the success of an attempt to fi t the observed data precisely will be quite limited.
The fact that the local relations between the variables analyzed were much weaker than in the simulations can be taken to suggest that certain sources of noise were neglected in the model. However, it can also be taken to suggest that, for example, the amplitude depends on additional factors which were neglected. Whereas the model is open loop, there are at least some data which suggest that feedback signals are involved in the control of rapid oscillations (cf. . Thus, more complex models that approximate the biological system in more detail (e.g., Ridderikhoff et al., 2004) should take the processing of sensory information into account. In addition, they should consider possible asymmetries of fl exions and extensions. Evidence for such asymmetries can be seen in the present data, e.g., the different phase angles of fl exor and extensor bursts.
The present fi ndings add to the existing evidence on the interdependence of temporal and spatial movement characteristics. Specifi cally, they reveal local interdependencies even in simple uniarticular movements. Such interdependencies point to boundary conditions for certain models of motor timing. In addition, they help to understand certain performance limitations in the production of simple motor patterns. Both these implications will be discussed in turn.
Beginning with the seminal work of Wing and Kristofferson (1973) , a large class of models of motor timing has been developed in which the mechanical periphery is largely neglected (cf. Vorberg & Wing, 1996) . The present fi ndings give clear evidence for the role of the limb mechanics. For example, in this and a previous study there was a striking difference between fl exor-to-extensor and extensor-to-fl exor inter-burst intervals. In spite of this difference, the kinematic durations of fl exions and extensions were quite similar. This is likely to be a consequence of the limb mechanics. Similar observations were made with the present simulation. Thus, the class of timing models, which neglect the characteristics of the mechanical periphery, seems not to be suited for tasks in which noticeable passive forces are involved, that is, the mass is large and/or the movement is fast. For example, Peters (1989) reported some fi ndings on the relation between mean and variability of inter-tap intervals which can be taken to suggest that at inter-tap intervals of about 300 ms there is a transition between purely centrally controlled timing and timing affected by the peripheral dynamics.
Similarly the involvement of passive peripheral forces could play a role for the different timing characteristics of discrete tasks like tapping and continuous tasks like circle drawing, which has been conceptualized as event timing versus emergent timing (Robertson, Zelaznik, Lantero, Bojczyk, Spencer, Doffi n, & Schneidt, 1999; Zelaznik, Spencer, & Ivry, 2002; Zelaznik, Spencer, Ivry, Baria, Bloom, Dolansky, Justice, Patterson, & Whetter, 2005) .
Turning to a second implication of the present fi ndings, there are occasional reports in the literature in which subjects grossly failed to learn a seemingly simple spatio-temporal pattern of pronations and supinations (e.g., Carter & Shapiro, 1984) or fl exions and extensions (e.g., Heuer & Schmidt, 1988) . The temporal errors in these cases were highly systematic. Thus, for a simple sequence of continuous pronations/supinations or fl exions/extensions with certain amplitude requirements, the timing is not arbitrary. Instead, there seem to be natural patterns which have the role of attractors (cf. Heuer, 1988; Heuer & Schmidt, 1988) : they are chosen spontaneously if possible and they are easy to learn, and the errors in producing other temporal patterns are biased toward the natural ones. The present results point to the existence of local amplitude-frequency relations even in uniarticular movements which could be the underlying reason for the observed performance limitations. The simple local amplitude-frequency relations observed, for example, should give rise to certain biases in the reproduction of a periodic movement with variable amplitudes. Even with constant cycle durations of the target pattern, in the reproductions larger amplitudes should be associated with longer durations and smaller amplitudes with smaller durations. This kind of result has been reported by Vogt, Stadler, and Kruse (1988) .
