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Abstract—This paper presents a visual method for 1D in-plane
displacement measurement which combines a resolution of a few
nanometers with an unambiguous excursion range of 168µm.
Furthermore, position retrieval is only based on elementary phase
computations and thus might become compatible with high-rate
processing by implementing the processing algorithm on high
speed computing architectures like a DSP or a FPGA device.
The method is based on a twin scale Vernier micro-pattern
fixed on the moving target of interest. The two periodic grids
have slightly different periods in order to encode the period
order within the phase difference observed between the two
sub-patterns. As a result, an unambiguous range of 168µm is
obtained from grid periods of 8µm and 8.4µm. The resolution
is evaluated to be of 11.7nm despite remaining mechanical
disturbances. Differential measurements demonstrated indeed a
measurement accuracy better than 5nm.
I. INTRODUCTION
Advances in the field of biology, opto-mechatronics, and
micro-nanotechnology, demand at each time the use of high-
accuracy position measurement methods for the manipulation
of a target at the micro-nano-scale. In most applications,
visual methods have played an important role in high accurate
position assessment. They allow having a visual evaluation
of the changes that occur in a determined field of view
(FOV). However for visual methods, the performance of high
accurate position measurements over a wide measurement
range remains a challenge that is difficult to meet.
The resolution of an imaging system depends on the nu-
merical aperture, the wavelength of the illumination (Rayleigh
limit) and the sensor pixel size [1]. This might suggest that
motion resolution is limited by the wavelength of light. How-
ever, nanometer position resolution is possible. The limitations
on position resolution are determined by the resolution and
precision of the optics and imager, by substrate vibrations,
and by the quantum nature of light. Also, the algorithm used
to estimate motion between video images can also limit the
position estimation resolution [2]. Among the state of the art
sub-pixel motion detection algorithms, phase-like correlation
methods are the most widely used. For example, this kind of
method has been implemented by Moddemeijer [3] reporting
a resolution of 13.3 nm. Also, authors like Douglas [4] and
Jun Gao et al. [5], have combined correlation with statistical
methods. As a result resolutions around the 10nm and 1nm
respectively were achieved.
The main drawback of these correlation-like methods re-
mains in the useful FOV. Those methods are feature dependent
so that salient objects have to remain inside the region of
interest to be analyzed limiting thus the allowed range of
displacement. To overcome such drawback, a technique based
on pseudo-periodic patterns has been proposed by different
authors [6], [7], [8], [9]. In these methods, the pseudo-
periodic pattern is attached to the mobile object of interest.
Then images from the pattern are acquired. In this way,
when a displacement occurs, it can be calculated from the
pattern images. High-accurate displacements calculations were
reported with this approach even in case of displacements
that are much wider than the camera’s FOV. By comparing
the relative motion of a reference grid located on a MEMS
substrate with a measurement grid located on the mobile part
of the MEMS, Yamahata et al. demonstrated a sub-nanometer
resolution in the measurement of 1D displacements [10].
In these periodic grid methods, the high accuracy is obtained
from some Fourier-like processing which allows an easy
calculation of the position directly from the phase value tied
to the grid’s periodicity. Nevertheless and up to here, the range
of measurement is limited by the grid’s period due the phase
uncertainty of 2pik given by the arctangent function implied in
Fig. 1. Glass cover-slip with the periodic-pattern.
phase retrieval as in Yamahata’s case [10]. This means that the
position measurement is cyclical and can be used to determine
the target’s position only within a single cycle. To overcome
this uncertainty, the information given by the binary code is
used. This binary code allows a coarse but absolute determi-
nation of the actual target’s position allowing measurements
larger than the grid’s period and camera’s FOV. The need to
retrieve some binary code is however time-consuming and thus
often incompatible with real-time applications.
In this article we present a novel concept in periodic-
absolute patterns. It consists of a Vernier-like pattern with
a twin-scale periodic grid with two different pitch sizes λ1
and λ2 respectively. This configuration is well known as a
”Two-Wavelength Method” (TWM) commonly used in holog-
raphy and interferometry applications [11], [12]. Equivalent
to Galeano et al. [8], high accurate position is obtained from
phase evaluation. Nevertheless in TWM, phase ambiguities
are not removed by means of a binary code but through the
difference between the phase values obtained from both ruling
grids. The unambiguous range is thus extended as defined by:
λT =
λ1λ2
|λ1 − λ2| (1)
For instance, if λ1 and λ2 equal to 8µm and 8.4µm re-
spectively, thus λT = 168µm. In this way, since no binary
decoding is necessary, the present method is suitable for real
time application.
These grid methods can be seen as derived from the well-
known Vernier principle since the moving periodic pattern
attached to the target acts as the secondary Vernier scale in
the Vernier caliper with respect to the static primary scale that
is formed in vision by the pixel frame of the digital camera.
Section II of this article describes the principle and the image
processing of the proposed method.
Section III presents the performance of the method in terms
of repeatability, accuracy and resolution. Finally, conclusions
and prospects are discussed in section IV.
II. MATERIALS AND METHODS
Figure1 presents the periodic pattern used in this article.
Photolithography processes were used to imprint the periodic
pattern onto the substrate. Periodic strips are made of an
aluminum layer deposited onto a transparent glass coverslip
(120µm thick). The grid periods of 8µm and 8.4µm
respectively were chosen in order to be compatible with low
magnification lenses (typically 10× or 20×) thus keeping a
comfortable working distance in practice.
Then this pattern is attached to the target of interest in
order to be observed by the vision system. Figure 2 presents
an image of the periodic pattern as recorded experimentally
using a 20× microscope lens. It is composed of a series of
ruling grids where the 8µm and 8.4µm grids are distributed
alternatively.
Previous to any displacement assessment, the calibration of
the imaging system can be carried out by means of the size
references provided by the known grids periods. This implies
to know: first the exact position at which we find the grids
with pitch of 8µm and 8.4µm, and second the number of
pixels equivalent to one grid period in the recorded image.
The localization of the grids in the acquired images is based
on classical image processing methods involving thresholding
and center of gravity determination. The image raws centered
on each 8µm or 8.4µm grids are thus determined. The
determination of the grid periods in pixels is based on Fourier
transform with subsequent phase adjustments in order to get
an accurate evaluation of these processing parameters.
In Figure 2 the red lines define a working interval of
100 lines used as an input data for image processing for
position assessment. All lines in this set carry the same spectral
information but each one with an independent pattern of noise
due to photolithography imperfections and electronic noise.
Then, from this set, by summing 20 lines per pattern, we obtain
a noise-averaged signal as presented in Figure 3. This signal
is used as the input data which is processed in two steps: a
first one concerning high accurate positioning and a second
one concerning coarse-absolute position evaluation.
A. Phase Calculation
The high accurate position is calculated from the phase
value obtained by Discrete Fourier Transform (DFT). At this
stage, we perform two specific adjustments in the DFT:
• in order to save time and to achieve real-time process-
ing, we compute a single spectral component instead of
performing a complete DFT.
• to avoid disturbances due to the limited extension of
the line pattern, we choose to perform a windowed
Fourier transform, using the analysis function expressed
by equation 2 and represented in Figure 4:
a(x) =W (x− x0)e(−2ipix/T ) (2)
with W (x−x0) the Gaussian envelope calculated at the central
pixel x0, and T the period of the considered line pattern in
the recorded image as previously estimated.
The Fourier transform is then calculated as indicated by
equation 3:
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Fig. 2. Recorded image of the periodic pattern stuck on the object of interest.
Red lines define the region of interest used for processing.
Fig. 3. Intensity profile obtained after summing 20 lines for each periodic
sub-pattern (red: 8µm, dashed blue: 8.4µm).
Fig. 4. Fourier phase analysis function; blue: real part, red: imaginary part.
S(f) =
∑
s(x).a(x) (3)
where s(x) is the sum of the twenty lines of one grid. Once
the transform T is calculated, the phase φ is obtained using
the arctangent function, as given by the expression 4:
φ(f) = argS(f) = arctan2(ImS(f),ReS(f)) (4)
The signal used for phase calculation is periodical but not
sinusoidal. Considered in the frequency domain, the analysis
function behaves as a spectral filter whose shape is given by its
Fourier transform. The wider the analysis function in the space
(image) domain, the narrower the spectral filter. The choice
of a wide analysis function (cf. Figure 4) ensures that only
frequencies very close to the pattern frequency may distort
the phase computation. In particular signal non-linearities —
which correspond to harmonics of the signal frequency in the
spectral domain — are filtered out by such a wide analysis
function [13]. The only effect of signal non-linearities is thus
a reduction of the magnitude of the fundamental spectral lobe
and this can be seen as a simple decrease of the signal to noise
ratio.
This point makes our phase computation approach
different from phase shifting techniques commonly used in
interferometry. In the latter, the choice of a constant phase
shift — usually pi/2 — is responsible for measurement errors
at twice the fringe frequency and due to signal detection
non-linearities. Our case differs in two main points: Firstly
we consider more samples per fringe (more than 10 instead
of 4). Secondly the equivalent phase shift is not a perfect
fraction of fringe and this avoids a coherent accumulation of
errors over consecutive fringes.
The mentioned procedure in applied twice for the line sets
corresponding to periods λ1 and λ2 respectively. In this way,
two phases φ1 and φ2 are obtained, both with a 2kpi ambiguity,
as in the example presented in Figure 5a.
B. Absolute positioning
High accurate absolute position measurement is defined in
a range defined by equation 1. The high accuracy is defined
by the smallest period grid λ1, while the absolute value is
obtained from the phase difference between both grids:
φT = φ1 − φ2, (5)
where φ1 and φ2 are the phases measured for λ1 and λ2
respectively. The phase difference φT , corresponding to the
phase value for a grid with period λT , renders the exact
number of λ1 cycles in the range defined by λT . This
difference will give us the absolute coarse position. This
absolute position compensates the ambiguities of 2kpi obtained
from the high accurate position from φ1. As presented in the
example of Figure 5b, the total phase difference φT gives the
number of 2pi terms to add to the accurate phase value φ1.
This adjustment can be determined by direct point-to-point
comparison of the value φT to φ1 as expressed by equation 6:
φabs = φ1 + 2pi. int
[φT .N
2pi
]
, (6)
where int corresponds to the function returning the integer the
closest of the input argument, and N is the total number of
entire periodical cycles of the phase φ1 defined in a range λT
(N = λT /λ1). After phase compensation of φabs, the absolute
high accurate position is obtained. In the given example, the
final result is presented in 5c.
III. EXPERIMENTAL RESULTS AND PERFORMANCES
A. Method used for system Characterization
A series of experiments were performed in order to evaluate
the method’s capabilities in terms of repeatability, resolution
and absolute positioning. The set-up used in these experiments
is presented in Figure 6. As can be seen, the vision system
used in this work is composed of a red light-emitting-diode
(LED) (Luxeon Star:0906LXHLND98), a microscope objec-
tive (Edmund Optics Din 20×, N.A. 0.4), and a CCD camera
(Allied Vision Technology Guppy F-046, 780 × 582 pixels,
cell size 8.3 µm) connected to a computer. Images of the
periodic pattern incident on the CCD sensor are recorded in the
computer’s memory. In this way, 1D in-plane displacements
of the target can be determined directly from the images of
the periodic pattern. A servocontrolled piezoelectric transducer
(PZT) is used as a calibrated moving target. This motor is
equipped with a high accurate capacitive sensor which is
used as a target position reference for visual measurement
evaluation.
In practice, the pattern mask was always attached to the
PZT, illuminated in transmission with the red light emitting
diode and imaged on the CCD camera through the 20×
magnification microscope objective. The intervals at which
the images were taken depended on the kind of experiment to
perform. These experiments and their corresponding results
are explained in details in the following subsections.
B. Evaluation of the reproducibility
The system reproducibility was measured by maintaining
the PZT static (switched off) and taking images of the pattern
at a rate of 1 fps. Retrieved position values are plotted in
Figure 7. The peak-valley deviation is 27 nm while the stan-
dard deviation is 3.9 nm. With these results, we estimate the
system reproducibility to be 11.7 nm (3σ). This reproducibility
is consistent with the theoretical resolution of Fourier grid
methods of p/N with p the grid’s period and N the total
image pixels [14].
As our approach consists in a discrete windowed Fourier
transform, the intrinsic limits to phase resolution are only
given by the signal to noise ratio and the extension of both
the analysis function and the recorded pattern image. With
the configuration used in our experiments, the 8-bits camera is
the most limitative factor to the achievable position resolution.
Fig. 5. Example of the phase values obtained when the periodic pattern
(presented in Figure 2) is shifted by 27 µm. a). Phase value obtained at 8
and 8.4 µm grids, together with their phase difference φT . Due to the 2kpi
uncertainty, phase unwrapping has to be performed on φT . b). Discrete phase
cycle number obtained from the phase φT . c). Final result: high-accurate
absolute position measurement.
Fig. 6. Experimental set-up used in high-accurate position assessment.
Fig. 7. Evolution of the retrieved position values while the PZT is static.
The environment sources of disturbances and the setup lack of
stiffness is another limitative factor in our experiments but this
condition in not intrinsic to the measurement method explored
in this paper. Thus, better results are expected in the future.
Yamahata did indeed demonstrate a subnanometer resolution
by this kind of approach by removing rigid-body disturbances
thanks to a static reference pattern [10].
C. Accuracy in position measurement
In order to evaluate the method’s accuracy, a short range
but high accurate PZT motor (P-753.1CD from Physics In-
struments) was used. The positions rendered by the internal
capacitive sensor of this motor were used as the reference
values. This motor has a theoretical resolution close to 0.05 nm
in close-loop operation, and a repeatability of 1 nm.
Displacements by steps of 12 nm were performed with
this motor over a range of 800 nm. For each step, one image
was acquired together with the position given by the internal
motor’s capacitive sensor. An interval of time of 1 sec was
used between the motors’ positioning and data acquisition
in order to wait for the motor stability. The results of this
experiment are depicted in Figure 8a. Figure 8b presents
the difference between the measurement obtained from the
Fig. 8. Comparison of position values given by the PZT capacitive sensor
and the periodic-pattern image processing. Steps of 12nm were applied over
an excursion range of 800nm: a) positions returned by the capacitive sensor
and by vision, b) position differences.
capacitive sensor and the periodic grid. It can be seen a
maximum of 4.8 nm in position assessment difference. The
standard deviation of this difference is 1.6 nm, which is a
good indicator of the method’s accuracy bearing in mind
that the commanded positions are at the limit of the system
reproducibility. The mismatch thus observed between the
estimated reproducibility and accuracy is attributed to the
different durations of the experiments. The evaluation of
the reproducibility was carried out for a long period of 41
minutes, when short range tests were done within only 70
seconds. The thermal drift and the other slow disturbances
are less visible on shorter tests.
D. Test of Absolute Positioning
Finally using a wider range PZT motor (P-541.2CD from
PI), random displacements were performed in order to evaluate
the system’s capabilities in absolute positioning. This motor
has a theoretical resolution close to 0.3 nm in close-loop
operation. Its repeatability is around 5 nm and has a linearity of
0.03% with an excursion range of 100 µm. With this motor,
a series of random steps were performed within a range of
100 µm (full PZT range). Then, for each step, a series of 50
images were taken at a rate of 1 fps. At the same time the
position from the internal PZT capacitive sensor was recorded.
Figure 9 presents the results using this protocol. Figure 9.a
depicts the position measurements using the high accurate-
relative and absolute-coarse data. It can be seen that the
accurate position measurement values (in blue line) remains
between 0 and 8 µm due to the phase value uncertainty
of 2k pi rad. In red line is presented the coarse absolute
position, which is obtained by multiplying the phase difference
by a factor of λT /pi. Although this first result corresponds
to a coarse positioning, it offers a first trace of the target
position which is very close to the displacement set-points.
Nevertheless, this absolute-coarse positioning is highly noisy.
As can be see in Figure 9.b the difference between coarse-
absolute and capacitive sensor positions are of the order of
500 nm. Due to this fact, it is necessary to use the information
provided by the high-accurate relative measurement. At this
stage, the value obtained from the 8µm grid is compensated
using the information from the absolute coarse position using
equation 6. Figure 9.c presents the difference between the
measurements obtained by the method and the ones obtained
by the capacitive sensor. Since these positions are composed
of a series of forward and backward routines, the quality of the
method’s measurements are sensitive to the motor’s repeata-
bility, linearity and mechanical set-up stability. However, the
maximum position difference achieved is around 100 nm and
the average of the standard deviation obtained at each position
step corresponds to 2.7 nm.
IV. CONCLUSION
The application of the Two-Wavelength Method (TWM) for
the measurement of 1D in-plane displacement by vision has
been successfully demonstrated in this paper and a resolution
of 11.7nm was obtained. Because of remaining mechanical
disturbances, better performances can still be expected as
confirmed by the method accuracy estimation of 5nm fol-
lowing a protocol in which rigid-body setup disturbances are
compensated for.
This level of performance is achieved with an unambiguous
measurement range of 168µm, leading to an allowed dynamics
of more than 104 resolved points. This dynamics could still be
extended in both directions. On the one hand, the resolution
can be improved by choosing shorter grid periods; the limit
will be given by diffraction to around 1µm in visible light.
On the other hand, the unambiguous range can be extended
by inserting a third grid (or even more) in the Vernier micro-
pattern with a different period in order remove the 2kpi phase
jumps of the equivalent wavelength λT and compensate for
them. As a Vernier rule, the shorter the distance between the
different periods, the wider the equivalent wavelength is; but
the most sensitive is the phase difference with respect to the
level of noise. A trade-off has thus to be found in practice
between the width of the unambiguous range and the detection
efficiency as a function of the vision system noise figure.
This approach involves only elementary phase calculations
and thus the image processing algorithm could be implemented
within a high-speed computation unit as a DSP or under a
FPGA architecture as proposed by [15]. In such a prospect
the measurement rate would be mainly limited by the frame
Fig. 9. Random positioning: a). Position given by the coarse and high-
accurate-relative measurements, b). Difference between absolute-coarse po-
sition and capacitive sensor measurements, c). Difference between High-
accurate absolute position and capacitive sensor measurement.
rate allowed by the camera for a region of interest limited to
two sets of several image raws.
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