-Beamforming is done by the digital processing part.
-A very high-capacity network & processing capacity will be installed that allows massive amounts of data to be transported and processed.
The multi-beam aspect is perhaps the most remarkable feature of the telescope. However, all antennas are needed in the process of beamforming, meaning that if some part of the system fails, e.g., a station, this will affect all beams. This will certainly influence measurements, but does not necessarily yield worthless data.
Scheduling
Job scheduling is a difficult task, and this also holds for telescope scheduling. In general, scheduling problems are NP-hard (NP non-deterministic polynomial, meaning that there are no known algorithms that can give a solution to the problem in polynomial time [3] .
Obviously, the main goal of telescope scheduling is to maximise observing efficiency by maximising the number of high quality observations, minimising time it takes to execute observations, minimising wasted observations, and optimising the use of a limited resource, the telescope itself. On the other hand, we would also like the scheduler to be fair, so non-urgent, but important observations will not be put off all the time in favour of more urgent ones. This is complicated due to the complex resource sharing in the LOFAR instrument. Some resources (like antennas) can be shared by simultaneous observations, but other resources (such as processing pipelines) cannot be shared and observations will compete for their availability.
The software design of LOFAR uses abstractions called observation types (related to the kind of observation) and virtual instruments (an abstraction to capture the necessary resources for specific purposes). These abstractions will hide instrument details from the scientists and will enable flexible operation of the telescope and future easy-to-be-implemented new observation types. Furthermore, as mentioned before, in principle LOFAR is able to execute up to 8 parallel observations using its 8 virtual beams.
After some investigation we concluded that current telescope scheduling systems, such as SPIKE [4] or SWAS [5] 
Definition of the Evolutionary Algorithm
In defining an Evolutionary Algorithm we specified the following ingredients ( Figure 3 The sum of all these numbers is the preference fitness for this individual.
Operators
In creation of new individuals several operators are being used. The principles are sketched below.
Crossover
The crossover ( Figure 6 ) step combines the chromosome of the two parents into a new child. When this is done to create a schedule special attention must be given to this operator to ensure that the child chromosome represents a valid permutation of the observations in the schedule. 
Mutation
Mutations introduce some random variations in the chromosomes. Also for mutations (see Figure 7) special attention is required to keep the chromosome a valid permutation.
Selection
The selection mechanisms are used to select parents or to select survivors. Parent selection is used to select individuals from the current population that will act as parents that can breed and create offspring. Survivor selection is used to select the offspring that is allowed to live on, and possibly gets to replace some individual or individuals in the current population. This also keeps the population size within strict bounds.
A steady state approach, replacing only a few individuals at a re-iteration, is adopted because it has efficiency benefits over the generational model which replaces the whole population at every iteration [8] . Furthermore 
Test results and evaluation
It goes to far to describe here in detail the results of all the tests executed. As a matter of fact, the simulator used in the familiarisation study and all the results have been described in great detail in the master's thesis of Mischa Jansen [9] . At this stage we want to summarise the major findings of the EA research.
- 
