Abstract. In this paper, we survey some of latest developments in using preconditioned conjugate gradient methods for solving mildly ill-conditioned Toeplitz systems where the condition numbers of the systems grow like O(n ) for some > 0. This corresponds to Toeplitz matrices generated by functions having zeros of order . Because of the ill-conditioning, the number of iterations required for convergence in the conjugate gradient method will grow like O(n =2 ). Di erent preconditioners proposed for these Toeplitz matrices are reviewed. The main result is that the total complexity of solving an ill-conditioned Toeplitz system is of O(n log n) operations.
Introduction
An n-by-n matrix A n is said to be Toeplitz if A n = 2 6 6 6 6 6 6 4 a 0 a ?1 a 2?n a 1?n a 1 i.e., A n is constant along its diagonals. Toeplitz systems of the form A n x = b occur in a variety of applications in mathematics and engineering 8]. Strang in 25] proposed using the preconditioned conjugate gradient method with circulant matrices as preconditioners for solving Toeplitz systems. The number of operations per iteration is of order O(n log n) as circulant systems can be solved e ciently by fast Fourier transforms. Several successful circulant preconditioners have been introduced and analyzed; see for instance 13, 6] . In these papers, the given Toeplitz matrix A n is assumed to be generated by a generating function f, i.e., the diagonals a j of A n are given by the Fourier coe cients of f. It be ill-conditioned. In fact, for the Toeplitz matrices generated by a function with a zero of order 2 , their condition numbers grow like O(n 2 ), see 23] . Hence the number of iterations required for convergence will increase like O(n ), see 2, p.24] . Tyrtyshnikov 28] has proved that the Strang 25 ] and the T. Chan 13] preconditioners both fail in this case. In this paper, we will survey results in using the preconditioned conjugate gradient method for solving Toeplitz systems generated by functions with zeros and give some insight in how to construct e ective preconditioners.
The outline of the paper is as follows. In x2, we present the relationship between the spectrum of Toeplitz matrices and its generating function. In x3 and x4, we study band-Toeplitz and circulant-type matrices as preconditioners respectively for ill-conditioned Toeplitz systems. These two types of preconditioners require the explicit knowledge of the generating functions of the Toeplitz matrices. In x5, we consider the case where the Toeplitz matrix is given rather than the generating function and present circulant preconditioners that incorporate the idea of bandToeplitz preconditioner. Finally, some concluding remarks are given in x6. Clearly a k = a ?k for all k. Let A n f] be the n-by-n Hermitian Toeplitz matrix with the (i; j)th entry given by a i?j , i; j = 0; : : : ; n ? 1. We will use C + 2 to denote the space of all nonnegative functions in C 2 which are not identically zero. We remark that the Toeplitz matrices A n f] generated by f 2 C + 2 are positive de nite for all n, see 7, Lemma 1] . Conversely, if f 2 C 2 takes both positive and negative values, then A n f] will be non-de nite. In this paper, we only consider f 2 C + 2 . (2. 3)
Toeplitz Matrices and Generating Functions
The matrix P n , called the preconditioner, should be chosen according to the following criteria:
P n should be constructed within O(n log n) operations.
P n v = y should be solved in O(n log n) operations.
The spectrum of P ?1 n A n f] should be clustered. The rst two criteria are to keep the operation count per iteration within O(n log n) as that is the count for the non-preconditioned system. The third criterion comes from the fact that the more clustered the eigenvalues are, the faster the convergence of the method will be, see for instance 19, pp. 249-251] and 2, pp. 27-28].
In the next three sections, we study di erent preconditioners for ill-conditioned Toeplitz systems that satisfy the three criteria mentioned above.
Toeplitz-type Preconditioners
In 7], R. Chan proposed to use band-Toeplitz matrices as preconditioners. The motivation behind using band-Toeplitz matrices is to approximate the generating function f by trigonometric polynomials of xed degree. The advantage here is that trigonometric polynomials can be chosen to match the zeros of f, so that the preconditioned method still works when f has zeros.
For all` 1, we de ne g`( ) = (2 ? 2 cos )`= 2 sin 2 2`; (3.1) which has a unique zero of order 2`at = 0. We note that A n g 1 ] is the discrete Laplacian given by tridiag (?1; 2; ?1) with eigenvalues given by j (A n g 1 ]) = 4 sin 2 j 2n + 2 ; j = 1; : : : ; n: (3. 2)
The matrix A n g`] will be used as our preconditioners. It is therefore necessary that the diagonals of A n g`] can be found easily. In particular, (A n g] ?1 A n f]) c 2 =c 1 for all n > 0.
We remark that this preconditioner has improved the condition number from
. However, we emphasize that the spectrum of A n g ] ?1 A n f] in general will not be clustered around 1 although they are uniformly bounded. The main drawback of using these band-Toeplitz matrices as preconditioners is that when f is positive, these preconditioned systems converge much slower than those preconditioned by circulant preconditioners.
In 6], R. Chan and P. Tang designed other kinds of band-Toeplitz preconditioners such that their preconditioned systems converge at the same rate as the circulant preconditioned systems even when f is positive. Their idea is to increase the band-width of the band-Toeplitz preconditioner to get extra degrees of freedom, which enable them not only to match the zeros in f, but also to minimize the relative error jj(f ? g)=fjj 1 in approximating f by trigonometric polynomials g. The minimizer, which is a trigonometric polynomial, is found by a version of the Remez algorithm proposed by Tang 26] . Proof. By assumption, we have
Clearly, g`(x) is nonnegative. In particular, by 
Circulant-type Preconditioners
Circulant matrices, as preconditioners for Toeplitz systems in the preconditioned conjugate gradient method, have been studied extensively since 1986, see 8] . We remark that a matrix C is called circulant if it is Toeplitz and the last entry of every row is the rst entry of its succeeding row. It has been shown that the circulant preconditioners are good preconditioners for the solutions of Toeplitz systems generated by positive function, see 8]. However, when f min = 0, Tyrtyshnikov has proved theoretically 28] that Strang's S n and T. Chan's T n preconditioners will fail in this case. In fact, he showed that the numbers of outlying eigenvalues of S ?1 n A n f] and T ?1 n A n f] are of O(n =( + ) ) and O(n =( +1) ), respectively. Here, is the degree of smoothness of the function f, and is the order of f at the zeros.
These results were numerically veri ed in Tyrtyshnikov and Strela 29].
In 20], Potts and Steidl proposed to use f to generate !-circulant preconditioners to precondition A n f]. Circulant matrices belong to the class of f!g-circulant matrices 15] which are de ned as follows: Definition 4.1. Let ! = e i 0 with 0 2 ? ; ]. An n-by-n matrix W is said to be an n-by-n f!g-circulant matrix if it has the spectral decomposition C !;n = n F n n F n n : (4.1) Here n = diag 1; ! ?1=n ; : : : ; ! ?(n?1)=n ] and n is a diagonal matrix containing the eigenvalues of W n .
Notice that f!g-circulant matrices are Toeplitz matrices with the rst entry of each column obtained by multiplying the last entry of the preceding column by !. In particular, f1g-circulant matrices are circulant matrices while f?1g-circulant matrices are skew-circulant matrices.
The diagonal matrix n in (4.1) can be obtained in O(n log n) operations by taking the FFT of the rst column of C !;n , i.e., n 1 = F n n W n e 1 : Once n is obtained, the products C !;n y and C ?1 !;n y for any vector y can be computed via (4.1) in O(n log n) operations.
In the following, we assume that f has only a nite number of zeros. Then we can choose such that f(2 j=n + ) > 0 for 0 j < n. Using the values f(2 j=n + ), we can construct the !-circulant preconditioner C !;n f] = n F n diag f( ); f( 2 n + ); f( 2(n ? 1) n + ) F n n to precondition A n f]. Here where R n (2p) denotes an n-by-n matrix of rank at most 2p. We also note by 4, to non-Hermitian Toeplitz matrices and doubly symmetric block Toeplitz matrices with Toeplitz blocks. Besides using fast Fourier transforms, they also employ other fast trigonometric transforms to construct preconditioners. Numerical results have shown that this kind of preconditioner is very e ective to ill-conditioned Toeplitz systems.
Unknown Generating Functions
The approaches in the last two sections work when the generating function f is given explicitly, i.e., all Fourier coe cients fa j g 1 j=?1 of f are available. However, when we are given only a nite n-by-n Toeplitz system, i.e., only fa j g jjj<n are given and the underlying f is unknown, then banded-Toeplitz or !-circulant preconditioners cannot be constructed. In contrast, most well-known circulant preconditioners, such as the Strang and the T. Chan preconditioners, are de ned using only the entries of the given Toeplitz matrix. Di Benedetto in 3] has proved that the condition numbers of the preconditioned matrices by sine transform preconditioners are uniformly bounded. However, the preconditioners themselves may be singular or inde nite in general. In this section, we develop a family of positive definite circulant preconditioners that work for ill-conditioned Toeplitz systems and do not require the explicit knowledge of f, i.e., they require only fa j g jjj<n for an n-by-n Toeplitz system.
Our idea is based on the uni ed approach proposed in Chan and Yeung 11], where they showed that circulant preconditioners can be derived in general by convolving the generating function f with some kernels. For instance, convolving f with the Dirichlet kernel D bn=2c gives the Strang preconditioner. They proved that for any positive 2 -periodic continuous function f, if C n is a kernel such that the convolution product C n f tends to f uniformly on ? ; ], then the corresponding circulant preconditioned matrix C ?1 n A n will have clustered spectrum. In particular, the conjugate gradient method will converge superlinearly when solving the preconditioned system. This result turns the problem of nding a good preconditioner to the problem of approximating f with C n f. Notice that D bn=2c f, being the partial sum of f, depends solely on the rst bn=2c Fourier coe cients fa j g jjj<bn=2c of f. Thus the Strang preconditioner, and similarly for other circulant preconditioners constructed through kernels, does not require the explicitly knowledge of f.
In 10], Chan Clearly, K m;2r f depends only on a k for jkj < n, i.e., only on the entries of the given n-by-n Toeplitz matrix A n f]. For a given function g, we de ne the circulant preconditioner C n g] to be the n-by-n circulant matrix with its j-th eigenvalue given by j (C n g]) = g 2 j n ; 0 j < n:
Notice that by (5.6), to construct our preconditioner C n K m;2r f], we only need the values of K m;2r f at 2 j=n for 0 j < n. By ( In the following, we analyze the spectra of the circulant preconditioned matrices when the generating function has a zero. The case where the generating function has multiple zeros can be found in 9].
For simplicity, we will use to denote the function de ned on the whole real line R in the following discussion. For clarity, we will use 2 Clearly the last factor is uniformly bounded above and below by positive constants. Hence the theorem follows. With Theorems 5.3 and 5.4, we have our main theorem which states the spectra of the preconditioned matrices are essentially bounded. We use the following decomposition of the Rayleigh quotient to prove the theorem: We remark that by Theorem 3.1 and the de nitions of C n andC n , all matrices in the factors in the right hand side of (5.12) are positive de nite.
By Theorem 3.1, the rst factor in the right hand side of (5.12) is uniformly bounded above and below. Similarly, by (5.11), the third factor is also uniformly bounded. The eigenvalues of the two circulant matrices in the fourth factor di er only when j2 j=n ? j =n. But by Theorem 5.3, the ratios of these eigenvalues are all uniformly bounded when n is large. The eigenvalues of the two circulant matrices in the last factor di er only when j2 j=n ? j < =n. But where R p is a p-by-p matrix, see (4.4) . Thus A n s 2p ( )] =C n s 2p ( )] + R n where the n-by-n matrix R n is of rank at most 2p + 1. By using a similar argument in Finally we use a trick proposed in 3, 20] to prove that all the eigenvalues of the preconditioned matrices are bounded from below by a constant independent of n. Hence the computational cost for solving this class of n-by-n Toeplitz systems will be of O(n log n) operations. We note that by the de nition (5.11),C n s 2p ( )] = C n s 2p ( )] + E n , where E n is either the zero matrix or is given by F n diag ; 0 8] ) and so is the construction of the preconditioner, the total complexity of the PCG method for solving Toeplitz systems generated by f 2 C + 2 is of O(n log n) operations.
Concluding Remarks
In 1986, Strang addressed the question of whether iterative methods can compete with direct methods for solving symmetric positive de nite Toeplitz systems. The answer has turned out to be an unquali ed yes. The conjugate gradient method coupled with a suitable circulant preconditioner can solve a large class of n-by-n well-conditioned and ill-conditioned Toeplitz systems in O(n log n) operations, as compared to the O(n log 2 n) operations required by fast direct Toeplitz solvers. In this paper, we summarize some of the developments of this iterative method for mildly ill-conditioned Toeplitz systems in the past few years.
We remark that even for mildly ill-conditioned matrices with condition number of order O(n p ), if p > 6, then the matrix A n will be very ill-conditioned already for moderate n, say n = 100. Thus regularization is also needed in this case. Once the system is regularized, our preconditioner C n K m;8 f] will work even if p > 6, cf. the signal restoration example in ]. Hence in general, the circulant preconditioner C n K m;8 f] should be able to handle all cases, whether the matrix A n is well-conditioned, mildly ill-conditioned, or very ill-conditioned but regularized. However, there are still many open problems which should be solved in particular to make Toeplitz solvers applicable for practical tasks. A possible direction of future work is the extension of our new circulant preconditioners to other areas where solution of inde nite Toeplitz or non-Hermitian Toeplitz systems are sought.
