Recently two variational strategies have been applied to the standard and linear delta expansions for quantum field theories. These strategies, both of which improve the accuracy of the expansions, have the property that for N self-interacting fields at large N the lowest order 5 expansion improved by the variational strategy gives the exact large N result. In this note, we study, in the context of supersymmetric quantum mechanics, the numerical accuracy of the improved delta expansions when calculated to large order in 5 and compare them with the accuracy of the large-N expansion. We find that the usual delta expansion is most accurate, followed by the linear delta expansion. The large N expansion, analytically continued to N=1, is the least accurate method of the three. 
INTRODUCTION
Since the advent of the path integral method for solving field theories, several strategies that are non-perturbative in the coupling constant have been invented for determining the path integral. In the 1970's the large-N expansion1 and the related mean-field perturbation expansion2 were developed and successfully applied to self-interacting field theories such as g<p4 field theory and the Gross-Neveu Model. More recently variational techniques 3 were applied to the functional Schr6dinger equation. These techniques are equivalent to the leading-order results for large N and to mean-field perturbation theory. Going beyond the leading order large-N results using a.variational technique has always been difficult. Recently two new expansions for self-interacting field theories have been proposed which allow for a· variational calculation improvemen'; which leads to the large-N. result in lowest order 4 ,5. These strategies, the delta expansion 6 and the "linear" delta expansion,7 are quite different. The purpose of this paper is to compare high order calculations in these strategies with high order corrections to the large-N expansion and to the exact answer.
For simplicity we consider the equal-time. two-point function for supersymmetric quantum mechanics with a superpotential W(x) = gx 3 • The Hamiltonian is:
where A = dldx+ W(x)/2. The Euclidean path integral for the equal-time two-point function is 8 where
This path integral is equivalent to the Langevin equation 9 :i: +W(x) = l1(t),
(.
The various expansions are easy to implement 'diagrarnmatically,g by expanding the solution to the differential equation as a power series in the expansion variable (either fj or liN).
fj EXPANSION
To obtain the usual delta expansion, one expands in the degree of non-linearity. That is, consider (6) where 8 is treated as a small perturbation parameter, and one analytically continues the expansion to obtain the result at 8 = 1.
To evaluate the unequal-time correlation functions a Feynman-diagram calculation is required 9 . Here, we evaluate only the equal-time correlation function, for which supersymmetry allows a simpler approach.
Because of supersymmetry the ground-state energy is zero and the ground-state wave function satisfies
so
The equal-time correlation function can be calculated from the probability density given by this ground-state wave function:
This result has a simple expansion in powers of 8 with radius of convergence 8 = 1. This is the usual 8 expansion of Bender et al. 6 To obtain a variational improvement we add an' artificial parameter M to th~problem:
This potential is independent of M and identical to the previous one at the point b = 2+28.
This equation has the property (11) (12)
This condition can be interpreted as a scaling condition. 4 If one keeps only a finite number of terms in the power-series expansion in 8 then the identity (13) is not automatically satisfied.
Imposing this condition leads to an "optimal" value of the parameter M, which can be thought of as a variational parameter. Notice that the exact result (9) for (x 2 ) is not analytic at g = 0, except at the points 8 = 0, -1/2, -2/3, .... Thus a weak-coupling solution, in powers of g, will fail. In contrast, the 8 expansion produces non-trivial dependence on g of the form
For any finite order in 8, the g dependence is, of course, not correct. The variational approach obtained by enforcing (13) cures the problem. Let
The scaling condition eq. (13) can be written as
This equation is an identity order by order in 8. However, if we first calculate to order 81'1 the scaling condition then leads to the condition: 
Thus the Pade approximants converge extremely quickly to the exact answer. Even without taking Pade approximants, the result to first order in 8, is quite accurate at 8 = 1 giving R = 1.11624.
·3. LINEAR 0 EXPANSION
Next· we examine the linear 0 expansion as improved by the principle of minimal sensitivity.5,; The linear 0 expansion consists of replacing TV(x) = gx 1 + 2n by
Notice that when 0 = 1, Wo(x) = W(x). Also, at 0 = 1, Wo(x) is independent ofthe parameter . A. VV, ill exploit this latter fact in the form of the principle of minimal sensitivity
to improve the results of the linear 0 expansion As in the standard 0 expansion as augmented by the scaling relation,4 the principle of minimal sensitivity guarantees that the correlation functions have the correct functional behavior on g for arbitrary nonlinearity parameter n.
Using Wo(x) instead of W(x) we obtain: 2 2 
Jo oo dyexp( -y)yl/2 exp[-o(zyl+n -y)]
(x) = 00 1/2 '
Al o dyexp(-y)y-exp[-o(zyl+n_y)]
where y = Ax 2 /2, and z = g(2/ A)(1+n)/(2 + 2n). 
Notice that (x 2 )N does not have the correct dependence on g (compare the exact result (9)).
Moreover, at finite N, (X 2 }N is clearly not independent of A(Z) at 0 = 1. Using the principle of minimal sensitivity to A(Z) one obtains: 
This quantity has the correct dependence on the coupling constant g for all n. It can be directly evaluated at 5 = 1, but fN(Z'N k' 5) does not appear to converge well at 5 = l. The diagonal sequence is [2, 2] = 0.343917, TJ [3, 3] = 0.338544, TJ [4, 4] = .33815, TJ [5, 5] = .338005, and the off diagonal sequenc.e is TJ[1,2] = 0.326201, TJ [2, 3] = 0.334695, TJ [3, 4] = 0.337632 TJ [4, 5] = .33790, TJ [5, 6] = .337980.
These numbers are to be compared with the exact answer at n=l, namely,
The [5, 6J Pade hasan error of .003%. The off-diagonal Pade series is better than the diagonal series, but both apparently converge nicely to the exact answer. The convergence, however, is not as rapid as in the standard delta expansion.
LARGE-N EXPANSION
Finally, we consider the large-N expansion for this problem. vVe increase the number of oscillators to N by letting x -xi,i = 1,2, .. . N. We also rescale the coupling constant to giN.
For N oscillators: Notice that the large N expansion automatically has the correct dependence on g for any N. This is because it is related to a variational calculation in lowest order, and is equivalent to the" Gaussian" trial wave function approximation in the Schrodinger Picture. This last term has an error of 0.24%, which is indeed an improvement.
CONCLUSIONS
For the simple problem of the equal time correlation function of supersymmetric quantum mechanics, we find that the delta expansion of Bender et. al. when improved by the scaling condition is numerically more accurate order by order in the expansion parameter than the linear delta expansion improved by the principle of minimal sensitivity. This is in turn more accurate than the large-N expansion extrapolated to N=l by Pade approximants. The linear delta expansion, however, is easier to implement than the usual delta expansion, since it does not involve logarithms of field operators. In field theory calculations, the standard delta expansion has the added complication that one must replace the terms in log <p2 appearing in the expansion of <p26 = e 61n <p2 by d<p2a / dala=o which makes it necessary to solve an auxiliary <p2n field theory 'Pith n arbitrary.6,9
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