In this paper, we consider the Lamé operator −∆ * and study resolvent estimate, uniform Sobolev estimate, and Carlman estimate for −∆ * . First, we obtain sharp L p -L q resolvent estimates for −∆ * for admissible p, q. This extends the particular case q = p p−1 due to Cossetti [6] . Secondly, we show failure of uniform Sobolev estimate and Carlman estimate for −∆ * . Our approach is different from that in [6] which relies heavily on the Helmholtz decomposition. Instead, we directly analyze the Fourier multiplier of the resolvent. This direct approach allows us to prove not only the upper bound but also the lower bound on the resolvent, so we get the sharp L p -L q bounds for the resolvent of −∆ * . Strikingly, the relevant uniform Sobolev and Carleman estimates turn out to be false for the Lamé operator −∆ * even though the uniform resolvent estimates for −∆ * are valid for certain range of p, q. This contrasts with the classical result regarding the Laplacian ∆ due to Kenig, Ruiz, and Sogge [21] in which the uniform resolvent estimate plays crucial role in proving the uniform Sobolev and Carlman estimates for ∆. We also describe locations of the L q -eigenvalues of −∆ * + V with complex potential V by making use of the sharp L p -L q resolvent estimates for −∆ * .
Introduction
Let −∆ * be the Lamé operator acting on S(R d ) d which is given by −∆ * u := −µ∆u − (λ + µ)∇div u, u ∈ S(R d ) d .
Here, the Lamé coefficients λ and µ are real numbers satisfying µ > 0, λ + 2µ > 0, and S(R d ) d denotes the space of all d-tuples of complex-valued Schwartz functions on R d . When d = 3, the Lamé operator has significant role in describing a linear homogeneous and isotropic elastic medium, and in such case u denotes the displacement field of the medium. For more about physical and mathematical backgrounds of the operator, see, for example, [12, pp. 1023-1033] , [24] , [28] , and [29] .
In this paper, we are concerned with the following L p -L q resolvent estimates for −∆ * ;
for any admissible pair of p, q, and any spectral parameter z in the resolvent set ρ(−∆ * ) := C \ σ(−∆ * ) = C \ [0, ∞). Here, κ p,q : ρ(−∆ * ) → R is a positive function and C is a constant independent of z ∈ ρ(−∆ * ). Moreover, we also show the sharpness of the bound κ p,q (z) in (1.1) up to a multiplicative constant.
As is to be seen below, the bound in (1.1) not only superficially resembles the L p -L q resolvent estimate for the Laplacian −∆ but also share similar characteristics with that of the Laplacian. So, we begin with a brief discussion of the resolvent estimates for −∆ and relevant previous results including the uniform Sobolev and Carleman estimates.
Resolvent estimate for the Laplacian. The L p -L q resolvent estimate for the Laplacian −∆ is referred to the following form of a priori inequality
κ p,q is a positive function defined on the resolvent set ρ(−∆) := C \ σ(−∆) = C \ [0, ∞), and C = C p,q,d is a constant independent of z ∈ ρ(−∆). The first result on (1.2) goes back to the seminal work of Kenig, Ruiz, and Sogge [21] in which they used the estimate for study of unique continuation. They proved that the estimate (1.2) holds with κ p,q (z) ≡ 1 if and only if 1 p − 1 q = 2 d and 2d d+3 < p < 2d d+1 , which is equivalent to the condition that ( 1 p , 1 q ) ∈ (A, A ). See Figures  1 and 2 , and Definition 1.1 below. Later, the range of p, q was extended by Gutiérrez [14] to
2d and 1 q < d−1 2d (the range R 1 ). In this range, the bound takes the form κ p,q (z) = |z| −1+ d 2 ( 1 p − 1 q ) , and the bound is independent of the distance between z and the spectrum σ(−∆).
Recently, two of the authors [23] extended the uniform resolvent estimate and proved (1.2) for general pairs of ( 
Outside the range R 1 , the bound κ p,q (z) depends not only on |z| but also on dist(z, [0, ∞)), and it exhibits singular behavior as the spectral parameter z approaches to the spectrum σ(−∆) = [0, ∞). Moreover, it is also proven in [23] that the estimate (1.2) is sharp in the sense that the inequality is reversed when C is replaced with some smaller constant. The sharp resolvent estimate (1.2) was used to characterize various profiles of the spectral region which contains L q -eigenvalues of the non-self-adjoint operators −∆ + V with complex-valued potential V .
Uniform Sobolev inequality and Carleman estimate for −∆. In [21] , making use of the uniform resolvent estimate, the authors established the uniform Sobolev inequality
. This immediately gives the following type of Carleman estimate
with C independent of v ∈ R d for the same range of p, q. This type of Carleman estimate (1.7) was used to obtain unique continuation property of the differential inequality |∆u| ≤ |V u| for V ∈ L . Also, see [17, 18, 4, 31, 32] for related results.
In [18] it was shown that, for any d ≥ 3 and v ∈ R d \ {0}, the Carleman estimate (1.7) holds if and only if
.
The range of p, q in (1.8) is strictly larger than that of (1/p, 1/q) ∈ (A, A ), and the optimal range for the estimate (1.7) [21, Theorem 3.1]. This exhibits different natures of the uniform resolvent estimates and the Carleman estimates. Such difference in the boundedess is attributed to different size of sets which carry singularities of the relevant Fourier multipliers. See [18] for more details. Notations. In order to facilitate the statement of our results, we introduce some notations. We use the following norms in the vector-valued setting: For a vector-valued function u = (u 1 , . . . , u d ) let us set
and define the Lorentz norm u L q,r (R d ) d similarly. For T = (−∆ * − z) −1 we define T p→q in the same way as in (1.3) replacing L p (R d ) with L p (R d ) d . Next, we recall the notations from [23] . We record them below for the reader's convenience and to make this article self-contained. For the cases d = 3, 4, referring to Figures 1 and 2 can be helpful for the reader to follow the definitions and notations below (see [23, Figs. 3 and 4] for d = 2 and d ≥ 5). Also, the interested readers are encouraged to refer to [23] for details regarding P • , P * and the regions R 2 , R 3 which are defined below.
For X 1 , . . . , X m ∈ I 2 , we denote by [X 1 , · · · , X m ] the convex hull of the points X 1 , . . . , X m . In particular, if X, Y ∈ I 2 , [X, Y ] denotes the closed line segment connecting X and Y in I 2 . We also denote by (X,
• Points and lines in I 2 :
) is the intersection of the diagonal x = y and L, and the point E = ( d+1 2d , 0) is the projection of A (or B) onto the x-axis. Also, we set H = ( 1 2 , 1 2 ), and define the points 
if d is even.
• Regions in I 2 :
• Spectral regions : For p, q satisfying
, and > 0 we define the region Z p,q ( ) in the complex plane by
Various profiles of Z p,q ( ) depending on p, q, d, and can be found in [23] .
Resolvent estimate for the Lamé operator. If d = 1 the Lamé operator is just a constant times the Laplacian, that is, ∆ * = (λ+2µ) d 2 dx 2 . Also, in any dimension, if µ = λ+2µ then ∆ * = µ(∆, . . . , ∆). In these cases, the resolvent estimate (1.1) trivially follows from the estimate (1.2) regarding the Laplacian. Hence, throughout the paper, we shall assume that d ≥ 2 and µ = λ + 2µ.
In [6] Cossetti showed that 
Applying the known estimate (1.2) ( [23] ) one can get the upper bounds on (−∆ * − z) −1 p→q for p, q contained in a range which is wider than that of [6] .
This immediately leads us to a couple of related questions which are already known to be true for the Laplacian. First, one may ask whether these bounds are sharp. Secondly, in point of view of the above (1.9) and (1.10) it seems likely that the uniform Sobolev estimate (1.15) and Carleman estimate (1.16) are also possible since (1.9), (1.10), and the known estimates for (−∆ − z) −1 give uniform resolvent estimate (1.1) for p, q satisfying ( 1 p , 1 q ) ∈ (A, A ) (see Theorem 1.3 below). To be able to answer these questions one has to get around the argument which uses the projections f → f S and f → f P , which somehow conceal certain structure of the resolvent operator (−∆ * − z) −1 .
Motivated by the above discussion we directly work with the symbol of resolvent instead of using the Helmholtz decomposition. We first obtain an explicit expression of (−∆ * − z) −1 by which the Lamé resolvent is written as a linear combination of the resolvents of the Laplacian (see Lemma 2.1), and then, show the aforementioned upper bounds are sharp up to a multiplicative constant in most of the cases. Now we begin stating our results on the sharp resolvent estimates for −∆ * . By the following proposition, we cannot expect the resolvent estimate (1.1) when ( 1 p , 1 q ) lies outside the admissible range:
In what follows, we characterize L p -L q resolvent estimates for the Lamé operator for a large set of the admissible
where the constant C may depend on p, q, d, λ, and µ, but is independent of z ∈ C \ [0, ∞). Furthermore, we have the following weak type and restricted weak type estimates in the critical cases:
Throughout the paper, A B denotes A ≤ CB for some constant C > 0, and A ≈ B denotes A B A. The lower bound in (1.11) also holds for all 1 ≤ p, q ≤ ∞. See Section 2 for the details. In contrast to the case of the Laplacian ([23]), the cases p = 1 and p = ∞ are excluded in the theorem. This is due the failure of the L 1 -L 1 and L ∞ -L ∞ estimates for the Riesz transform.
Eigenvalues of −∆ * + V . The sharp resolvent estimates (1.11) can be used to specify the location of eigenvalues of the perturbed Lamé operator −∆ * + V acting in (L q (R d )) d , 1 < q < ∞, for a matrix-valued potential V : R d → M d×d (C). It does not seem that the Birman-Schwinger principle is applicable as in [10, 6] because q = 2 in general. The following corollary is a consequence of Theorem 1.3.
From the above we can deduce properties of the complex eigenvalues of the operator −∆ * + V which depend on the potential V . In this regards we make a couple of remarks.
then the region C\Z p,q ( ) is a neighborhood of [0, ∞) which shrinks along the positive real line (see Figure 8 (b,c,d,e) and Figure 9 (e) in [23] ). Hence, for any sequence of eigenvalues .14) is satisfied with some ≥ 1 and t ∈ (0, 1), the region C \ Z p,q ( ) is a conic region which is contained in the right half plane and its apex is at the origin (see [23, Figure 10] ). Thus, we deduce from Corollary 1.4 that there is no eigenvalue of the operator −∆ * + V acting in L q (R d ) d which has negative real part.
Uniform Sobolev and Carleman estimates for −∆ * . In view of Theorem 1.3, the L p -L q estimate for the resolvents of the Lamé operator displays similar behavior as that for the resolvents of the Laplacian. In particular, we have uniform estimates for the resolvent of the Lamé operator when
Thus, in perspective of the results in [21] , it is natural to expect that the following uniform Sobolev inequality holds:
where C is independent of all complex valued (d × d)-matrices M 1 , M 2 . If this were true, then we could particularly deduce the following form of Carleman estimate
, which would imply the unique continuation property for the differential inequality |∆ * u| ≤ |V u|. We close the introduction with a couple of remarks.
Remark 3. Concerning the strong unique continuation property of Schrödinger operators, Jerison, and Kenig [20, 19] proved the following type of Carleman estimate
Later, this estimate was extended for general off-dual pairs of p, q in [34, 33, 22] . In [37, Proposition 2.5], Wolff made a simple observation that (1.17) implies (1.7). By the same argument, we can easily deduce the false estimate (1.16) from the following type of Carleman estimate
where the constant C > 0 is independent of a sequence τ → ∞. Therefore, by Theorem 1.5, we conclude that the estimate (1.18) is also impossible for any p, q.
Remark 4. A large body of literature (e.g., [7, 2, 36, 1, 27, 9, 8] ) is available regarding unique continuation for the Lamé system Among others, Lin, Nakamura, and Wang [26] proved the strong unique continuation property for (1.19) whenever λ, µ ∈ C 0,1 , min{µ, λ + 2µ} ≥ δ 0 > 0, and ρ ∈ L ∞ . To the authors' knowledge, it seems that there is no result on unique continuation for the system when ρ is unbounded, e.g., ρ ∈ L p for p = ∞. From the typical viewpoint of applying Carleman estimates to unique continuation problem for unbounded potentials, L p -L q Carleman estimate such as (1.16) need to be developed. However, Theorem 1.5 alludes negatively to the approach in this direction.
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Resolvent estimates
In this section, we prove Proposition 1.2, Theorem 1.3, and Corollary 1.4. For the purpose we obtain the vector-valued multiplier of (−∆ * − z) −1 .
For a function f :
where δ jk is the Kronecker delta and R j is the Riesz transform defined by
Proof. Let us formally write u := (−∆ * − z) −1 f and take the Fourier transform on the system f = (−∆ * − z)u. Then we see that
If we regard every d-dimensional vector as a (d × 1)-matrix, the system of equations is written as follows:
To obtain (2.1) we need to invert the matrix L z (ξ). It is sufficient to show that, for ξ ∈ R d \ {0} and 1 ≤ j ≤ d,
which gives (2.1) by the Fourier inversion formula.
Let ξ = 0. Choosing R ∈ SO(d) such that Rξ = |ξ|e 1 , it is clear that
Writing ξ = (ξ 2 , . . . , ξ d ) t , the (1, 1)-minor M 11 of L z can be computed in a similar manner and we get
These also can be checked without difficulty by applying elementary column (row) operations and utilizing properties of determinant. Similarly,
If j = k, column (or row) operations give
Proof of Theorem 1.3. Once we have Lemma 2.1, the L p -L q resolvent estimates for the Lamé operator can be deduced by making use of those for the Laplacian in [23] without using the Helmholtz decomposition.
Upper bound in (1.11). First, we recall from [23, Theorem 1.4] the estimate
where p, q are given as in Theorem 1.3. By Lemma 2.1 and (2.4) we then have that for every j = 1, . . . , d, Proof of (1.12) and (1.13). For the restricted weak type bound (1.12) we argue similarly using the restricted weak type (p, q) bound for the Laplacian resolvent ([23, Theorem 1.4]) and the L p,1 −L p,1 estimate of the Riesz transforms (see [30, Theorem 1.1]). Indeed,
The weak type bound (1.13) can also be shown in the similar way using the weak type (p, q) bound for (−∆ − z) −1 in [23, Theorem 1.4].
Lower bound in (1.11). On the other hand, the lower bound in (1.11) can be obtained by considering functions whose Fourier transform is supported near the sphere S d−1 as it was done in [23, Lemma 5.1]. However, as each component of the multiplier is not rotationally symmetric, we cannot directly use the well-known asymptotic of the Bessel function anymore as in [23] . In order to get around this difficulty, we instead apply the stationary phase method to obtain the asymptotic of oscillatory integrals.
We now show the lower bound in (1.11) . We may take f = (f 1 , 0, . . . , 0) in (2.1) and need to show that
By scaling, it is enough to show that, for any z = 1 + iδ with 0 < δ 1,
assuming λ + 2µ = µ. The first lower bound is clear because the operator is nontrivial. And the last lower bound follows from the third by duality if we replace 1 + iδ with 1 − iδ. Hence it suffices to show the second and third. Moreover, since the multiplier in (2.5) is invariant under the reflection ξ → −ξ 3 , to show (2.5) it is enough to consider the imaginary part I δ of the multiplier which is given by
Thus, for the lower bound Then
Proving Proposition 2.2 is a messy affair and we shall therefore hold off doing so until the next section. We close this section with the proofs of Proposition 1.2 and Corollary 1.4.
Proof of Proposition 1.2. The proof is similar to that of the necessary part of [23, Proposition 1.1]. It is well-known that the condition p ≤ q is necessary for the resolvent estimate since any Fourier multiplier on R d is translation invariant ( [15] ). For the other necessary conditions, let us first assume that d ≥ 3. In view of (2.5), it is enough to show that, for every ρ > 0 with ρ = 1 and every z ∈ S 1 \ {1}, with P k f and scaling ξ → 2 k ξ give
If we consider the limit k → ∞, the left side converges to a nonzero value provided that g = 0 is suitably chosen, while the right side converges to zero whenever 1/p − 1/q > 2/d. This is contradiction to the assumption (2.8), which shows that the first condition of (2.9) is necessary for (2.8).
Now, let us assume that (2.8) is true for (p, q) = (d/2, ∞). Denoting the multiplier of (2.8) by m z (ξ) we then have
Since the multiplier m z (ξ) −1 |ξ| −2 (1 −φ(|ξ|)) satisfies the Mikhlin's condition, it follows from Mikhlin's multiplier theorem that
By scaling and limiting argument, it is easy to check that this estimate implies the false inequality:
Thus, we see that the second condition in (2.9) is necessary for (2.8).
Finally, we assume d = 2 and show that the estimate (2.8) fails when (p, q) = (1, ∞). Note that the multiplier operator in (2.8) is written
Without loss of generality, we can further assume that ρ > 1. Let χ ∈ C ∞ (S 1 ) satisfy 0 ≤ χ ≤ 1 and
For small > 0, we define h by
which satisfies supp h ⊂ {(r cos θ, r sin θ) ∈ R 2 : 50 ≤ r ≤ 1/ , π/12 ≤ θ ≤ 5π/12}.
We note that |ξ| ξ j , j = 1, 2, if ξ ∈ supp h . By the Fourier inversion formula and scaling it follows that h L 1 (R 2 ) 1 uniformly with respect to . Now, (2.8) with (p, q) = (1, ∞) implies (2.10)
|T z h (0)| 1 independently of . However, writing z = a + ib, it is easy to see that
which diverges as → 0. This is contradiction to (2.10) and the estimate (2.8) fails with (p, q) = (1, ∞) when d = 2.
Proof of Corollary 1.4. Since E is an L q -eigenvalue of −∆ * + V , there exists a nonzero u ∈ L q (R d ) d such that (−∆ * + V )u = Eu. Assume that E lies in Z p,q ( ). Observe that for q > p
where we used d k=1 a k θ ≤ d θ−1 d k=1 a θ k with a k = |V jk | p and θ =−p . When q = p, it is easy to see that
From the resolvent estimate, we have
which forces u to be identically zero since t ∈ (0, 1). This contradicts that u is nonzero. Therefore, E must lie in C \ Z p,q ( ).
Proof of Proposition 2.2
In this section, we prove Proposition 2.2.
Proof of (2.6). Let us choose
Note that 0 ≤ m δ < 1 on the support of h δ . Since δ is sufficiently small, the multiplier M δ satisfies M δ δ −1 on supp h δ . Hence, we have I δ ≥ M δ − m δ δ −1 there. Let us set
Then, it is easy to see that, for x ∈ A δ ,
Therefore,
which shows the bound (2.6).
From now on, we write ξ = (ξ 1 , ξ ) = (ξ 1 , ξ 2 ,ξ) ∈ R × R × R d−2 . Also, we sometimes write τ = ξ 1 .
Proof of (2.7). Let ρ := λ+2µ µ = 1. By scaling, we note that
Thus, in order to prove (2.6), it is harmless to assume that I δ = I δ ,
If we put ψ(ξ ) := 1 − 1 − |ξ | 2 and apply change of variables via diffeomorphism ξ → (ξ 1 − 1 + ψ(ξ ), ξ ), then we have
We then choose a function f ∈ S(R d ) so that 1 (0, 1  10 ) ) such that 0 ≤ χ ≤ 1 and χ(ξ ) = 1 if |ξ | ≤ 1 20 , and ϕ ∈ C ∞ c ((−2 • , 2 • )) satisfying 0 ≤ ϕ ≤ 1 and ϕ(t) = 1 if |t| ≤ • . Here, • > 0 is a fixed small number to be determined depending on ρ (see Lemma 3.1 below and its proof).
With the choice of f , m δ (D)f is now written as the following favorable form:
where we set
By Lemma 3.2 below and the triangle inequality, if x 1 ≥ 1/2 and 2 5 |x | ≤ x 1 , we have
Now, for a large number ν > 0 to be chosen shortly, let us define the set
Then we break the integral in the term Q 0 (x) as
Similarly, for any x ∈ B δ , it is clear that
dτ.
If we choose ν large enough, we have
For 1 ≤ j ≤ N − 1, by the estimate (3.8) below, we see that
Now we utilize the estimates (3.11) and (3.8) to obtain
Choosing N large enough and combining all together the estimates (3.2), (3.3), (3.4) , and (3.5), we conclude that
On the other hand, the same change of variables as before in the frequency domain gives
Since ρ = 1, unlike the previous case of a δ , the symbol b δ is not singular on the support of the function χ(ξ )ϕ(τ ) provided that • is small enough, and this admits the uniform bound (3.9) below. Making use of Lemma 3.2 and (3.9) we see that, for any x ∈ B δ ,
and for a fixed large number N it follows that
Therefore, from (3.6), (3.7) , and the choice of the function f ∈ S(R d ) in (3.1), we conclude that
which completes the proof of (2.7).
Now it remains to prove the following two lemmas.
Lemma 3.1. Let ρ = 1 be a positive number and let ψ, a δ and b δ be as in the Proof of (2.7). For a fixed small number • > 0, the following hold true: For |τ | ≤ 2 • , |ξ | ≤ 1 10 , and 0 < δ 1, we have
Proof. The case |α| = 0 is trivial, so let us consider the case |α| ≥ 1.
Hence, the estimate (3.8) with |α| = 1 follows since • is small and |τ +2ψ−2| ≈ 1. For 2 ≤ j, k ≤ d,
and the estimate (3.8) with |α| = 2 follows. Next, for 2 ≤ j, k, l ≤ d,
and this gives (3.8) for |α| = 3. Now, an easy induction argument shows that for any |α| ≥ 1,
where ∇ k ψ := {∂ β ψ : |β| ≤ k} for k ∈ N and p j is a polynomial with coefficients in Z ∪ {τ }. Therefore, the estimate (3.8) follows.
The first inequality in (3.9) can be proved in the same argument and we omit repetition. The second inequality in (3.9) holds since ρ = 1 and
We now invoke the stationary phase method (see [16, Chapter VII] In fact, g can be computed explicitly and we have Lemma 3.2. Let 0 < δ ≤ 1, −1 ≤ τ ≤ 1, and let I δ be as in the Proof of (2.7). If |x 1 | ≥ 1/2 and 2 5 |x | ≤ |x 1 |, then for every N ∈ N we have
where c d is a constant depending only on d, D 0 a δ = a δ and, for each j ≥ 1, D j is a differential operator in ξ of order 2j whose coefficients vary smoothly depending on (∂ α ξ ψ) • g( x x1 ), 2 ≤ |α| ≤ 2j + 2. For E δ,N (x; τ ) we have the estimate In this section, we prove Theorem 1.5. Scaling consideration shows that the estimate (1.16) is possible only if
Hence, by homogeneity, we may assume that |v| = 1 without loss of generality. Furthermore, it is sufficient to consider v = e 1 only, since the Lamé operator is rotationally symmetric and the estimate (1.16) is invariant under any rotation x → Rx, R ∈ SO(d). Now we shall find another necessary condition for (1.16) (with v = e 1 ) which cannot be true under the condition (4.1).
Setting f := e v·x (−∆ * )e −v·x u, f = (f 1 , . . . , f d ) t and u = (u 1 , . . . , u d ) t , direct calculation shows that, for 1 ≤ j ≤ d,
Taking the Fourier transform we get the following identity:
f (ξ) = µ (ξ + iv) t (ξ + iv) I d + (λ + µ)(ξ + iv)(ξ + iv) t u(ξ).
Setting η := ξ + iv we note that the matrix M η := µ(η t η)I d + (λ + µ)ηη t is of the form (2.2) in the proof of Lemma 2.1 by replacing ξ → η and z → 0. The inverse M −1 η can be computed without difficulty by the same manner as in the proof of (2.3). Thus, we get (4.2) u j (ξ) = f j (ξ) µ(ξ + iv) t (ξ + iv)
Let us assume (1.16 ) and set f k = 0 whenever k = 2. Since v = e 1 , we have To see this let us fix nonnegative functions φ ∈ C ∞ c ((1/2, 2)) and ψ ∈ C ∞ c ([0, 2)) such that φ = 1 on [2/3, 3/2] and ψ = 1 on [0, 1]. Then for every δ > 0 small enough, let us define h δ ∈ S(R d ) by
whereξ := (ξ 3 , . . . , ξ d ) ∈ R d−2 . Note that on the support of h δ we have ||ξ| 2 − 1 + 2iξ 1 | 2 = (ξ 2 1 + (ξ 2 + 1)(ξ 2 − 1) + |ξ| 2 ) 2 + 4ξ 2 1 ≤ (4δ 2 + 2δ(1 + 2δ) + 4δ) 2 + 16δ 2 δ 2 . If we define the set A δ by 
Since we disprove the L 1 -L ∞ bound, it is sufficient to show that Re u 2 (0) → ∞ as → 0. Note that (2π) 2 Re u 2 (0) = 1 µ (ξ 2 1 − 1)[(|ξ| 2 − 1) 2 − (2ξ 1 ) 2 ] + 8ξ 2 1 (|ξ| 2 − 1) [(|ξ| 2 − 1) 2 + (2ξ 1 ) 2 ] 2 h (ξ)dξ
It is easy to check that the integrands are nonnegative on supp h , and on the set S := {ξ ∈
which diverges as → 0.
