We demonstrate a coherent spin shuttle through a GaAs/AlGaAs quadruple-quantum-dot array. Starting with two electrons in a spin-singlet state in the first dot, we shuttle one electron over to either the second, third or fourth dot. We observe that the separated spin-singlet evolves periodically into the m = 0 spin-triplet and back before it dephases due to nuclear spin noise. We attribute the time evolution to differences in the local Zeeman splitting between the respective dots. With the help of numerical simulations, we analyse and discuss the visibility of the singlet-triplet oscillations and connect it to the requirements for coherent spin shuttling in terms of the inter-dot tunnel coupling strength and rise time of the pulses. The distribution of entangled spin pairs through tunnel coupled structures may be of great utility for connecting distant qubit registers on a chip.
Introduction
Single electron spins in semiconductor quantum dots have been proposed as a candidate qubit platform that may allow scalable quantum information processing [1, 2] . Recent progress in semiconductor quantum-dot structures have shown long single-spin coherence times and high-fidelity coherent operations [3, 4, 5, 6, 7] . Furthermore, linear arrays have been successfully scaled to triple and quadruple dots [8, 9, 3, 11, 12] , and 2×2 arrays have been demonstrated as well [13] . However, there are practical limitations to the size of tunnel-coupled quantum dot arrays in one or two dimensions. Integrating larger numbers of qubits can be achieved by coherently connecting distant qubit registers on a chip [14, 15, 16, 17] . Such coherent links could also serve to connect different functions such as memory and processor units [2] . As an alternative to coherent spin-spin coupling at a distance, the physical transfer of electrons across the chip while preserving the spin information can serve as an interface between separated quantum dot arrays [2, 18] . This is similar in spirit to experiments with trapped ions that were shuttled around through segmented ion traps [19, 20] . To our knowledge, there are no demonstrations of the transfer of single electron spins coherently through multiple quantum dots.
Various physical mechanisms have been proposed to controllably transfer single charges through confined structures, including Thouless pumps [21, 22] , charge pumps [23] , and surface acoustic waves [24] , and several of these approaches have been experimentally demonstrated with quantum dot devices [12, 25, 26] . Furthermore, charge transfer with preservation of spin projection was shown using surface acoustic waves [27] and charge pumps [6] . However, none of these approaches has proceeded to measure the preservation of spin coherence during the shuttling processes. The main obstacle towards spin coherent transfer is the short dephasing time due to nuclear spins in GaAs, the commonly used host material for shuttling experiments so far (T In this Article we explore the coherent shuttling of single electron spins through a quadruple-quantum-dot array by applying gate-voltage pulses to push the electron through the array. Starting with two electrons in a spin-singlet state in a single dot at one extremity, we shuttle one of these two electrons to the second, third and fourth dot. We probe the preservation of spin coherence by subsequently attempting to bring the two electrons back onto the first dot. Through the Pauli exclusion principle, this is allowed only if the spin singlet state is still preserved. Starting from an analysis of the spin-shuttle performance, we discuss two adiabaticity conditions of the transfer, one for coherent single-spin shuttling and one for distributing entangled states.
The main experimental observations are as follows. When shuttling one of the electrons to dot 2 and varying the waiting time in that dot (point A in Figure 1b) , we observe that the singlet-return probability oscillates sinusoidally with a frequency of 103 ± 5 MHz (see Figure 3a) . When shuttling to dot 3, a similar oscillation is observed (see Figure 3b ), albeit at a frequency of 118 ± 7 MHz. For dot 4 we record an oscillation with a frequency of 185 ± 14 MHz (see Figure 3c ). The oscillations have a contrast of 0.63 ± 0.12, 0.62 ± 0.14, and 0.57 ± 0.15 and decay on a timescale of 14 ± 3, 13 ± 3 and 7 ± 2 ns respectively.
To test this interpretation of the measurements in Figure 3 in terms of S-T 0 oscillations, we have measured the Zeeman energy in each dot using electric-dipole-spin-resonance (EDSR) measurements [35] . For this aim we modified the gate voltage settings in order to implement single-spin read-out, using the single-spin CCD protocol of Ref. 6 . Chirped microwave signals were applied to gate P3 to adiabatically invert a spin from its initial state ↑ to ↓. The ∆E i,j z extracted from the individual spin resonance frequencies for magnetic fields 2.7 to 4.7 T are depicted in Figure 4a . Extrapolating to 2.3 Tesla using a fit through the data points, we observe that the sequence of the frequency differences corresponds to that obtained from the S-T 0 oscillations, but the absolute values differ. This could be due to the fact that the gate voltages used for the EDSR measurements were different from those used for the S-T 0 oscillations by 5-15 mV. In EDSR measurements on dot 1 and 4, we have found comparable changes in the spin splittings with similar gate voltage changes (see Supplementary Information Section V). Within this offset, the three distinct oscillation frequencies in the data of Figures 3a,b ,c support the interpretation that one of the electrons was shuttled controllably from dot 1 to dot 2, 3 and 4, whilst preserving phase coherence.
The oscillation contrast provides quantitative information on the spin-singlet component in the two-electron state after shuttling. In the experiment, the measured contrasts are well below unity. To investigate whether the reduced contrasts are due to dephasing upon shuttling or have a different origin, we numerically simulate the shuttling process. The simulations compute the spin evolution taking into account the finite rise time of the gate voltage pulse, the inter-dot tunnel couplings, the Zeeman energy differences and inelastic relaxation. Starting from a S(2000) state, we calculated the population of the various states after pulsing the dot levels in a way that resembles the shuttle experiments (see Supplementary Information Section VI for the details of the simulation). For simplicity, we initially leave out inelastic relaxation as well as the return pulse used for spin read-out. Figures 4b,c,d show the numerically computed contrast for the S-T 0 oscillations after shuttling to the (1100), (1010), and (1001) charge regions, as a function of the inter-dot tunnel coupling. For the inter-dot transition from (2000) to (1100) the contrast is peaked around 1.2 GHz (see Figure 4b ). The increasing contrast for small tunnel couplings, which appears also for the other inter-dot transitions, arises from the increasing probability that the charge is (adiabatically) transferred. Obviously, if both charges stay in the first dot, there will be no S-T 0 oscillations. If the charge initially stays behind in the first dot and then tunnels inelastically to a next dot at a (random) later time, the spin phase will be out of sync with the case of a adiabatic charge transfer. This also reduces the S-T 0 oscillation contrast. As tunnel couplings increase further, the transition from a Hamiltonian dominated by spin exchange to one dominated by the Zeeman energy difference becomes wider, which eventually results in a spin-adiabatic transition. In this case, the system adiabatically moves from S(2000) to ↓↑(1100) and the amplitude of the S-T 0 oscillations gradually vanishes. When moving from (1100) to (1010) and (1001), the spin eigenbasis does not change and we can afford higher tunnel couplings without a rapid degradation of the contrast (see Figures 4c,d ). The gradual decreases in contrast seen at higher tunnel couplings occurs because the electron is increasingly delocalized over the strongly coupled dots, and the plots show the amplitude of the T 0 oscillations for a single charge state only.
Before proceeding, we point out that the spin-adiabaticity condition that applies when starting from a (2000) singlet, does not apply when starting from (1000). In the latter case, the spin eigenstates are given by {↑, ↓} in any of the dots. We note that the spin adiabaticity condition is particular to separating a two-spin state and does not apply when shuttling a single-spin state across an array.
Adding to the simulation the return path introduces additional phase shifts and offsets in the simulated S-T 0 oscillations versus waiting time, without a significant further effect on the contrast of the oscillations (see Supplementary Information Section VI). Overall, the contrast in the simulated oscillations does not exceed 0.65-0.8. This is only about 10% larger than the experimentally observed contrasts, which also incur measurement infidelities of 4-5%. This suggests that the tunnel coupling between dot 1 and dot 2 in the experiment was close to the optimal value of around 1.2 GHz. Importantly, the contrast of the S-T 0 oscillations being only 60-65% does not imply a loss of phase coherence by 30-35%, but is mostly due to the difficulty in satisfying competing adiabaticity conditions. If the pulse rise time is too fast, the charge transition is non-adiabatic (the charge does not follow the pulse but stays in (2000) all along). If the pulse rise time is too slow, the spin transition is adiabatic (the singlet is rotated to ↓↑). In both cases, the (2000) spin singlet is recovered after pulsing back. Only the case of inelastic tunnelling at a random time contributes to the loss of phase coherence, by an amount that mostly depends on the inelastic tunnel rate versus the S-T 0 oscillation frequency.
From comparing the measured and simulated contrasts as a function of the shuttling distance, we conclude that phase coherence is largely preserved when shuttling spins through the array. Apart from inelastic tunnelling at a random time, the relevant mechanisms that could compromise phase coherence during shuttling are the spin-orbit interaction and hyperfine interaction. Spin-orbit interaction would induce a deterministic spin rotation as an electron moves across the array [36] . In the present experiment, the effect of spin-orbit interaction is minimized for motion along the inter-dot axis by the choice of alignment of the gate design with respect to the crystallographic axes and the external magnetic field (see Figure 1a) [3] . The slowly varying hyperfine interaction gives rise to random nuclear fields in each of the quantum dots for every shuttle run. In our experiment the nuclear spin distribution specific to the final charge state contributed to the damping of the S-T 0 oscillations. However, when shuttling rapidly through large dot arrays, the effect of random nuclear fields increasingly averages away, and the spin is preserved better than if the electron stayed in a single charge state [37] . Both hyperfine and spin-orbit interaction are significantly weaker in silicon than in GaAs, so spin shuttles in silicon should be even more robust.
Conclusion
We demonstrate a coherent spin-shuttle though a quadruple-quantum-dot device. The main observation is a coherent singlet-triplet oscillation that occurs when one electron of a spin-singlet pair is shuttled to a distant dot. Such an oscillation can only be observed if the coherence is preserved during shuttling. The key requirement for a coherent spin shuttle in the presence of differences in Zeeman splitting between the dots in the array, is that the motion through the array be adiabatic with respect to the inter-dot tunnel couplings for the spin phase to be preserved. For distributing entangled states such as the spin singlet, an additional condition is that the transitions must be non-adiabatic with respect to the spin exchange strength. This demonstration and analysis open up new avenues for large scale solid-state quantum computation, whereby single electrons are shuttled and entanglement is distributed across the chip [38, 39] . Figure 1 Device image and spin shuttling protocol a Scanning electron microscope image of a sample nominally identical to the one used for the measurements. Dotted circles indicate the intended quantum dot positions and squares indicate Fermi reservoirs in the 2DEG, which are connected to ohmic contacts. The RF reflectance of SD1 and/or SD2 are monitored in order to determine the occupancies of the four dots in the linear array. b Charge stability diagram that includes the regions with two electrons involved in the shuttling sequence. Horizontal traces are averaged over 200 sweeps with a scan rate of 4.4 ms per sweep. The (1010) (or (1100)) region fading into the (1000) region occurs due to the slow unloading of the electron in dot 3 (or dot 2) relative to the scan rate. Labels indicate the number of electrons on each of the four dots. The dot array is initialized with two electrons on the leftmost dot, allowing them to relax to the spin-singlet ground state (point I). Then, a gate voltage pulse takes the system to point A, B or C, resulting in the transfer of one of the two electrons to the second, third or fourth dot, respectively. After the gate voltage pulse, the system returns to point (M), and the spin state is measured using Pauli spin blockade. We infer a spin-singlet (triplet) state when the signal of SD1 reads (2000) ( (1100)) for an integration time of 5 µs. The data shown here was chosen since it clearly shows all the relevant charge transitions. The corresponding data with the settings used in Figure 3 is shown in Supplementary Information Section II. Figure 2 Adiabaticity requirements for shuttling a Schematic energy diagram for shuttling from (2000) (I) to (1100) (A). The rise time of the applied gate voltage pulse is chosen such that the charge motion is adiabatic with respect to the inter-dot tunnel coupling, causing one of the electrons to move to dot 2, but non-adiabatic with respect to the spin Hamiltonian causing the spin singlet state to be preserved. As a consequence, the system is taken from S(2000) to
(1100) (orange dashed arrow). b A similar energy diagram when linearly moving between points I and C in Figure 1b (Supplementary Information Section II). Lines are depicted for spin-less states. When inter-dot tunnel rates are tuned to be larger than the rate of change of the detuning (controlled by the ramp rate of V P1 − V P4 ) and the dot-reservoir tunnel rates, the charge state adiabatically follows its original energy branch without crossing over to other branches and without the electron escaping to the reservoir (the horizontal dashed line indicates the Fermi-level). Furthermore, as in panel (a), the detuning ramp rate must be fast enough such that the spin singlet is preserved during the charge transfer. . This waiting time occurs in between separating the electrons and trying to bring them back together. The spin-singlet probability is fitted with a Gaussian damped cosine function with a constant phase shift. The fitted S-T 0 oscillation frequencies are: 103 ±5 MHz, 118 ±7 MHz, and 185 ±14 MHz respectively. The fitted contrasts are 0.63 ± 0.12, 0.62 ± 0.14, and 0.57 ± 0.15. The damping is attributed to the random nuclear fields in the two dots and the phase shift accounts for the additional shuttle towards the measurement point.. d Bloch sphere representation of a singlet-triplet qubit. For a spin singlet distributed over two separated dots, the exchange interaction J is small and the Zeeman energy difference between the dots, ∆E i,j z , dominates. Figure 4 Zeeman energy differences and simulated S-T 0 oscillation contrasts a The Zeeman energy in each dot is determined using EDSR measurements for a range of magnetic field strengths [35, 6] and is fitted to
The solid data points represent the differences in Zeeman energy between dot n (n = 2, 3, 4) and dot 1 as a function of magnetic field, extracted from the EDSR measurements (error bars account for the expected fluctuations of ±15 MHz from the quasi-static nuclear field and ±5 MHz from the frequency resolution of the measurement, for each of the two resonance measurements used in the frequency difference calculation). Solid curves represent the difference between the fit of dot n and dot 1. Open circles show the Zeeman energy differences extracted from Figure 3a ,b,c (error bars indicate the fitting uncertainty). b The contrast of the simulated coherent oscillation when pulsing from point I to point A in Figure 1b . The simulation assumes a linear ramp from start to end over 2.50 ns. c Similar to (b) but pulsing to point B and varying the tunnel coupling between dots 2 and 3. d Similar to (b) but pulsing to point C and varying the tunnel coupling between dots 3 and 4. The tunnel couplings were set to t 12 = 1.2 GHz, t 23 = 2.6 GHz, and t 34 = 4.3 GHz if not varied. These values correspond to the peak positions in the tunnel coupling dependencies. Note that the maximum in d is lower and occurs for a higher tunnel coupling than that in c because the ramp rate is higher for d (same ramp duration but higher pulse amplitude). 
I. Methods and materials
The quadruple-quantum-dot device was fabricated on a GaAs/Al 0.307 Ga 0.693 As heterostructure grown by molecularbeam epitaxy. The metallic Ti/Au surface gates were patterned with electron-beam lithography. Quantum dots were formed in the 90-nm-deep two-dimensional electron gas having an electron density of 2.2 · 10 11 cm −2 and a mobility of 3.4 · 10 6 cm 2 V −1 s −1 (measured at 1.3 K). The device was cooled down to a base temperature of ∼22 mK in an Oxford Triton 400 dilution refrigerator. Positive voltages were applied on the gates (ranging between 100 and 400 mV) while cooling down the device to reduce the magnitude of charge noise [1] .
Homebuilt bias-tees (RC=470 ms) were connected to gates P1, P3, and P4 for simultaneous application of a d.c. voltage bias and high-frequency signals. Voltage pulses to the gates were applied using a Tektronix AWG5014. A microwave generator (HP83650A) was additionally connected to P3 via a homemade bias-tee at room temperature. For reading out signals on both sensing dots (SDs), we used a combination of radio-frequency (RF) reflectometry and frequency multiplexing. Frequencies were matched to LC circuits containing microfabricated superconducting spiral inductors. SD1 was connected to 3.1 µH and measured at 104.3 MHz while SD2 was connected to 4.6 µH and measured at 83.4 MHz. The reflected signals were amplified through a Weinreb CITLF2 amplifier at 4 K and subsequently demodulated at room temperature. Sensor signals were acquired through a field-programmable gate array (FPGA DE0-Nano Terasic), which applied threshold analyses to count spin detection events.
II. Detailed information of the applied pulse sequence
In this section, we show the charge stability diagram used for configuring the pulse measurements and give detailed information on the applied pulse sequences. Fig. S1 shows a similar charge stability diagram as Fig. 1c from the main text. To achieve a high spin read-out fidelity of the PSB measurement occurring between dot 1 and 2, SD1 is tuned to be most sensitive at the measurement point, M. As a consequence, some of the charge transition lines (e.g. those of dot 4) are not always clearly visible in Fig. S1 . The points A, B, C, M and I in the figure represent the exact gate voltages applied in the single-shot measurements. 
III. Inter-dot tunnel couplings
The three inter-dot tunnel couplings, t 12 , t 23 , and t 34 , are suitably tuned to perform the coherent shuttling experiments. We aim for tunnel couplings of 2∼3 GHz, for which adiabatic charge shuttling should be possible. The tunnel couplings were measured using photon-assisted-tunnelling (PAT) [2] . An example for a single particle tunnelling measurement At the end of the pulse sequence we add a compensation stage of 300 µs with voltages chosen to ensure that the total d.c. component of the pulse sequence is 0. This prevents unwanted offsets of the dot levels due to the bias tees. Fig. S1 . These stages are sequentially executed and repeated for 10 3 to 10 4 times. The integrated signal at the read-out stage is processed in the FPGA using threshold detection and the binary result is output from the FPGA.
is shown in Fig. S2a for estimating the coupling between (1100) and (1010). The charge sensor response is monitored while sweeping across the inter-dot transition and applying a continuous microwave excitation to gate P3. The main resonance peaks are fitted to (V − V offset ) 2 + 4t 2 by eye where t is the tunnel coupling and V is the detuning energy between the two relevant dots. 
IV. Details on calculation of the read-out fidelities
In this section, we discuss how we obtain the read-out fidelities from the calibration data. Since our read-out method is similar to what has been used in previous works, we follow the approach discussed in Ref. 4 .
A. Analytic expressions for the fidelity
Singlet and triplet spin states are distinguished using spin-to-charge conversion at the measurement position. For a spin-singlet state, the system can return to a doubly occupied charge state (2000), whereas for a spin-triplet state, the system will remain in the (1100) charge state due to the Pauli exclusion principle. The fidelity of spin read-out will hence be influenced by the quality of the charge detection. Additionally, spin relaxation of the (excited) spin-triplet state during the measurement time will degrade the triplet read-out fidelity. Using an FPGA, the RF read-out signal is integrated for a time τ M and the result V rf is compared to a certain threshold V T . Only the bit value expressing whether the signal goes above or stays below the threshold is recorded. We will now use the analytical expressions of Ref. 4 as the starting point for calculating the read-out fidelities for this experiment.
We first discuss the statistics of the single-shot outcomes to calculate the expected read-out fidelities for each spin state. We find that the signal for (2000) and (1100) follow a noise-broadened Gaussian distribution, with equal broadening σ and peak positions located at output voltages V S rf and V T rf , respectively. If we focus on the probability density of measuring a given spin state for an output signal V rf , the probability density for measuring a spin-singlet state, n S , is described by,
where P T is the probability of measuring a triplet state in the total measurement run. For triplet states, we also need to take a spin relaxation process into account during the signal integration time. The probability density of the triplet states, n T , is then given by,
where
rf is the signal contrast between the two states and T 1 the relaxation time from a triplet state to a singlet state.
The read-out fidelity of a singlet (triplet) state, F S (F T ) can be found after calculating the error rates from the densities n S and n T . Each of the fidelities are expressed in the following form by respectively inputting P T = 0 and P T = 1,
The integrals in Eq. S3 are the probabilities of misidentifying a singlet as a triplet and vice versa that will depend on the threshold value V T . One could set an optimized V T and τ M to minimize the error rates for a specific measurement, however, here we took the following procedure to simplify the threshold determination and applied this to every single-shot measurement described in the main text.
B. Parameter determination and estimated read-out fidelities
After fixing the integration time, we took histograms to determine the optimal threshold value and measured T 1 from single-shot measurements. These parameters allow us to calculate the fidelities of our read-out protocol. Figure S3a shows an example histogram of the measured time averaged signal fitted to a bimodal distribution of normal Gaussians. For this histogram we first randomized the spin by waiting in the (1001) charge state for 1 µs. After pulsing the voltages to the measurement point in (2000), we first let the voltage response settle for 3.5 µs. Then the output signal was integrated for τ M = 5 µs. Such sequences were repeated 10,000 times. Here, the fitting gave ∆V rf = 74.5 mV, and σ = 11.1 mV. We chose V T to take a value centred between the two peaks. For the calibration procedure, we averaged only over of order 1,000 points, in order to reduce its duration. This may give variations in V T of a few mV.
After calibrating the threshold voltage, we can perform single-shot measurements such as the T 1 measurement shown in Fig. S3b . Fitting to an exponential decay results in a relaxation time T 1 = 60 ± 4 µs. The T 1 values are stable for at least a few days unless we change the gate voltage settings. The offset in this fit represents the read-out error for a singlet state. The value of the fitted offset, 3.6±0.8 %, is larger than expected from statistics based on the parameters shown up to now, or from thermal excitation. Here, for measurements containing longer voltage pulses, there may be a drift in the applied voltage due to the finite bandwidth of the bias tee. This may cause an overall shift of -17 mV in V T resulting in the displayed offset.
Finally we discuss the fidelities calculated from the given formula. Using the obtained fitting parameters and ideally applying our procedure, we expect fidelities of F S = 99.96±0.03 % and F T = 95.9 ±0.3 %. For the worst case scenario we take the condition where a voltage drift may cause V T to shift by -17 mV. Then we obtain F S = 96.6 ± 0.8 % and F T = 97.7 ± 0.1 %. This allows us to conclude that our read-out fidelities are above 95%. The estimated read-out fidelities are high enough to exclude the possibility of spin read-out errors being the main cause of the reduced contrasts in the S-T 0 oscillations shown in the main text. After initializing to a mixture of S and T 0 states, the lower (higher) V rf peak is attributed to a singlet (triplet) outcome. Based on Gaussian fits to the peaks we determine the threshold voltage, V T = 162 mV for this example. b Triplet state relaxation as a function of waiting time at the read-out stage. Fitting to an exponential decay gives T 1 = 60 µs and an offset of 3.6 %.
V. Details on the Zeeman splitting measurements
EDSR is performed to determine the local Zeeman energy in each dot. We use adiabatic passage to flip the single-spin states [5] . The microwave pulses are applied on a common gate, P3, to drive transitions of the spins for every dot. The read-out sequence is now operated in an energy-selective spin-read-out mode to measure the single spins, the same way as in Ref. 6 . A single electron is first initialized to spin up. Next, frequency-modulated microwave bursts are applied whilst the electrons are residing in the denoted charge states. Read-out is performed for each of the single spins through one of the reservoirs. The spin-state of dot 1 is read out via the left reservoir. The spin-state of dots 2, 3, and 4 is read out via the right reservoir, using the single-spin CCD concept as described in Ref. 6 . Fig. S4 shows an example of the EDSR spectra for each dot at 2.7 T. Similar measurements are performed at magnetic fields between 2.7 and 4.7 T as in the points presented in Fig. 4a in the main text. The resonance peaks have an uncertainty coming from two factors: (1) the measurement resolution and (2) quasi-static nuclear spin field fluctuations. The resonance peak is first broadened by the frequency modulation needed for adiabatic passage (44 MHz modulation in 400 µs). We extracted the highest frequency from each trace where the signal is visible. To
than the correlation time (of the order of 100 seconds [7, 8] ) of the nuclear spins, meaning that the electron spin feels roughly a static magnetic field during a single measurement point. However, each frequency trace takes a few minutes to complete, therefore, the extracted frequency can depend on the nuclear spin configuration at the exact timing when the point is measured. We expect the resonance peak position to vary by roughly ±15 MHz due to this nuclear spin effect.
Furthermore, we observed that the resonance frequencies shift with gate voltage. In this device, the resonance frequencies shifted up to 300 MHz at 2.7 T with gate voltage variations on the order of 5 to 15 mV. Table 2 lists an example of the gate voltages and corresponding spin resonance frequencies for dot 1 and dot 4. For the EDSR measurements presented in the main text, the resonance frequency of dot 1 was measured in the (1000) charge region, while the coherent oscillations were performed in the charge states (1100), (1010), and (1001). The roughly 50 MHz difference in ∆E i,j z observed between the EDSR and coherent shuttling measurements may be caused by the differences in the gate voltages used. 
A. Simulation model
Our experimental condition is modelled with the following Hamiltonian, defined in the S(2000), S(1100), T 0 (1100), S(1010), T 0 (1010), S(1001), and T 0 (1001) basis.
The parameters are defined as follows. µ i is the potential of dot i. ∆E z,ji = E z,i − E z,j is the Zeeman energy difference between dot i and j, extracted from the fits to the oscillation in Figs. 3a,b,c in the main text. t ij is the single-particle tunnel coupling between dot i and j. The tunnel couplings were fixed to the following values t 12 = 1.2 GHz, t 23 = 2.6 GHz, and t 34 = 4.3 GHz, as also noted in the main text, throughout this section unless they were explicitly varied. The 8 matrix elements in this convention were calculated from measured cross capacitances and a lever arm between gate voltage and energy. Cross capacitances between the gates and the dots are measured from the slopes of the 4 charging lines, and the 3 inter-dot transition lines observed in Fig. S1 . The lever-arm, which converts gate voltage to dot energy, was extracted from a spectroscopy measurement using photon-assisted tunnelling [9] . For this, we used the effect of V P1 on the detuning energy, µ 4 − µ 3 , which was measured to be 32.6 µeV/mV. Additionally, an energy offset is included as the energy where the (1000) charge state aligns to the fermi-energy. We calculated the 4 offsets from the 3 triple-point coordinates and defining those coordinates as zero energy. Note that the following shuttling simulations are valid regardless of this offset. We have included the offsets to get good correspondence between the experimental and simulated charge diagrams. 
A (1100) B (1010) C (1001) dVRF, SD1 dVP1
(a.u.) We included a time dependent gate voltage function to incorporate the finite risetime of the pulse. A low pass filter (SLP-300+ Mini-Circuits) was added after the AWG output channel that shaped the voltage ramp to an approximate linear shape from 5 % to 95 % of the signal. The important inter-dot transitions sit inside this region of the pulse. Therefore we modelled the total pulse shape to be linear with a total rise time of 2.50 ns.
The evolution of the spin states during shuttling is simulated by discretizing the time dependent operations with steps of ∆t = 0.01 ns. The initial state is set to the ground state at point I in the diagram. Then we calculate the time evolution at each point of the gate voltage pulse using the solution of the time-dependent Schrödinger equation, Figure S5b shows an example of a simulation result of a spin shuttle from point I to point C. The initial spin state at t = 0 was set to the ground state in the (2000) region. As the gate voltages were ramped, most of the S(2000) state first propagated to S(1100). However, a fraction of 0.32 remained in S(2000). This remainder is the non-adiabatic portion of the charge transfer at the first inter-dot transition. The portion that was transferred, starts a S-T 0 oscillation while the charge makes a transition from (1100), (1010), to (1001). When the ramp ends in point C, most of the population ends up in the (1001) charge state. Only relatively low fractions of (1100) and (1010) charge states remain in the end, indicating good charge adiabaticity from (1100) to (1010) and (1001). This can be explained by the higher tunnel couplings for the latter transitions. The oscillation frequency depends on the final charge state. For a final charge configuration (1001), it is given by ∆E z,41 . The oscillation contrast was estimated by extracting the difference between the maximum and the minimum fraction of the T 0 state. This procedure was repeated for every tunnel coupling value in Fig. 4 in the main text. To further compare with the detailed experimental observations, including the damping, offsets and phase shifts seen in the S-T 0 oscillation measurements, we simulated the pulse sequence including the read-out pulse (see Fig. S6a ). The read-out pulse is a voltage ramp to the measurement point, M, after the waiting stage. This voltage ramp is implemented in the simulation in a similar way as the voltage ramp for the forward pulse from point I to point A, B, or C, by solving the time dependent Schrödinger equation. After reaching point M, the final state is recorded. At this point in time, experimentally the potential is kept constant for signal integration on the order of micro seconds, which we assumed to be long enough for the charge states to relax to the measurement basis. Therefore, we included in the simulation complete charge relaxation at the final stage. At the same time, we incorporated inelastic tunnelling during the forward shuttling and waiting time. We also accounted for random nuclear spin fluctuations and charge noise by averaging over multiple Zeeman splitting values and dot potentials. The implementation of these processes is explained below.
B. Simulation results
Charge relaxation during the read-out phase is modelled by transferring the higher energy state fractions to the lower energy states. Presumably, the relevant lower energy states are the states S(2000) and T 0 (1100), which constitute the measurement basis states during the PSB measurement. Relaxation to these states from the higher energy states occurs through inelastic charge tunnelling. An inelastic tunnelling rate of (6 ns) −1 is measured on a GaAs based double-dot structure, when the detuning energy between the two dots is 30 µeV and the tunnel coupling is 9 µeV [10] . Our tunnel couplings are on the same order but the detuning energies between the relevant charge states are more than ten times larger (minimum of 315 µeV). In the simulation, we therefore set the charge relaxation rate to 50 ns assuming a 1/ε dependence [11] .
During the read-out stage, the higher energy eigenstates corresponding to the (1010) and (1001) configuration are in the ↑↓ basis. Therefore, the electron spins will continue to evolve between S and T 0 due to the Zeeman energy difference. The oscillation rate of S-T 0 is on the order of 100 MHz, which is fast compared to the charge relaxation rates. This results in a random phase between S and T 0 after relaxation. In the model, we assumed for simplicity total dephasing of the spins and that relaxation occurs equally to S(2000) and T 0 (1100). For the higher energy states corresponding to the (1100) configuration, we take the S(1100) and T 0 (1100) state, which are separated by the exchange interaction. Here we assume that S(1100) selectively relaxes to S(2000) .
Charge relaxation (inelastic tunnelling) is also taken into account for the earlier parts of the experiment, upon shuttling and while at points A, B or C. The main effect is to cause an offset in the observed S-T 0 oscillation away from 0.5 (the oscillations saturate around 0.6 in Figs. S6e,f,g ). The fraction of the initial S(2000) state that is not adiabatically transferred to (1100), (1010) or (1001) after the pulse from I to A, B or C, remains in S(2000), increasing the final S fraction observed in the measurement stage. This is also seen experimentally as the singlet fraction saturation around 0.6 in Fig. 3 of the main text. Finally, the simulation averages over nuclear spin configurations and over detuning, to account for charge noise. Accounting for random nuclear spin distributions, we assumed a standard deviation of 15 MHz (∼2.5 mT) for the Zeeman splitting in each dot (see Fig. S6c ). Charge noise is incorporated by adding a random contribution of 4 µeV [3] to each dot potential. This has an effect of diminishing the charge interference effect during the forward and backward shuttling (see Fig. S6d ). Final results simulated for the three shuttling positions are presented in Figs. S6e,f,g averaging over 1000 traces. In all the above calculations, no read-out errors are included. Overall, the final simulated traces resemble the experimental results in Fig. 3 of the main text and thus further strengthen our interpretation of the data in terms of electron shuttling while preserving the spin phase, whereby the measured fractions in the S-T 0 oscillation reflect the charge and spin adiabaticity conditions.
