Abstract: In this paper, we obtain a large deviation principle for the flow of homeomorphisms of the stochastic differential equations on the sphere S d associated with the critical Sobolev Brownian vector fields.
Introduction
Consider the critical Sobolev isotropic Brownian flows on the sphere S d which is defined by the solution of the following equation:
k=1 A 2 lk (X t (x)) • dB 2 lk (t)} X 0 (x) = x, (1.1)
where A i lk are eigenvector fields of the Laplacian operator ∆ on S d , B 1 lk , B 2 lk are independent copies of Brownian motions. This equation was motivated by the work of Airalt, Malliavian and Thalmaier in [AT] which constructed the Brownian motion on the diffeomorphism group of disc. It has been studied by LeJan and Raimond in [LR] , Raimond in [Ra] and Fang and Zhang in [FZ2] . Please see Section 2 for more background and detailed description of the equation. The main new features of the equation are
(1) The coefficients are non-Lipschitz.
(2) Infinitely many driving Brownian motions are involved.
The purpose of this paper is to prove a small time large deviation principle for the flow of homeomorphisms of the above stochastic differential equations on the sphere S d associated with the critical Sobolev Brownian vector field constructed by Fang and Zhang in [FZ2] . To this end, we will use the weak convergence approach in the theory of large deviations. The reader is referred to [BD] and [DE] for details of this method. One of the key elements in this approach is to prove the weak convergence of the perturbation of equation (1.1) in the random Cameron-Martin directions. Because of the complexity of the equation, this is a non-trivial matter. There exists a great amount of literature on the large deviations of stochastic differential equations. See [DZ] and references therein. Most of the work deal with stochastic equations with Lipschitz coefficients. However, we like to mention that the large deviation principles for stochastic differential equations with non-Lipschtitz coefficients on R d and S 1 have been considered in [JZ2] , [JZ3] and [FZ2] . But the results can not cover our equation (1.1).
The organization of this paper is as follows: In Section 2, we will introduce some preliminaries and the main result. In Section 3, we study the skeleton equation and the rate function. In Section 4, we give a short outline of the proof of the main result to make it more readable. The Section 5 is devoted to the proof of the tightness. The Section 6 is to identify the limit. The frequently used properties of the eigenvector fields are summarized in the Appendix.
Preliminaries and statement of the main result
Let ∆ be the Laplace operator on S d , acting on vector fields. The spectrum of ∆ is given by
. Let G l be the eigenspace associated with −c l,d and D l the eigenspace associated with −c l,δ . Their dimensions will be denoted by D l,1 = dimG l and D l,2 = dimD l . It is known that (cf [LR] )
where δ ij is the Kronecker symbol and dx is the normalized Riemannian measure on S d . By Weyl theorem, the vector fields {A i lk } are smooth. For more properties of the eigenvector fields, we refer the readers to the Appendix . Let s > 0 and H s (S d ) be the Sobolev space of vector fields on S d , which is the completion of smooth vector fields with respect to the norm
||V ||
, 2 be the two family of independent standard Brownian motions defined on a complete probability space (Ω, F, P ). Consider the series [KU] ) can be applied to integrate the vector field W t so that we obtain a flow of diffeomorphisms. For the case of smaller α, the notion of statistical solutions was introduced in [LR] and the phenomenon of phase transition appears. It was shown in [LR] that the statistical solutions give rise to a flow of maps if α > 2, and the solution is not a flow of maps if 0 < α < 2. The critical case α = 2 was studied in [FZ2] . It is also this critical case that will be considered in this paper. Instead of introducing (W t ) t≥0 as in (2.5), the authors in [FZ2] consider the following stochastic differential equations on S d 6) and obtain the following result. In the case of the circle S 1 , this property of flow of homeomorphisms was discovered in [MA1] .
Let X ε denote the solution of the small perturbation of the equation (2.6), that is,
(2.7)
The main purpose of this paper is to prove a large deviation principle for {X ε , ε > 0} in the space of flows of homeomorphisms.
Let E denote the space of the continuous functions
E is endowed with the following metric:
As in the proof of Lemma 4.1 of [JZ2] , the topology of E generated by this metric ρ is the same as the one generated by the uniform convergence on [0, T ] × S d . So from now on, the uniform norm
will be used on the space E. The Cameron-Martin space associated with the family of Brownian motions {B i lk (t) :
For h ∈ H, denote by S h t (x) the solution of following deterministic skeleton equation:
(2.9)
with the convention inf{∅} = ∞.
Our main result reads as follows: 
We end this section with some notations. <, > denotes the inner product in R d+1 , with the Euclidean distance | · | and d(, ) denotes the Riemannian distance on S d . For x, y ∈ S d , we have the relation cos d(x, y) =< x, y >,
We use G to denote the following function:
3 Skeleton equations and the rate function
consider the following deterministic equation
(3.1)
Following the proof of Theorem 3.3 and Theorem 3.4 in [FZ2] , one can show that the skeleton equation (3.1) admits a unique solution S h belonging to the space E.
Then L N is a compact Polish space endowed with the weak topology.
Clearly,
We first show that lim
Thus to prove (3.5), it is sufficient to show that {I n 1 (·, ·)} ∞ n=1 is relatively compact in the space
To prove the relative compactness, it is sufficient to show that
To this end, we first show that, for any fixed h ∈ H,
we obtain
where
and
, it follows from (7.5) and (7.6) in Appendix that
(3.14)
Recall from [FZ2] the following inequality:
(3.14) and (3.15) imply that 16) where C is a constant independent of θ r . In view of (3.13) and (3.16), it follows that
It follows by the Bihari' inequality that for C|x − y| < e −1 ,
This yields,
By a similar calculation as in the proof of (3.14) and (3.15), we have
where 
Putting (3.10) and (3.23) together, we see that {I n (·, ·)} ∞ n=1 is relatively compact in E, which completes the proof of (3.5).
. By a similar calculation as above, we have
. Combining with (3.2), we get
Using Bihari inequality, we arrive at
proving the Theorem.
Define a function by
Theorem 3.2. The function I(·) defined above is a good rate function on E.
Proof: For any 0 < a < +∞,
Applying Theorem 3.1, we conclude that {f ∈ E : I(f ) ≤ a} is compact in E, which completes the proof .
Outlines of the proof of Theorem 2.1
Let A denote the class of H−valued {F t } predictable processes h. Define A N = {h ∈ A : ||h|| H ≤ N, P-a.s}. A N is endowed with the topology induced by the weak convergence in H. For
consider the following stochastic equation
The above equation has a unique solution in the space E according to the results in [FZ2] .
By Theorem 4.4 in [BD] and Theorem 3.2, Theorem 3.4 in Section 3, to prove Theorem 2.1 it reduces to establish the following result. 
Then X ε,h ε converges in distribution to X h in the space E, where X h is the solution of the following random equation:
The rest of the paper will be devoted to the proof of Theorem 4.1. In Section 5, we prove that the family {h ε , X ε,h ε , ε > 0} is tight in L N × E and in Section 6 we identify the limit of X ε,h ε as X h .
Lemma 5.1. Let p ≥ 1. There exits a constant C > 0 independent of ε, x such that
Proof: For the simplicity, in the following, we denote
By (4.1),
To estimate the moments, we need to transform the Stratonovich integral into Itô integral. Let x ∈ S d . Denote by T x S d the tangent space at the point x. Consider the orthogonal projection
Set Λ i t = Q X t (x) e i . Then Λ i t has the expression:
Viewing Λ i t as a process in R d+1 , we have:
Denote by
and the Itô contraction
Similarly,
On the other hand, the Itô contraction
Passing to Itô integrals, one obtains that
By(7.5) and (7.10) in the Appendix, we have
Let M t denote the martingale part of < e i , X t (x) > and V t the drift part. V t is given by
(5.5) By (7.5) and (7.6) in the Appendix,
On the other hand,
By the Bürkhölder's inequality, the above estimates yield
where C is a constant which is independent on ε, x.
By a similar calculation as in the proof of Lemma 5.1 and as that in [FZ2] , it turns out that
(5.9)
By virtue of (7.8) and (7.9) in the Appendix, the quadratic variation of M t is given by
Using a time change, we can find a real-valued Brownian motion W (t) such that
Hence, [FZ2] ), it is easy to see that
(5.11) By (7.5) and (7.6) in the Appendix,
By a similar argument as in the proof of Theorem 2.3 in [FZ2] , we obtain
For the term V 2 t , the following holds:
(5.14)
Now we are ready to give the main result of this section.
Proof: Since h ε ∈ L N and L N is compact , it is sufficient to show that for any λ > 0,
To avoid the singularity at π, for sufficiently small σ > 0, introduce 
(5.17)
In view of (5.11), (5.13) and (5.14), it follows that 2 , and take expectation on the both sides of (5.19) to obtain
Given α > 0, take p such that 21) and choose T 0 that satisfies 
