Abstract. Given a unital A∞-algebra with a reasonably nice ∞-inner-product, as introduced in [16] . In this paper it is shown, that its Hochschild-cohomology has the structure of a BV-algebra, whose induced Gerstenhaber structure is the one described in Gerstenhaber's original paper on Hochschild-cohomology.
In M. Gerstenhaber's paper [6] it was shown that for any associative algebra A, Hochschild-cohomology H * (A, A) has a Gerstenhaber-structure. More generally, there is a Gerstenhaber-structure on Hochschild-cohomology H * (A, A) of every A ∞ -algebra A, see E. Getzler and J.D.S. Jones [8] . On the other hand, the Hochschild-cochain-complex C * (A, A * ) of A with values in its dual bimodule A * carries a B-operator with B 2 = 0, which was used by A. Connes [4] to define cyclic homology. In this paper, the notion of a symmetric ∞-Poincaré-dualitystructure for A ∞ -algebras is used, which is a special kind of quasi-isomorphism of the Hochschild-spaces C * (A, A) and C * (A, A * ), determined by certain tree operations. This allows one to combine the B-operator on C * (A, A * ) with the multiplication of the Gerstenhaber-algebra on C * (A, A) to give a BV-algebra on homology. Furthermore, the Gerstenhaber-bracket induced by this BV-algebra is the one described by Gerstenhaber in [6] .
In section 1, the notion of ∞-inner-product from [16] is being recalled, and a convenient way of drawing diagrams for elements of the Hochschild-complex is introduced. Section 2 defines the multiplication, bracket and BV-operator on the Hochschild-complex of an A ∞ -inner-product with ∞-inner-product. Finally, in section 3, it is shown that the maps from section 2 define a BV-algebra. The idea for this proof is taken from the corresponding proof in M. Chas and D. Sullivan's string topology [2] . In section 4, a very reasonable, but not completely proved connection to string topology is explained.
The Setup
This section quickly recalls the definitions of A ∞ -algebra, ∞-inner-products and the Hochschild-cochain-complex as it was defined in [16] . Furthermore in Notation 1.7, a diagrammatic way of picturing elements of the Hochschild-complex is presented.
Fix a ground ring R.
Definition 1.1 (Coalgebra, Coderivation).
(a) A coalgebra (C, ∆) over R consists of a graded R-module C = j∈Z C j and a comultiplication ∆ : C → C ⊗C of degree 0 satisfying coassociativity:
(b) A bi-comodule (P, ∆ P ) over C consists of a graded R-module P = j∈Z P j and a bi-comultiplication ∆ P : P → (C ⊗P )⊕(P ⊗C) of degree 0 making the following diagram commute
where the horizontal map on the bottom is (Id ⊗∆ P ) ⊕ (Id ⊗∆). Then, for two bi-comodules (P, ∆ P ) and (Q, ∆ Q ) over C, a map F : P → Q is called a bi-comodule map, if it makes the following diagram commute
The set of all bi-comodule maps from P to Q is denoted by Comap(P, Q). (c) There are several notions of coderivations on coalgebras C and given bicomodules P over C:
A coderivation on C is a map f : C → C such that
The set of all coderivations on C is denoted by Coder(C).
A coderivation from C to P is a map g : C −→ P such that
The set of all coderivations from C to P is denoted by Coder(C, P ). For a given coderivation f : C → C, a coderivation on P over f is a map h : P → P such that
(f ⊗Id + Id ⊗h)⊕(h⊗Id + Id ⊗f )
The set of all coderivations on P over f is denoted by Coder f (P ) or simply Coder(P ), if it is clear what f is.
Lemma 1.2 (Induced maps from Bi-Comodule Maps)
. Let (P, ∆ P ) and (Q, ∆ Q ) be bi-comodules over a coalgebra (C, ∆), and let F : P → Q be a bi-comodule map. Then, if g ∈ Coder(C, P ) is a coderivation from C to P , then F • g : C → Q is a coderivation from C to Q. In other words, there is an induced map F ♯ : Coder(C, P ) → Coder(C, Q) given by g → F • g.
Proof.
The above will be applied to the following coalgebras and bi-comodules: Definition 1.3 (Tensor coalgebra, tensor bi-comodule). Let V = j∈Z V j and W = j∈Z W j be graded modules over R.
(a) The tensor coalgebra of V is defined to be T V := i≥0 V ⊗i with the comultiplication
These particular tensor spaces have the following universal lifting properties for their associated coderivations and comaps. Proposition 1.4 (Lifting to coderivations, Induced bi-comodules). Let V = j∈Z V j , W = j∈Z W j and X = j∈Z X j be graded modules over R.
(a) There is a one-to-one correspondence between coderivations ̺ ∈ Coder(T V ) and systems of maps {̺ n : V ⊗n −→ V } i≥0 , given by ̺ = n≥0̺ n , wherẽ
(b) There is a one-to-one correspondence between coderivations ̺ ∈ Coder(T V, T W V ) and systems of maps {̺ n : V ⊗n −→ W } i≥0 , given by ̺ = n≥0̺ n , wherẽ
(c) Given a coderivation ̺ = n≥0̺ n ∈ Coder(T V ). There is a one-to-one correspondence between coderivations σ ∈ Coder ̺ (T W V ) and system of maps {σ k,l :
given by
There is a one-to-one correspondence between bi-comodule maps µ ∈ Comap (T W V, T X V ) and systems of maps {µ k,l :
, given by µ = k≥0,l≥0μ k,l , wherẽ µ k,l (v 1 , ..., v r , w, v r+1 , ..., v r+s ) := 0, f or r < k or s < l,
f or r ≥ k and s ≥ l.
(e) Given a coderivation ̺ = n≥0̺ n ∈ Coder(T V ) such that ̺ 2 = 0. Definition 1.5 (A ∞ -algebra, Hochschild-complex, ∞-inner-product). Let V = j∈Z V j be a graded module over a given ground ring R. Define its suspension sV to be the graded module sV = j∈Z (sV ) j with (sV ) j := V j−1 . The suspension map s : V −→ sV , v → sv := v is an isomorphism of degree +1.
(a) Let A be a graded module. Then the bar space of A is given by BA := T (sA). An A ∞ algebra structure on A is defined to be a coderivation D ∈ Coder(BA) of degree −1 with D 2 = 0. The space C * (A) := Coder(BA) is called Hochschild cochain complex of A and has the differential δ :
be an A ∞ algebra, and given a graded module M . Then define 
Notice, that by Lemma 1.2 every bi-comodule map F :
Thus there is an induced map on homology
A * A) is of degree 0 and satisfies
The ∞-inner-product is called a ∞-Poincaré-duality-structure, if it is non-degenerate in the sense that there exists a bi-comodule map G : B
are quasi-inverse to each other. In other words, the induced maps on Hochschild-cohomology are inverse to each other. Remark 1.6. The concepts of A ∞ algebras, A ∞ bimodules, A ∞ bimodule maps and A ∞ inner products are generalizations of the usual concepts of associative algebras, bimodules, bimodule maps and invariant inner products respectively (compare [16] , Examples 2.5., 3.8., 4.5).
There is a convenient notation for elements of the Hochschild-cochain-complex in terms of diagrams. Notation 1.7 (Diagrams for Coderivations and Co-Bimodule Maps). Let V be a graded module. In order to include the signs, it will be convenient to denote degree of an element v ∈ V i by |v| = i, and the corresponding degree in the shifted space v ∈ V i = (sV ) i+1 by ||v|| = i + 1. 
||f ||·(||a1||+...+||aj||) (a 1 , ..., f (a j+1 , ..., a j+i ), ..., a n ).
Diagrammatically this can be represented bỹ
where the sum moves f from top to bottom. In generalf consists of a sum of lifts of f 's, corresponding to maps starting from different components (sA) ⊗i , i.e. taking different amount of arguments. It is useful to representf simply by f , keeping in mind, that this represents not only a sum over different amount of arguments, but also a sum corresponding to the lift of the components to BA like above. For example part of the structure of an A ∞ -algebra is given by the coderivation D : BA → BA. This coderivation will be denoted by a fat dot:
(b) If M is another graded module, then using Proposition 1.4(b), exactly the same arguments can be applied to coderivationsf : BA −→ B M A. The only difference is, that the maps f : (sA) ⊗i −→ sM now map into sM and therefore lift to maps (sA) 
Here the same symbol of a fat dot will be used that was already used for the A ∞ -algebra structure of A, because in the applications below, M will be either A or A * , and in these cases D M is given by D (; compare Proposition 1.4(e).). (d) Finally, using Proposition 1.4(d), one can repeat the arguments above for graded modules A, M , N , and a given bi-comodule-map F :
The symbol that will be used in this paper (Note that instead of thinking of this diagram as having an output in sA * , one can interpret it as a map with one more input-argument on the right.)
Definition of the Involved Maps
The goal of this section is to define operations on the Hochschild cochain complex, including a multiplication, a bracket and a ∆-operator, that make H * (A, A) into a BV-algebra.
Let's first briefly recall the definitions of a Gerstenhaber-algebras and BV-algebras. Definition 2.1 (Gerstenhaber algebra). Given a ring R. A Gerstenhaberalgebra (H, ·, {−, −}) over R consists of (a) a graded commutative associative algebra (H, ·), (b) a Lie-bracket {−, −} : H ⊗ H → H of degree +1 satisfying the graded symmetry condition and graded Jacobi-identity:
(c) such that the multiplication and the Lie-bracket satisfy the graded Leibniz rule:
There is a more general structure:
, and (c) such that the deviation of ∆ from being a graded derivation defines a Gerstenhaber-algebra on H, i.e. with the bracket {−, −} :
the triple (H, ·, {−, −}) forms a Gerstenhaber-algebra.
This definition immediately implies the following Lemma:
Lemma 2.3. A BV-algebra structure implies the structure of a Gerstenhaberalgebra.
2.1. The Gerstenhaber Structure. The multiplication and the bracket on Hochschildcohomology will be defined in this section. Here is the first ingredient.
Definition 2.4 (Brace-operation, Multiplications). Let A be a graded module.
(a) The basic operation that can be performed in the Hochschild-complex C * (A, A) is the composition. This cannot be the usual composition of coderivations as maps, because the composition of two coderivations is in general not a coderivation. In detail, if f : (sA) ⊗i → sA and g : (sA) ⊗j → sA are linear maps, then lifting them to coderivationsf andg, and composing them as maps, gives the map
This is (clearly) not a coderivation, because the first and last component of the sum are not of the form of coderivations. So, for the definition of the composition, one takes only the middle term ... n will denote the brace-operation, which is defined as follows. For linear maps f : (sA) ⊗i → sA and g k : (sA) ⊗j k → sA, with k = 1, . . . , n − 1, and corresponding liftsf ,g k , one takes
This corresponds to the coderivation with the diagram f
.
Here, the nodes represent certain coderivations which have an arbitrary amount of inputs. There is an implicit sum with signs over all those possible inputs. With the help of the composition it is also possible to define the Lie-bracket on the Hochschild complex.
Definition 2.5 (Bracket). Let A be a graded module.
(a) Let f, g ∈ C * (A, A) Then define the bracket-operation on C * (A, A) to be the graded commutator of the composition:
The symbol for the bracket is clearly given by 1 2
Note, that this bracket is the same as if one would take the commutator of the coderivations as maps, because the troubling terms in Definition 2.4(a) cancel each other out. The commutator of coderivations is a coderivation.
||f || D • f and therefore it has the symbol 1
and its diagram is given by
These definitions give the well-known Gerstenhaber-structure on the Hochschild complex.
Theorem 2.6 (Hochschild Cohomology is a Gerstenhaber Algebra). Let (A, D)
be an A ∞ -algebra. Denote by (M 2 ) * and {−, −} * the induced maps of (M 2 ) and {−, −} on homology. Then, the triple (H * (A, A), (M 2 ) * , {−, −} * ) forms a Gerstenhaber algebra.
Proof. This is a well known fact, originally proved by Gerstenhaber for associative algebras in [6] , and in general by Getzler and Jones in [8] .
Remark 2.7 (Diagrams for δ A * ). Below, the last definition 2.5. will have to be applied to the case of the A ∞ -module M = A * over an A ∞ -algebra (A, D). It will be useful to make this more explicit. In order to do this, one can use the description of D a 1 , . .., a k , a * , a k+1 , ..., a n ))(a n+1 ) = = (−1)
.., a n , a n+1 , a 1 , ..., a k )).
Notice that this just means to add a multiplication D in all possible ways around f , which corresponds exactly to the interpretation of [16] Definition 5.5. In other words, if one identifies
then the output of a map f : (sA) ⊗i → (sA) * is interpreted as another input, and the picture for the differential δ A * above shows that this is just the dual of applying D, represented by a fat dot, to all possible spots in the inputs of f .
2.2.
The ∆-Operator(s). The last ingredient that is needed is a BV-operator. The definition for it will not be given on C * (A, A), but on a quasi-isomorphic subcomplex of C * (A, A * ), namely the normalized Hochschild complex. 1, a i+1 , ..., a n ) ∈ (sA) ⊗n always gives 0, except for the case n = 2, where
.., a n ) = 0 f or n = 2. In this case (A, D, 1) is called a unital A ∞ -algebra. given by maps f which map to 0, whenever applied to tensor-products including the unit 1:
∀ a 1 , ..., a n ∈ A : f (a 1 , ..., 1, ..., a n ) = 0.
Proof. See Loday [11] , p.46, Proposition 1.6.5.
With this, it is finally possible to define the BV-operator. It turns out that there are actually two operations β and ∆, which satisfy β 2 = 0 and the deviation of ∆ from being a derivation gives the Gerstenhaber algebra on homology. In the important case where β * = ∆ * , one gets a BV-algebra.
Definition 2.10 (∆-Operator).
(a) Given a unital A ∞ -algebra (A, D, 1). The dual of Connes' B-operator, denoted by β, is an operator β :
where ε = ||f ||+||a 1 ||+...+||a n+1 ||+(||a i ||+...+||a n ||)·(||a 1 ||+...+||a i−1 ||).
Diagrammatically, this coderivation is
, where the sum over i is implicitly assumed. The operation β is denoted (up to sign) by 1 1 . Here, the fat line on the left denotes the position of the last element a n+1 plugged into f , which now doesn't have to come from the right any more. Then all the other elements a j will be inserted in a cyclic way starting from a 1 . (b) In order to define the ∆-operator, one needs to assume an ∞-inner-product F on A. With this, ∆ : C * (A, A) → C * (A, A * ) is given by the diagrammatic picture ((∆(f ))(a 1 , ..., a n ))(a n+1 ) :
where a sum over all combinations is assumed, 
where ε is the degree of the operation to be plugged into 1 , and the fat line on the right denotes again the position for a n+1 to be inserted. The correct sign can be obtained by the following sign convention.
Notation 2.11 (Sign Convention for Symbols). Given a symbol for an operation on the Hochschild-cochain-complex. Then it is assumed that this represents a sum of all combinations of placing the elements (a 1 , ..., a n+1 ) into the given picture, with the last element a n+1 ending up in to position indicated by the fat line. In particular, there is a unique configuration of doing this for which all a 1 , ..., a n+1 are plugged into the same operation in which a n+1 is being plugged into. (This means that one can think of the a i 's as sitting next to each other at the fat line.) This configuration will be assumed to have the sign +1. Then every other configuration for entering the a i 's can be compared to the one described above, and thus obtains a sign given by the usual sign convention, namely when writing down an explicit expression for a diagram, one introduces a sign (−1) ||x||·||y|| for every letter x that has to jump over a letter y. Here are two examples for determining the order in which the letters would oc-
is explicitly written as
represents the expression F (a k+1 , ..., a j−1 , f (a j , ..., a n+1 , a 1 , ..., a k )). Here is an example for the sign convention. In the above definition of ∆, the sym- Proof. The proofs will be given twice. First, in order to get a better understanding, the explicit diagrams (without signs) will be used. But the proof becomes much easier, when being performed on the level of symbols. Then, the above sign convention will also proof the correctness of signs.
With Remark 2.7., one gets
where the second term in the second line comes from multiplying 1 with other elements via D, which, as 1 is a unit, can only be done for a j ⊗ 1 and 1 ⊗ a j−1 . This gives terms with a j and a j−1 , which cancel after summing over j. (Notice that the expressions with a j ⊗ 1 and 1 ⊗ a j differ by a sign (−1) ||aj|| , and
= sum of all possibilities of placing the multiplication D around 1
But notice that by the property D
Comparing this with the above expression, one sees that the differential is given by
where the property of the unit 1 was used in a similar way as before. A calculation of the differential of the other two terms from ∆(f ) results in
Adding these three terms, one sees that most of them cancel, except for
On the level of symbols the proof above is written in the following way: One needs to show that the β and ∆ commute (in a graded way) with the differentials δ A and δ A * . For this, abbreviate α := n+1 i=1 ||a i || the total degree of the input elements a i , and let µ := ||f || be the degree of the Hochschild-cochain f that is applied to β and ∆. Then the claim follows from
Here are some remarks on how to obtain the signs. All the symbols above have a uniquely given sign by the sign convention stated above. In order to determine the sign one has to see which function-letters are being commuted and introduce the corresponding sign for them. Furthermore, the sign rule for the unit from Definition 2.8(a) has to be used. Finally, one has to be careful that e.g. 
So, both β : C * (A, A * ) → C * (A, A * ) and ∆ : C * (A, A) → C * (A, A * ) are (graded) chain maps. But by Lemma 2.9, the space C * (A, A * ) is quasi-isomorphic to C * (A, A * ), and similar for C * (A, A) ≈ C * (A, A). If one also has an ∞-Poincaré-duality-structure F given on A, then, by definition (see Definition 1.
Therefore, the induced maps on homology β * :
can (and will) also be interpreted as a maps H * (A, A) → H * (A, A), denoted by the same letters β * and ∆ * .
Definition 2.13 (Symmetric ∞-Poincaré-duality-structure). Given a unital A ∞ -algebra (A, D, 1) with ∞-Poincaré-duality-structure F . Then F is called symmetric, if the operators ∆ and β induce the same map on homology:
Here is a lemma that gives a motivation for the word "symmetric" in the last definition.
Lemma 2.14 (Condition for Symmetry). The difference of ∆ and β is given up to homology by the operation
where α is the total degree of the inputs a i , and µ is the degree of the Hochschildcochain plugged into the symbol.
Example 2.15 (Symmetric Algebras). The lemma shows that if A is symmetric algebra, which means that one has a strict bimodule-isomorphism F : A → A * and no higher components, then it is symmetric in this sense, too. This is clear, because as there are no higher components, the righthand-side of the equation above vanishes.
Proof. The above lemma will be proved by looking at an element H in the Hochschild complex, whose differential δ(H) is given by the terms in the lemma, which will then be 0 in Hochschild cohomology, because they are a boundary. Let's look at the following element:
(As before, the number 1 inside the circle indicates that for any given element f ∈ C * (A, A), this expression gives an element in C * (A, A * ) by plugging f into the indicated position. The fat line indicates where one has to start the evaluation when applying the expression to a 1 ⊗ ... ⊗ a n+1 .) Let's start with calculating the differential of this element. In order to understand this calculation better, the symbol 1 will first be replaced by an explicit element f ∈ C * (A, A), and as before it is always assumed that the elements a 1 , ..., a n+1 are placed in all possible spots. Later, the proof will be given again using symbols, for which then sign considerations will be included. By Remark 2.7. one has 
Several terms of this sum are immediately zero. Namely the first terms in the first line and the last term in the third line become zero, as the multiplication of three or more elements which include the unit always vanish. The last term in the first line vanishes, because this element represents a sum of terms
(It was used that the multiplication is nonzero only on two elements, where m 2 (a, 1) = a = m 2 (1, a).) Similar the first term of the third line becomes zero. The only remaining terms in the first and third line are:
where it was used again, that 1 is a unit.
Going back to the differential that had to be calculated, one has to place the multiplication in all possible places around the expression 1 f 1 . After doing this, many of the above terms appear. But instead of 1 f 1 , the term 1 f 1 appears, and above one has three additional terms, namely
As the claim is supposed to be true on homology, it will be assumed that f represents a closed element and therefore 0 = δ
f , which thus identifies 1 f 1 with 1 f 1 (up to sign). In conclusion:
Similarly, one gets the other terms
Adding these terms, one gets 
Now, the first bracket clearly corresponds to the ∆-operator, whereas the second bracket was already shown to correspond to the β-operator on homology. More precisely, this term corresponds to β(f ) ∼ = β( f ) when applied to an element
, because by definition one inserts the unit 1 on the right and lets the arguments a 1 , ..., a n rotate around the function f ∈ C * (A, A * ) (compare Definition 2.10.).
Proof of the BV Structure on Hochschild Cohomology
Theorem 3.1 (Hochschild Cohomology is a BV Algebra). Given a unital A ∞ -algebra (A, D, 1) with symmetric ∞-Poincaré-duality-structure F . Then, in the notation of definitions 2.4, 2.5 and 2.10, the space (H * (A, A), (M 2 ) * , ∆ * ) is a BV-algebra, whose induced Gerstenhaber-structure is given by {−, −} * .
Proof. The remainder of this section is devoted to the proof of Theorem 3.1.
Using Theorem 2.6., it suffices to show that (∆ * ) 2 = 0 and the deviation of ∆ * from being a graded derivation is given by {−, −} * .The first statement comes from the assumption ∆ * = β * and the following Lemma.
Lemma 3.2 (β 2 = 0). On the normalized complex C * (A, A * ), it is β 2 = 0. It follows that (β * ) 2 = 0.
Proof. Let f ∈ C * (A, A * ). Then
because f ∈ C * (A, A * ) maps any tensor-product of the form ... ⊗ 1 ⊗ ... to 0.
It is left to compare the deviation of ∆ * from being a graded derivation with {−, −} * . These will be shown to be equal by the same method that was used in Lemma 2.14. Namely for two elements f, g ∈ C * (A, A), the sum of both terms (applied to f and g) can be seen to be the boundary of some other element H(f, g) ∈ C * (A, A * ). At this point, it seems useful to make a remark about this element H(f, g). There is a graphical way of picturing f , g and H(f, g), which was described in Chas' and Sullivan's string topology [2] , Lemma 5.2. In fact, the proof of the current theorem is nothing but [2] , Lemma 5.2 rewritten in the Hochschild-cochain language. The term H(f, g) below will correspond exactly to the homotopy of [2] , Figure 7 . It turns out that this proof presented here is not the shortest possible, as some of the terms of H(f, g) will be subtracted later on. But in order to have a clear correspondence with the pictures from [2] , this proof seems more useful. Let's again use the abbreviation α for the total degree of the elements a i to be applied as arguments, and µ = ||f || and ν = ||g||, when f and g will be placed into the first, respectively second spot of a symbol. The needed homotopy is given by
Let's again assume that f and g are closed, so that
Then one gets the following boundary terms (compare the calculation in Lemma 2.14.):
. Therefore, the above shows that for any f, g ∈ C * (A, A)
After this is shown, the theorem follows, because then (using the fact that ⌣ is graded commutative on homology):
In order to show Y (f, g) ≃ −∆(f ) ⌣ g, it will be useful to look at the boundary of the following term
Let's assume again that this symbol will be applied to closed elements f and g, so that ∆(f ) will also be closed. Then the differential of this symbol is given by
The first term on the right hand side is clearly F • (∆(f ) ⌣ g). The second term is also immediately seen to be Y (f, g) after applying the explicit description for ∆ given in Lemma 2.14.:
It is left to show that ∆(f ⌣ g) ≃ Z(f, g) − (−1) ||f ||·||g|| · Z(g, f ). This will be done again by stating an explicit element whose boundary is the sum
||f ||·||g|| Z(g, f ). The element in question is
(Notice that the first three terms were already used in the definition of H, and they are now merely subtracted! Clearly, it would have been much faster not to introduce them at all. But as it was mentioned before, when using the faster way the correspondence with pictures of the little disc would be less clear.)
For completeness sake, here are the terms gained by applying the differential: 
Remarks on the Connection to String Topology
In the paper [2] by M. Chas and D. Sullivan it was shown that the homology of the free loop space is a BV-algebra. This BV-algebra consists of a ∆-operator with ∆ 2 = 0, coming from the circle action on the free loop space, and a product, which combines the intersection-product on chains in a manifold with composition of loops. With these two operations, the free loop space becomes a BV-algebra.
The question now is to compare the abstract BV-algebra of this paper with the one from string topology [2] . It is known that for simply connected spaces X, the chains of the free loop space is quasi-isomorphic to the Hochschild-cochain-complex C * (A, A * ) of the cochain-algebra A = C * (X) with values in its dual bimodule A * ; compare T. G. Goodwillie [9] , D. Burghelea and Z. Fiedorowicz [1] and J.D.S. Jones [10] . Jones' paper [10] also identifies the ∆-operator on the free loop space homology with the B-operator. In order to complete the identification of the BVstructures, one coming from our ∞-Poincaré-duality-algebra, the other from string topology, two steps would have to be considered. First, one would have to verify that the cochains C * (X) of a manifold indeed possesses an ∞-Poincaré-duality-structure which can be used for the above proof. M. Zeinalian and the author have shown (see [17] ) that Poincaré-duality on a compact oriented manifold allows one to construct a suitable ∞-inner-product, which is symmetric over a field. But unfortunately, the non-degeneracy has not yet been shown to all infinite degrees. (A more stringent version of Poincaré Duality was already given before. But it seems almost impossible to realize this notion on the chain level of a given closed manifold.) Secondly, one would have to show that the multiplication on the free loop space homology coincides with the one on H * (C * (X), C * (X)) when using the Jones' identification and the constructed Poincaré duality quasi-isomorphism between C * (C * (X), C * (X)) and C * (C * (X), C * (X)) from [17] . A closely related statement was made in a paper by R. Cohen and J.D.S. Jones [3] .
