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CHAPTER 1
INTRODUCTION
	 N'72-^^7^74
J.C. Hung
This is a technical report on a study of strapdown platform technology.
The study was initiated by the National Aeronautics and Space Administration,
George C. Marshall Space Flight Center, and was performed by ttie University
of Tennessee under Contract NAS8-27296 over a period of one year, beginning
April 16, 1971.
Strapdown Principle
Strapdown navigation platforms have emerged as a new generation of
navigation equipment. The basic principle involves 1) the mounting of sev-
eral gyros and accelerometers directly on the vehicle body and 2) performing
the equivalent function of a stabilized platform by maintaining the coordi-
nate reference in a computer. l Three-axis body angular rates can be sensed
by a set of gyros and/or accelerometers. This information can then be inte-
grated over a short period of time to provide angular increments in the body's
coordinate system. If the increments are sufficiently small and if the as-
sociated digital computer can perform sufficiently rapid computations, then
an accurate angular reference can be maintained.2
There are several important advantages in using a strapdown system,
as compared to a stabilized system. First, the nonexistence of a gimbaled
platform eliminates all errors associated with the platform stabilization.
Secondly, being free from gimbal lock allows an all attitude operation.
Thirdly, because of the absence of mechanical platform gimbals, the system
1
2can be smaller in size, lighter, more rugged, and easier to maintain. The
last advantage, but probably the most impo-tant ore, j .s the ease of the
3
strapdown system to provide redundancy, which allows for an increase in
system reliability. These advantages are achieved at the expense of a
more complex electronic unit and a more stringent computer requirement.
However, the progress of integrated circuit technology has made this trade-
off worthwhile.
In general, the development of strapdown technology can be divided
into two levels, namely, the platform system level and the sensor subsys-
tem level. At the platform system level, the main consideration is how to
use a set of sensors in a manner which will yield the maximum hardware re-
liability and give the best information accuracy. At the sensor subsystem
level, the ultimate goal is to achieve the most accurate and reliable sensor,
which depends on the sensor's principle of operation, its mechanical con-
struction, and the associated electronic circuitry.
Rebalance Loop
The crux of a strapdown sensor system is the use of rebalance torques
to continuously restore the position of sensor output axes. The rebalance 	 ^
feature results in a much simpler computation requirement, reduces the ef-
feet of nonlinearity, and avoids the occurrence of gimbal lock. Fig. 1-1
is a schematic of a rebalance gyro loop. An input body rate causes a pre-
cession about the gyro output axis. Motion of the output axis is sensed by
a pickoff which passes this information to an electronic unit. A train of
current pulses is generated by the electronic unit and the shape of these
pulses is determined by the input signal. The sign of each pulse is deter-
mined by the sign of the angle of gyro output axis while the amplitude and
the width of each pulse is accurately maintained. Thus, each pulse repre-
sents an incremental change of the output angle. These pulses are used for
two different but related purposes: 1) as the current input to the gyro
torquer to rebalance the output axis, and 2) as the discrete-data input to
the computer for maintaining an attitude reference in the computer memory.
ts
i
t
i
i
i
3 ^,
;t
}
Ey ectronics. for Current
Case, Fixed
to Vehicle
Body
Figure 1-1. SDF Gyro Rebalance Loop.
a
4There are four mayor requirements which dictate the design of a re-
balance loop. The first is the stit^fness and the stability of the rebalance
loop, which governs the dynamic error introduced by the sensor. The loop
must provide a sufficiently large maximum torque capable of rebalancing the
i
a	 largest probable sustained angular rate or linear acceleration input. Thus,
it calls for a well compensated high gain feedback .loop. The second require-
went is placed on the characteristics of the generated current pulses. To
achieve a good output resolution, a small pulse width i3 necessary. However,
the strength of each pulse must be sufficiently large to produce an effective
rebalance torque. Third, the pulse frequency must be capable with the fre-
queucy response characteristics of the torquer to obtain good linearity over
its entire dynamic range. The fourth requirement is that the shape of each
current pulse must be sufficiently insensitive to the unavoidable variations
of electronic components to avoid the "scale factor error". This assumes
that the signal which the computer receives from the sensor will match the
^!,	 rebalanced mechanical angular motion of the sensor output axis. By an intel-
ligent choice of rebalance technique, a careful design of electronic circuitry,
and a properly compensated rebalance loop, this requirement can be achieved.
High Reliability via Redundancy
One of the significant advantages of a strapdown system is the ease
with which sensor redundancy may be implemented. The system must be capable 	 '
of sensor performance management which includes the functions of failure de-
tection, faulty sensor identification, system reconfiguration and, possibly,
sensor recalibration. A number of sensor redundancy configurations i^^^.e been
developed using simple-degree-of-freedom sensors.
3-6
 Continued research in
this area is still needed to improve the system reliability and accuracy. In
principle, two-degree-of-freedom gyros can also be used in a strapdown system
where each gyro will provide attitude information along two coordinate axes.
It is important to know to implement this class of strapdown systems and how
they will compare with other classes of systems in performance, reliability,
and complexity.
i
	
5
Attitude Algorithms
Two main difficulties of a strapdown navigation system, not shared
by a stabilized navigation system, are the scale factor errors and the co-
ordinate transformation errors. The former was mentioned in the previous
section. Three factors which cause coordinate transformation errors are:
1) insufficient speed of computation, 2) truncation errors, and 3) round-
off errors. The most obvious approach would be to use a fast and large
computer; but these errors can also be reduced by the use of a more effi-
cient computation algorithm. Several transformation algorithms are known;-11
however, at the present there are no guidelines which can be used for the
selection of the best algorithm.
Rebalance Electronics
To have an accurate and reliable overall system, it is necessary that
the rebalancing torquer be driven by very precise current pulses of well de-
fined duration, amplitude, and shape. Therefore, the electronic pulse gen-
erator must provide such an output over the range of environment expected.
Because of the stringent performance demanded of the electronic pulse gener-
ator, well designed electronic circuitry, which makes use of the best elec-
tronic components and novel circuit concepts, is needed.
Report Organization
Chapter 2 of. this report presents the analysis of the pulse rebalance
loop. Chapter 3 is devoted to the development of a new concept of high re-
liability strapdown systems using two-degree-of-freedom gyros for attitude
sensing. Chapter 4 reviews the foundation of various transformation algo-
rithms and presents their realizations by digital differential analyzers.
Chapter 5 contains results of rebalance electronics analysis. Chapter 6, the
last chapter, proposes problems for further study. A reference section is
included at the end of each chapter except Chapters 1 and 6.
Related Publications
Several other publications reporting the partial results of the study
conducted under this contract are listed below.
^,
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CH.^PTER 2
REBALANCE LOOP ANALYSIS
N ►^2_ 2"7^ ^5
J.G. Hung and W.L. Rowe
ABSTRACT
This chapter presents the analysis of the
pulse rebalance Ioop where the pulses are of con-
stant amplitude type. Properties of such systems
will be discussed. Sensor errors caused by the
distortion of the pulse shape, the do bias, and
the sampling process will be analyzed.
INTRODUCTION
The function of the sensor rebalance loop is to continuously restore
the sensor axis from any variations to its aligned position. These variations
are caused by changing attitude conditions of the vehicle. By properly mea-
suring the rebalancing signal, the vehicle attitude can be determined.
While severt^l different types of signals may be used to rebalance the
sensor, the needed measurement accuracy of the attitude change requires a
calibrated digital signal in such a form that each pulse has a definite weight
associated with it. Such a rebalance loop is shown in Fig. 2-1. The purpose
of the pulse generator is to analyze the continuous signal from the pickoff
and provide a number of pulses to rebalance the sensor and at the same time
provide highly calibrated information for the computer.
According to the form of rebalancing pulse stream, there are several
different pulse-rebalance techniques as shown in Fig. 2 -2. The binary tech-
nique has pulses of constant frequency and amplitude. Essentially, the problem
8
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posed to the pulse generator is the choice of proper polarity of the pulse.
The width-modulated binary technique follows the same concept, yet adds to
the pulse generator the problem of determining the width of the pulse with-
in certain limits. The variable pulse width also creates problems in pro-
viding the computer with quantized information since a simple counting tech-
nique would not differentiate between pulses of like polarity but different
widths. The ternary technique is casual, with a pulse occurring only when
the pickoff amplitude exceeds some value. Both constant and variable width
pulses can be used in the ternary method. Obviously, as the function of the
pulse generator becomes more sophisticated, the circuit itself becomes larger
'	 and more complex.
The purpose of this chapter is the analysis of possible errors in
the strapdown sensor loop. Various errors due to the pulse generator are
examined. Since the pulse generator is not ideal, one must consider errors
such as the bias signal generated by the electronics and errors caused by
the nonzero rise time of the torquing pulses. Knowing these errors and their
'	 effects, possible schemes of improvement are then considered. The effects
of bias and of the shape of current pulses will be analyzed separately in the
following sections.
'	 EFFECT OF BIAS ERROR
Bias Error
'
	
	 To produce the torque needed to rebalance the sensor, an electronic
network is used to generate current pulses to drive the torquer, which is
' essentially an electromagnetic device. Ideally, the properties of this net-
work include (1) a linear input-output relationship and (2) a precise cali-
brati z. In order to have these properties, it is necessary that the shape
of the current pulses be maintained and the net output current be zero when
the input is zero.
Effect of Bias Error on Sensor Accuracy
From a knowledge of the system, which contains an integrator, it
a.
t
1111
12
is apparent that the error due to bias
quire a number of pulses per unit time
accumulation of these error pulses occi
all pulses as attitude variations seen
of this section to analyze this effect
error pulses, t o , as a function of the
The general system for the analysis of bias effect can be repre-
sented by Fig. 2-3, where the bias is assumed to have a constant magnitude.
A. Two types of analysis will be discussed in the solution for t o . If
the electronic network or pickoff has a threshold, T e , a pulse will occur
whenever the response of the sensor due to the bias drift becomes equal
to the threshold. A second method of analysis-is to assume zero input
condition with bias drift, such that the effective area under the output
axis waveform is zero at t 0
Method One. Given an initial response equal to the threshold, a
pulse will occur which will torque the magnitude of the sensor response
back within the limits of the detector, as shown in Fig. 2-4. Therefore,
the time when the response due to the pulse and the bias drift again equals
'	 T  corresponds to t0 . That is, the time t 0 satisfying the following equation
is the period of the error pulses due to bias error.
IT  + A * gg (t) + B [U (t) - u(t - T )) * gg (t) = T 	 ,	 (2-1)
' "*" B is height.where	 represents the real convolution operation and	 the pulse
Eq. (2-1) may be reduced to
A * gg (t) - B [u (t) - u(t - T )] * gg (t)	 0	 , (2-2)
The equation describing the threshold case can now be reduced to
A2 _ -STb (1 - F	 )	 O (2-3)
' as
tat	 ,
s	 (s + a)	 o
I
drift is cumulative and will re-
to null output variations. The
irs in the computer which records
by the sensor. It is the purpose
and to define the period of these
drift magnitude.
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which in the time domain yields
At - B t - B2 + B2 E
-aT u(t) + B (t - T)
a	 a	 a	 a	 I	 I a
- B2 + B2 e-a(t-T)
	u(t- T) = 0 t t	 (2-4)
a	 a	 o
Neglecting the transient terms and writing Eq. (2-5) at time to,
A t - B t + B (t - T) - 0	 (2-5)
a o a o a o
Solving Eq. (2-6) for t o yields
to a BAT 	 (2-6)
Assuming that the torquing pulse does not drive the sensor past the
opposite threshold of the detector, the period of the error pulse, t o , is
given by (2-6). Even if the system is torqued past the opposite threshold,
a net summation of positive and negative pulses will yield one net error
pulse every to seconds. An illustration of the relation of bias amplitude,
A, the period of the error pulses, t 0 , and the frequency of the error pulses,
No , is shown in Table 2-1 and Fig. 2-5 for a pulse width and system time con-
stant of one millisecond.
Method Two. The second method of analysis involves observing the
result of the bias drift and the pulse inputs to the system. If the pulse
is applied at a time such that the sum of the positive and negative areas
is zero, then the time when the cancellation occurs corresponds to t o . Since
the output at t o is zero, the net effects of the bias drift and pulse inputs
at this time are also zero. Fig. 2-6 illustrates this idea.
i
i
t
i
i
t
t
i
t
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TABLE 2-1
EFFECT OF BIAS ERROR ON PULSE OUTPUT OF THE SYSTEM
Drift Magnitude Period of Error Frequency of
Pulse Height, Pulses, t , Error Pulses,
A/IBI, units seconds° No, pulses/second
10-6 103 10-3
2 x 10-6 500 2 x 10-3
4 x 10-6 250 4 x 10-3
8x10 6 125 8x103
10-5 100 10-2
2 x 10-5 50 2 x 10-2
Note: a - 10'.3 , z	 16-3
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The steady state response generated by the bias drift, y 1 (t) can be
expressed as
(Y1(t)	 s=0, t
A	 (2-7)
= L (s + a)
or at time t
0
At
Yl (t) = a0	 (2-8)
Also, the steady sta:P response due to the torquing pulse, y 2 (t), is
B	 B
 
= -	 (t - T)	 (2-9)y2 (t)
	
(s + a)	 s=0, t +	 (s + a) I	 ,
which at time t0 yields
y2(t) _ - B a 
T
	 (2-10)
Since at time t0 the system output is zero, then
0 =
 Al(t) + y2 (t) = aJ - 
BaT	 (2-11)
or
to
	
A
B T	 (2-12)
which is identical to (2-6).
A More General Viewpoint. The identical result shown in (2-6) and
(2-12) is not a coincidence. Examining (2-1) and (2-2), we see that the
threshold T  drops out from the analysis. That is why T  does not appear
in the expression for t
U . 
From the physical point of view, corresponding
to each criterion for bias compensation, there is a threshold level as
shorn in Fig. 2-4. The period of the bias compensation pulses is simply
i20
the time required for the ramp due to the bias drift to achieve the magni-
tude of the system response due to a single torquing pulse.
	 At the instant
of pulse application, we therefore have1 A	 BA t	 — T	 2-13(	 )a	 o	 a
to	 BAT	 (2-14)
F
EFFECT OF WAVE SHAPE UPON SENSOR ACCURACY
In the previous chapter the bias error, which is generated by the
electronics network under quiescent conditions, was examined.	 Under con-
i
_ ditions of variations in attitude the additional error due to the nonideal
shape of the torquing pulses will now be determined.
	 Since the pulses must
be calibrated so that the effect of each one upon the sensor will be pre-
= known,cisely	 the sensitivity of the sensor to variations in the pulse shape
is a prime consideration. 	 Utilizing the effects of both ideal and realizablet pulses upon the sensor, a comparison of the result as a function of pulse area
forms the basis of this sensitivity analysis.
Property of Dynamic System with Staircase Output Response
In general, a system containing a pulse width modulator is nonlinear.
is fed-However, it will be shown that, because of the way the output signal
back, the dynamics of the strapdown sensor rebalance loop is linear as long
as the pulse width modulator is not driven beyond its saturation limit. 	 Thus,
linear analysis techniques can be applied for the study of the rebalance loop.
Consider a time invariant system G(s) with the associated impulse re-
sponse g(t).
	
The output y(t) and input u(t) are related by the real convolu-
tion integral
t
1 y (t)	 J	 g(t - i) u(r) dr	 (2-15)_®
21
Next, attaching a sampler and a zero order hold at the output of
G(s) results in a new system G'(s) as shown in Fig. 2-7. This new system
haR a staircase shape output response. The impulse response of this system
is given by
9' (t) - g(iT) ,	 iT < t < (i + 1)T .	 (2-16)
Note that g' (t) -► g(t) for t -► o. The general output y(t) responding to an
input u(t) is
t
y' (t) - r	 g' (t - T) u(T) dT
J-m
At the discrete time t - nT , n - 0 ; ?, 2, - - - - this now becomes
t
y' (t) - f
	
9'(t - T) u(T) dT
n
iT
,,,21	 g' (nT - T) u(T) dTiLL
-_a* f(i-1)T
3
(2-17)
But using (2-16), yields
n
iT
y ' ( t) Zin-- 
i-1)T
g' (nT - i - 1 T) u(T) dT .
Since g'(nT - i - 1T) does not involve the variable T, it can be taken out-
side of the integral sign, i.e.,
n
iT
y'(t) - E g'(nT - i - 1T)	 u(T) dT	 (2-18)
i- (i-1)T
0	 T	 2T	 3T	 - - - - - -
t
22
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Now define
r 
iT
A(i) = J
	
u(t) dT
(i-1)T
(2-19)
which is the "input area" over the sampling period ending at t = iT. Then
(2-18) becomes
n
y'(t) _	 g'(nT - i - 1T) A(1)	 (2-20)
i=
Eq. (2-20) shows that "if the linear system has a staircase output response,
then the response depends linearly on the input area over each sampling per-
iod, but not on the input wave shape during that period".
The Equivalent Rebalance Loon Configuration
Consider a typical pickoff-electronics block for width-modulated bi-
nary pulses. The input-output relationship is shown in Fig. 2-8a. This
relationship can be represented by an equivalent block diagram shown in Fig.
2-8b. Therefore the overall dynamics of the rebalance loop can be represented
by a configuration shown in Fig. 2-9 which is equivalent to Fig. 2-1. From
the conclusion obtained in the last section and expressed in Eq. (2-20), the
dynamics of this system is linear.
Effect of Time Constant on Pulse Area
Since pulse area is the determining factor in the system response, its
sensitivity for the circuit parameter variations is important. Here we shall
consider the variation in pulse area caused by a variation of the circuit time
constant.
Let an ideal pulse be represented by
%
f (t) = u(t) - u(t - 2)	 (2-21)
where u(t) is -he unit step function and the pulse period is T. The area of
t	 00
t
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Figure 2-8. The Equivalent Pickoff-Electronics Block Diagrams
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this pulse is
A a 2
	
(2-22)
Next, consider a pulse with finite and equal, but non-zero, rise and fall
times as shown in Fig. 2-10. This pulse is represented by
_t	 _ 1 (t _ T)
f' (t)	 f 1- e T u(t) - f 1- e T	 2 ]u(t - 2)	 (2-23)
l	
l	
LJ
where T is the time constant, and its area over one period is given by
_T	 T_
A' 2- 	 e 2T - e T , T	 (2-24)
Now define an "area ratio", A.R., as a meas;:ro of area deviation,
A.R.
Actual area	 (2_25)
Ideal area
Then (2-22) and (2-24) give
T l e 2T - e T J
A.R. = 1 -	 T	 (2-26)
2
Table 2-2 shows the area ratios for different values of circuit time constants.
Table 2-2. Area Ratios
Time Constant T sec. Area Ratio
10 3 0.52269
10-4 0.99866
5 x 10-5 0.99999
2 x 10-6 .0000
10-6 1.0000
n
I
ni
I
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i
i
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0	 T	 T
2
Figure 2-10. Waveforms of Ideal and Nonideal Torquing Pulses.
Pulse
Height
i
G(s) =	 1
SO + 103)
(2-29)
28
In order to form an effective measurement of area loss, the loss
per unit time is used since this loss will be observed on each input pulse.
2(1-Area Ratio)
	 (2-27)
	
im	 Area Loss/second =	 T	 .
	
'	 For example, an Area Ratio of .99999 for a torquing pulse with a width of
two milliseconds will yield an Area Loss of 0.01 pulse per second.
	
Area Loss/second = 2(1. •- •99999) = 10
-2	(2-28)
2 x 10
This loss will accumulate to the equivalent loss of one pulse in one hundred
seconds, assuming full torquing of one polarity over that interval. This
loss of one pulse for typical strapdown sensor loop resolution will result in
errors on the order of 1 arc second.
Effect of Pulse Shape Upon the Output
Since the effects of rise and fall times upon the input pulse area
are now known, the effect upon the output of the system is needed to com-
plete the analysis. Using the system,
=.
and the ideal and nonideal pulse inputs which in Laplace notation are rep-
resented by
_
R(s) _ (1	
s-Ts/2 )
	
(2-30)
and
R(s) = s
	 1T	
(1 - e-Ts 2)	 (2-31)
respectively. The variations in outpu • 4ue to the nonzero rise and fall
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times can be determined.
In the response of the system to the ideal input pulse is given by
C(a) . (1 - e-Ts/2 )
	 (2-32)[a2 (a
+ a)]
Taking the inverse Laplace of C(s) yields
C (t) _ (10-3 t - 10-6 + 10-6 a-10 3t) u(t)
- [10-3 (t - T/2) - 10-6
+ 10-6 E-103 (t-T/2) ] u(t - T/2)	 (2-33)
Likewise, the system output for a nonideal pulse input is
^ (s) _ (1 - e-Ts/2 ) -	 (1 - e-Ts/2)	 (2-34)
a2 (s + 10 3 )	 s(s + s)(s + 103)
which in the time domain is
C(t)	 10-3t - 10-6 + 10
	
36 E-10 t - T 10-3
	
3	 t
	
+ 10 3T a-10 t + T E: T	 u (t )
	1 - T 10-3
	T103-1
	
3	 T
+ 10-6 - 10-3
 (t - T - 10-6 a-10 (t - 7)
-3 -10" (t - 2)
+ T10-3 10 T e
1 - T103
- 1(t -2)
T e	
3	 u(t - 2 )	 (2-35)TIO - 1
--^r
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1
	 30
The responses for a system when the nonideal pulse area very closely
approximates the ideal pulse area are shown in Table 2-3 and Figures 2-11
and 2-12.
Also, the responses of the system are shown in Table 2-4 and Figures
2-33 and 2-14 for an input pulse of an area which is about the same as the
ideal area, but the rise and fall times are far from zero.
Remarks
From the preceding analysis and examples, the system output can be
seen to be insensitive to variations in pulse shape provided the pulse area
is constant. Also, the effects of the individual area deviations seem small
relative to the overall responRe, but the errors due to the area differences
occur with each pulse causing a cumulative effect which can be seen to be
quite large for small individual. pulse area errors. For this reason, the
pulse generator must be capable of creating pulses with highly constant areas
under changing conditions. Since this error is cumulative, as is the bias
error, it also must be corrected by updating the computer at regular inter-
vals. This, however, presents no new problem since other errors also neces-
sitate the correction.
CONCLUSIONS
The results of the analysis presented in this chapter are useful in
three different ways: (1) they allow an estimation of system errors for
specific circuit designs and configurations, (2) they provide a criterion
of allowable do bias and waveshape variation for the circuit designer, and
(3) when the sensor error is found by recalibration, they provide a means of
determining how the error can be compensated by the digital computer.
Additional investigation is needed in the areas of dynamic error com-
pensation and reliability of the .ndividual functional units in the sensor
loop. The reliability is of prime importance due to the system complexity.
31
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TABLE 2-3
SYSTEM RESPONSE UNDER IDEAL AND NEAR-IDEAT. PULSING CONDITIONS
Ideal	 Actual	 Time	 Ideal	 Actual
Input	 Input	 Output	 Output
1
I
1
1
I
1
1
1
1
1
1
i
1
1
1.0 0.0 0.0
1.0 0.99996 0.001
1.0 0.99999 0.002
1.0 1.0 0.003
1.0 1.0 0.004
1.0 1.0 0.005
1.0 1.0 0.006
1.0 1.0 0.007
1.0 1.0 0.008
1.0 1.0 0.009
0.0 1.0 0.010
0.0 0.00004 0.011
0.0 0.00001 0.012
0.0 0.0 0.013
.3678 x 10-6
1.1353 x 10 6
2.0497 x 10-6
3.018 x 10-6
4.0067 x 10-6
5.0024 x 10-6
6.0000 x 10-6
7.0000 x 10-6
8.0000 x 10-6
9.0000 x 10-6
9.6321 x 10-6
9.86467 x 10-6
9.9502 x 10-6
9.98168 x 10-6
.3082 x 10-6
1.108 x 10-6
1.955	 x 10-6
2.9203 x 10-6
3.9074 x 10-6
4.9026 x 10-6
5.9000 x 10-6
6.9000 x 10-6
7.9000 x 10-6
8.9000 x 10-6
9.6264 x 10-6
9.8621 x 10-6
9.9500 x 10-6
9.98160 x 10-6
T - 10-4 sec.
T-2x10-2 sec.
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1.0
Pulse
Height
'	 Actual
Pulse
Input
T e 2 x 0.01 seconds
T - 10-4
 seconds
Ideal Pulse Input
0	 0.01
Time
Figure 2-11. Ideal and Near-Ideal Area Conservation Input Pulses.
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TABLE 2-4
SYSTEM RESPONSE UNDER IDEAL AND POOR PULSING CONDITIONS
Ideal
Input
Actual
Input
Time Ideal
Output
Actual
Output
1.0 0.0 0.0 0.0 0.0
1.0 0.63212 0.0001 0.048 x 10-6 0.00132 x 10-6
110 0.86467 0.0002 0.187 x .0-6 0:0603 x 10-6
1.0 0.95022 0.0003 0.408 x 10-6 0.1489 x 10-6
1.0 0.98168 0.0004 0.703 x 10-6 0.3735 x 10-6
1.0 0.99326 0.0005 1.065 x 10-6 0.6737 x 10-6
1.0 0.99752 0.0006 1.488 x 10-6 1.036 x 10-6
1.0 0.99908 0.0007 1.966 x 10-6 1.462 x 10-6
1.0 0.99966 0.0008 2.994 x 10-6 1.942 x 10-6
1.0 0.99992 0.0009 3.065 x 10-6 2.472 x 10-6
0.0 0.99999 0.0010 3.678 x 10-6 3.046 x 10-6
0.0 0.36788 0.0011 4.280 x 10-6 3.662 x 10-6
0.0 0.13533 0.0012 4.825 x 10-6 4.227 x 10-6
0.0 0.04978 0.0013 5.457 x 10-6 4.799 x 10-6
0.0 0.018316 0.0014 5.763 x 10-6 5.287 x 10-6
0.0 0.006738 0.0015 6.166 x 10-6 5.712 x 10-6
0.0 0.000576 0.0016 6.531 x 10-6 6.130 x 10-6
0.0 0.0 0.0017 6.862 x 10-6 6.520 x 10-6
0.0 0.0 0.0018 7.158 x 10-6 6.861 x 10-6
0.0 0.0 0.0019 7.430 x 10-6 7.172 x 10-6
0.0 0.0 7.675 x 10-6 7.442 x 10-6
0.0 0.0 7.895 x 10-6 7.805 x 10-6
s
i1
1
1
1
1
1
1
1
1
1
I
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Ideal Pulse Input
Pulse	 T = 2 x 0.001 second
Height
t = 10_ 4 seconds-1
Actual
Pulse
Input
Time
Figure 2-13. Ideal and Poor Area Conservation Input Pulses.
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CHAPTER 3
STRAPDOWN PLATFORMS USING REDUNDANT
i TWO-DEGREE-OF-FREEDOM GYROS
J.C. Hung and LeSi Han N72-f)7976
ABSTRACT
This chapter presents a new concept of high
reliability strapdown attitude sensing systems for
space vehicles. Each system utilizes a set of re-
dundant two-degree-of-freedom gyros. An optimum
system configuration is obtained for maximum system
reliability and the best measurement accuracy. Im-
proved accuracy of the final data is obtained by
using the least-square data reduction technique.
' Each system possesses a "sensor performance manage-
ment" feature which is capable of failure detection,
faulty gyro identification, system reconfiguration,
and possibly, sensor recalibration. Improvement in
reliability as compared to other types of strapdown
systems is demonstrated. Details of the development
are described in terms of a system containing four
'	 gyros. Results from systems containing three, five,
and six gyros are included in the Appendix of this
chapter.
INTRODUCTION
This chapter proposes a new redundancy scheme for high reliability
strapdown navigation systems. The scheme involves the use of two-degree-oi-
ireedom (TDF) gyros rather than SDF gyros for attitude sensing. The advan-
tages of using TDF gyros as compared to SDF gyros are 1) higher reliability
for the same number of gyros used, 2) less effect of sensor inaccuracy, 3)
simpler computation for data reduction, and 4) provision of more redundant
measurements for better data reduction. In this chapter, the system reli-
ability of the proposed scheme will be presented; comparison will be made
with respect to other known schemes; a discussion on the optimum configura-
tions for TDF redundant_ sensors will be given; and the methods of failure
detection, faulty sensor identification, and system reconfiguration will be
described in detail.
37
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SYSTEM RELIABILITY
Each TDF gyro senses attitude motica in two orthogonal directions.
Therefore an attitude sensing system composed of n TDF gyros will operate
satisfactorily if only 2 out of n gyros are in good condition as compared to
3 out of n for the system using SDF gyros. Thus, with the same number of gyros,
the system using TDF gyros provides more redundancy and thus higher reliability
than the one using SDF gyros.
Analytically, reliability is defined as the probability of success.
Assume all individual gyros have equal reliability
r = e it	 (3-1)
where a is a positive real number and t represents time. Eq. (3-1) shows that
reliability is a monotonically decreasing function of time. For an attitude
sensing system formed by n TDF gyros the system reliability is given by
n n	 n n-1	 n 2	 n-2R	 () r + (n-1)r
	
(1 - r) + - - - - + ( 2 ) r (1 - r)	 (3-2)n	 n
'	 a similar system formed by n SDF gyros has a system reliability of
'	
Rn = (n) rn + (nnl) rn-1 (1 - r) + - - - - + (3) r 3 (1 - r)n-3
1	 = n - (2) r2 (1 - r)n-2 	(3-3)
1
	
	
A plot of Rn and Rn , for n = 2 to 6, versus the normalized time T = at is
shown in Fig. 3-1. It is evident that higher reliability is associated with
TDF gyro strapdown syste-.,s. Note that in the above discussion it has been
assumed that the reliability r of each individual SDF gyro is the same as
that of each TDF gyro. This assumption is reasonable from a hardware con-
struction point of view.
OPTIMUM SYSTEM CONFIGURATIONS
Three considerations are involved in arranging gyros for optimum system
configurations. The first and the most important consideration is the maximum
system reliability. For example, a group of four TDF gyros A, B, C, and D can
be oriented with their sensitive axes directed in a way symbolically shown in
0.2	 0.4	 0.6	 0.8	 1.0
Normalized time (T = Xt)
Figure 3-1 . ,
 System Reliabilities.
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Fig. 3-2.	 In this figure, the circles .labeled Al and A2 on x and y axes, re-
spectively, represent the directions of two sensitive axes of gyro A.
	
Similar
representation is used for all other gyros.
	 This arrangement is not optimum,
since if gyros A and C fail the remaining gyros B and D cannot provide a full
attitude sensing.
The second consideration is the effect of gyro orientation on measure-
ment error introduced by sensor inaccuracy.
	 koferring to Fig. 3-3, let w be
the desired vector quantity and S is the direction of sensor's sensitive axis
which makes an angle a from vector w.
	 The measured quantity is
m - w cosa + e
awhere "normalizeda represents the measurement error.	 The	 measurement error"
' is given by
e
eN 	 3-4w cosa
Eq.	 (3-4) shows that this error is the least when a = 0.	 In other words, if we
want to measure the vehicle attitude motion along three vehicle coordinates,
the measurement error is the least if all sensitive axes of sensors are directed
along vehicle coordinates.
The last consideration is the simplicity of computation. 	 Simpler com-
putation requirements result in less computation errors and shorter computation
time.	 In a	 rrapdown navigation system usually the attitude motion along
vehicle axes is :teasured.	 Therefore a TDF gyro whose sensitive axes are along
the vehicle axes senses directly the attitude motion along those two vehicle
axes, no computation is needed.
It is assumed that if any one or both outputs of a gyro fail, the
entire gyro is taken out of service.
^. Guided by the three considerations and the assumption above, optimum
system configuration for high reliability strapdown systems using three,
four, five and six TDF gyros are given below, where the desired quantities
are vehicle rates wx , wy , and w 	 along three vehicle axes. 	 The arrangements
are also symbolically shown in Fig. 3-4.
I
41
a
11	 M
Gyro	 Directions of sensitive axes
A x and y axes
B y and z axes
N z and x axes
D y and z axes
Figure 3-2. A Non-Optimum System Configuration.
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S
The measured	 R
component of w 	 ` e, the measurement error
a
w
Desired signal:	 CO
Measured signal: w cos a + e
Normalized measurement error: 	
e
w cos a
Figure 3-3. Normalized Measurement Error.
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(a) 3-gyro system 	 (b) 4-gyro system
(c) 5-gyro system	 (d) 6-gyro system
Figure 3-4. Optimum System Configuration.
ii
i
i
i
i
i
i
i
i
t
9
I
I
I
1
I
44
3 TDF Gyros
The arrangement and measurements for a 3 gyro system are shown in
Table 3-1. The measurement equation is
m(3) - R(3) w	 (3-5)
where
W
x
W	 Wy	 (3-6)
W
Z
and
m(3) - [ml m2 m3 m4 m5 m6]T
1 0 0 0 0 1' T	 (3-7)
R(3) - 0 1 1 0 0 0
0 0 0 1 1 0
The symbol [ ]T denotes the transpose of a matrix.
4 TDF Gyros
The arrangement and measurements for a system composed of four gyros
are shown in Table 3-2. The measurement egi..ation is
m(4) - R(4) w	 ,	 (3-8)
where
R(4) - (ml m2
 m3 m4 m5 m6 m7 m 81
1 0 0 0 0 1 1 0' 7 (3-9)
R(4) - 0 1 1 0 0 0 0 c
0 0 0 1 1 0 0 c
Throughout this paper c - cos45° - 0.707.
45
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Direction of
Gyro sensitive axis Measurement
A
Al, x direction
ml	 0x
A2, y direction m2 = cu
B
B1, y direction m	 = !
B2, z direction
m4 = 63z
C Cl, z direction m	 = cu
C2, x direction
m6	 x
Table 3-1. Arrangement for 3-TDF-gyro system.
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Gyro Direction of
sensitive axis Measurement
A
Al,= x dire^tion ml	
x
A2, y direction
m2 = y
B
B1, y direction m =3	 y
B2, z direction m4 = wz
C
Cl, z direction m5 = w 
C2, x direction m6	 x
D
D1, x direction m7 = w 
D2, y = z direction m8 = 0.707cu	 + 0.707wz
i
i
i
i
i
i
i
t
t
i
t
Table 3-2. Arrangement for 4-TDF-gyro system.
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5 TDF Gyros
The arrangement and measurements for a 5 gyro system are shown in
Table 3-3. The measurement equation is
A(5) = R(5) w	 (3-10)
where
m(5) = [m1 2 3 4m m m m 5 ' m 6 7 8 9 10^m m m m T—
l 0 0 0 0 1 1 0 0 c T	 (3-11)
R(S) = 0 1 1 0 0 0 0 c 1 0
0 0 0 1 1 0 0 c 0 c
6 TDF Gyros
The arrangement and measurements for a 6 gyro system are shown in
Table 3-4. The measurement equation is
m(6) = R(6) w
	 (3-12)
where
R(6) = [ml m2 m 3 - - - - - - m 121 T
1 0 0 0 0 1 1 0 0 c 0 c T	 (3-13)
R(5)	 0 1 1 0 0 0 0 c 1 0 0 c
0 0 0 1 1 0 0 c 0 c 1 0
Notice that in any of these configurations, any two good gyros can provide a
complete attitude sensing.
SENSOR PERFORMANCE MANAGEMENT
A high reliability navigation system employing a redundancy concept
must be capable of "failure detection", "faulty sensor identification",
"system reconfiguration", and possibly "sensor recalibration". All these
functions can be handled by a centralized control called "sensor performance
48
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Gyro
Direction of
sensitive axis Measurement
A
Al, x direction ml	 x
A2, y direction m2 = y
B
B1, y direction m3	 CO
B2, z direction m4 - w 
C
CI, z direction m5 - a)z
C2, x direction m6	 x
D
D1, x direction m7 - x
D2, y = z direction m8 =0.707w 	 + 0.707wz
E
E1, y direction m9 = y
E2 2 z = x direction m10 - 0.707wz + 0.707mx
Table 3-3. Arrangement for 5-TDF-gyro system.
Gyro
Direction of
sensitive axis Measurement
A
Al, x direction ml - w 
A2, y direction m2 = y
B
B1, y direction m3 =
B2, z direction
_
m4 - w 
C
Cl, z direction m5	 w 
C2, x direction m6	 x
D
D1, x direction m7 = w 
D2, y = z direction m8 = 0.707w 	 + 0.707wz
E
El, y direction m9 = w
E2, z = x direction m10 = 0.707wz + 0.707wx
F
Fl, z direction mll - w 
F2, x = y direction m12 = 0.707wx + 0.707y
Table 3-4. Arrangement for 6-TDF-gyro system.
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management" (SPM). This management task is performed by a computer software.
Two SPM schemes are shown in Figures 3-5 and 3-6 in the form of operational
flow diagrams. The first scheme involves failure detection, faulty sensor
identification, and system reconfiguration. The second scheme involves the
additional ability of determining whether the failure is a soft failure and
the ability of sensor recalibration in case of a soft failure.
When the system consists of n gyros, the total number of states is
2n , and 2n	 (0)	 (1) of them allow faulty gyro identificaticn.
In the following sections, details of the SPM concept are developed for
a system containing four TDF gyros. Details for other systems are included
in the Appendix of this chapter. The development is described in three sepa-
rate parts, namely, failure detection and faulty gyro identification, system
reconfiguration and data reduction, and sensor recalibration.
DETECTION AND IDENTIFICATION
The function of failure detection is to find out if a failure has oc-
curred somewhere in the system while the function of faulty gyro identification
is to identify the faulty gyro. When the syster, contains four TDF gyros, there
is a total of sixteen possible states including the cases when all gyros are
good, one is bad, two are bad, etc. It will be shown that although all states
allow failure detection, not all of them allow faulty gyro identification.
Parity Check Equations
When all four TDF gyros are normal, the following conditions exist as
can be seen from the measurement equation (3-8).
i) mb -m7 =0
m8- cm3 -cm4=0
m4 - m5 = 0
(3-14)
iv) m7 -m1=0
V) m6 -m1=0
vi) m2 - m3 = 0
t
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1
I
Sensors' outputs
raiture aetection using
on-line data and
parity check equations
Faulty sensor
identification using
truth table
System reconfiguration	 I
by switching to the
appropriate soution program
Figure 3- •5. The First SPM Scheme.
vi
i
i
i
i
i
i
Sensors' outputs
	
I
Failure detection using on-line	 I
	data and parity check equations
	 1
Failure sensor identification
using truth table
Determination of failure type)
'softNo
failure
Yes
Sensor recalibration by
changing software parameters
System reconfiguration by
switching to the
I appropriate solution program
Figure 3-6. The Second SPM Scheme
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The "approximately equal" sign "=" accounts for the normal measurement error.
Assume that no two faulty gyre have identical faults; or, if they do have
identical faults, assume that both do not become bad at the same time. Then
one or more of the six equations above will not be satisfied if any failure
occurs. These six equations are called "parity check equations".
Truth Table for Faulty Gyro Identification
Let us associate with the ith parity check equation a binary valued
quantity Ki. K  equals "0" when the equation is satisfied and equals
when not satisfied.
' .Assume that when a TDF gyro fails, measurements from both axes are
erroneous. The validity of this assumption is subject to discussion and
further exploration. Now we are in a position to construct a truth table
for faulty gyro identification. Suppose that gyros A and are bad, then
measurements ml , m2 , m3 and m4 are not consistent. Under this condition
'	 all parity check values K  are equal to 1, except k  which is equal to 0.
Reasoning in this manner we obtain a truth table which is shown in Table
3-5.
Examining the table shows that there are twelve distinguishable system
states. Eleven of them, which include the events of not more than two failed
gyros, allow both failure detection and faulty gyro identification. The last
state, which includes the group of five events where more than two gyros are
tfailed, allows failure detection only but not the identification of faulty
gyros.
DATA RELuCTION AND SYSTEM RECONFIGURATION
Aside from increasing the system reliability iae use of redundant gyros
provides redundant measurements which can be used by means of a data reduction
technique to reduce the effect of errors associated with individual gyros.
The technique used will be the "least-square data reduction". 5 Since the
system reconfiguration is accomplished by means of software control, it can
readily be incorporated into the data reduction program.
Data Reduction
Rewrite Eq. (3-8) in its explicit form and omit the parentheses asso-
ciated with g and R for simplicity.
1
ii
iit
ti
t
t
t
Parity check values Reconfiguration
Failed SPM
solution
K1 K2 K3 K4 K5 K6gyros program condition
None 0 0 0 0 0 0 PO
A 0 0 0 1 1 1 P1
B 0 1 1 0 0 1 P2
a
C 1 0 1 0 1 0 P3 ^ N
D 1 1 0 1 0 0 P4 +
a^, ^
A, B 0 1 1 1 1 1 P5 v-4 LM:1
°1
:1 w p
A, C 1 0 1 1 1 P6 ^ V
wCC
A, D 1 1 0 1 1 1 P7
B, C 1 1 1 0 1 1 P8
B, D 1 1 1 1 0 1 P9
C, D 1 1 1 1 1 0 P10
A, B, C 1 1 1 1 1 1
P11
4
.aA, B, D 1 1 1 1 1 1
►°7+ CC
A, C, D 1 1 1 1 1 1 Report .4 u .^+
total
.•+ v	 c
Cd .,	 o
B, C, D 1 1 1 1 1 1 failure w
A, B, C, D 1 1 1 1 1 1
Table 3-5. Truth table for failure detection and faulty
gyre identification, with reconfiguration
solution program indicated, for 4- gyro system.
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1 0 0ml
0 1 0m2
0 1 0m3
0 0 1m4
W
'°^ 0 0 1m5 wy
1 0 0
M6 WL.
1 0 0 wm7
L 0 c c,M8
M R
In this equation the measurement m is available from sensor outputs while
the attitude rate w is desired. Since R has more rows than columns, no
simple w can be found to satisfy this equation. Instead, any selected w
will result in a solution error
e - R w - m	 (3-16).
The least-square error criterion is to choose a w such that the quality
I - ETc - (Rw - m) T (Ru► - m)	 (3-17)
is minimized. Taking the gradient of (3-17) with respect to w and setting
the result to zero gives
s
(3-15)
VI - RT (Rw - m) -, 0
Solving for w yields
i
r
i
(3-18)
1 0 0 03
0 12 12 12
0 12 12 12
1 10 3 3 0
12 0 0m	 (PO)
12 0 
0 
3
(3-19)
W
x
W
y
W
z
r
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ii
it
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w - (RTR) -1 R  m
which is the desired data reduction equation readily be written into a
computer program. Let us label this equation and its associated program P0.
It should be mentioned that if the statistics of the sensor inaccuracies
are known, more sophisticated techniques can be used for better results.
System Reconfigurati on
The system reconfiguration need not be done by hardware modification.
Instead, it is conveniently and rapidly done by changing the software program,
which can be executed by the computer. Consider the case that gyro A is found
faulty. Under this condition measurements m l and m2 will not be used in the
data reduction. This is done simply by eliminating m l and m2 rows from Eq.
(3-14), giving
( 0 1 0m3
0 0 1m4
0 0 1m5
1 0 0	 6m6
in 1 0 0
in 0 c c
---v-^
ml R1
Denoting the reduced measurement vector m 1 and measurement matrix R1, the
new least-square data reduction equation should be
1
Ii
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	w = (RIT Rl)-1 R i T ml	(P1)
To generalize, the system reconfigurations for the first ten failure
conditions can be accomplished by using the appropriate measurement vectors
and measurement matrices in the data reduction equation
(R 	 RiT mi	 ,	 (Pi)
i 1 to 10. For the last five failure conditions, no system reconfiguration
is possible, and the computer should report a total-system failure. Table 3-6
lists all the measurement vectors m i and measurement matrices R  for various
failure conditions.
It should be mentioned that there are other possible data reduction
techniques. For example, if the statistics of sensor inaccuracies are known,
more sophisticated techniques can be employed for better data reduction.
SENSOR RECALIBRATION
If a faulty gyro has a soft failure, such as a bias error, a change
of scale factor, or showing erratic readings about a mean value, it can be
recalibrated. The faulty g-ro is taken out of service by system reconfigu-
ration and put into a fault determination mode. During this mode, outputs
of this faulty gyro are compared with the outputs of good gyros to determine
the type of fault which has occurred and the amount of correction needed. The
correction is made by changing parameters in the software. The system is then
reconfigurated once.
While the functions of failure detection, faulty gyro identification,
and syst^_. reconfiguration are indispensable in sensor performance management,
the function of sensor recalibration is not. The inclusion of the latter
maximizes the system reliability at the expense of an increased computer re-
quirement, which may be a worthwhile investment.
I
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For P2:
1 0 0m1
0 1 0m2
0 0 1m5
!2 R2 1 0 0m6
1 0 0m7
0 c cm8
For P4:
m1 1 0 0
m2 0 1 0
m3 0 1 0
R4	 0 0 1m4
m5 0 0 1
m6 1 0 0
m3 0 1 0
0 0 1M =
m4 R6 =
1 0 0m7
0 c cm8
For P8:
1 0 0ml
m2 0 1 0
M8	 m7 R8	 1 0 0
m8 0 c c
For P10:
	
ml
	1 0 0
	
2	 R	 0 1 0M10	 m3	 10	 0 1 0
	
m4
	0 0 1
f
I
1
1
1
I
I
1
I
1
1
1
For P1:
m3 0 1 0
m4 0 0 1
m5 0 0 1
ml m6 R 	 1 0 0
m7 1 0 0
81 j, 0 c c
For P3:
ml 1 0 0
m2 0 1 0
m3 0 1 0
23 = m4 R3	 0 0 1
m7 1 0 0
m 0 c c
For P5:	 For P6:
0 0 1m5
1 0 0m=
—5
m6 R=
5 1 0 0m7
0 c cm8
For P7:
m3 0 1 0
m4 0 0 1
R7	 m5 R7	 0 0 1
m6 1 0 0
For P9:
ml 1 0 0
29	 m2 R=	 09
1 0
m5 0 0 1
m6 1 0 0
Table 3-6. Vectors mi
 and matrices R  for reconfiguration
solution program for 4-gyro system. (c=0.707)
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APPENDIX
SPM DETAILS FOR SYSTEMS HAVING
THREE, FIVE, AND SIX TDF GYROS
3-Gyro System
The set of three parity check equations for the 3-gyro system is
given by
m4 - m5 = 0
m6 - ml
 = 0	 (3-20)
m2-m3=0
The truth table for the identification of faulty gyros are shown in Table
3-7 with reconfiguration solution programs indicated. The data reduction
equation for the normal condition, where all gyros are good, is given by
W = (RTR) -1 RTm	 (PO)t
Reconfigura-
Failed tion Solution SPM
K1 K2 K3Gyros Program Condition
a0
None 0 0 0 PO H
►4-H ^ 0-HA 0 1 1 P1 0 41 0	 w
H V W 7+rl
4-4
	 Oo +W
wa^i0
	
r.B 1 0 1 P2 b CO	 bH
C 1 1 0 P3
A, B 1 1 1 P4
0 o
A, C 1 1 1 Report
total H 0 0
B, C 1 1 1 failure ;T4 b
A, B, C 1 1 1
Table 3-7. Truth table for detection and faulty gyro identification,
with reconfiguration solution program indicated, for the
3-gyro system.
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where m = (m1' m2' m3 , m4' m5 , m6 11 Tand
1 0 0
0 1 0
0 1 0
R
0 0 1
0 0 1
1 0 0
There are seven abnormal conditions, of which only three are
identifiable. Each reconfiguration solution program for data reduction
has the form
w = (RiT Ri ) -1 Ri ml
	i - 1, 2, 3 ,
	 (Pi)
where the measurement vectors m i
 and measurement matrices R i
 are listed
in Table 3-8.
5-Gyro System
The set of ten parity check equations for the 5-gyro system is
given by
m8 +cm7 -m10- cm9 =
 0
m10-cm5 -cm6=0
m6 -m7=0
m3 -m9=0
m8 - cm3 -cm4 = 0
m4 - m5 = 0
m2 -m9=0
m1 -m7=0
m1 - m6 = 0
m2 -m3=0
(3-21)
For P1:
m3
m4
m1 =
m5
m6
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0 1 0
0 0 1
gl = 0 0 1
1 0 0
For P2:
For P3:
ml 1 0 0
m2
M2
0
=2
1 0
m5 0 0 1
m6 1 0 0
Ml 1 0 0
m2
_R3
0
R	 =3
1 0
m3 0 1 0
m4 0 0 1
Table 3-8. Vectors mi and matrices Ri for reconfiguration solution
programs for 3-gyro system.
i1
111
1
I1
I1
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The truth table for the identification_ of faulty gyros are shown in Table
3-9, where the reconfiguration solution program for each abnormal condition
is also shown. The data reduction equation for the normal condition where
all gyros are good again has the ;form of Eq. (PO). But here
1 0 0
	
ml
0 1 0
	
m2
0 1 0
	
m3
0 0 1
	
m4
R =
	 0 0 1	
and p =
	
m5
	
(3-22)
1 3 0
	
m6
1 0 0
	
m7
0 c c	 m8
0 1 0
	
m9
C 0 c	
m10
There are thirty-one abnormal conditions, of which only twenty-five
are identifiable. Each reconfiguration solution program for data reduction
has the form
I - (RiT Ri ) -1 R i T mi	i = 1 to 25	 (Pi)
where the measurement vectors m, and measurement matrices R i are listed in
Table 3-10.
6-Gyro System
The set of fifteen parity check equations for the 6-gyro system is
given by
11
1
1
1
1
1
1
1
1
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Failed
Gyros
Parity Check Equation econfigu-
ration Solu-
tion Pro ram
SPM
ConditionK1 K2 K3 4 K5 K6 7 t8 9 1
Noise 0 0 0 0 0 0 0 0 0 0 PO
44
^^
r-Iw
.c ,H
aU	 (U
vV 0
COw
A 0 0 0 0 0 0 1 1 1 1 P1
B 0 0	 10 1 1 1 0 0 0 1 P2
C 0 1 1 0 0 1	 10 0 1 0 P3
D 1 0 1 0 1 0 0 1 0 0 P4
E 1 1 0	 1 1 1 0 0 1 0 0 0	 1 P5
A, B 0 0 0 1 1 1 1 1 1 1 P6
A, C 0 1 1 0 0 1 1 1 1 1 P7
A, D 1 0 1 0 1 0 1 1 1 1 P8
A, E 1 1 0 1 0 0 1 1	 11 1 P9
B, C 0 1 1 1 1 1	 ju 0 1 1 P10
B, D 1 0 1 1 1 1 0 1 0 1 P11
B, E 1 1 0 1 1 1 1 0 0 1 P12
C, D 1 1 1 0 1 1 0 1 1 0 P13
C, E 1 1 1 1 0 1 1 0 1 0 P14
D, E 1 1 1 1 1 0 1 1 0 0 P15
A, B, C 0 1 1 1 1 1 1 1 1 1 1 1 1	 P16
A, B, D 1 0 1 1 1 1 1 1 1 11 P17
A, B, E 1 1 0 1 1 1 11 1 1 1 P18
A, C, D 1 1 1 0 1 1 1 11 1 1 P19
A, C, E 1 1 1 1 0 1 1 1 1 1 P20
A, D, E 1 1 1 1 1 0 1 1 1 1 P21
B, C, D 1 1 1 1 1 1 0 1 1 1 P22
B, C, E 1 1 1 1 1 11 1 0 1 11 1	 P23
B, D, E 1 1 1 11 1 1 11 1 0 1 P24
C, D, E 1 1 1 1 1 1 1 1 1 0 P25
A, B, C, D 1 1 1 1 1 1 1 1 1 1
P26
Report
total
failure
0$4
^4 u q
H ,0, Cw^
A, B, C, E 1 1 1 1 1 1 1 1 1 1
A, B, D, E 1 1 1 11 1 1 1 1 1 1 1
A, C, D, E 1 1 1 1 1 1 1 1 1 1
B, C, D, E 1 1 1 1 1 1 1 1 1 1
IA,	 B,	 C, D,	 E 1 1 1 1 1 1 1 1 1 1 1
Table 3-9. Truth table for failure detection and faulty gyro
identification, with reconfiguration solution programs
indicated for 5-gyro system.
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Reconfiguration
Solution Program
a and Ri are
removing the
obtained
following
from m and R by
rows from Eq.	 (3-22)
P1 1	 2
P2 3	 4
P3
_
5,	 6
P4 7,	 8
P5 9	 10
P6 1	 2	 3 4
P7 1,	 2,	 5, 6
P8 1	 2,	 7, 8
P9 1,	 2,	 1, 10
P10 3,	 4,	 5, 6
P11 3,	 4,	 7, 8
P12 3,	 4,	 9, 10
P13 5,	 6,	 7, 8
P14 5,	 6,	 9, 10
P15 7	 8,	 9, 10
P16 1, 2,	 3,	 4, 5, 6
P17 1, 2,	 3,	 4, 7, 8
P18 1, 2,	 3,	 4, 9, 10
P19 1, 2,	 5,	 6, 7, 8
P20 1, 2,	 5,	 6, 9, 10
P21 1, 2,	 7,	 8, 9, 10
P22 3, 4,	 5,	 6, 7, 8
P23 3, 4,	 5,	 6, 9, 10
P24 3, 4,	 7,	 8, 9, 10
P25 5, 6,	 7,	 8, 9, 10
Table 3-10. Vector mii and matrices Ri for reconfiguration programs
for the 5-gyro system.
i
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(3-23)
t
t
i
i
t
0
m10+c m9-m12- cm11 =
cm11=0m8+cm7- m12-
m + 08
c m	
-m10-7
cm9 =
mll	 0m5
 -
=0m10- cm5-cm6
=0m6-m7
0
m4-m11=
0m3 -m9 =
0m8 -cm3 -c m4 =
m5 =' 0m4 -
=0m12- cml-cm2
0m2 -m9 =
ml - m
7
 = 0
= 0ml -m6
=0m2-m3
The truth table for the identification of faulty gyros are shown in Table
3-11 where the reconfiguration solution program for each abnormal condition
is also shown. The data reduction equation for the normal cond.-ltion where all
gyros are good is again given by Eq. (PO). But here
Me ONE
failed
Cyros
Parity Check Equations
Aft Kr K1 K4 KS KE K7 kA 41	 0 e' l tiI t'q 04 'eS
5olutlon
Proprae
SR1
Condition
None 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 FO
Y
0
Y
w
w
oY
,e
a
a
a
a
•
w
a
^+
w
ra
A 0 0 0 0 0 0 0 0 5) 0 1 1 1 1 1 P1
1 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 P2
C 0 0 0 1 1 1 0 0 0 1 0 0 0 1 0 P3
D 0 1 1 0 0 1 0 0 1 0 0 0 1 0 0 P4
E 1 0 1 0 1 0 0 1 0 0 0 1 0 0 0 PS
T 1 1 0 1 0 0 1 0 0 0 1 0 0 0 0 F6
A, 1 0 0 0 0 0 0 1 1 1 1	 1 1 1 1 1 1 P7
A, C 0 0 0 1 1 1 0 0 0 1 1 1 1 1 1 P9
A, D 0 1 1 0 0 1 0 0 1 0 1 1 1 1 1 P9
A. E 1 0 1 0 1 0 0 1 0 0 1 1 1 1 1 F10
A. F 1 1 0 1 0 0 1 0 0 0 1 1 1 1 1 F11
1. C 0 0 0 1 1 1 1 1 1 1 0 0 0 1 1 P12
11,	 D 0 1 1 0 0 1 1 1 1 1 0 0 1 0 1 P13
1, E 1 0 1	 1 0 1 0 1 1 1 1 0 1 0 0 1 P14
1, T 1 1 0 1 0 0 1 1 1 1 0 0 0 0 1 PIS
C, D 0 1 1 1 1 1 0 0 1 1 0 0 1 1 0 P16
C. E 1 0 1 1 1 1 0 1 0 1 1 1 0 1 0 P17
C	 F 1 1 0 1 1 1 1 0 0 1 1 0 0 1 0 P16
D E 1 1 1 0 1 1 0 1 1 0 0 1 1 0 0 P19
D	 F 1 1 1 1 1 0 1 1 0 1 0 1 0 1 0 0 P70
E	 F 1 1 1 1 I 1 0 1 1 0 0 1 1 0 0 10 1	 P21
A	 1	 C 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1	 1 P22
1 0 0 1 1 1	 1 1 1 1	 1 1 1 1 1 P23
1 1 1 1 1 1 1 P24
A	 F 0 1 1 1 1 1 1 1 1 f
A	 D 0 1 1 1 1 1 0 0 1 1 1 1 1 1 1 P26
0 P27
0 1 1 1 0 0 1 1 1 1 1 1 P26
0 0 1 1 0 1 1 1 1 1 P29
A	 D	 P 1 1 1 1 0 1: 0 1 0 1 1 1 1 r30
A, E	 T 11 1 1 1 0 1 1 0 0 1 1 1 1 1 P31
1, C, D 0 1 1 1 1 1 1 1 1 1 0 0 1 1 1 P32
1, C. E 1
1
0
1
1
0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
0
1
1
0
0
0
1
1
1
1
P33
P34S, C	 F
1	 D	 E 1 1 1 0 1 1 1 1 1 1 0 1 1 0 1 P35
1	 D	 F 1 1 1 1 0 1 1 1 1 1 1 0 1 0 1 P36
B. E, F 1 1 1 1 1 0) 1 1 1 1 1 0 0 1 F37
C, D, E 1 1 1 1 1 1 0 1 1 1 0 1 1 1 0 P36
C, D, r 1 1 1 1 1 -1 1 0 1 1 1 0 1 1 0 P39
C, E, r 1 1 1 1 1 1 1 1 0 1 1 1 0 1 0 P40
D, E. F 1 1 1 1 1 1 1 1 1 0 1 1 1 0 10 P41
A, 1, C, D 0 1 1 1 1 1 1 1 1 1 1 1 1 11 11 P42
A. A. D, E 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 P43
A, 1. C, f 1 1 0 1 1 1 1 1 1 1 1 1 1 1 11 P44
A, 1, D, E 1 1 1 0 1 1 1 1 1 1 1 1 1 1 11 P45
A, 1, D, f 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 P46
A. S. E. P 1 1 1 1 1 0 1 11 1 1 1 1 1 11 f47
A. C. D. E 1 1 1 1 1 I. 0 11 1 1 1 1 1 1 1 AS
A. C. D. P 1 1 , 1 1 1 1 01 1 1 1 1 1 1 1 F49
A, C, E. r
A. D, E, f
1
1
1
1
I
11
1^
1
1
I	 1
1
11-1
1 0
1
1
0
1
1
1
1
1
1
1
1
1
1
PSO
P51
1, C, D, E 1 1 1 1 1 1 1 1 1 1 0 1 1	 1 1 1 FS2
1, C. D. f 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 P53
1, C, Z. r 1 1 1 1 1 I 1 I 1 1 1 1 0 1 1 P54
1, D. E, - 11 1 1 1 1 1 1 1 1 1 1 1 0 1 PSS
C	 D	 F. ;	F I I 1 1 1 1 1 I I 1 t 1 I 10 ►56
A!	 C, 0 1_1! 1 I 1 1 1 I 1 1 I 1 1 i 1 1 1
PSI
PxfOrt
fatlUfa
•
v
A. 1. C. D. ► 1 1 1 I 1 1 1 1 I t 1 1 1 1. l
A	 1	 C	 F	 I 1 1 l 7 1 I 1 I 1 1 1 f 1 1 i
F	 I 1 1 1 I 1 1 1 I I I I I I 1 I
C	 D	 E	 f l 1 1 1 1 t 1 I 1 I 1 1 1 I i
D// 1 1 1 1 1 1 1 1 1 1 8 1 1 1
I	 R	 C	 D	 E I I I 1 1 1 1 1 1 1 1! 1 1 1
i
i
i
i
i
e
i
i
i
i
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Table 3-11. Truth table for
failure detection
and faulty tyro
Identification.
with reconfigura-
tion solution pro-
grain indicated,
tot the 6-Syro
sy► ten.
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R =
1 0 0
0 1 0 ^
0 1 0
a o
0 0 1
1 0 0
1 0 0
0 c c
0 1 0
c 0 c
0 0 1
c c 0
ml
m2
m3
m4
m5
and m =
	
m6
	
(3-24)
m^
m8
m9
m10
mll
m12
There are sixty-three abnormal conditions, of which only fifty-six
are identifiable. Each reconfiguration solutian program for data reduction
has the form
w = (RiT Ri)-1 RiT mi	 	 1 ^^ 56	 (Pi)
where the measurement vectors ^ and measurement matrices R i are listed in
Table 3-12.
r
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R^con[lguratlon
Solution
lrosram
e1 and R1 are ol+talned from a and R Dv
resov:ng the [olloving rove [cos EQ. (3-25),
tl 1,	 2
P2 ], 4
P3 S, 6
P4 7, B
TS 9, 10
P6 11,	 12
t7 1,	 2,	 3,	 4
P8 1,	 2, S, 6
P9 1, 2,	 7, 8
P10 1,	 2, 9,	 10
P11 1,	 2,	 11,	 12
P12 3, 4, 5, 6
P13 ],	 4, 7, 8
P14 3, 4, 9,
	
10
P1S 3, 4, 11, 12
P16 S,	 6,	 7,	 8
P17 S, 6. 9, 10
P1B	 ^ S, 6,	 11,	 12
P19 7	 8	 9t 10
t20 7,	 8, 11,
	 12
!21 9,	 10,	 11,	 12
!22 1,	 3,	 3,	 4, S, 6
P23 1	 2	 3. 4	 7	 8
P26 1,	 2,	 3,	 4, 9,
	 10
t25 1	 2	 3	 4	 11	 12
P26 1,	 2,	 5, 6,
	 7, 8
P27 1, 2, 5, 6, 9,	 10
t28 1,	 2,	 5, 6,	 11,	 12
P29 1	 2	 7	 8	 9	 10
P30 1,	 2,	 7	 8	 11'	 12
P31 1	 2	 9	 10	 11	 12
P32 3, 4,	 S,	 6,	 7,	 8
P33 3, 4, S, 6, 9,
	 10
P]4 3, 4, 5, 6,	 11,	 12
P35 3	 4	 7	 8	 9	 10
P36 ],	 4,	 7,	 8,	 11.	 12
P37 3, 4, 9,	 10,	 11	 12
t38 5, 6,
	 7, 8, 9
	 10
P39 S, 6
	
7	 B	 11	 12
ti0 5	 6	 9	 10	 11	 2
!il 7, 8, 9, 10	 11	 12
Pit 1	 2	 3	 4	 5	 6	 7
l43 1, 2,
	 3, 4	 5	 6	 9	 10
P44 1,	 2,	 3,i 4.	 S.
P4S 1	 2]	 4	 7	 8
t46 1, 2	 3	 4	 7	 8	 1
K7 1	 2	 3	 6	 9	 10	 1	 2
P48 1,	 2, 5, 6,	 7,	 B, 9,
	
10
t49 1, 2, S, 6,	 7, 8,	 I1,	 12
i50 1. 2, 5, 6, 9,
	
10,	 11.	 12
t51 1,	 2,	 7, 8,	 9,	 10,	 11,	 12
tS2 ],	 4,	 S,	 6,	 7,	 2.	 9,	 10
tS] 3.	 4,	 S, 6,	 7,	 8,	 11,	 12
P54 7, 4,	 S, 6, 9,	 10,	 11,	 12
PSS ],	 4,	 7,	 8,	 9,	 10,	 11,	 12
P56 S,	 6,	 7,	 8,	 9,	 10,	 11,	 12
table 3-12. Veetora a 1
 and aatrtcea R 1
 for reconfiguration
tragrasa for tha 6-Byrn ayatee.
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CHAPTER 4
DDA REALIZATIONS OF ATTITUDE ALGORITHMS
J . C . Hung and Y . Yeh N 7' 2 ^ +.^^.+ r+^
ABSTRACT
This chapter presents 1) a review of six atti-
tude transformation algorithms, and 2) the realiza-
tions of these algorithms by digital differential
analyzers (DDA's). The number of DDA's for each
algorithm is either smaller than, or equal to that
obtained by ethers.
INTRODUCTION
The use of strapdown platforms for the guidance and control of
space vehicles has received a good deal of attention in recent years. In
using a strapdown platform, the attitude of a space vehicle is measured
along a coordinate frame fixed to the vehicle body. However, it is commonly
desired to determine the attitude of the space vehicle with respect to a
different coordinate frame, such as an inertial coordinate frame or an earth
fixed coordinate frame. Therefore, a transformation of attitude information
from the vehicle body frame to a desired coordinate frame is needed. Several
different attitude transformation algorithms are available. The most common
ones are (1) direc*ion cosine algorithm, (2) Euler angle algorithm, (3) Euler's
four parameter algorithms, (4) quaternion algorithm, (5) Cayley-Klein algori-
thm, and (6) Vector representation algorithm.
An analog computer, a digital computer, or a group of digital differ-
ential analyzers (DDA's) can be used to implement the attitude algorithms.
The advantages of using DDA's include high accuracy and compact size.
This chapter begins with a review of the analytics for the six atti-
tude algorithms. Then, each algorithm is realized by a group of digital
differential analyzers (DDA's). It will be shown that the number of DDA's
required for the realization of each algorithm is either smaller than, or
equal to that obtained by others. l ' 2 The different numbers of required DDA's
70
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for various algorithms, also serve as an indirec * comparison of computation
requirements if the algorithms are to be realized by digital computer.
THE DDA
DDA is a device which has two incremental inputs ^x k and Wyk , one
memory memorizing the quantity yk_ 1 and one output ^zk . The device per-
forms the following mathematical operation
Azk	 (yk-1 + Wyk) ^xk 	(4-1)
The following symbol is used to represent a DDA. By connecting a number of
^} k
^xk	 yk-1	 ezk
Figure 4-1. The DDA
DDA's together in conjunction with summing devices, various computation algo-
rithms can be realized.
DIRECTION COSINE ALGORITHMS
Direction Cosine Matrix
Consider two orthogonal coordinate systems S 1 and S2 in a three dimen-
sional space:
Coordinates v l , v2 , v3
S1	,. 	 ..
Unit Vectors i, j, k
Coordinates	 vi. 
v2' `"^3
S2	
Unit Vectors i', k', k`
ii
i
t
i
i
t
t
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For any vector V in the space, it can be expressed in terms of coordinate
components in "vector-analysis" forma
A
V = i v l + j v2 + k v3	 i'vi + j'v2 + k'v3	 (4-2)
By the property of dot product vi can be expressed in terms of v j as
vi i'• V=i' • ivl +i' • j v2 +i' • kv3
v2 j' • V	 j' • i vl + j' • j v2 + j' • k v3
v3 k'• V	 k' • i vl + k' • j v2 + k'^ k v3
In "vector-matrix" form4 , we have
vi i' i i' j i' k vl
v2 =	 j' k j' j j' k v2
v3 k' i k' j k' k v3
v' C v
where v is a column vector whose three elements are components of V along co-
ordinate system S l and v ` ^.s a column vector whose three elements are components
of V along coordinate system S2 The matrix C is called the "direction cosine
matrix", whose elements are cosines of angles between two sets of unit vectors
of Sl and S2 . Thus (4-4) can be written as
v'	 C v	 (4-5)
A similar derivation by expressir_g v j in terms of vi gives
v CT v'	 (4-6)
(4-3)
(4-4)
73
#.
^i^
i^
Using both (4-5) and (4-6),
VCTCv
that is
CTC Q I	 (4-7)
Hence, C is an orthogonal matrix. Denote the elements in C by Cif , Eq.
(4-"') says that
3	 1 if mn
E C
mk Ckn ^	 (4-8)
^k^l
	 0ifm#n
i
i
,^
i
i
i
which is a set of six constraint equations. Therefore, among the nine
elements of C, only three are independent.
An Example: A two dimensional case.
v'
2
vl
Figure 4-2. The Two Dimensional Case.
{°.,
^'
ss^
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t
vi i'	 i	 i'	 j vl
e
v2 j'	 i	 j'	 j v2
cos8	 cos (90+6 ) vl
_
cos(90+6) cose	 v2
cosh	 sin8	 vl
s
-sin6	 cosh	 v2
Relationship Between Two Sets of Unit Vectors
Consider a vector V making angles a, s, and Y with the set of unit
vectors i, j, and k, respectively, as represented by
	
V i cosa + j coss + k cos y	 (4-9)
A
j
i^
Figure 4-3. Angles a, ^, and Y.
Since cos ta + cos t s + cost Y = 1, V is also a unit vector. If we let V 	 i',
j', and then k', we have the relationship between the two sets of unit vectors.
ti
i
i
t
i
t
t
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A A w q A
k' _ (k' i) i + (k'
A
^ ) j + (k' k) k
Representing the two sets of unit vectors by
i
w
i'
U = j and U' a j'
.. w
k
A
k'
(4-10) can be expressed as
U' ^ CU	 (4-12)
where C is defined in (4-4). Notice that U and U' are not vectors; their
elements are unit vectors!
Now consider any vector V. From (4-2)
i	 i'
V	
Ivl v2 v3 ]	 j	 = [vi v2 v2]	 j'	 (4-13)
^^
T ^ k ^^ k'
v	 ^-^	 v'	 ^-r--^
U	 U'
or simply
VvTUv'TU'
Using (4-12)
v' T
 U'	 vT U = vTCT
 U'
indicating
v' T = vTCT
therefore
v' ^ C v
	 (4-14)
which is the same as (4-5).
(4-10)
(4-11)
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Differential Equation of Direction Cosine Matrix
Let S 1
 frame with unit vectors i, j, and k be stationary, and S 2 frame
with unit vectors i', j', and k' be rotating. Let
w
x
w =, wy
w
z
be the angular velocity of S 2
 with respect to Sl
 expressed along S 2 axes, and
C be the "direct cosine matrix" transforming S 2
 coordinates to S1 coordinates,
i.e.,
C11	 C12	 C13	 i	 i ^	 i	 j'	 i	 ic'
	
w	 A	 A
C	
C21	 C22	 C23
	
= j	 i'	 j	 j'	 j	 k'	 (4-15)
C31	 C32	 C33 ^	 k	 i'	 k	 j'	 k	 k'
Note that this C is different from that in (4-4)! One is the transpose of
the other.
C =
Cll	 i dt
	 C12	 i dt	 C13	 i dt
= i	 (j'w - k'w )	 = i • (k'w - i'w )	 i • (i'w
	 A'w
z	 y	 x	 z	 y- j x)
= C12wz - c13wy	 C13wx - Cllwz	
Cllwy - C12wx
•	 di'
C21 = j	 dt
= C22wz - 
C23wY
•	 dam'
C21 = j	 dt
= C23wx - C21wz
•	 dk'
C23 = j	 dt
= C21wy - C22wx
•	 di'
C31
=k 
dt
z	 y
•	 = C32wz - C33wY
^^
C32 k dt
= C33wx - 
C31wz
dk'
C33 = k dt
= C 31wy - 
C32wx
^sl
77
X11	 C12	 C13	 -wz wy
=	 C21	 C22	 C23	
wz 0 -wx
C31	 C32	 C33	
-wy wx 0
V
Let
0 -w	 wZ	 y
	
t2 ^ wz	 0	 -wx	 (4-16)
	
-w	 w	 0
	y 	 x
be the matrix characterizing the angular velocity of the S 2 frame with respect
to the S1 frame. Then we have
c^csa	 (4-17)
Any vector in S 2 coordinates can then be transformed to S l coordinates via
°—sl C vs2
	
(4-18)
In a strapdown navigation system, w x , wy , and wz are measured by a
yet of strapdown rate gyros. The transformation from v_ s2 to vsl is represented
by the diagram shown in Fig. 4 -4.
;^
^"
t2
from rate gyros
Figure 4-4. Direction Cosine Transformation.
The symbol
A	
L X
	
C
R
B
indicates the matrix multipl$,cation C a AB.
EULER ANGLE TRANSFORMATION ^.LGORITHM
Euler Angle Transformation Matrix 5
Two coordinate systems (X, Y, Z) and (x, y, z) can be related by
three rotations of coordinates as shown in Fig. 4-5.
First, rotate along Z axis by an angle ^.
Next, rotate along x l axis by an angle 8 .
Finally, rotate along z 2 axis by an angle ^.
The angle ^, 8, and ^ are called "Euler angles", and the three successive
transformations are represented by the following equations
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xl	cosh	 sink	 0	 ^ X
yl 	 -sink cosh	 0	 Y
z l	^ 0	 0	
^	
Z
r^
x2 1	 0	 0 xl
y2 0	 cos9	 sinA yl
z^ 0	 -sin8	 cosA zl
re
(4-19)
(4-20)
1
I
1
1
I
1
1
t
I
1
1
0
1
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x	 cosy	 sin^y	 0	 x2
y — -sin^y	 cony	 0	 y2
Z	 o	 0	 1	
.22
ray
Thus, the overall transformation is given by
x X
y ^r Y
z Z
where the transformation matrix is
r ^ r^ re r^
cony cosh - cos8 sin$ sin^y
- -sin^y cosh - cose sink cosy
sine sink
	
cosy sink + cos8 cosh sin^y	 sin^y sin8
	
-sin^y sink + cos8 cosh cony	 cony sine	 (4-23)
-sine cosh	 cose
Euler Angle Differential Equations
If the xyz-frame is rotating with respect to the XYZ -frame, then the
Euler angles ^, e, and ,y change with time. The rotation can be described as
a function of their time rates, namely, ^, 9, and ^y.
(4-2.1)
(4-22)
xl'x2
Z, z,
xl'x2
t¢
3
.^
Z, zl
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xl
z, zl
`	 xl	 coal	 sink	 0	 X
y	 yl = - sink	 cos¢	 0	 Y
z l	0	 0	 1	 Z
r^
x 1	 0 0 x	 r12
y 2 = 0	 cos9
sin6
yl
z2 0	 -sine cos8	 zl
re
x	 cosh	 sin^y	 0	 x,L
Y	
Y	
-sink,	 cosh	 0	 y2
z	 0	 0	 1	 z2
r^
Figure 4-5. Euler Angles ^, 9, and ^.
II
I
I
I
1
1
i
1
1
I
1
1
1
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Let w be a vector representing the angular velocity o^ the xyz-
frame with respect to the XYZ-frame. Then
x
w = ^
_	 y
Z
o e o
= 0 + o + or^r6 r^
^ ^ o ^
sing sin6	 cosh	 0 ^
= cosh sin6	 -sink	 0 8 (4-24)
cos8	 0	 1 ^
The time rates of Euler angles can be obtained by inverting (4-24)
^	 ^ sink	 cosh	 0	 ^x
6	
sin6	 =os^ sin8 -sink sin6	 0	 ^y	
(4-25)
^	 -sink cosh -cosh cosh sin6 	 W
z
^...	 ^	 `r.
E	 T(e)	 w
Denoting the Euler angle vector bye and the transformation matrix by T(e)
which is a function of e, we get
E	 T(e) w	 (4-26)
Note that, in (4-25), the transformation equation has singular points at
	
B = n^rt, n integer. At these values of 8, sin6 	 O and 
sin6 does not exist.
For a strapdown navigation system, the body fixed sensors measure the
	
rates m w and ^
	
The (4-26) is used to generate the Euler angle ratesx y	 z
^,
(X,Y,Z)
i
i
i
i
i
i
i
i
i
t
i
^^^
Figure 4-6. Euler Angle Transformation.
EULER FOUR PARAMETER ALGORITHM
Euler Four Parameter Transformation Matrix;
n
In
C
Figure 4-7. Rotation of a Vectcr.
and (4-22) is used to make the coordinate transformation. The computation
requirement is represented by the diagram shown in Fig. 4- 6.
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YConsider a vector V in space. Another vector V' is obtained by
rotating V about an axis in n direction through an angle 8 as shown in
Fig. 4-7. Let In be the unit vector in n direction, which is related to
a cartesian coordinate system by
In = ^l i + n2 j + n3 k	 (4-27)
where i, j, k are the three unit vectors of the cartesian coordinates,
andAnl, 
n2' n3 
are the three direction cosines of In with respect to
i, j, k as shown in Fig. 4-8.
..	
z ^
	 Fn
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x
Figure 4-8. Relationship Between i, j, k and ln.
From Fig. 4-7,
V	 (ln V) In + Iln
 x V^ 1(nxv)xn
	 (4-28)
and
V' _ (1
	
V') 1 + ^1 x V'I cos8 1 	 + ^1 x V'^ sin9 1
n	 n	 n	 (nxv)xn	 n	 nxv
(4-29)
Adding and subtracting (ln V) cos8 In to (4-29),
V' _ (1	 V')(1 - cos8) 1 + ^1 x V'I sin8 1
n	 n	 n	 nxv
	
+ [(ln V) In + ^ln x V'I 1 (n^ )^] cos8	 f4-30)
r
V
I
I
1
1
I
1
I
I
1
I
1
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But
Iln x VII lnxv = ^ln x VI ln^ = In x V
1	 V'	 1	 V
n	 n
Equation (4-30) becomes
V' _ (ln V)(1 - cos8) In + V cosA + (ln x V) sin6
Adding and subtracting V,
V'	 V + ( ln x V) sin g + (ln V)(1 - cos8) In - (1 - cos8) V
= V + ( ln x V) sinA + [(ln V) In - V] (1 - cosA).
Using the relationship
In x (ln x V) _ (ln V) In - (ln ln) V = (ln V) In - V
we get
V'	 V + (ln x V) sinA + In x ( ln x V)(1 - cos8)
	
(4-31)
Now let us relate the quan^ities in (4-31) to the carte^ian coordinates and
express them in the vector-matrix form.
vl	 vi	 nl
v	 v2	 v' =	 v2	 In =	 n2
v3	 v3	 n3
We then see that
t
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n2v3 - n 3v2	 0 -n3	 n 2	 vl
in x V	 n3vl - n iv3	 =	 n3 0	 -n l	 v2 = Nv
nlv2 - n2vl	
-n2	 n l	 0	 v3
where
0 -n3	 n2
N =	 n3 0	 -nl
	
_n2 	 nl	 0
is a "direction cosine matrix". Also
In x (ln x V) N2V
Hance, (4-37.) can be e;:pressed in the form
V'= EV
(4-32)
(4-33)
(4-34)
(4-35)
where
E	 I + (sin8)N + (1 - cos6)N 2	(4-36)
is the desired "transformation matrix", which is determined by the angle
of rotation 8 and the direction cosine matrix N. Since N consists of three
elements, three are a total of four parameters, namely, 8, n l , n2 , and n3.
They are called "Euler four parameters". Among these four parameters, only
three are independent, the fourth one can be eliminated by the relationship
n 12 + n2 2 + n3 2 = 1	 (4-3'')
Differential Equations for Euler's Four Parameters
In the next section, we shall see that the differential equations for
the quaternion method of coordinate transformation is given by
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-w	 -w	 -w
s
	 0	 2x	 —y	 2z	
s
vx
W2 0 -wz
W v 
= (4-38)
vy
w2 W 0 -w vyz x
vz
W
2 -wy wx 0 vz
where s, vx , vy , and v z are the four parameters of quaternion operator.	 Eq.
(4-38) can also be expressed as
S -v
x
-vy -vz
•
vx 1 s vz
y
-v
w
x
vy
2
-vz s vx wy (4-39)
•
w
z
v
z
vy -vx s
It will also be shown in the next section that the Euler's four parameters
are related to the quaternion parameters by
	
cost	 s
	
nl si'r2- 	 = vx
(4-40)
	
n2 si'2 	 vy
	
n3 sirr2	 = vz
Differentiating (4-40), gives
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s	 - 2 sing
	
0	 0	 0	 e
vx	
2n si
	
1 ng	 0	 0
	
si 2 
	 nl
(4-41)
vy	
2 2 
si 
2	 0	 Sing	 0	 n2
vz	
2n3 sing	 0	 0	 sing	 n3
W
Substituting (4-41) and (4-40) to the left and right sides of (4-39),
respectively, and then premultiplying both sides of the equation by W 1,
yields the desired differential equation
	
e	
-2n1	
-2n2	 -2n3
x
	(1 - n 2 )CO te	 n—n	 cote + n	 n—n 	 cote - nni	 1	 1	 2	 1 2	 2	 3	 312	 2
2	 ^
e	 z	 8	 e	
y
n2	
-nln2 cot2 - n3	 (1 - n2 )cot-	 -n2 n 3 co 2 - nl
W
z
	
n	 -n n cote + n	
-n n cot8 - n	 2	 0
	
3	 3 1	 2	 l	 (1 - n3 )co t2 (4-42)%WO
--
S
Equations (4-35) and (4-42) form the algorithm for the Euler four
parameter transformation. The computation requirement for this algorithm
is shown in Fig. 4-9.
	
m
R 	 9,r1	 e,n	 E	 L
X	 Computation	 x	 u
of E
L	 R
Computation	 Iv
S	 of S
Figure 4-9. Euler's 4 Parr `er Transformation.
t
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QUATERNION ALGORITHM
i
	
Quaternion Algebra
A "quaternion" Q is defined as
A	 A	 A
Q= s+ivx + j vy +kvz =s+V	 (4-43)
A	 A	 A
where s is a scalar and V = i vx + j v  + k v  is a vector.
"Addition" for quaternions is defined as
Ql + Q2 = (s1 + s 2 ) + (V1 + V2)
(sl + s 2 ) + i (v lx+ v2x)+ j (vly + v2y)+ k (v lx + v2z)
It is obvious that addition is associative and commutative. 	
(4-44)
"Equality" is defined as
Q1 = Q2 if only if s l = s2 & V1 = V2	(4-45)
"Multiplication" is defined by using the distributive law on the
elements as in ordinary algebra, but with the order preserved, and by de-
fining the products of unit vectors i, j, k as
12 j2 =k2-1
(4-46)
A	 A A	 A	 A A
	
ij - ji=k jk = - kj	 i ki- ik= j
t
	 We can then write
Q1Q2 = (s1 + Vl )(s2 + V2)
= 8
1s2 
+ s1V2 + s2V1 + V 1 
V 2
But
A
V1V2 (i v^ + j vly + k vlz)(i v2x + j v2y + k v2z)
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vixv2x - vlyv2y - vlzv2z
A
+ i vlyv2z - i vlzv2y
A	 A
+ j v2xvlz j vlx v 2
A
+ k vlxv2y k vly v 2
- (Vi ' V2 ) + (V1 x V2 )
therefore
Q 1 Q 2 - [s1s2 - V1 • V2 ] + [s 1 V2 + s 2 V 1 + V1 x V2]
	 (4-47)
Note (i) the product of quaternions is defined differently from both of the
dot and the cross products associated with pure vectors, (ii) the product
of quaternions is not commutative due to the term V 1 x V2 in (4-47), and
(iii) the multiplication is distributive and associative, i.e.
Ql (Q2 + Q3) - Q1Q2 + Q1Q3
Q1 (Q2 Q3 ) - (Q1 Q2 ) Q3
"Conjugate" Q* of Q is defined as
Q* - s - V	 (4-48)
The conjugate of product is the product of conjugate in reverse order, i.e.
[Q1Q2 ]* - [(sis2 - V • V) + (s1V2 + s 2 V 1 + Vl x V2)]*
- (sls2 - V1 . V2 ) - (s iV2 + s2Vl + Vl x V2)
Q2 Q1
"Norm" of a quaternion, N(Q), is a scalar defined as
]
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N (Q) - s 2 + vx2 + vy2 +'v
z 2
 - QQ*	 (4-49)
A unit norm is defined as N(Q) - 1. The norm of the product is the product
of the norms, i.e.,
N(Q 1Q2 ) - (Q1Q2 M Q2)* Q1Q2Q*Q1
- Ql N (Q2 )Qi - N (Q2 )Q1Q1* - N (Q2 ) N(Ql)
"Inverse" Q 1 of Q is defined as
Q-
1 Q  - QQ-1 - 1	 (4-50)
Since N(Q) - QQ* - Q*Q , so
Q-1 - NN Q^	 (4-51)
For a unit quaternion, N(Q) - 1, so Q-1 - Q*
Quaternion as Transformation Operator
Let
	
Q - s + V and N(Q) - 1	 (4-52)
Consider two vectors A and B related by quaternion operator Q via
A - QBQ*	 (4-53)
Now
QBQ* _ (s + V) B (s - V)
(s + V) [B V + (aB - B x V) ]
=s (B • V) -V	 (sB -BxV) + V x (sB - BxV)
+s (sB- BxV) +V (B • V)
= a 
2 B + 2 s x B + (B • V) V - V x (B x V)
Adding and subtracting v2B, where
v2 = V - V- v 2 + v 2 + v 2
x	 y	 z
i
i
i
i
i
t
T
t
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then
QBQ* = (s 2 + v2 ) B + 2sV x B + V x (V x B)
+ L (B - V)V - (V - V)B)
V 
	
(Vx B)
(s2 + v2 ) B + 2sV x B + 2V x (V x B)
from (4-52), s 2 + v2
 - 1, thevefore (4-53) becomes
A - B + 2sV x B + 2V x (V x B) 	 (4-54)
Expressing (4-54) in the vector-matrix notation in terms of cartesian
coordinates x, y, z, using the following correspondences
a
X
A	 a = a
_ y
a z
b
x
B b b
_ y
bz
V
x
IVV-0 ------- %- v - y
y ,
^z
.M
v
y
-v
x
0
-v
z
0
v
x
Let
0
V x B	 vz
-v
y
b
x
by	(4-55)
b
Z,
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0	 -v	 v
z	 y
P	
v 
	 0	 -vx	 (4-56)
	
-v	 v	 0
	
y	 x
	
V x (V x B)	 P 2 b	 (4-57)
Then (4-54) becomes
	
a-[ I+ 2 s P+ 2 P 2 ] b	 (4-58)
W
Let
	
W- I+ 2 s P+ 2 P2	(4-59)
Then (4-58) becomes
	
a - K b	 (4-60)
Eq. (4-58) or (4-60) relates vectors a and b through the matrix trans-
formation W which is composed of four paramaters s, vx , v  and vz.
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Isomorphism Between Quaternion and Direction Cosine Transformation
Quaternion	 Direction Cosine
U' = Ql UQ*	 u' =Clu
Ulf
	 Q2 U' Q2"	 Ulf = C2 u'
U lf = Q
2 Q1
U Q*Q2	 Ulf = C2Clu
= (Q2Ql ) U (Q2Q1 )*	 = C u
=QUQ*
Q = Q2Ql	 C = C2C1
Hence, there exists a one-to-one correspondence between direction cosine
matrices and quaternion transformation elements.
Equivalence of Ouaternion and Euler's 4-Parameter Method
Recall (4-58) the quaternion transformation equation,
a = [I + 2sP + 2P2 ] b	 (4-61)
where
0
v
z
-v
y
Also, recall (4-35), the Euler 4-
-vv
z	 y
0	 -v	 (4-62)
x
v	 0
x
?arameter transformation equation,
A - [I + (sine) N + (1 - cos6) N 2 ] b	 (4-63)
0 n2
n3
-ni
-n2 nl 0
—n3
0
where
N =
'3
94
(4-64)
Substituting (4-62) into (4-61), we get, for the quaternion method,
-v2-v21 0 0 0 -v v v v v v
z y z	 y x y x z
a = 0 1 0	 + 2s vz 0 -vx	 + 2 -vX-v2 b4 xvy vyvz
-v2-v0 0 1 v v 0 v v v vy x x z z y y
1 - 2(v2 Y+ v2)
2(s v z + v x v )
2(-s v y + vxvz)
2(-s v z + v x v y )
1 -2(v2+ v2)
2(s v x + vzvy)
2(s v y + v x v z )
2(-s v x + v zvy )	 b
1 - 2(v y2 +  v2
(4-65)
, M
Substituting (4-64) into (4-65) gives for the Euler 4-parameter method,
1 , 0	 0	 0	 -n3	n2
	a= 0 1 0 + sine n 3	0	 —ni
0 0 1	 -n2	 n 	 0
2	 2
-n 3 - n2
+ 0 - cose)	 n1n2
nin3
	
n1 n2	ni n3
	
2	 2
	
_ni 	 n 3 n2 n3
2	 2
n31
	
2	 -n2 - nl
b
iIt
k
1
f
f
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i
3
Since sine = 2sin2 cost
expressed as
2
and 1 - cose = 2sin 2 
this equation can be
0	 -n3sin2- n2sin2
n 3sit-	 n0	 -lsin2
-n2sin2 n lsin.	 0
1	 0	 0
a	 0	 1	 0	 + 2cos2
0	 0	 1
-sin 22 (n3+n2)
2
+ 2	 sin 9 nln2
2
sin 2 nln3
sin22 n ln 2 	 sin22 nln3
2-sin 2 (n 2+n 3) sin 22
 
n2 n3(4
-66)
2
sit- n 2n 3	 -sin 2 (ni+ n2)
i
I
i
i
I
1
1
t
i
t
i
i
Also recall that for the quaternion method,
A = B + 2sV x B + 2V x (V x B)	 (4-67)
and for Euler's 4-parameter method,
A = B + (ln x B) sine + In x (ln x B)(1 - cos©)	 (4-68)
Let us make the follcwing identification:
If V is r-yen as a vector along the In direction, then
2sv = sine	 (4-69)
2v2 = (1 - cose)
Solving for v and s from (4-69),
v =±si 2
(4-70)
S = ± cost
nwhere
S a
V =
Comparing (4-64) and (4-66) and us
between the quaternion and Euler's
co 2 -1
l (4-73)
sit 1
Cng (4-73), we have the following equivalance
4-parameter methods:
i
1
1
1
1
i
1
1
1
1
1
i
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Since (4-70) satisfies N(Q) = 1 irrespective of signs chosen and since
A = QBQ* = (-Q) B (-Q)*	 (4-71)
the rotation quaternion is arbitrarily chosen using positive signs in (4-70)
Q- s + V = cos2 + In sing = s + In v	 (4-72)
eS cost
V  Cosa sing = n1 sing
vy = cosB sing = 
n2 sir2
	 (4-74)
vZ = cos Y sing = n 3 si 2
	Quaternion	 Euler's 4-Parameter
Method	 Method
1	 1
	Parameters:	 Parameters:
S, vX , vy, V 	 8, n l , 12 , n3
The relationship among various variables is shown in Fig. 4-10.
Ab (t+At )
Ab(t)
. Ai
Represented
by Q2
sented by
Q-11
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i
i
t
t
i
1I
,i
TA.T1i11t
x
Figure 4-10. Relationship Between a, $, Y and 1n.
Among 4 quaternion parameters, only 3 are independent; the 4th one can be
eliminated by using the constraint N(Q) = 1.
Quaternion Differential Equations
Let Q(t) be a quaternion representing the transformation from a rotating
body frame to the inertial frame. Let Q1 be the value of Q(t) at time t, i.e.,
Ai (t) = Q JAb (t ) Q,	 (4-75)
and Q2 be the value of Q(t) at time t+pt, i.e.,
Ai (t+pt) = Q2 Ab (t+pt) Q2	 (4-76)
The quaternion representing the rotation of the body frame during the time
At is therefore,
Q1 Q2 = Q*Q1 2
This relationship is shown in Fig. 4-11.
•b
'`+et)
b (t)
Ai
Represented Represented
by Q2	by Q1
Figure 4-11. Quaternion end Vek:tor Rotation.
{	
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Since the angular velocity 0 of the rotating body frame can be considered
constant for small At the angular displacement of the body frame is
AO = wAt,
where
i
r
f
i
I
1
1
I
1
1
1
In = W an d	 IQ[ = w
Therefore
Q1Q2 = cosw2t + W sin
w2t
and
Q2
 =- Q1 l cos w2t + W sin w2t
The time derivation of the quaternion Q is obtained from
	
__ lim Q2-Q1 	 lim Q_	 wAt	 wAt
	
Q (t) At^o At	 At->o At [ cos 2 - 1 + 
S2W sin 2 J
limwAt 2	 S2	 t
At-*o=	
At	 wA1 - ( 2 ) +	 W... - 1 +	 ( 2 
= 2 Q Q
= 
2 
(s + V) 
a2 
^(-V • n) + (s Q + V x 0) J
Hence, we get the desired differential equations
	
s	 -2 [V	 Q]
V = 12 [ s 0 + V x Q]
To express in vector-matrix rotation, let
s
v
x
Q = (s'V) -	 v
y
v
Z.
(4-77)
(4-Its)
(4-79)
(4-80)
(4-81)
(4-82)
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Computa- 
ML 
x (s V)	 I
	 IV),tion of M
tat
io K L 
X	
Ai
K	
K
IbA
Figure 4-12. Quaternion Transformation.
t
1
I
1
1
i
1
Then (4-80) and (4-81) can be expressed as
B 0
-WX - W -Wz
s2 2 2
• W X
°
-W2
°x 2 2 2 ^x
•
r W
2
W
z
°
W
- X
°y 2 Vy 2
•
W
z
W
--X
W
-A
°°z 1	 2 2 2 °z
M
Ai (t+At) = Q2Qb A  (t) QbQ2
= Q2Qb*Ql Ai(t) Q1QbQ*
Since Vi (t+At) = Vi (t) , the stationary inertial frame,
(4-83)
F
t
i
t
i
i
Q2QbQl = 1
Qb = Q1Q2	
(4-84)
The computation procedure from ')ody axis measurements to inertial axis
measurements is shown in Fig. 4-12.
I (so'Vo)
^ n
i 1
i100
Remarks
1. Transformation of coordinates can more generally be expressed as
quaternion operated on quaternion. Let v and u be the same 3-dimensional
vector represented WRT two different coordinate systems. Let
i	 Q - s + V - operator quaternion
Q1 - 8  + V - quaternion representing vector vi	 Q2 - s2 + V2 - quaternion representing vector u
t	 Then (4-53) can be expressed as
Q2 - QQlQ*
r.
- (s + V) (s 1 + V1) (s - V)
- (s + V) s l (s - V) + (s + V) V  (s - V)
s l 	let it be V2
- si +V2	 (4-85)
t	 Thus, the operation does not change the value of the scalar term.
2. Let Qb represent the rotation of the body frame from time t to t+At
Ab(t+At) - Q*b Ab ( t ) Qb	 (4-86)
Then at time t
t	 Ai (t) - Q1 Ab ( t ) Q*	 (4-87)
and at time t+Att	 Ai (t+At) - Q2 Ab (t+At) Q2	 (4-88)
t	 Ai (t+At) - Q2Qb Ab(t) QbQ*2 = QAQ 1 Ai (t) Q1QbQ2
Since Ai (t+At) = Ai (t), the stationary frame vector, so Q 2Q*bQ1 = 1. Hence
Qb Q1Q2
t
ii
i
t
t
i
1
1
1
1
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CAYLEY-KLEIN PARAMETER ALGORITHM
Transformation in Two Dimensional Complex Space
Consider the transformation of two complex axes (u,v) to (u',v')
through the linear relationship
u'	 a	 8	 u
(4-89)
V1	 Y	 d	 v
K
Where a, g, y and d, called Cayley-Klein Parameters, are all complex numbers.
Eq. (4-89) denotes a transformation in a two-dimensional complex space, or,
equivalently, in a four-dimensional real space.
Eg. Transformation in 1-dimensional comp?:x
space
(a'+jb')	 (a+js)(a+jb)
can also be expressed as transformation
in 2-dimensional real space as
[a:]	 a - B
	
a
b 	 a a	 b
Since a, B, Y and d are complex, there are eight parameters to be specified.
However, if one tries to apply the K matrix to a transformation in a 3-
dimensional real space, only three of the eight parameters are independent.
To eliminate the remaining five parameters, some constraints are needed.
The constraints are:
1. K be a unitary matrix, i.e., K 1 s K*, or just
K*K e 1	 (4-90)
2. The determinant of K be 1, i.e.,
IKJ - 1	 (4-91)
4102
Using (4-89)
a	 S	 a*	 Y*
K*K •
Y	 d	 S*	 d*
a*a + S*S	 aY* + SP
	 1 0,
a*Y + S*d	 YY* + dd*	 0 1
requiring
aa* + S S* - 1	 (4-92)
Y1'* + d d* - 1	 (4-93)
Q*
 Y + S*d - 0	 (4-94)
From (4-91)
	 ad - S Y - 1	 (4-95)
Eqs. (4-92) and (4-93) are real, while (4-94) is complex, so that together
they provide four conditions. Eq. (4-95) provides the fifth condition.
From (4-94)
d-_a*
Y	 S*	
(4-96)
Substitutin- into (4-95)
ua* (s*) - SS* (s*) - 1
By the relationship of (4-92), we have
(4-97)
Using (4-97) in (4-96)
8 - - a*
	 (4-98)
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Therefore, the matrix K can be written as
Q	 8
K =
	
	
(4-99)
_S* a*
Constrained by
aa* + W - 1	 (4-100)
Notice that the derivation of (4-99) used (4•-92), (4-94), (4-95) but not
(4-93). (4-93) is used as the constraint to (4-99). On account of (4-97)
and (4-98), (4-93) _ (4-92), so we have (4-100).
Now let D be a Hermitian matrix in this 2-dimensional complex space
having the specific fore
D	
x	 z-jy	 j =
	 (4-101)
z+ j y	 -x
The quantities x, y, z are seals, and they can be considered as representing
three coordinates defining a vector r in a three dimensional real space.
Notice that the determinant- of D is
I D I - - (x2 + y2 + z2 ) _ -rTr = - r 2	(4-102)
and
Trace D - 0	 (4--103)
Applying a similarity transformation to V using the unitary matrix K, gives
D' - K D K*	 (4-104)
Under similarity transformation the Hermitian property of a matrix is pre-
served, so are the determinant and trace, i.e.,
ID S I - - W 2+ y12+ z'2) - IDI
Trace D' - 0
(4-108)
Isomorvhism Between Caylev-Klein Parameters and Quaternion Parameters
Matrix D can be written as
x	 j-jy
A
z+jy	 -x I
1	 0	 0 -j	 0	 1
X
	
+ y	 + z
0 -1	 j	 0	 1	 0
=x E x + y E y + z E 
where
1 0
E
x
0 -1
0 -j
E
y
j 0
0 1
E _
z
1 0
(4-107)
In addition
1	 0
E
I
0	 1
Since these 4 matrices are linearly independent, any 2 x 2 matrix involving
only 4 independent quantities can be formed by linear combination of them.
Let
a - a+ jb
(4-1091;
0-c+jd
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Then using (4-108) we have
a	 B	 a+jb	 c+jd
K e	 =
-s* a*	 -c+jb	 a-jb
1	 0	 1 0	 0 -j	 0	 1
= a
	
+ j b
	
+ c
	
+ d
0	 1	 0 -1	 j	 0	 1 0
	
K = a E  + j ( bEX + cEy + dE z	(4-110)
Recalling the quaternion Q,
Q= s+V — S +ivx + jvy +kvz	(4-111)
There is an isomorphism relationship between K and Q where:
K -- Q
a	 S
b  	 v 
d	
v 
A
j Ex
J Ex •--► j
J EX
	---------
	
k
Addition:	 Kl + K2
	
Ql + Q2
Equality:	 Kl - K2
	 Ql - Q2
5
Multiplication:
`v
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(jEx ) 2 s	 (jE y ) 2 =	 (jE z ) 2 - E I i2 a j2 = k 2	 - 1
(j E x ) ( jE V ) _ -	 (jEy ) ( jEx ) jEz wA Aw	 w
( jEy ) (jE Z ) (jE Z ) (jEy ) jE x
AA
 
jk =
AA	 w
- kj	 i
(jE Z ) ( jEx ) _ -	 ( jEx) (jE Z ) = jEy .^_..
AA
ki
AA	 A
- ik = j
K 1 K 2 - [ a1EI + b 1 (jEx) + c1 (jEy) + dl(jEZ)I
i[a2EI + b 2 (jEx) + c2 (jEy ) + d2(jEZ)l
[ a1a2 - (b1b2 + c 1 c 2 + d1d2)] EI
• al [b2 (jEx) + c2 (j E y ) + d 2 (j E Z ) l
• a2 [b1 (jEx) + c 1 (jEy) + d1(jEZ)]
j  j E jEZIy
.F b1 c1 d1
b2 c2 d2
Q1Q2 = (s1 + V1 ) (s2 + V2)
A	 w	 A	 A
(s1 + iv lx + jvly 
+ kvlz)(s2 + iv 2x + jv2y + kv2z)
(s 1s2 - V1V2 ) + (s 1V2 + s 2V1 + Vl x V2)
a 1 a 2	 .4	 s 1 s 2
Thus
b 1 b 2 + c 1 c 2 + d 1 d 2 -*-^ Vl • V2
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a 1 [b2 (jEx) + c 2 (jE z ) + d 2 (jE z ) I 	 s 1 V 2
a2 [b 1 (j Ex) + cl (j Ey) + d l (j E z ) l .' s2V1
jEx	j 	 jEz
bl cl dl .0—S. V1 x V2
b2 	 c2	 d2
Norm:	 IKI = a2+ b2+ c2+ d 2 .4 	 Y- N(Q) - s 2+ v2+ v2+ v2
x y z
That is, in Cayley-Klein parameters, the norm is taken to the determinant
of K matrix.
Conjugation:	 K* = transpose conjugate of K -o — 	 Q* = s - V
Transformation of Coordinates
In view of the isomorphism between the Cayley-Klein algebra and the
quaternion algebra, and in view of the fact that vector transformation in
quaternion algebra is represented by
	
Q2 = QQ1Q*	
(4-11"1)
therefore, the vector transformation in Cayley-Klein algebra can be expressed
as
	
D2 - KD1K*	 (4-113)
where the two sets of parameters, in the operators K and Q, are made identical
to each other in the corresponding terms. That is,
Cayley-Klein	 Quaternion
a	 =	 s
b	 vx
(4-114)
c	 vy
d	 =	 vz
:s
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Therefore, basing on the result
express the Cayley-Klein transf,
u
where
0
P a d
-c
of quaternion transformation method, we can
Drmation method as
	
[I +	 2aP +	 2P2 1 v_	 (4-115)
G
	-d 	 c
	
0	 -b	 (4-116)
	
b	 0
Cavlev-glein Parameter Differential Equations
Due to the relationship (4-114) we have, based on the differential
equations for quaternions,
W w	 w
	
•	 - x -a --Z
a	 0	 2	 2	 2	 a
	
.	 w
	
b	 2	 0 -wz	 wy	 b
W
(4-117)
	r 	 2 wZ 	0	 -wx	 c
W
	
d	 2 -w 	 w	 0	 dy	 x 
M
The computation procedure from body axis information to inertial axis
quantities is shown in Fig. 4-13.
w	 Cor^puta-	 L	
c,d
	
a,b,c,d	 Computa-	 G
tion of M M	 tion of G	 L R
V
u
Figure 4-13. Cayley-Klein Parameter Transformation.
VECTOR REPRESENTATION ALGORITHM
Vector Representation
Let In be the unit vector along the axis of rotation, and a be
the angular displacement as shown in Fig. 4-14.
1
n t
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i
t
i
t
t
t
(4-119)
(4-120)
1	 sing	 1	 sing
n 2 cos104	
n 1 + cos2
Recall that in the quat.ernion method where Q = s + V, we have
s= cos2	 and V = In sine
Therefore
V
l+s
so
V s (1+s) E
Figure 4-14. Vector Representation.
Define a vector E
6	 sine	 sine cose
E In to 4 = In	 B	 1n	 2
	
cos4	
r_os e
I
I
1
i
1
1
1
1
1
i
1
1
1
1
I
1
I
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Solve for s and V in terms of E. Note
2
l+s=1+cot=2 cos 4-
	 22 = 2	 2 2
csc 4
	
2
l+tan 4 1+;
2
where	 ;2 = ^E^2 = tan 4
2
:.	 s = 1-a2	(4-121)
1+;
Substituting (4-120) into (4-119)
V - 2 2 E	 (4-122)
l+v
Recalling the quaternion transformation equation,
A- B+ 2s (V x B) + 2 V x (V x B)
then by using (4-121) and (4-122), we have the transformation in using the
vector representation method.
2
A-B+4 1_a 	(ExB)+	 8	 Ex (ExB)	 (4-123)
	
(1+a 2 ) 2 	(1+;2)2
Expressing in vector-matrix rotation
0	 -;Z	 ;y	 b 
E x B	 ;Z	 0	 -;x	 by	 (4-124)
-;
Y	
;x	 0	 bZ
S	 b
and
E x (E x B) - S 2 b	 (4-125)
where
B= i b x + j b y + k b2
111
i
i
I^
t
i
1
i
Using (4-124) and (4-125) in (4-123)
2
	
A
- I+4 	 S+- 8	 S2b
	
(1 2 ) 2	 (12)2
	 —
T
2
T- I+4 1-a ) S+ 8	 S2
	
(1+02 ) 2	(1+02)2
(4-126) becomes
a a T b
Differentiation Equation for Vector Representation
Differentiating (4-120)
Va (l+s) E +s E
Since
s t 
-2V 	 • SI
V^2 (sQ+Vxa)
(4-129) gives
(1 + s)E - 2 (s a + V x S2) + 2 (V	 S2)E	 (4-130)
Using (4-120) is (4-•130)
(1 + s)E	 2 [s S2 + (1 + s) (E x S2) + (1 + s) ( E 	 S1) E]
E 
s 
2 L l+s 0 + (E x 0) + (E • . Sl) E,	 (4-131)
From (4-121)
s s 1-a2
	
1+s
	
2
Let
(4-126)
(4-127)
(4-128)
(4-129)
t
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is
Using this in (4-131)
2
E	 2	 1 2 S2 + (£ x S2) + (E	 S2) E
Nonlinear
terms
(4-132)
By using the identity
we have
A x (B x C) - (A • C)B - (A • B)C
E x (E x St) - (E • Q)E - (E • E)R
(E	 St)E	 a Q + E x (E x n)
Therefore (4-132) can also be written as
E= 
2	
1+22 n+ (E x St) + E x (E x 9)	 (4-133)
Nonlinear
terms
DDA REALIZATIONS OF ATTITUDE ALGORITHMS
Direction Cosine Algorithm
The transformation equations are
C = C a
JI = C v 
Taking the differentials and let QAt - AA, the angular increments,
AC ii C 1 AA 	 C 1 AA2
AC 12 = 
C 1 
AA  - Cil AA 	 1 - 1,2,3
AC 13 = Cil AA  - C 1 AA1
(4-17)
(4-18)
(4-134)
ii
i
i
i
t
i
i
i
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I	 B	 =
	
AV1
	 C11	 C12	 C13	 AV1
AV 	 =	 C21	 C22	 C23
	
AV2	 (4-135)
	
I	 B
	AV3
	 C31	 C32	 C33	 AV3
The DDA realization for (4-134) is shown in Fig. 4-15a. The realization
for all i - 1,2,3 requires 6 x 3 - 18 DDA's. The DDA realization for (4-135)
is shown in Fig. 4-15b. The realization for all i - 1,2,3 requires 3 x 3 =
9 DDA ' s. Therefore , 'the complete realization of both (4-134) and (4-135)
for all coordinate variables requires a total of 18 + 9 - 27 DDA's.
Euler Angle Algorithm
	 ^
The Euler angle differential equations are given by
•	 sink	 cosy
sin9	 sing	 0	 Wx
9 -	 cos*	 -sink	 0	
W 
	
(4-25)
_ sin cos9 _ cos9 cos*
sin9	 sin8	 1	 W 
In incremental form,
A^	
sin* 	cos* 	 0	 W At
sin9	 sin9	 x
A9 -	 cosh	 -sing	 0	 WyAt
sin* cos9 _ cosj cos9	 1 j	 m At
sin9	 sin9	 z
Let
AA
	 wxAt
AA  - wyAt	 ,	 (4-136)
AA  - wzAt
i
114
i - 1,2,3
(a)
Ar
(b)
Figure 4-15. Realization of Direction Cosine Algorithm.
Y
it
12
13
AV 
Avg
AV 
AVi
,2,3
AA3
AA 
AA
1
iiiiiiit
_^
i
1
I
1
1
i
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We ger_
1
em ^ (eAl sin ^y + eA2
 cos) sin@
	
A@ ^ eAl cosh -eA2 sin ^
	
(4-137)
e^ ^ (eAl sink + e A2 cos ^ ) sin@ cos@ + eA3
The transformation equations are given by
eV?	 cosy cosh - cos@ sink sin^y
eV2 ^	 -sink cosh - cos@ sinm cosh
eV3	 sine sinm
cosh sink + cos@ cosh sink+ sink sin@ pVB
	
-sing sink + cos@ cosh cosy cosy sin@ pV2
	
(4-138)
-sine cosh	 cos@	 pV3
Furthermore, the following relationships e:tist.
esin^ e^ cosh
	
ecos^ - - e^ sink
Bain@	 e8 cosh	 pcosB ^ - e@ sin@
(4-139)
esin^y ^ G^ cosh	 ecos ^r ^ - e^, sink
e sin@ ^ - 12 esin0
sin @
The DDA realization of (4-137) is shown in Fig. 4-16a, using 6 DDA's and
the realization of (4-139) is shown in Fig. 4-16b, using 8 DDA's. The DDA
realization of (4-138) is shown in Fig. 4-16c, using 13 DDA's. Therefore,
^_- ,^ ^ -e
e^
e	 -e^
ee
—ee
esin^
ecos^
—e^,
esin^+	 esinA
ecos^y
(b )
Figure 4-16. Realization of Euler Angle Algorithm.
"sin8
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f
3
^1
eA2
^3
e^
ee
;^
e,^
(a)
1
o--ine
117
(^)
Figure 4-16. (Continued)
;^
i
i
i
0
i
i
i
i
i
i
^'
the complete realization of all (4-137), (4-138) and (4-139) for all
coordinate variables requires a total of 6 + 8 + 13 27 DDA's.i
i
i
i
i
i
-^
'^
,i
t
t
Euler's 4 Parameter Algorithm
The Differential equation is
8 -2r1x -2ny -2nz
^x
^•
nx 	1
e	 2
co ^ (i-rx)
e
-nxny cot2 -nz
e
-nxnz cot2 +r1Y
2
•
ny
-s
-nxny cot2 +n Z
e	 2
cot2 (1-ny) e-nZny cot2 -nx
wy
•
nz
e
-nxnZ cot2 -ny
s
-nynZ cot2 +nx
e	 2
cot2 (1-nz) Wz
or, in the incremental form,
De
-2nx -2ny -2n z ^1
enx
cot2 (1-nX) -nxny cot2 -n Z -nxny cot2 +ny
= i
`
AA	 (4-140)2
ony -nxny cot2 +ny cot2 (1-ny) -nzny cot2 -nx
enz
-nxnZ cot2 -ny
-nynz 
cot2 
+nx
cot2 (1-nZ)
^'3
The transformation equation is
GVI 	 [I + N sinA + N2 (1 - cos8)] ^VB
where
0	
-nz	 nx
N	 nz	 0	 ny
nx ny	0
118
Or, we can write it in the form of
119
eVI 	 eVB + sin6 In x eVB + (1 - cos6) In x (ln x eVB)
in a inx +j ny+knz
Eq. (4-141) can be written in the following more explicit form
evi = evi + sin6	 u 3 + (1 - cos6)(u2nx -
ulnz)
ev2 ev2 + sin6	 ul + (1 - cos6)(u3n Z - u2r1x)
evi ev3 + sine	 u2 + (1 - cos6) (u lrlx
 -
u3n )
Y
where
(4-141)
(4-142)
ul = nz cvl - nx ev3
u2
	nx ev2 - ny evi	 (4-143)
u3
 = ny ev3 - n z ev2
It takes 2 DDA's to take care of the factor co 2 using the relationship
	
2	 2
ecot2 = - csc 2 e6 = - (1 + cot 2) e6	 (4-144)
The realization of (4-144) is shown in Fig. 4-17a. Six DDA's are needed to
realize (4-14:,) as shown in Fig. 4-17b, and fifteen are needed to realize
(4-140) as shown in Fig. 4-17c. It takes 2 DDA's to get the factor sin6 and'
cosh using the relationships
	
e sin6	 cos8 e6
(4-145 )
	
-e rose	 sin6	 ee
The realization is shown in Fig. 4-17d. Twelve DDA's are needed to realize
(4-142) as shown in Fig. 4-17e. Therefore, it takes a total of 2 + 15 + 6 +
12 + 2 = 37 DDA's.
e120
	
8	
e^ot2
	
a	
e^otz-
e8	 cot2	 cot2	 -
(a)
ecot2
ul
u2
u3
(b )
Figure 4-17. Realization of Euler 4 Parameter Algorithm.
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A
s
	
oe
c
(^)
Figure 4-17. (Continued).
^ T'^
X
any
^n
z
VI2
VI3
ecos9
e9	 sin9	 ecos8
L`cos0
cos@	 esin9
(d )
enZ
ul
	nz	 e(1-cos9 +
-	 eV2
eny +
	 1-cos	 +
u2
	ny	 .
esin9
u3	sin9
eV2
enx
e(1-cos9)
u2	 nx	
-	 +
1-cos9	 "}e
enZ +	 + +
u	 nz3
esin9
ul	 sin9
evi
en	 e(1-cos9)
u3
	ny	 _	 +
1-cos
enx +	 +
ul
	nx
esin8
u2	sin8
(e)
Figure 4-17. (Continued)
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evi
I
i
I
I
1
1
1
1
1
1
l
1
s 0	 -wx	 -wy	 -wZ s
vx vx1 wx	 0	 -wZ	 wy
C
2
vy wy	 wZ	 0	 -wx vy
wZ	 -wy	wx	 0 vZvZ
In incremental form
As	 0 -AAl -AA2 -AA3	s
Avx	AAl	 0	 -AA3	 AA2	 vx
1
Av	
2	
AA2 AA3	0	 -AAl	 vy
Y
Ave	AA3 -AA2	AAl	 0	 vZ
where
AA1 ^ wxAt
AA„ ^ wyAtL
AA3 	wZAt
The transformation is given by
t	 vi	 1 - 2 (vZ + vy)	 2(-svZ + vxvy) 2(svy + vxvy) vB
v2	 2(svZ + vxvy)
	
1 - 2(vZ + vX) 2(-svx + vZVy) v2
1	 v3	 2(-svy + vxvZ)	 2(svx + vZVy )	 1- 2(vy + vx) v3i
^.
s
123
aternion or Cayley-Klein A?.^orithms
The DDA requirement for quaternion method or for Cayley-Klein method
is th^a same due to the isomorphism of these two methods. The quaternion
differential equations are expressed by
(4-83)
(4-146)
iI
I
1
I
1
1
1
1
i
1
1
1
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Multiplying the right hand side out and rearranging terms, we get
vi	 vi + 2 (v3vX - viv z )vz + (v2vX - vivy)vy + (v3vy - v2vz)s
I	 B
v2 	v2 + 2 B(vlvy B- v2vX)vX + B(v3vy B- v2vz )vz + B(vlvz B- v3vX)s (4-147 )
v3 = v3 + 2 (vZv z - v3vy)vy + (viv z - v3vX)vX + (v2vX - vivy)s
Let
ul 2 (viv z - v3vX)
u2 = 2(v2vX - v￿v )
	
(4-148)
Y
u3 = 2(v3vy - vZvz)
Then, we have, from (4-147)
vi vi - ulvz + u2vy + u3s
v2 v2 - u^vX + u3vz + uls	 (4-149)
v3 v3 - u3vy + ulvX + u2s
The complete coordinate transformation is given by (4-146), (4-148) and
(4-149). The DDA realization of ( 4-146) requires 12 DDA's as shown in
Fig. 4- 18a, the realization of (4-148) needs 6 DDA ' s as shown in Fig.
4- 18b, and the realization of (4-149) requires 9 DDA's as shown in Fig.
4 -18c• Therefore, the complete realization of (4-146 ), , (4-148) and (4 -149)
for all coordinate variables requires a total of 12 + 6 + 9 27 DDA's
1
I
I
1
1
I
I
1
1
1
1
DAl
AA2
eA3
eAl
^A2
^3
AAl
PAZ
^3
^1
AA2
^A^
Ds
^vx
Dv
Y
Dv
z
^a)
Figure 4-L8. Realization of Quaternion Algorithm.
^.^
ul
VB3
I
1
1
1
1
I
1
1
1
1
u2
VZ
u3
VB1
(b )
_ ev2
ul _. vZ
ev
u2 vy
es
su3
es
sul
u v
evx
2 x
vz
ev
u3
^ ev ,
vul
x
es
su -^ .2
ev. r^
-
u3 vy /
evB
evi
--B
eV2
+	 +
evi
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(C)
Figure 43S . (Continued) .
t
-6 ♦ ^ f1
z	 x y
2(1 - oX+ vy - vZ)
vx + ozvY
we then have
Aax
	2 (1 + vX - ay - vz)
ovY
 - 2
	
az + vxvY
nv	 -o + v a
z	 v	 x z
QY + vxcz 	 nAl
-ax + vYaz	 ^A2
2 (1 - aX - QY - vz)	
^3
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Vector Representation Meth o3
Recall the equation
	
^ = 1	 l+cr2 ^ + (E x n) + E x (E x S2)1	 (4-133)
	
2	 2	 ^
Expanding (4- 133) and then to put it into the matrix form
ox	 2(1 + aX - ay - vZ)	 -oY + vxvY	 vx + axo z	 wx
o	 2	 vx + axv	 2(1 - aX + v 2 - v 2 )	 -v + v vz	 wYY	 Y	 Y	 z	 x	 Y
Qz ^	 -oY + oxo z	 ax + vzoY	 2(1 - vX - oy + a z )^ wz
Letting
AA1 = Axwt
^A2 wy t
AA3 = wzAt
or
2
fax	 lea	 DAl + 2 [(aA3aX AAlvy ) az + (dA2vX AA1vY ) aY + (^A3vY-t^A2vz)^
2
AvY
	14°	 6A2 + 2 L(^1vY DA2ox ) vx + (ea3Qy M2vz )vz + (AAlvz-dA3ax ),	 (4-150)
2	 `
^vz = 
l+o	
^A3 + 2 C(^A2v _ ^A3v )ay + (AAlvz-°p'3vx)vx ^ c^A2Qx eAlvY)^Y	 Y
^--: _ .^
.^.^
LL=- `-^=
it
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Letting
ul 2 (AAlaz 	 zAA ax)
u2 2 (AA ax - AAlay )	 (4-151)
u3 Z (AA3ay - AA2az)
Then (4-150) becomes
2
Aax
 = 
l+a 
• AA1 - ula z + u2
 a
y + u3
.	 2
	
Aa = 
l+a 
-AA2 - U2 ax + u3az + ul	(4-152)Y
2
Aa - 14 • AA3 - u3ay + u1ax + u2
The transformation equation is given by
	
V1 = VB + 4(1-a2) (E x VB) + 8	 (E x E x VB )	 (4-153)
(1+x2 ) 2	(1+x2)2
Recognizing the similarity L-tween (4-153 and (4-133) in their form, we can
write (4-153) directly into the following form using incrementals,
AV  
= Avl + 
12 
2 4(1 - a2)u3 + 8(u2 ay - ulaz)
Avg = Av2+ 	 12 2 4(1 - a2 )ui + 8(u3a z - u'ax)	 (4-154)
(1+a )
Av3 = Av3+ 	 12 2 4(1 - a2 )u2 + 8(ulax - u3ay)
(1+a )
where
ut = Avlaz - Av3ax
u2 -- Av2ax - Aviay	(4-155)
U; - Av3ay - AvZaz
II
1
1
1
1
1
1
1
1
1
1
1
1
t
i
Since
A(1+a 2 ) = A(1+a 2 + ay + cr2)	2 (a X X	 y yAa + a Aa + 
az Aaz)
it needs 3 DDA's to realize as shown in Fig. 4-19a. The quantity
A 1	
=_ 2A(1+a2 = 2
	
1	 -A(1+a2) 
= 2	 1	 0( 1)
(1+x2 ) 2	(1+a2)3	 (1+a2) (1+a 2 ) 2	1+a2	 1+a2
can be realized by 2 DDA's as shown in Fig. 4-19b. Equations (4-151),
(4-152), (4-154) and (4-155) can be realized by 6, 9, 12 and 6 DDA's,
respectively, as shown in Figures 4-19c, d, a and f. Therefore, a total
of 3 + 2 + 6 + 9 + 12 + 6 = 38 DDA's are required. Notice that
A(1-a2 ) = - 2 (a^AaX + ay ay + azAaz ) = - A(1+a2)
This operation is also included in Fig. 4-19.
Summary
The following is a table summarizing and comparing the numbers of
required DDA's for each attitude algorithm, as obtained from this study
and obtained by other research.1
Table 4-1. Summary of DDA Requirements.
Algorithm
Direction Cosine Algorithm
Euler Angle Algorithm
Euler 4-Parameter Algorithm
Quaternion or Cayley-Klein Algorithm
Vector Representation Algorithm
s
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Number of DDA's Required
Reference 1 This Study
	
27	 27
	
46	 27
	
-	 37
	 33	 27
	
46	 38
Aa
X
Aa
y
Aa
Z
Fat
 )
u 
u2
u3
AA1
IA 
AA 
Art
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(a)
( 12)
l+a
(b)
(c)
A(1+a2) A	 1(1+a2)2
Figure 4-19. Realization of Vector Representation Algorithm.
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u1
u2
0
u3
AA 
u2
u3
u1
Aa
x
OQ
y
AA 
u3
u1
u2
AQ
Z
(d )
Figure 4-19. (Continued).
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Figure 4-19. (Continued).
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CHAPTER 5
REBALANCE ELECTRONICS
i
T.V. Blalock and E.J. Kennedy
ABSTRACT
Two basic types of strapdown gyroscope rebal-
ance-electronics were analyzed and compared. 	 These
two types were a discrete-pulse ternary system devel-
oped at the MIT Draper Laboratory and a width-modulated
binary system developed at the Hamilton Standard System
Center.	 In the analyses, major emphasis was placed on
the logic sections, the H-switches, the precision vol-
tage reference loops, the noise performance, common-
'	 mode rejection, and loop compensation. 	 Results of the
analyses Twere used in identifying specific advantages
and disadvantages of system details and in making ac-
curacy and resolution comparisons. 	 Sound engineering
principles were applied in the development of both sys-
tems; however, it was concluded that each system has
'	 some disadvantages that are amenable to improvement.
INTRODUCTION
A preliminary study of three different realizations of rebalance
'	 electronic loops for strapdown gyroscopes resulted in the selection of two
of the three for the detailed analyses presented in this chapter. 	 The
^•	 three systems were (1) the Honeywell ternary 1, (2) the MIT Draper Labora-
tory ternary 2 , and (3) the Hamilton Standard width-modulated binary 3.
'	 After the preliminary study, the Honeywell system was eliminated
as a candidate for the detailed analyses for two reasons, (1) the
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preliminary study results indicated that the Honeywell system had several
disadvantages not apparent in the other two systems, and (2) the allotted
contract time would allow a detailed analysis of only one example of the
two basic types of systems--ternary and binary.
In the second section of this chapter a description of the two
systems analyzed will be given. In the third section, analyses of the
logic blocks, H-switches, PVR loops, noise performance, common-mode re-
jection and compensation are presented. Resolution and accuracy are con-
sidered in the fourth section. The last section contains a summary of
comparisons between the two systems analyzed and concluding recommendations.
DESCRIPTION OF SYSTEMS ANALYZED
A general description of the organization and operation of the
Hamilton Standard and the MIT rebalance electronics will be presented in
this Section.
Hamilton Standard System
The basic components of the rebalance electronics for the Hamilton
Standard width-modulated-binary strapdown gyroscope system is shown in Fig.
5-1. The system can be divided into two sections, (1) the rebalance loop
that surrounds the gyro, and (2) the digital control electronics (DCE) which
generates the basic commands for system operation.
The rebalance loop senses movement of the gyro float from its quies-
cent position and then generates pulses of torque current to restore the
float to its quiescent position. The DCE determines the error signal sam-
pling frequency, determines the torquing mode and switches scale factor
when necessary, and generates 256 kHz data pulses which give the amount of
torque-current area (ampere-seconds) fed into the torquer.
The input to the rebalance loop is a 50 kHz sinusoidal error signal
from a sensitive (1.39mv./arc-sec) capacitance bridge pick-off mounted in
the gyroscope. The error signal is processed by a high-input impedance
preamplifier which removes common-mode signals contaminating the error
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1	
signal. The output of the preamplifier feeds a bandpass filter which
further improves the signal-to-noise ratio of the amplified error signal.	 7
The bandpass filter feeds a synchronous demodulator whose do output vol-
tage can have positive or negative polarity depending on which of the two
possible directions the gyro axis has moved. The do error signal is am-
plified, compensated for system dynamics and then mixed with a 1 kHz ramp
signal. The zero-voltage crossing point of this composite signal deter-
mines how the total torque applied to the torquer will be apportioned be-
tween positive and negative torques. The zero crossing is detected by a
group of logic gates in the quantizer (Fig. 5-1). Detection of the zero
crossing is indicated by a transition in the quantizer J-K flip-flop which
feeds torque command signals to the H-switch drivers and a 1 kHz forced
limit-cycle signal to the DCE for torque mode determination. The frequency
(1 kHz) of the limit cycle is set by the ramp reset signal which is the
inversion of the 241-256 blanking signal generated in the DCE. The blank-
ing signals (0-16 blank and 241-256 blank) assure that for any torquing
condition, both positive and negative torque will be applied for at least
16/256 msec.
The H-switch routes a precisely controlled current I to the torquer.
The bilateral nature of the H-switch allows current to be driven in both
directions through the torquer so that the net movement of the giro float
axis for each 1 msec torquing interval is proportional to the difference
between the positive torque current area and the negative torque current
area. Thus, a zero net torque requirement is fulfilled by equal positive
and negative torque current areas.
The system scale factor is determined by the current level feeding
the H-switch; consequently, a scale factor change is executed by switching
the current level with a scale-factor change command from the DCE to the
torque current regulator. The current level is changed in the regulator
by switching the values of the current sensing resistors. The current I
is about 143 ma in the high mode and about 71.5 ma in the low mode. The
scale factor change command also changes the effective gain in the re-
balance loop by varying the ramp signal slope.
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The digital control electronics is fed by a 4.096 MHz clock signal.
The DCE consists of two primary blocks; the digital function generator (DFG)
Y
and the dual scale-factor select logic (DSFS). The DFG generates (1) a 256
kHz, 1 usec wide clock signal. for logic synchronization and data output,
(2) a 0-16 blanking signal, (3) a 241-256 blanking signal ; (4) a ramp reset
signal, and (5) a set of six mode-interrogation signals. All of these DFG
signals are generated in each 1 ms,c interrogation period. Two of the mode
interrogation signals determine the allowable high-mode limit-cycle range,
two determine the low-mode range, and two are used to set the DSFS for scale
factor change.
In the DSFS, the mode interrogation signals examine the 1 kHz limit
cycle from the quantizer to ascertain in which torque mode (high or low) the
rebalance loop should be operating. If the high mode is needed, the DSFS
will generate a high scale factor command after 4 high torque-current pulses;
if the low mode is required, the low scale factor command will be generated
Pf ter 2048 low torque current pulses.
' The DSFS also generates the 256 kHz data pulses which contain the
torquing information. The DSFS selects one data line for high mode, and
another for lo,,7 mode. High and low mode sync pulses are transmitted out on
two other lines to indicate the initiation of a data pulse train (a data
train is produced for each 1 msec interrogation period).
_
MIT Draper Laboratory System
The MIT rebalance electronics is a ternary system that is composed of
a rebalance loop and a logic block (Fig. 5-2). Pulses of torque current are
routed to the torquer only when the error signal exceeds a pre-set positive
or negative limit. The polarity of the error signal depends on which of the
two possible motions of the gyro float axis has occurred, and therefore de-
termines the polarity of the rebalance torque to be applied. The error sig--
nal is sampled at 1.04 usec intervals (9.6 kHz rate). In each 104 usec in-
terval, a 6.5 usec period is used to set up the torquing circuitry, and a
97.5 usec torque command pulse is generated. The torquing circuitry is set
up to (1) route the torque pulse to the torquer or to a dummy load, and (2)
i139
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to generate a negative or positive torque pulse.
The input of the rebalance loop is a 9.6 kHz error signal from the
gyro float position pickoff which is fed by a 9.6 kHz signal generated in
the logic block. Thus, the error signal phase is synchronized with the
command signals generated in the logic block.
The error signal is first processed by the amplifier and compensa-
tion section (Fig. 5-2). In this section the error signal is amplified,
filtered to reduce common-mode and electronic noise, and mixed with a paral-
lel compensation signal. the compensation is applied only when the torque
command pulse is present and causes that part of the rebalance loop from
torquer input to amplifier output to have a response that closely approxi-
mates that of a pure integrator. The scale-factor command changes the gain
of the amplifier by switching the value of a feedback resistor in an oper-
ational amplifier.
The amplified and compensated error signal (a 9.6 kHz sinusoid) is
neat fed to the comparator. At the comparator input the error signal is a
sinusoid superimposed on a 2.5 volt do level. The comparator reference
signal (see Fig. 5-2) is also 2.5 volts. Since each interrogation period
spans one cycle of the 9.6 kHz error signal, the polarity of the peak am-
plitude of the error signal at a fixed strobe time, which is set by logic
sync:ironizing signals, asitermines the polarity of the required torque cur-
rent pulse, and the amplitude of the error signal determines the need for
a torque current pulse. That is, if the peak amplitude of the error signal
is outside the comparator set points, 2.5 + 0.3 volts, a torque current
pulse of appropriate polarity will be routed to the torquer. The two out-
puts (one for positive and one for negative error signal polarity) are in-
terrogated in the logic block by the strobe signal.
Connected in parallel with the input to the comparator is a sample-
and-compare circuit. A sample command pulse from the logic block opens a
field-effect transistor (FET) gate at the time of occurrence of the error
signal peak. The peak value is then stored on a capacitor at one input
to a comparator. The other input to the comparator is fed by a staircase
141
signal from the logic block. The number of steps necessary to reverse
the comparator output is recorded in the logic block which generates a
number of data pulses proportional to the number of stair steps, and thus,
performs an analog-to-digital conversion (ADC) on the error signal peak
amplitude. The resolution of the ADC operation is AA/4 where e9 is the
0.3 volt comparator set point. Thus, one data pulse corresponds to a 75
millivolt increment in the error signal amplitude at the comparator input.
At the termination of the ADC operation, the logic block sends a reset
command to the sample-and-compare circuit to return the sample capacitor
voltage to its quiescent value in preparation for another interrogation
period.
During the 6.5 Vsec set-up interval, the logic block examines the
comparator output and then (1) sets the H-switch to route a torque current
pulse to a dummy load (no torque) or to the torquer, and (2) sets the H-
switch to route a positive or negative torque current pulse to the torquer
if torque is required. At the end of the 6.5 usec set-up period, the logic
block transmits a 57.5 usec torque command pulse to the H-switch.
The H-switch torque current source is a precision regulated do cur-
rent I (Fig. 5-2). The current I is fixed in amplitude by a 44.35352 pre-
,	 cision resistor and a precision voltage reference. To change scale factors,
the voltage reference is switched between 6.25 volt and 1.562 volt levels.
Therefore, the scale factor can be changed by a factor of four.
The basic input to the logic block is a 614.4 kHz clock which de-
termines all the system timing. The other inputs are (1) the two inputs
from the error signal comparator, and (2) the encode stop signal from the
sample-and-hold circuit. The outputs are the following: (1) a staircase
voltage, (2) a 38.4 kHz sync signal to the power supplies, (3) H-switch
setup signals, (4) torque command signal, (5) gain change command to the
amplifier and compensator section, (6) scale change command to the bilevel
do current regulator, (7) compensation command to the amplifier and com-
pensator section, (8) sample command to the sample-and-compare circuit, (9)
a reset command to the sample-and-compare circuit, and (10) the data output
train. The signals nos. 1, 3, 4, 7, 8, 9, 10 all occur in each 104 usec
interrogation interval. The signals nos. 5 and 6 occur only when a scale
factor change is demanded.
The scale decision maker in the logic block commands a scale
change for the following conditions: the scale factor is switched to
high if five consecutive torque current pulses are routed to the torquer;
a switch to low occurs if five consecutive pulses are absent.
The data train is a sequence of pulses occurring at a 614.4 kHz
rate. The first pulse occurs at the peak of the 9.6 kHz error signal; it
is the data sync pulse and is 1 usec wide. The second pulse contains
scale factor information--pulse present means high scale, pulse absent
means low scale. The presence of the third pulse indicates torque applied
while the absence indicates the converse. The fourth pulse is present for
positive and absent for negative torque. The next 1 to 31 pulses are data
pulses, each with 6/4 (75 mv) weighting. Consequently, the error signal
dynamic range is + 46 or + 1.2 volts.
ANALYSIS OF SYSTEM BLOCKS
Logic Blocks
In this section, the detailed analysis of the operation of the
Hamilton Standard and the MIT logic blocks will be presented and some com-
parisons of salient features will be made.
Hamilton Standard Logic 4 . The purpose of the digital function gen-
erator DFG is to produce in each millisec interrogation period the signals
shown in Fig. 5-3. The 4.096 MHz clock input signal is counted down to
produce the 256 kHz pulse train which is used for logic synchronization,
data generation, mode interrogation signal generation, and basic command
signal generation. Logic synchronization is accomplished simply by feeding
the 256 kHz train into the clock inputs of each logic component so that
logic signal excursions occur on the trailing edge of the sync signal. The
logic components are standard-line TI SN5400-series devices.
In the DFG, the 256 kHz pulse train counts down a four-bit binary
counter (TI SN5493). The 16 kHz output of this counter is used to count
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Figure 5-3. Signals Generated by the Digital
Function Generator.
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down a second four-bit binary counter. The outputs of the second counter
feed two binary-to-decimal decoders (TI-SN5442) which provide the 0-16
blank, 241-256 blank, and a set of gating signals. The gating signals and
the output signals from the first counter are fed into a set of positive
nor gates (TI-SN5402) where the gating signals select certain of the first
counter signals. These selected signals are then transferred through two
4-bit parallel-in, parallel-out storage registers (TI-SN5495) to the DFG
output lines. These output signals are the mode interrogation signals PNN,
PNP, PHN, PHP, PRS, and CRS shown in Fig. 5-3.
The blanking signals are sent to the quantizer where they limit the
range of the limit cycle. The time T to the edge of the limit cycle (Fig.
5-3) is always at least 1/16 millisec, but never more than 15/16 millisec.
This assures that the leading and falling edges of the torque pulses are
never disturbed by limit cycle intrusion.
1
	
	
The dual scale factor selection (DSFS) logic can be divided into
four basic sections as shown in Fig. 5-4. They are (1) the scale-factor-
'	 set J-K flip-flop which is in the "one" state for low scale factor and the
"zero" state for high scale factor, (2) a nand gate group and J-K flip-flop
that makes scale factor decisions, (3) a cascade of three four-bit binary
counters and associated nand gates for providing delay before a scale fac-
tor change command is transmitted, and (4) a nand gate group for gating
the 256 kHz data pulses and sync signals into the appropriate output lines.
Scale factor change requirements are decided in the following manner:
The scale factor set signal (Fig. 5-4), the limit cycle, and the mode in-
terrogation signals are fed into the "decide scale-factor group". The in-
terrogation signals PNN and PNP (Fig. 5-3) determine the low mode range;
the signals PHN and PHP determine the high mode range; the signal PRS sets
the counter input gates to either count or not count; and the signal CRS
either counts down the counter or resets the counter to zero. The signal
CRS is also used as the data sync signal. If the system is in the low mode
and T < t2 or T > t5 , the counter will be set to count. After 4 counts
(4 millisec) the scale factor set flip-flop will go to zero and high scale
factor will be demanded. If the system is in low mode and t 2 < T < t5'
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the counter will only be reset by signal CRS during each 1 millisec inter-
rogation period. If the system is in the high mode, and T < t 3 or T > t4,
the counter will be reset by signal CRS and no scale factor change will be
demanded. If the system is in the high mode, and t 3 < T < t 4 , the counter
will be counted down. After 2048 counts (2.048 sec) the scale-factor set
flip-flop will go to the "one" state and low scale-factor will be demanded.
The delay is such that if high mode is needed, the system switches very
quickly; however, low mode is not set until after considerable delay.
The scale factor signal (Fig. 5-4) selects the High or Low data
line and the corresponding sync line in the output of the data gates. The
limit cycle fixes the length of the 256 kHz data train. The length of the
data train is always the time T, and an integral number of data pulses is
always contained in the time T since the edge of the limit cycle is syn-
chronized with the 256 kHz pulse train that generates the data pulses.
Note also that the blanking signals in setting the limit cycle range as
shown in Fig. 5-3 assure that there will always be a minimum of 16 data
pulses and a maximum of 240 data pulses.
The results reported above have been experimentally verified on the
Hamilton Standard logic breadboard constructed at MSFC. The scale factor
switching was experimentally checked by feeding the logic with a variable-
width limit-cycle generator which used the 0-16 bunking signal for synchron-
ization.
MIT Draper Laboratory Log'-c*. The clock input to the logic section
is a 614.4 kHz signal with a 1 usec wide pulse that occurs every 64th pulse,
with the other 63 pulses in the overall period having a width of 0.8 usec.
All inputs to and outputs from the logic section are coupled through dif-
ferential line receivers and transmitters (NSC DM8820 and DM8830). These
differential drivers and receivers retard ground loop problems often en-
countered in TTL logic, and further permit high level common-mode signals
*The diagram of this logic block is shown in Fig. 5-2. Circuit details
are shown in Fig. XI, p. 23, of Reference 2.
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to exist at the interfaces without disturbing signal processing. Standard
TTL logic is utilized, with wide application of the newer low-power 74L
series. Further, considerable use is made of MSI circuits to reluce com-
ponent count.
The input clock is fed to a dual monostable RC-controlled multi-
vibrator, with outputs of 0.8 usec and 1.4 usec wide pulses. The 1.4 usec
pulse serves as a count-down clock for a set of five J-K flip-flop scalars;
thus, scaled frequencies of 307, 153, 76, 38, and 19 kHz are available to
drive a simple (five-bit) staircase generator. Further, the 38 kHz output
is fed to the drive circuit that controls the DC-to-DC converter power
supply. The 0.8 usec pulse from the monostable is Nanded with the 614.4
kHz clock to produce the synchronization signal (S) and its complement (S).
These signals are indicated in Fig. 5-5. Either S or S are utilized through-
out the logic section to sync all commands at the 9.6 kHz rate, and to con-
trol the time at which interrogation of the sample-and-hold circuitry occurs.
If the compensated error signal from the inductive bridge pickoff on
the gyro is sufficiently low so that the signal to the comparator circuit
(CA 1 and CA 2 in the SG Processor block) is within the + 300 my zone, there
is no torque applied to the gyro and the reference current is routed to the
dummy load by the R-S logic which turns Q3B "on" and Q3A "off" in the lower
part of the H-switch. The compensated error signal at the input to the
comparator circuit is also fed to a JFET sample-and-hold circuit which sam-
ples the errcr at the peak. This signal is then compared to the signal
from the staircase generator, so that with no error signal (zero error sig-
nal level is 2.50 v) the output from the A to D converter (Data Output Gen-
erator) is 16 bits. If the error is positive (error signal level at the
input of the comparators CAI and CA2 is > +2.50 volts) then the deta output
is between 17 and 31 bits, while for negative error signal (error output <
2.50 volts) the data output contains between 1 and 15 bits. Thus, each bit
is equivalent to 1/4 of the torque pulse quantization for the scale (High
or Low) in use (which is equivalent to A6/4 - 75 mv, or a data resolutiun
of 5.5 arc-sec/4 = 1.37 arc-sec on the low scale).
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Figure 5-5. Control Signals and Data Output in the MIT
Logic Block.
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If the signal to the comparator circuit CA1 and CA2 is greater
than the + 300 my zone, then output signals A and A (see Fig. 5-2) ozcur,
with A in the "0" state and A in the "1" state for positive error, and
reversed states for negative error. These signals from CA1 slid CA2 drive
Nand gates which provide the correct torque setup for the Upper and Lower
parts of the H-switch, and also produce logic signals TM+ and TM- (and
their complements) to obtain a logic command to order the Compensation
Signal to be applied to the SG Processor, and further to generate the
torque signal logic command (TM) to provide the presence of a bit in the
data train. A real advantage of the ternary system occurs in this sequence,
since Qom , Q1B, Q2A and Q 2B are set in their required state before the R-S
signal is generated that switches the current from the dummy load into the
gyro torquer winding. Hence, transients occurring during setup of the H-
switch have no effect.
When a torque pulse is applied, the logic command TM (and TM) also
starts a four-bit binary counter (741,93) which acts as the decision maker
for switching from Low to High torque mode. If five consecutive torque
pulses Are counted, a J-K flip-flop generates the Scale Change Command.
This command is fed to the data train to establish a "1" indicating High
Scale, and is coupled to the SG Processor to change the gain by a factor of
four. An Inhibit pulse is also applied to the R-S switch that inhibits the
next torque command to allow the H-switch and do feedback loop to settle.
Finally, the precision voltage reference (PVR) is switched from 1.6 V to
6.4 V, or the torquer current is increased by a factor of four. The scal-
ing logic now continues to monitor the torque signal (TM) and when five
consecutive torque pulses are absent, the various commands are again given,
this time to switch back to low quantization.
As mentioned earlier, the initial four pulses (occupying 6.4 usec)
in the output data train indicate sync, scale (high or low), torque, and
sign of the error signal. These pulses are separated from the data pulse
by an encoding signal which is generated by combining scal=d frequencies
from the Input Scaler along with the 614.4 kHz clock and the output of a
150
16-bit binary counter. This timing signal produces a band 5.4 ps^!c w sae
immediately following the sync pulse, within which the encoding informa-
tion appears in the data train (see Fig. 5-5).
H-Switch Comparisons
In the following section, a comparison between the Ternary H-Switch
of MIT and the Binary H-Switch of Hamilton Standard is made. The H-Switch
network is one of the most important blocks in the overall electronic re-
balance loop, since not only the amount of the current through the torquer,
but also the direction (or polarity) of the current is uniquely controlled
by the H-switch and its associated error-sensing PVR network. Comparisons
are made in terms of do offset currents, plus also transient problems en-
countered in switching the direction of the current through the torquer
winding.
MIT H-Switch. The schematic of the H-switch section is contained in
the Howatt*report, and is shown in Fig. 5-6. The torque current Itorque is
precisely controlled by the PVR reference and the negative feedback loop
composed of Rp , A, the Error Amp, and the current-output transistors. Since
the MIT system is a Ternary design, in the quiescent state (no torque) the
current 
Itorque 
will flow through the dummy load, Q3B, and D7 into R p , since
the R-S logic will have Q3B "on" and Q3A "off". If torque in one direction
is required, then logic command signals will turn Q1A and Q2B "on" while
Q2A and Q1B are turned "off". However, this is an initial setup command
' and occurs before Q3A is turned "on" and Q3B "off". Thus, transient feed-
through currents in Q1 and Q2 have no appreciable effect. After setup oc-
curs, logic signals turn Q3A "on" and Q3B "off". The switching transients
in Q3 will furnish additional energy to Rp . However, if the pulse area is
small, and further if the error-sensing network is slow in relation to the
transient time, no appreciable transient error should result. In the MIT
circuit, the dominant open-loop pole in the error-feedback circuit is in
the input op-amp comparator A (LM 108) and is approximately 1 to 10 Hz.
I*Reference 2, Fig. VI, p. 13, and Sec. 4 (pp. 14-17).
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Further, diode D7 will help to decouple some of the transient feed-through
from Rp . Although not indicated in the schematic for the MIT f'-Switch,
the use of the LM 108A for A does limit the differential input voltage
(between + and - inputs) to 1 volt, because of the input protective network
employed in this op-ramp.
In the circuit of Fig. 5-6, not all of Che output current 1  is used
to drive the torquer, since some of the current feeds the Upper H-Command
Driver circuit. This latter current splits, with the majority flowing as
base current drive to the appropriate upper "on" transistor (Q1A or Q1B)
and the remaining going to circuit ground (The base current does re-enter
the loop to flow through the torquer), However, it is really not necessary
that 1  be equal^to I torque ' in fact, the only real requirement for minimum
error is that the current through the torquer must all flow through the
sampling resistor Rp . In effect, therefore, a basic theorem for H-switch
operation is that whatever changes occur above the torquer winding creates
insignificant error in the monitored current loop, whereas changes occurring
below the torquer winding directly affect system accuracy.
When the torquer is in the quiescent state (no current flow), the
current through R3 and the dummy load is the same as the current through
the torquer in its active state.
The offset currents that can exist in the H-switch are those that
occur in the lower H-switch transistors (Q2A and Q2B) and those that occur
in the R-S switches (Q3A and Q3B). The model shown in Fig. 5-7 can be uti-
lized to e ­^zmine these offset errors. In this model, it is assumed that
the requirement is to dravp the torquer with a current such that Q1A and
Q2B are "on" while Q1B and Q2A are "off". Also, Q3A must be "on" while Q3B
must be "off". The resulting direction of current flow through the torquer
is shown by heavy lines, with other currents indicated by dotted lines. The
equation for the current sensed by R  in terms of the actual current through
the tcrquer I t is
Isens. = It - [I1+I4+I5 1 + [IB2-IB2 11 + 1IB3 IB3'] 9	 (5-1)
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where 11, 14 , and I5 are offset losses, while IB2 and IB3 are the base
current drive for the "on" state switches Q 2 and Q3A. Since the power
supplies 5VA and 5VB are floating, these currents should return to the
supplies and not show up in the output, or I
B2 = IB2' and I B3	 IB3
Although this is true on a do basis, it is not necessarily true for
transient turn-on of Q3A. The transient turn-on problem is illu3trated in
Fig. 5-7b, where the leas: inductance of the floating power supply re-
turn has been estimated ss 0.1 - 1 ph, and the stray capacitance between
the floating supply and circuit ground is probably in the 30-100 pf range.
Since the current I B3 has two return paths (I 13 = IA + IC ), this means
that the actual current sensed through R  is now Itorque plus IC , and it
would thus appear to the feedback network that the current through the
torquer winding was greater than it actually was. This effect is cer-
tainly significant under Low Scale conditions, where the torque current
is 35.2 mA, while the peak value of I B3 is approximately 30 mA. Thus,
even if only 0.1% of I B3 returned to the power supply as the I  c,,rrent,
this would be a peak transient error of about (0.001)(30mA)/35.2 mA oz
850 ppm. It would therefore certainly seem desirable to limit the band-
width of the error-sensing feedback network for the H-switch to minimize
transient error.
Under steady-state conditions, one need only consider the leakage
current error due to the terms I1 , I4 , and I5 in relation to Itorque in
Eq. (5-1). For the 2N2219A transistor used for Q1-Q3, typical leakages
i
	
at 50°C operatIng temperature of the torquer would be about 10 nA or less,
with a temperature coefficient near 1 nA/°C. Thus, the error of these
i
	
terms in z—aparison to Itorque on the low-scale is
I1 + I4 + I5 = 30 x 10-9Static Error,;, 	 _ = 0.9 ppm	 (5-2)
Itorque (low)	 35.2 x 10-3
I	 and
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Drift Error %0.09 ppm/°C	 (5-3)
For High-Torque conditions, these numbers would improve by a factor of
four.
Hamilton-Standard H-Switch. A sketch of the Hamilton Standard
H-Switch is shown in Fig. 5-8, with a more elaborate schematic contained
in Ref. 5. The essential differences in implementation of the H-switch
and PVR are (1) that for the Hamilton Standard system the precision ref-
erence resistor R  is switched (by a factor of 2) whereas in the MIT de-
sign R  is fixed while the precision voltage reference is switched, and
(2) in the MIT H-Switch, the design is based on the use of all bipolar
transistors with floating power supplies for the lower parts of the H-
switch (as stated earlier, this was necessary to prevent unwanted cur-
rents from coupling into the sensed current), while in the Hamilton Stan-
dard circuit, the use of MOSFET pre-drivers for the switching transistors
obviates the requirement for floating the power supplies.
A model for the HS circuit is shown in Fig. 5-9, where again the
main torquer current is shown in heavy lines, with other offset currents
indicated by dotted li. ►es. Since the drive circuits are isolated from
the torquer and switches Q5, Q6, Q9 and Q10 by insulated-gate FETS Q7, Q8,
Q11 and Q12, there is no quiescent do gate current present in the torque
current. There will be transient feedthrough currents through the gate-
source and gate-drain capacitance of the MOSFETS; however, these should be
negligible in comparison with the currents encountered in the MIT design.
It is assumed in Fig. 5-9 that Q5 and Q10 are "on" while Q6 and Q9 are
"off". The main transient feedthrough will be 1 6 , I2 and parts of I 4 and
I5 . The do offset leakage is due to I 4 and I5 which gives
Isens.	 Itorque + 1
4 + 15	(5-4)
From data for the MOSFETS and 2N2219A switches, we obtain for the
Low Scale torque current of 71.5 mA with maximum offset currents antici-
pated for both MOSFETS and bipolars of 10 nA,
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3
Static Error < 40 x 10-9
	
< 0.6 ppm
71.5 x 10-3
(5-5)
and
Drift Error < 0.06 ppm/°C	 (5-6)
Risetime Effects for the H-Switch. When the torque current is ap-
plied in the MIT H-Switch, the direction of the current is determined by
whether the error signal from the gyro pickoff was positive or negative.
The data shown in the Howatt* report indicates a torque pulse rise-time of
100 nsec and a fall-time of approximately 300 nsec. Thus, a 1% change in
rise-time produces a change in torque pulse area of approximately 5 ppm,
whereas a 1% variation in fall-time produces an area change of about 15
ppm. These changes are comparable to errors obtained elsewhere in the loop,
and are therefore of considerable importance. Increasing the rise-and fall-
times would decrease this error, but may well also increase transient feed-
through problems. Since some of the same mechanisms control rise-and fall-
times, there --an Le partially self-compensating changes produced.
In the Hamilton Standard H-Switch, since the circuit is operated in
a Binary Loop, there must be both positive and negative torque pulses ap-
plied on a continuous basis. Thus, there is an inherent compensation in
the Hamilton Standard 'I-Switch such that rise- or fall-time variations which
would decrease the posits a torque area would also decrease the negative pulse
torque area as well, with a resultant small change in the overall net torque
pulse area. This compensation will, of course, depend on the matching of
cross-coupled pairs of drive transistors in the H-switch.
It would be expected in a low-rate torque environment that imperfect
compensation in the Hamilton Standard H-Switch would accumulate more torque
error than would occur in the MIT ternary design. However, in a high-rate
torque condition, the inherent compensation in the Hamilton Standard design
should be a significant advantage over the ternary design.
*Ref. 2, Fig. VIII, p. 17.
PVR Circuits
A comparison is made between the MIT and Hamilton Standard (HS)
Precision Voltage Reference (PVR) Circuits. Basically, the requirement
for the PVR is that it produce a scaled precision change in the torque
current to drive the gyro. The approaches utilized are different for
these two systems. In the Hamilton Standard PVR a precision resistor
monitoring network is switched, while the voltage reference is held
fixed, to produce a change of scale factor. Conversely, for the MIT
PVR the precision resistor is held fixed, while the voltage reference
is switched. Numerical values are obtained to enable a comparison be-
tween drift errors in these two methods.
Hamilton Standard PVR. A detailed jchematic diagram of the PVR
is shown in Ref. 3. A simplified model of the PVR is shown in Fig. 5-10.
The terms suitable for drift error analysis indicated in this figure are
'	 the following:
Itorque - the precision current applied to the gyro torquer,
and equal to V REF /Rp
VREF
	
- the precision Zener diode reference voltage
R 
	
- the precision torque current monitoring resistor
I 
	
- the Zener diode current
IV 12	input bias currents for the op- amp
V 
	 - the of :et voltage for the op-amp
r	 - the "on" state channel resistance of the FET switches
on
r 
	
- Zener diode dynamic resistance
C	 - the error signal voltage in the feedback circuit
Ioff	
- the "off" state channel leakage current of the FET switch.
The circuit of Fig. 5-10 has the same topological form irregardless of
whether the system is in a Low or High torque region, hence parameters
shown in brackets apply to the Low-Scale condition while un-bracketed
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values indicate the High-Scale state. Transistor numbers refer to those
indicated in Ref. 5.
Analysis of the circuit of Fig. 10 obtains the following equation
for the error-signal, in the High Scale:
E _ + V + I [R + r (Q6) ] - I r + (V	 - R I
- 0	 2 p	 on	 1 Z	 REF	 p torque
+ R  [Ioff (Ql) - Ioff(Q2)] + [ Rp + ron(Q6)] I off (Q3) .	 (5-7)
The drift due to temperature of the error signal E can be estimated by a
first-order linearization by computing AE/AT from Eq. (5-7), and using
values substituted from the data sheets for the appropriate changes. Since
the ultimate goal is to compare the HS PVR with the MIT circuit, the same
typical drifts will be utilized for both circuits. Table I below indicates
the data on drifts obtained from manufacturers data sheets, and values from
both the HS and MIT reports.
Table 5-1.
Drift Data Used for a Comparison Between the Two PVR Circuits
AV e r
AT = + 5uV/°C AT 0.452/°C
I1
	75nA(max) Toff = 2nA
I2
 = 65nA(max) AI off
AT
0.2nA/°C 
(I1-I2 )	 lOnA(max)
r	 = 13-ohm 
Z
VREF - 6.35V
DR
T + 3ppm/°C
AVREF
x + 5uV/°C
^1 44.35352	 (MIT)
ron - 60-ohm
R	 =
p 31Q or 45.552	 (HS)
ISubstituting values above and reducing obtains the following
normalized drift equation for the Hamilton Standard PVR circuit, where
only terms of significance have been retained.
1 AC	 1.
AV	 A
V VREF VREF ^R	 (5-8)
(TREF AT _ + VREF [ AT +	 AT + Rp	AT '
or, substituting values from Table I,
1.	 Ae 
< 8.8 ppm/°C
	 ,	 (5-9)
VREF AT
for either High Scale or Low Scale. The long-term drift is also obtained
similarly using values from the HS report for AV o/At = 23uV/1000 hr,
AV 
REF 
/At = 10 ppm/1000 hr, and ARp/At of 12 ppm/1000 hr, gives
1	 Ae	
< 25 ppm/1000 hr 	 (5-10)
VREF	
Atime
MIT Draper Lab PVR. The schematic diagram for the PVR is shown in
the Draper Lab report referred to earlier*. The model utilized for drift
analysis is shown, for the High-Scale, in Fig. 5-11a and, for the Low-Scale,
the replacement by the dotted portion of Fig. 5-11b is made. The same para-
meters are desiguated as for the HS system, with drift data of Table I uti-
lized.
For the High-Scale circuit of Fig. 5-11a, the equation for the error-
signal is
162
'tRef. 2, p. 13, and Appendix I (pp. 32-50).
163
a I
W N
44	 CY
~ I	 O
I	 O
1+
La --_
I ^O^	 O
Av
I	 Oa
m
CT1+O
t^H
+ d I`
0
+I	 1+
M
N O'
W
W
O	 ^-I
H	 H
F4 
0.
	 r
V
i n
^	 r1	 N
M O	 W
	$4 	
I H
^	 r
	
N	 I
IM
al	 &n	 Lnb	 k
O	 M	 f^	 N
00
N
UOd
14
O)
W
41a
H
H
e--1
1
N
d
00
W
W
v
C = + V  + R  [I torque
+ I off (Q3B) - I2]
	
- VREF - [R3 + ron(Ql)1[I1	 I off (Q2)]	 (5-11)
where R1 (7.5K) and R2 (2.5K) are precision resistors used to form a 4:1 vol-
tage divider, and R3 is a resistor chosen to offer the same impedance to the
op-amp, regardless of the scale employed.
The computation of Ac/AT from Eq. (5-11) is obtained as was that for
the HS circuit. Substituting the values from Table I, and reducing, the
following equation for drift is obtained for the MIT PVR circuit:
1 Ac _	 +	 1	 AV  + AV REF + VREF (ARP)
	
(V REF) ATVREF AT	 AT	 R 
	
AT
High
	
AI	 AI	 (Q2) 1
+ [R3
 + ron(Ql)][AT1 +	 AT	 (5-12)
i
1
Substituting values from Table I,
1 AE	
9 ppm/'C	 (5-13)
VREF AT ^High
The long-term drift is similarly,
	
V 1	 Atime < 25 ppm/1000 hr + V 
1 [R3 + ron (Q1)] x
'	 REF	 REF
	
t.1 AI 	 (Q2)
	
C__1+ A
t
	]	 (5-14)
^i
For Low-Scale, using the circuit of Fig. llb produces (with k
R2/(R1 + R2)]
1	 Ac 	 +	 1	
AV 0 + k AVREF
k VREF	 AT)	 — k VREF
	
AT	 AT
k V	 AR
+ RREF ( P) + [k R1 + ron (Q1)]
 x
P
Al l	Al 
off (Q3)	 Ak
AT	 AT	 ] + VREF (AT) 	
(5-LS)
or
	
Temp. drift (Low-Scale) < 14.4 ppm/°C	 (5-16)
A similar equation for long-term drift for the Low-Scale can be obtained
'	 and is similar to Eq. (5-15).
The basic conclusion to be obtained from this analysis is that al-
1	 though the drift ra ges are comparable for High-Scale torque currents, under
Low-Scale conditions it is better to leave the reference comparison voltage
'	 fixed and switch the'precision resistor Rp . It is also apparent that switch-
ing the reference comparison voltage allows other drift terms in the circuit
to be important, as evidenced by comparing the terms of Eqs. (5-8) and (5-15).
No comparison has been made of the switching transients involved in
'	 changing scale factor. However, it is apparent that in switching either re-
sistors or voltage references, transient feed-through errors will result,
unless the loop is given sufficient time to settle before torque is applied
t to the gyro. This can be done quite easily for the Ternary system, but not
for the Binary loop. Further, the op-amp (A in Figs. 5-10 and 5-11) must
'	 have sufficient differential input rating so the switching transients do not
cause junction breakdown.
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Noise Considerations
The effect of electronic noise on system resolution will be con-
sidered in this section. The calculation deta4.ls for obtaining a noise
figure-of-merit for both the Hamilton Standard and MIT Systems will be
presented and the noise performance of the two systems will be compared.
MIT System. The electronic noise contribution to the system un-
certainty can be determined by computing the rms noise voltage at the in-
put to the comparator block of Fig. 5-2. Since a voltage increment at the
comparator input represents a known angular increment in gyro float position,
the noise can be expressed as rms arc-seconds of uncertainty. At the com-
parator input, a 300 mv. voltage increment corresponds to 5.5 arc-seconds
on the low scale and 22 arc-seconds on the high scale. This A0 of 300 mv.
is the weight of one torque pulse.
The white noise voltage at the comparator input is given by
enw AV C4kTRnAf 1 11 2	,	 (5-17)	 -
where k is Boltzmann's constant, AV is the voltage gain from the amplifier
input to the comparator input, T is the absolute temperature, R  is the
equivalent input noise resistance of the amplifier and compensator block
(Fig. 5-2), and Af is the noise bandwidth from amplifier input to compara-
tor input. Since the gain of the input stage of the amplifier is about 20,
the noise should be controlled by this input stage. Assuming the error-
detector output impedance is near zero, the equivalent input noise resis-
tance should be about 8 kilohms (7 kilohms attributed to the input network
and 1 kilohm attributed to the UC 4250 input op-amp). The dominant low-
frequency 3 db point is about 3.4 kHz and is controlled by the coupling
network between the second and third stages of the amplifier. The domi-
nant high-frequency 3 db point is set by the input network and is about 8
kHz. Thus, a reasonable approximation to the noise bandwidth is 5 kHz.
The gain Av is about 4000 on the low scale. Using these values in Eq.
(5-17) gives
3
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enw = 3.3 millivclts rms.	 (5-18)
Therefore, the noise referred to the gyro float motion is
AA = (3.3 my rms)(5.5 arc-sec)i	 n	 300 my
or
I
I 	 AO  = 0.06 arc-sec rms.	 (5-19)
This value of Aen should be considered a minimum value because low-frequency
electronic noise and electronic noise generated by the error signal detector
have been neglected; however, these two additional sources would not be ex-
'	 pected to increase the noise of Eq. (5-19) by more than about 20%.
if
Hamilton Standard System. The sensitivity of the error-signal detec-
tor in the Ham. Std. System is given as 1.39 millivolts per arc-sec*. The
white noise figure-of-merit can therefore be calculated by first finding
the equivalent noise --oltage at the preamplifier input (Fig. 5-1).
The IC  stage of the preamplifier will make a significant contribu-
tion to the input noise, since it is preceded by a unity-gain section. The
IC  gain-of-6 should assure that only the preamplifier need be considered
in the noise calculation.
The estimated total input-noise resistance n is composed of the
following contributions: (1) differential source follower, 2K; (2) differ-
ential emitter follower, 2K; (3) differential inverter, 4K; and IC  circuit,
20K. These noise components sum to a value of 28K and are estimated to be
caused primarily by circuit resistors.
Before a final value of R  is determined, the noise contribution of
the 1-meg gate resistors in the input source follower must be computed. The
output ring capacitance of the error signal detector (a capacitance bridge)
is 116 pf.* The 3db frequency associated with the gate resistance is
*Ham. Std. Report, Ref. 3, p. 125.
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f =	 0.159	
= 685 Hz
g	 (2 x 106 )(1.16 x 10-10)
the effective noise resistance at 50 kHz then becomes
R = — (2Rg) = (6.85 x 10 2 ) 2
 (2 x 106)
ng ^fc2	 (5 x 104)2
(5-20)
(i-21)
i
i
i
I
1
i
1
f
I
I
or
R	 360 ohms
ng
Thus, the contribution of the gatr resistors is negligible.
Taking a value of R  = 28K for the total white noise resistance, the
input equivalent-noise-voltage density is
ENV =4kTR = 21.7 nanovolts/Hz 1/2	(5-22)
n
The noise bandwidth of the 50 kHz filter is about 5 kHz, thus, the equi-
valent noise voltage is approximately
ENVT = 21.75 000 = 1.54 microvolts rms .	 (5-23)
Referring this to the detector signal gives
A8 - (1.54 x 10-6
 )	 1	 - 0.0011 arc-sec rms	 (5-24)
n	 1.39 x 10 3
Comparisons. The electronic noise of the Ham. Std. rebalance elec.
tronics is much less then that of the MIT system. Yet, the equivalent noise
resistance of thq MIT system is less than that of the Ham. Std. system. The
reason for the poorer signal-to-noise ratio of the MIT system is the much
lower sensitivity of the error-signal detector. This lower sensitivity is
due not only to basic differences in the detectors (MIT is an inductance
sensor; Ham. Std. is a capacitance sensor) but also to the higher frequency
(50 kHz vs. 9.6 kHz) error signal employed by Ham. Std. Undoubtedly, the
MIT detector could be made much more sensitive with a consequent system
signal-to-noise ratio comparable to that of the Ham. Std. System.
The higher frequency error signal gives the Ham. Std. System a sig-
nificant advantage if low-frequency electronic noise is a problem. For
practically all modern semiconductor devices, a frequency of 50 kHz is well
above the frequency range where low-frequency noise is important. Semi-
conductor devices must be selected to have negligible low-frequency noise at
9.6 kHz.
Neither the Ham. Std. nor the MIT preamplifier is a low-noise design.
However, improving the noise performance of either preamplifier without
sacrificing common-mode rejection and impedance requirements will not be a
trivial exercise.
Common-Mode Resection
Excellent common-mode rejection in the preamplifiers of both systems
is essential for eliminating common-mode signals that could contaminate the
error signal. Common-mcde signals of several volts at the preamplifier input
should have less effect on the preamplifier output than the millivolt-level
'	 differential signals from the detectors. Consequently, a common-mode re-
jection CMR of no less than 80 db would be indicated for the preamplifiers
used in both the MIT and the Ham. Std. Systems.
No extensive detailed analysis has been completed on either system's
preamplifier; however, preliminary results indicate that the CMR is probably
adequate.
The Ham. Std. System has an elaborately designed preamplifier using
discrete transistors and a monolithic differential amplifier with great em-
phasis placed on high CMR. The achievement of high CMR in the Ham. Std.
Systen is greatly enhanced by having low-gain (about 6) before the bandpass
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filter and by using a 50 kHz error signal which should be much higher in
frequency than most expected common-u.ode signals.
The MIT preamplifier is a single monolithic differential amplifier
which could possibly be selected to have a CMR of about 80 db at 9.6 kHz.
The lower frequency bandpass (about 3 kHz to 8 kHz) of the MIT amplifier
probably opens up this system more to CM signals; however, the much lower
senjitivity of the error signal detector and the fact that monolithic op-
erational amplifiers have maximum common-mode rejection at low frequencies
may be partially compensating.
Compensation
The methods of compensating the rebalance loop used in the Ham. Std.
and the MIT Systems are very different. In this section, the two types of
compensation are described and their salient differences delineated.
Hamilton Standard Rebalance Loop Compensation. In the Ham. Std. Sys-
tem, a cascade compensation network was used to (1) provide a stable loop
with sufficient phase and gain margins, (2) discriminate against gyro float
angular vibrations that tend to saturate the loop amplifiers, and (3) at-
tenuate signals arising from the gyro wheel rotation. For the gyro used in
th_ Ham. Std report  the transfer function in the frequency domain for the
gyro alone was approximately
K
G (jf ) =	 8 f	 .	 (5-25)
j f (1 + j 1050)
where f is the frequency in Hz. The transfer function for the compensation
network (Fig. 5-1) used with this gyro was
K (1 + j f )
C(jf) a	c	 1.11	 (5-26)
f	 f(1 + j 0.016 ) (1 + j100)
I
	
	 Except for some poles at high frequencies that should be negligible,
the overall frequency domain transfer function viewed by the torque current
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pulses is the product -C(jf) G(jf). Clearly, the overall transfer function
can not be approximated by that of a pure integrator. It appears that making
the loop approximate a pure integrator was not a design goal for the Ham.
Std. System as it was for the MIT System.
It may be difficult to achieve system stability for very high loop
gains since the maximum phase shift of the -C(jf) G(jf) product is 450°. At
a frequency of 5 kHz, where the bandpass filter begins to contribute phase
shift, the frequency dependent part of C(jf) will have attenuated the loop
transmission by a factor of about 3500. This attenuation in addition to
that of-the gyro dynamics should assure that the phase shifts of the high-
frequency poles in the rebalance electronics will not cause system instability.
Even though the Ham. Std. compensator transfer function is more complex
than that of the MIT compensator, the actual implementation can be rather
a	 easily achieved using standard operational amplifier networks.
MIT Rebalance Loop Compensation. The MIT compensator is simple and
is designed to cause the effective transfer function from the torquer input
to the comparator input (see Fig. 5-2) to approach that of a pure integrator.
The detailed development of this method of compensation is presented in the
M.S. Thesis by Lory 6 . The ccmpensation technique is shown in Fig. 5-12.
The overall transfer function from point T to Point C in Fig. 5-12
is given by
K + H2 (s) [s(T l s + 1)(T 2 s + 1)]
T(s)
	
	
(5-27)
s(T ls + 1)(T 2 s + 1) 
Usually the gyro time constant T 1 is much greater than the torquer
time constant T2 (T 1 is typically greater than 100 microseconds). For this
usual case T(s) can be made equal to 1/s if (from Eq. (5-27))
H (s)=	 1	 +	 1-K
2	 T 1 s + 1	 s(Tls + 1)
(5-28)
The first term on the right side of Eq. ( 5-28) is a simple RC low-pass
Comparator
Input
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Compensation Network
Input
zl Gyro Time-constant
TZ Torquer Time-constant
Figure 5-12. Compensation Technique for the MIT System.
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network. The second term is a simple RC low-pass network cascaded with an
integrator. The two terms can be realized, therefore, as the parallel com-
bination of simple networks.
It is especially significant to note that the compensation only need
be applied during the actual torquing and can be driven by any rectangular
pulse with edges coincident with the actual torque current pulse and ampli-
tude directly proportional to the torque command pulse generated in the logic.
(Torque current pulse changes are accompanied by compensati:^g loop-gain
changes to hold the overall loop-gain constant.)
In the actual implementation of the MIT System, the compensation com-
wand generator is driven by the torque command pulse. The compensation net-
work is a simple RC low pass circuit which provides accurate compensation
only for the case K a 1.
It may appear a bit disturbing that the MIT compensation technique is
equivalent to actually feeding a signal that is proportional to the torque
current pulse around the gyro, detector, and error-signal amplifier. How-
ever, since the overall transfer function is nearly a pure integrator, the
signal that appears at the :omparator input is directly proportional to the
area of the torque current pulses. Now, since the float angle increment D8
is directly proportional to the area of the torque currer.±: pulses, then the 	 '
signal at the comparator input is directly proportional to 0A. Thus, the
sample-and-compare circuit will indeed generate data pulses proportional to
D8 which, of course, is the desired result.
The ease of implementation, tl,e conceptual simplicity and the expected
reliable performance of the MIT compensation technique make the technique an
attractive way of compensating ternary systems with the consequent elimination
of pulse bursting. One possible dis^^dvantage of this compensation technique
is the dependency of H2 (s) on the gain K. If after H 2 (s) is implemented,
either :he gain of H2 (s) or the gain of the preamplifier changes, then the
compensation is no longer lzirfP^t. We have not yet determined the detailed
effects of such gain drifts.
^^-_, . _ _ . ^ . _,_..,r
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Another important consideration in compensation design is the effect
of the width of the torque pulse on the system response. Since the MIT
torque current pulse is only 97.5 microseconds compared to a maximum width
of 15/16 milliseconds for the Ham. Std. System, it is much easier to make
the loop appear to be an integrator for the MIT torque pulse. When the
torque current pulse is sufficiently short relative to the gyro dominant
time-constant (the pseudu-integr-a tor), then several error-signal processor
design constraints are relaxed. Among the relaxed constraints are those
affecting the dynamic range and the spurious signal discrimination circuits
(for instance, gyro float oscillations at the forced limit-cycle frequency)
in the error-signal processor.
OVERALL SYSTEM CONSIDERATIONS
Three vital considerations in the comparison of all rebalance elec-
tropic schemes are resolution, accuracy, and reliability. Resolution and
accuracy are usually interdependent and must be considered simultaneously
in the design of rebalance electronics. For example, improvement in reso-
lution at tl^e expense of accuracy could result in a degradation of overall
system performance. Also, reliability is obviously closely connected since
reliability involves many alternatives not only in technique but also in
selection of components. These choices of techniques and components must
always be made carefully.
In this section, the resolution, accuracy, and reliability of tale
Ham. Std. avid MIT rebalance electronics will be discussed and comparisons
made where possible. The presentation will draw heavily on the results of
the analyses given in the previous sections.
Resolution
To compare torque current-pulse area quantization and data pulse
quantization, the gain of the system comprising the torquer, gyro, and
'	 error-signal detector can be removed by considering torque current-pulse
area increments only at the input to the torquer. leis normalization al-
lows a direct comparison of the inherent quantization produced by the
rebalance electronics only.
The Ham. Std. System has a one-millisecond torque current pulse with
both positive and negative area. The pulse can be changed in 3.9 usec
1	
-3(256 x lU sec.) increments. increasing the positive current width by 3.9
usec also de greases the negative current width by 3.9 usec. Thus, the
smallest area increment DA is given by
(5-29)
AAH = 7.8I nanoamp-seconds ,
where I is the amplitude of the torque current pulse in milliamperes. This
increment ir. current-pulse area will produce a one pulse increment in the
data train; thus, the data quantization ^DH is also
ADH =	 7.8I nanoamp-seconds	 (5-30)
The finest quantization occurs in low-scale operation where I is 71.5 ma.
Hence, the data quantization for the lam. Std. System is
aDH = (7.8)(71.5) = 558 nanoamp-seconds 	 ,
175
n
and also
AAH = 558 nanoamp-seconds
The riIT torque current-pulse width is constant and is 97.5 micro-
seconds. The torque current pulse quantization is therefore
AAM = 97.SI nanoamp-seconds	 (5-31)
if I is the amplitude of the current pulse in milliamperes. The data pulse
weighting is such that four data pulses correspond to one torque pulse.
Hence
ADM = 24.4I	 (5-32)
The low-scale current amplitude is 35.2 ma; consequently, the numerical
value of the MIT System data quantization is
ADM = (24.4)(35.2) = 860 nanoamp-seconds
The difference in data quantization for the two systems is not very
great - ADM = 1.54 ^DH - but it is also not insignificant. There is an
appreciable difference in torque current-pulse quantization - DAM = 6.2 BAH.
In conclusion, then, the data resolution of the Hamilton Standard System is
somewhat higher than that of the MIT System, while the torque current-pulse
resolution of the Ham. Std. System is much higher.
Another important resolution consideration for some strapdown gyro
applications is how precisely the position of the gyro float angle is known
as a function of time (time resolution). The MIT System has ar. apparent ad-
vantage in this case since the error signal is sampled at a well defined time
and at a rate that is about an order of magnitude higher than in the Ham.
Std. System. There is, however, some cause for concern if the MIT compensation
is not perfect; that is, either too much (overcompensation) or too little
(undercompensation) signal is fed through the parallel compensation feedback
path into the comparator input. This imperfect compensation, which could arise
from component change due to aging or temperature variations, may possibly
cause short tern error in data output with a consequent degradation in the
time resolution of the system. If the compensator parameters drifted very
much, perhaps new pulse bursting modes may be introduced. Further study of
the MIT compensation technique is needed to provide definitive conclusions
concerning the effects of imperfect compensation on time resolution of the
system.
Accuracy
Assuming that the torquer has negligible non-linearity, the accuracy
of both the MIT and the Ham. Std. Systems should depend primarily on the
stability of the torque current-pulse amplitude regulator and on the perfor-
mance of the H-switch. There are two secondary sources of inaccuracy that
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could also be of significance. 'These are (1) instabilities in the analog-
to-digital conversion for data generation and (2) spurious signal contami•-
nation of the error signal.
We will discuss the four sources of inaccuracy identified above,
starting first with the secondary sources.
Analog-to-Digital Conversion. The analog-to-digital conversion,
ADC, for data generation ^n ~he Ham. Std. System is accomplished by detect-
ing the time t c that a ramp signal crosses a slowly varying voltage level
proportional to t;e error signal. The time t c is sensitive to gain drifts
in the error signal amplifiers and to the slope of the ramp. However, the
entire ADC operation is accomplished inside the, system loop so that for
a
practical values of loop transmission, these inaccuracies should be made 	
r
negligible by the feedback mechanism.
A very different situation exists in the MIT System. The ADC is
connected parallel to the loop and is, therefore, not included in tt^e loop. 	 _.
Thus, the stability of the calibration of the data output depends on the
stability of the staircase generator. The critical resistors in the stair-
case generator should have stability comparable to that of the current sen-
sing resistors in the torque current regulator. We are presently examining
ways of eliminating this deficiency in the ternary system.
Spurious Si nals. An important spurious signal is electronic noise
superimposed on signals at points in the system where torquing decisions
are made. - Since this noise will be gaussian distributed about a zero mean
value, its effect on system accuracy should be averaged to very small values
over several torque pulses. Because of this averaging, the rms noise errors
computed in the previous section on Noise Considerations are pessimistic.
The inaccuracies due to other spurious sigr..als that are not corre-
lated with the error signal should also be averaged over several torque
pulses to negligible values. Correlated signals may possibly produce ser-
ious inaccuracies; thus, care in layout and attention to ground-loop elimi-
nation is essential in implementation of rebalance systems.
Effects of spurious signals on accuracy must usually be determined	 ,.
experimentally.
Current Regulator. The current regulator circuit is composed of the
do feedback loop containing the H-Switch, the Precision Voltage Reference,
the comparator op-amp A and the error amplifier. This circuit was shown in
Fig. 5-2, and in more detail in Figs. 5-6 and 5- 8 for the two systems. It
is absolutely essential for system accuracy that the weight of each torque
pulse be precisely known; i.e., that the amplitude of the current pulse and
its pulse width be accurately maintained, or more correctly that the area of
the pulse be constant. The pulse width is basically controlled by the clock
accuracy, and should contribute the same inaccuracies whether the system were
binary or ternary. Calculations made earlier allow some comparison of pulse 	 _
rise- and fall-time inaccuracy, and also inaccuracies in current amplitude.
A worst-case comparison of the MIT and Ham. Std. current regulator designs
can be made by adding these various inaccuracies, or
Overall Accuracy (worst-case analysis)
^ error (PVR) + error (Sensed Current)
	
+ error (rise- and fall-times) 	 (5-33)
Collecting results gives for the Low-Scale mode the following comparisons:
Acc.	 (worst-case) < (14.4ppm/°C and > 25ppm/1000 hr)
MIT
+ (0.9ppm and 0.09ppm/ °C, plus transient effects)
	
+ (~.lOppm for a 1^ change),	 (5-34)
and
Acc.HS(worst -case) < (8.8ppm/°C and 25ppm /1000 hr)
+ (0.6ppm and 0.06ppm/ °C)'
+ (<lOppm for a 1^ change)
	 (5-35)
Reliability
No comparison has been made between the MIT and the Ham. Std. Systems
regarding reliability, as this would involve considerable in-depth experi-
mental analysis of the two. Qualitatively, there seems to be no reason one
circuit should be any more reliable than the other. The considerable use
of MOS transistors in the Ham. Std. design would cause problems if the cir-
cuits operated for an extended time in a radiation zone, since it has been
found that the threshold voltages V T of most enhancement-mode MOSFETs in-
crease considerable in a radiation field.
SlJM1^1ARY AND RECOMMENDATIONS
The results of our analyses of the rebalance electronics of the two
s^rapdown gyroscopes (MIT ternary and Ham. Std. binary) have not led to a
conclusion that one system is clearly superior to the other. We have used
our analytical results to produce a tabular comparison (Table II) of the
two systems in seventeen important areas. Each system has a significant
set of both relative advantages and disadvantages. We cannot distinguish
an appreciable difference in the overall quality of electronic engineering
design principles applied in the development of the two systems.
We recommend that the feasibility be explored of developing a system
that would incorporate the best features of both the ternary and binary
^	 systems studied. Such a system perhaps would have the capability of opera-
tion in both ternary and width-modulated binary modes with built-in decision-
making apparatus for causing the system to operate in the mode that is best
for the rate environment in which the gyroscope finds itself. For example,
^,	 a zero rate condition would probably require a ternary mode to eliminate	 _
cumulative torque-current bias errors; yet, a high rate environment may
need a binary mode to take advantage of the inherent rise- and fall-time
compensation in the binary H-switch.
Early in the development of a new system, an in-depth experimental
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study of the two types of H-switch (binary and ternary) must be made since
major design decisions will depend strongly on fundamental limitations in
the performance of the H-switches. Also, of central importance are the
loop transmission (which strongly influences system accuracy) system sta-
bility *_rade-offs and the design compromises among high interrogation rates,
electronic implementation limitations, time resolution of data output, and
accuracy.
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SCHAPTER 6
PROBLEMS FOR FURTHER STUDY
Continued effort is needed to further develop the technology for
the high reliability strapdown systems using TDF gyros. In particular,
the following activities are recommended:
1. Development of optimum redundancy configurations for
systems using more than six gyros.
2. Analysis of the system performance of the rebalance
loops of a TDF sensor.
3. Further development of the sensor performance management
concept to see if any more sophisticated detection and
identification schemes can be employed to improve the
overall system performance.
In the area of rebalance electronics, more work needs to be done
to arrive at a design which is acceptable for NASA's applications. The
following activities are desired.
1. Completion of the evaluation of MIT's and Hamilton
Standard's electronic designs.
2. With the help of the background gained by evaluating
the above designs, develop a better design of the re-
balance electronic circuit.
3. review of all applicable technology in the area of
pulse rebalance electronics.
At present, various concepts are available for using SDF gyros as
strapdown sensors. A study and evaluation effort is needed to extract and
modify the best concepts so they can be incorporates together .o form the
best overall system. The following questions need to be answered.
1. Which gives a better system performance between the
binary and the ternary pulsing concepts?
186
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Z. Among the known concepts of failure detection and
faulty sensor identification, which one is the best?
	
K
3. What are the optimum sensor arrangements when wore
than six OF sensors are used?
4. Can any better concepts be developed?
