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ABSTRACT
Using an analytic, axisymmetric approach that includes general relativity, coupled to a condition
for pair production deduced from simulations, we derive general results about the spatial distribution
of pair-producing field lines over the pulsar polar cap. In particular, we show that pair production on
magnetic field lines operates over only a fraction of the polar cap for an aligned rotator for general
magnetic field configurations, assuming the magnetic field varies spatially on a scale that is larger than
the size of the polar cap. We compare our result to force-free simulations of a pulsar with a dipole
surface field and find excellent agreement. Our work has implications for first-principles simulations
of pulsar magnetospheres, and for explaining observations of pulsed radio and high-energy emission.
1. INTRODUCTION
In their seminal paper, Goldreich & Julian (1969) first
demonstrated that the electromagnetic force dominates
gravity and particle inertia in the pulsar magnetosphere.
Thus, in the presence of a plasma dense enough to screen
the component of the electric field parallel to the mag-
netic field, the electromagnetic force on the magneto-
spheric plasma approximately vanishes. However, be-
cause the plasma is flowing out relativistically along open
magnetospheric field lines, it must be constantly replen-
ished. Otherwise a “vacuum gap”, in which the plasma
density is too low to screen the parallel electric field, will
develop.
An attractive mechanism for supplying the magneto-
sphere with plasma is pair production. Sturrock (1971)
proposed that pairs are produced at the polar cap by an-
nihilation of gamma-ray photons on magnetic field lines
(γ–B mechanism). This pair production mechanism has
since been extensively studied using both analytical mod-
els and simulations (Arons & Scharlemann 1979; Daugh-
erty & Harding 1982; Beskin 1990; Muslimov & Tsygan
1992; Harding & Muslimov 1998; Hibschman & Arons
2001; Timokhin & Arons 2013). An alternate or po-
tentially complementary mechanism of pair production
is annihilation of gamma-ray photons on optical or X-
ray photons (γ–γ mechanism), proposed by Cheng et al.
(1986).
The most compelling observational evidence for pair
production comes from observations of synchrotron emis-
sion in pulsar wind nebulae. For the Crab, the inferred
pair multiplicity based on the injection rate of particles
into the nebula needed to explain the synchrotron emis-
sion is κ ∼ 106 (Shklovsky 1968; de Jager et al. 1996;
Bucciantini et al. 2011). Pair multiplicities in the range
κ ∼ 104–106 are also inferred for a host of other pulsar
wind nebulae (Arons 2012).
Because nebular observations and theoretical models
1 Einstein Fellow
point to high pair multiplicities, it is often useful to adopt
the point of view that pair production is efficient and fills
the entire magnetosphere with a dense, highly conduc-
tive pair plasma. Additionally, the energy density of this
plasma is small compared to the energy density of the
electromagnetic field, both inside the light cylinder and
in the wind region of open field lines beyond it.
Under these conditions, the plasma is governed by
the equations of degenerate force-free electrodynamics
(Thorne & MacDonald 1982; MacDonald & Thorne 1982;
Komissarov 2002). The force-free approach has been
used in simulations to model the topology of mag-
netic flux surfaces in the magnetosphere and compute
the spindown luminosity of the pulsar (Contopoulos
et al. 1999; Gruzinov 2005; Timokhin 2006; Komissarov
2006; Spitkovsky 2006; McKinney 2006; Contopoulos &
Kalapotharakos 2010; Li et al. 2012; Kalapotharakos
et al. 2012; Parfrey et al. 2012; Pe´tri 2012; Tchekhovskoy
et al. 2013; Pe´tri 2016).
Although the force-free assumption is a useful simpli-
fication, gamma-ray observations inform us that there
are regions of the magnetosphere that are not force-free
(Aliu et al. 2008; Abdo et al. 2011; Tavani et al. 2011;
Abdo et al. 2013). Sites of gamma-ray emission, which
are associated with either magnetospheric vacuum gaps
or regions of high current density, involve transfer of en-
ergy from the electromagnetic field to particles. This is
outside the scope of the force-free paradigm, which has
no dissipation.
In order to better connect theory with observations,
Li et al. (2012); Kalapotharakos et al. (2012) pioneered
the dissipative force-free approach. Kalapotharakos et al.
(2014) showed that assuming a force-free solution inside
the light cylinder and a dissipative solution outside pro-
vides a better fit to the Fermi data than assuming a
dissipative solution everywhere.
Global multidimensional, particle in cell (PIC) sim-
ulations (Philippov & Spitkovsky 2014; Chen & Be-
loborodov 2014; Cerutti et al. 2014, 2015; Philippov
et al. 2014, 2015; Belyaev 2015a,b) are the natural next
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2step in magnetosphere modeling, because they can self-
consistently model plasma instabilities, vacuum gaps,
and current sheets. Thus, they provide a handle on the
plasma processes leading to dissipation of electromag-
netic energy and particle acceleration in the magneto-
sphere.
Using 1D PIC simulations of pair production on mag-
netic field lines at the polar cap, Timokhin & Arons
(2013) confirmed the Beloborodov (2008) result for the
conditions under which a polar cap pair cascade is ignited
(discussed further in §2). Subsequently, these conditions
have been confirmed in 2.5D axisymmetric simulations
of the aligned rotator with general relativity (Philippov
et al. 2015).
In this paper, we create an analytical model for the
spatial extent of pair-producing field lines over the po-
lar cap using the Beloborodov (2008) result. Consistent
with Philippov et al. (2015), we find that general relativ-
ity is a necessary ingredient for pair production to occur
in the aligned rotator over much of the polar cap. The
general-relativistic effect enabling polar cap pair produc-
tion is the dragging of inertial frames (Muslimov & Tsy-
gan 1992).
However, even with general relativity included, pair
production occurs over only a fraction of the polar cap.
Moreover, whereas the PIC simulations of Philippov
et al. (2015) were specific to a dipole magnetic field, we
derive analytical results that apply with much weaker as-
sumptions about the magnetic field at the surface of the
star. We mention that Gralla et al. (2016) have recently
published analytical results similar to ours.
The paper is organized as follows. In §2 we set the
framework for our derivation and define conventions. In
§3 we derive a general condition valid for a slowly rotat-
ing Kerr metric that allows us to determine the regions
of the polar cap over which a pair cascade operates. In
§4 we apply our analytical theory to the specific case of
a dipole surface magnetic field. In §5 we compare our
results with force-free simulations, which show excellent
agreement with the analytical theory. In §6 we discuss
the implications of our work for simulations of pulsar
magnetospheres and for understanding the physical ori-
gin of pulsed gamma-ray emission from pulsars.
2. GENERAL CONSIDERATIONS
We consider an axisymmetric, force-free pulsar mag-
netosphere around a neutron star, which has a magnetic
moment given by µ = µzˆ and rotates with angular fre-
quency Ω = Ωzˆ. By the force-free assumption
ρE + c−1J ×B = 0, (1)
and the Lorentz invariants of the electromagnetic field
satisfy E ·B = 0 and B2 − E2 > 0.
We define the light cylinder radius as RLC ≡ c/Ω. The
regions on the pulsar surface containing the footpoints
of open magnetospheric field lines are the polar caps,
and for typical magnetic field configurations, there are
two polar caps. From magnetic flux conservation, the
fractional area occupied by both of them combined at
the surface of the neutron star is 2APC/4pir
2
∗ ∼ r∗/RLC,
where APC is the surface area of a single polar cap. For
the Crab pulsar, RLC/r∗ ≈ 130, while for millisecond
pulsars, RLC/r∗ ∼ 10. In either case, the polar caps
occupy a small fraction of the neutron star surface area.
For a dipolar field in axisymmetry, the polar caps are
both centered on the rotational axis (at opposite poles),
in which case the angular extent of a polar cap is θPC ≈√
APC/pir2∗ ∼
√
r∗/RLC.
If higher order multipole components are dominant at
the surface of the star and generate a complicated small
scale field structure (on the scale of the polar cap) then
it is difficult to make further conclusions. However, if
multipolar effects are on a scale that is much larger than
the polar cap size, then progress can be made. In this
case, one or both of the polar caps can be significantly
displaced from the rotational axis (Arons 1979). The an-
gular extent of such a displaced polar cap in axisymme-
try can be estimated using magnetic flux conservation
as θPC ∼ APC/(2pir2∗ sin θ0) ∼ r∗/(RLC sin θ0), where
θ0 & θPC is the displacement of the center of the annu-
lus from the rotational axis. Notice that for θ0  θPC,
the angular extent of the off-axis polar cap is smaller
than that of the axis-centered one, even though their
surface areas are comparable. Additionally, Harding &
Muslimov (2011) considered non-axisymmetric displace-
ments of the polar cap from the magnetic dipole axis.
Such perturbations could be important when consider-
ing the 3D non-axisymmetric case.
2.1. Pair-Production Criteria
Beloborodov (2008) found a simple set of local criteria
that determine whether pair production occurs at the
polar cap:
JB/JGJ < 0, pair production
0 < JB/JGJ < 1, no pair production (2)
JB/JGJ > 1, pair production.
Here JB is the local steady-state current density along a
magnetic field line and JGJ is the Goldreich-Julian cur-
rent density, which is defined as JGJ ≡ ρGJc, where ρGJ
is the Goldreich-Julian charge density. The sign of JB is
the same as the sign of J · nˆ, where nˆ is the outward-
pointing unit vector normal to the surface of the star.
It is important to note that ρGJ is set locally (modulo
small rotationally induced changes in the poloidal mag-
netic field; see Section 3.1), whereas JB is determined
by the global structure of the magnetosphere, and thus
can differ significantly from JGJ. Also important is the
fact that JB is the steady-state i.e. time-averaged cur-
rent, since the instantaneous current can exhibit rapid
variability due to the time-dependent nature of the pair
production process.
There is a physical explanation for the pair-production
criteria, equation (2). When 0 < JB/JGJ < 1, the cur-
rent is carried by the charge density at the surface of the
neutron star flowing outward at a velocity less than the
speed of light. The resulting flow resembles the steady-
state solution predicted by Mestel et al. (1985) and Be-
loborodov (2008) and has typical Lorentz factors of order
unity (see equation 4 of Beloborodov (2008) for maximal
Lorentz factor as a function of JGJ/ρGJ). For such low
Lorentz factors, pair production on magnetic field lines
by either curvature photons or inverse Compton scat-
tered thermal photons from the polar cap is impossible.
Conversely, when JB/JGJ < 0 or JB/JGJ > 1, the cur-
rent cannot be carried exclusively by the charge density
at the surface of the pulsar flowing outward. In this case,
3a steady-state flow on short timescales is not achieved.
Instead, oscillatory bursts of pair production generate
plasma pair densities that exceed the Goldreich-Julian
value by up to a factor of κ ∼ 104–105 (Timokhin &
Harding 2015).
2.2. General Relativity
For our calculations that involve general relativity, we
use a 3+1 split of slowly rotating Kerr spacetime (Mac-
Donald & Thorne 1982; Thorne et al. 1986). We work
to first order in the dimensionless Kerr spin parameter,
a ≡ J∗c/GM2∗ , where J∗ and M∗ are the angular mo-
mentum and mass of the neutron star, respectively. The
reason for working to first order in a is that frame drag-
ging first appears at this order. Moreover, the problem
is simplified because spacetime non-sphericity first enters
into the Kerr metric at second order; in other words, in
the slow-rotation approximation the frame-dragging rate
is a function of the radial coordinate alone.
The slow-rotation approximation is equivalent to as-
suming RLC  rs, where
rs ≡ 2GM
c2
(3)
is the Schwarzschild radius. The Kerr metric in this ap-
proximation is
ds2 = −α2c2dt2 + α−2dr2 + r2(dθ2 + sin2 θdφ2) (4)
− 2ωLTr2 sin2 θdφdt,
where the lapse function is defined by α(r) ≡√1− rs/r.
The frame dragging rate can be expressed as
ωLT(r)≈ 2I∗ΩG
c2r3
, (5)
where I∗ is the neutron star moment of inertia. Using
I∗ ≈ 0.21 M∗r
2
∗
1− rs/r∗ (6)
to approximate the neutron star moment of inertia
(Ravenhall & Pethick 1994), we can express the frame-
dragging rate at the surface of the star as
ωLT(r∗) ≈ 0.21
(
rs/r∗
1− rs/r∗
)
Ω. (7)
For a 2M neutron star with r∗ = 12 km, we have
rs/r∗ ≈ 0.5 and ωLT(r∗)/Ω ≈ 0.21; for a 1.2M neu-
tron star with r∗ = 12 km, we have rs/r∗ ≈ 0.3 and
ωLT(r∗)/Ω ≈ 0.09.
For the the metric in equation (4), Maxwell’s equations
can be written as
∇ ·E = 4piρ (8)
∇ ·B = 0 (9)
∇×
(
αE +
β
c
×B
)
= −1
c
∂B
∂t
(10)
∇×
(
αB − β
c
×E
)
=
1
c
∂E
∂t
+
4pi
c
(αJ − ρβ) . (11)
Physical quantities, such as ρ, J , B, and E are mea-
sured by zero angular momentum observers (ZAMOs) in
the frame corotating with absolute space (Thorne et al.
1986). The velocity with which our spherical coordi-
nates rotate relative to this frame is given by the shift
vector, β ≡ −ωLT × r. The lower-index spatial vec-
tor components quoted below are orthonormalized, i.e.
Ai ≡ √giiAi, where there is no summation over repeated
indices.
3. POLAR CAP PAIR PRODUCTION: GENERAL RESULTS
In this section, we derive general results about the spa-
tial distribution of field lines that support pair produc-
tion on the polar cap. Our approach is to trace the dis-
tribution of current on open field lines in the wind region
beyond the light cylinder back to the polar cap, compute
the magnitude of the four-current over the polar cap, and
apply the pair-production criteria, equation (2).
3.1. Charge and Current Densities
We begin by stating some useful results about charge
and current densities for the force-free aligned rotator.
The first useful result is that the current flows on mag-
netic flux surfaces in the magnetosphere. To demonstrate
this, consider that in steady state under the assumption
of axisymmetry, equation (10) implies that Eφ = 0. As
a result, the φ component of equation (1) simplifies to
JP ×BP = 0, (12)
where BP and JP are the poloidal magnetic field and
current, respectively. This means the current flows along
magnetic field lines when both are projected into the
poloidal plane.
Moreover, by conservation of magnetic flux,∇ ·B = 0,
and conservation of charge, ∇ · (αJ − ρβ) = 0, the
poloidal current density is proportional to the poloidal
magnetic field up to a factor of the lapse function2:
αJP ∝ BP. We can express this formally by defining
a magnetic flux parameter, Ψ, which is measured from
the pole. In terms of Ψ, the poloidal magnetic field is
BP =
∇Ψ× φˆ
2pir sin θ
, (13)
and the poloidal current density is
JP =
1
α
dI
dΨ
BP. (14)
Here, I(Ψ) is the poloidal current enclosed between the
magnetic flux surface Ψ and the pole, as measured using
coordinate time, t, which coincides with the proper time
of static observers at infinity3 (Thorne et al. 1986). Note
that (B ·∇)I = 0, so the enclosed current is constant on
flux surfaces. We shall use this fact to map the current
in the wind zone back onto the surface of the neutron
star when computing the magnitude of the four-current
over the polar cap.
The second useful result is a calculation of the charge
density in the magnetosphere. To begin, we define a
2 Here ∇ · (ρβ) = 0, as azimuthal gradients are zero by axisym-
metry and the shift vector is exclusively in that direction.
3 Note that this is in general different from the ZAMO’s proper
time
4“corotational velocity”
V 0 ≡
{
Ω× r, flat
α−1 (Ω− ωLT)× r, Kerr , (15)
in terms of which the electric field is given by
E = −V 0 ×B/c. (16)
This expression is Ferraro’s isorotation law, which was
generalized to a Kerr spacetime by Blandford & Znajek
(1977). The value of Ω on a given magnetic flux surface
is set at the footpoint of the flux surface on the neutron
star. Thus, the angular frequency is in general a func-
tion of the magnetic flux parameter [i.e. Ω(Ψ)], but for
simplicity we have assumed that the neutron star rotates
as a solid body (i.e. Ω is a constant).
It is worth pointing out that the corotational velocity
is not a physical velocity associated with the magneto-
spheric plasma, and thus is not required to be less than
the speed of light. Rather it is a pattern velocity that
can be interpreted as the “velocity of a magnetic field
line”, so one can view the magnetic field as corotating
with the pulsar. The actual drift velocity of the plasma,
V D = cE ×B/B2, (17)
remains less than the speed of light, since B2 − E2 > 0.
Having defined the electric field in terms of the coro-
tational velocity, the Goldreich-Julian charge density is
ρGJ ≡ −∇ · (V 0 ×B) /4pic (18)
=
−B · (∇× V 0) + V 0 · (∇×B)
4pic
(19)
= − (Ω− ωLT) ·B
2picα
+
V 0 · (∇×B)
4pic
. (20)
This expression for the charge density is the same as in
Muslimov & Tsygan (1992).
At the polar cap, the first term on the right hand side of
equation (20) is dominant compared to the second as long
as the characteristic length scale over which the poloidal
magnetic field varies is larger than the polar cap size.
For a dipole field, this condition is easily satisfied, since
the radius of curvature at the polar cap is rC ∼
√
r∗RLC,
whereas the size of the polar cap is dPC ∼ r∗
√
r∗/RLC, so
rC/dPC ∼ RLC/r∗  1. From now on, we assume that
the characteristic length scale of the poloidal magnetic
field at the polar cap is larger than the polar cap size, so
we can approximate the Goldreich-Julian density using
only the first term in equation (20).
Having derived an expression for the charge density,
the next step is to calculate the current density over the
polar cap. Because the poloidal current flows on mag-
netic flux surfaces we can remap the poloidal current
from the wind zone beyond the light cylinder onto the
polar cap. In particular, we have at the polar cap
JµJµ = −(ρGJc)2 + J2P + J2φ (21)
≈ −
(
(Ω− ωLT) ·B
2piα
)2
+ J2P + J
2
φ. (22)
≈ −
(
(Ω− ωLT) ·B
2piα
)2
+
(
1
α
dI
dΨ
BP
)2
. (23)
The first approximation involves ignoring the second
term for the charge density in equation (20). The sec-
ond approximation is to set Jφ ≈ 0, which will not
strongly affect the four-current magnitude as long as
|Jφ/ρGJ| ∼ Ωr∗ sin θ  c on the polar cap. The only
thing left to do in order to determine the four-current
magnitude over the polar cap is to specify I(Ψ). Since
I(Ψ) is invariant on flux surfaces, this is most easily done
in the wind zone.
The poloidal magnetic field lines in the wind zone of
the pulsar magnetosphere open up and become radial.
Recently, Tchekhovskoy et al. (2016) have found an an-
alytic fit to the distribution of poloidal field lines from
force-free simulations of a dipole magnetosphere. Keep-
ing the two largest terms in their approximation, the
poloidal field in the wind zone is given by
BP ≈ µk
RLCr2
(1 +A1(cos θ − 1))rˆ, (24)
where µ is the dipole moment of the neutron star, k
is a constant of order unity, and A1 ≈ 0.22. Near
the polar axis, the poloidal field is well-described by
a split monopole structure (Michel 1973), which has
∂Br/∂θ = 0. However, it deviates from a split monopole
near the equator due to the presence of a distributed
return current. This correction is captured in equation
(24) via the A1(cos θ − 1) term.
3.2. Split-Monopole Wind Zone
We begin by considering a split-monopole distribution
of poloidal field lines in the wind zone (A1 = 0 in equa-
tion (24)). The split monopole provides an accurate de-
scription near the polar axis and the resulting equations
are substantially simpler and more intuitive. However, it
does not contain the distributed return current, and we
shall keep this in mind during our discussion. We will
consider the general case of ∂Br/∂θ 6= 0, which captures
the distributed return current, in §3.3.
The split monopole in flat spacetime has a simple ana-
lytical description for the force-free electromagnetic fields
and currents. In the upper half plane (z > 0) it is de-
scribed by the following expressions for the electromag-
netic fields and current density:
Br = B0
(r0
r
)2
, Er = 0, Jr = − Ω
2pi
Br cos θ (25)
Bθ = 0, Eθ = Bφ, Jθ = 0
Bφ = −Br r sin θ
RLC
, Eφ = 0, Jφ = 0.
The solution in the lower half plane, z < 0, is the same
but replacing Br → −Br so all non-zero values in equa-
tion (25) change sign. The lower and upper half planes
are separated by a current sheet, which carries the return
current necessary to prevent charging of the neutron star
in steady state. We also mention that Lyutikov (2011)
studied a split-monopole field in a slowly rotating Kerr
spacetime. However, the flat spacetime solution will suf-
fice for our calculations, since the light cylinder is at a
sufficiently large radius in all observed pulsars that gen-
eral relativity is not important beyond it.
In the split-monopole region, we can use equations (25)
5together with equation (14) and α ≈ 1 to write
dI
dΨ
= − Ω
2pi
bˆz (split monopole), (26)
where bˆz ≡ bˆP · zˆ and bˆP is the unit vector along the
direction of the poloidal magnetic field. Thus, bˆz mea-
sures the orientation of the poloidal magnetic field with
respect to the vertical direction; the reason for this use
of notation shall become apparent shortly.
Imagine now tracing a field line from the far-field split-
monopole region back to the polar cap. Because dI/dΨ
is constant on magnetic flux surfaces, we can use equa-
tion (26) to write the four-current magnitude given by
equation (23) as
JµJµ =
(
BPΩ
2piα
)2 [
−
(
1− ωLT
Ω
)2
bˆ2z
∣∣∣∣
PC
+ bˆ2z
∣∣∣∣
SM
]
,
(27)
where vertical bars with subscripts “PC” and “SM” de-
note evaluation of a quantity on the same magnetic flux
surface at a point PC on the polar cap and at a point SM
in the split-monopole wind zone. The prefactor in front
of the square brackets is evaluated at the polar cap.
We now use equation (27) to make general statements
about spacelike versus timelike four-current regions at
the inner edge of the polar cap. This is the edge of the
polar cap nearest to the polar axis in θ, where the split-
monopole solution is valid. We point out that the polar
cap itself can still be displaced away from the polar axis.
For the split monopole, JGJ is in the same sense as
ρGJ flowing away from the pulsar. In this case, according
to the criteria (2), whether there is pair production on
a field line near the inner edge can be reformulated in
terms of the four-current magnitude as
JµJµ > 0, pair production
JµJµ < 0, no pair production. (28)
This expression is valid for both a flat spacetime and
a Kerr spacetime given that ρ and J are measured by
ZAMOs (Komissarov 2011).
3.2.1. Flat Spacetime, Axis-Centered Polar Cap
We begin by considering the simplest case of a polar
cap that is centered on the rotational axis in flat space-
time. In this case, whether the four-current is spacelike
or timelike at a point on the polar cap can be determined
by comparing the angle the poloidal magnetic field makes
with the polar axis at the polar cap and in the split-
monopole wind region:
JµJµ is

timelike, bˆ2z
∣∣∣
PC
> bˆ2z
∣∣∣
SM
null, bˆ2z
∣∣∣
PC
= bˆ2z
∣∣∣
SM
spacelike, bˆ2z
∣∣∣
PC
< bˆ2z
∣∣∣
SM
. (29)
If the angle the poloidal magnetic field makes with the
vertical (zˆ direction) is less/greater at the polar cap than
in the wind zone on the same magnetic flux surface, then
the four-current magnitude at the polar cap will be time-
like/spacelike. This gives an intuitive way of determining
whether the current will be spacelike or timelike in the
split-monopole approximation and is a useful feature of
the model.
From these considerations, it immediately follows that
the four-current on the polar axis is null. This is because
for an axis-centered polar cap, the poloidal magnetic field
on the polar axis points in the zˆ direction everywhere.
Thus, bˆ2z = 1 in both the wind zone and on the po-
lar cap. Additionally, the four-current magnitude away
from the polar axis on the polar cap is timelike in flat
spacetime. This is because flux surfaces generally bend
away from the polar axis if the polar cap is centered on
it, so that bˆ2z|PC > bˆ2z|SM . These considerations are valid
in general at the inner edge of the polar cap, since the
split-monopole solution provides a good approximation
in this region.
3.2.2. Curved Spacetime, Axis-Centered Polar Cap
The generalization of the criteria (29) to a slowly ro-
tating Kerr spacetime is given by
JµJµ is

timelike,
[(
1− ωLTΩ
)
bˆz
]2∣∣∣∣
PC
> bˆ2z
∣∣∣
SM
null,
[(
1− ωLTΩ
)
bˆz
]2∣∣∣∣
PC
= bˆ2z
∣∣∣
SM
spacelike,
[(
1− ωLTΩ
)
bˆz
]2∣∣∣∣
PC
< bˆ2z
∣∣∣
SM
.
(30)
Comparing equations (29) and (30), we see that the ef-
fect of frame dragging is to effectively reduce the magni-
tude of the charge density at the polar cap as compared
to the poloidal current density. This means the four-
current near the polar axis is no longer null, but is space-
like. However, because field lines bend away from the
polar axis, it is a local maximum, and the four-current
magnitude decreases as we go away from the polar axis.
Additionally, on field lines that have zero poloidal cur-
rent (for the split-monopole this means bˆz|SM = 0) the
four-current magnitude will generally be timelike. In the
split-monopole solution the field line of zero poloidal cur-
rent is the last open field line. However, due to the pres-
ence of the distributed return current, the field line of
zero poloidal current is shifted inward in the numerical
force-free solutions so that it lies between the inner and
outer edges of the polar cap. Nevertheless, the fact that
the solution contains a field line of zero poloidal current
and the fact that the poloidal current varies smoothly
across the polar cap means there is a region of timelike
four-current at mid-latitudes on the polar cap with JGJ
in the same sense as ρGJ flowing outward. This region
does not support pair production.
3.2.3. Off-Axis Polar Cap
If higher order multipoles are important, then the po-
lar cap can be significantly displaced away from the ro-
tational axis (Arons 1979; Gralla et al. 2016). Assuming
the field varies on a scale that is large compared to the
scale of the polar cap, and the dipole component dom-
inates at the light cylinder, we can use the general for-
malism we have developed.
The direction of the magnetic field in the off-axis case
(and hence bˆz at the polar cap) depends on the rela-
tive strengths of the multipole components. However,
6from equation (29) it is clear there is generally a region
of spacelike four-current at the inner edge of the polar
cap (the edge closer to the rotational axis), even in flat
spacetime. This is true as long as the polar cap mag-
netic field is not exactly parallel to the vertical direction,
(bˆz|PC)2 6= 1. This differs from the axis-centered case for
which the field on the axis points vertically by axisym-
metry, resulting in a null four-current density.
General-relativistic frame dragging reduces the
Goldreich-Julian density over the polar cap and enlarges
the region of spacelike four-current. However, even in the
off-axis case with general relativity, there is generically
a region of timelike four-current. The reason, as before,
is that both the model and the numerical solution (§5)
contain field lines on which the poloidal current goes
to zero. Only in the unlikely special case when the
magnetic field is at a right angle to the rotational axis
(bˆz|PC = 0), implying ρGJ = 0, will the four-current
magnitude over the entire polar cap be spacelike, except
on the field line that carries no current, where it will be
null.
3.3. Generalized Wind Zone Solution
In this section, we relax the split monopole approxi-
mation and derive dI/dΨ for more general distributions
of the poloidal flux. Before we can derive dI/dΨ, how-
ever, we must make one additional approximation which
is that Eθ = Bφ in the wind zone beyond the light cylin-
der. This means the drift velocity of the plasma is radial
(Bφ  Br) and equals the speed of light. With this ap-
proximation, it is possible to show that the current in
the wind zone is null, JµJµ = 0, and is given by
JP = ρGJcrˆ (31)
=
(
−Ω ·B
2pi
+
V 0 · (∇×B)
4pi
)
rˆ (32)
= −ΩBr
2pi
(
bˆz +
sin θ
2Br
∂Br
∂θ
)
rˆ. (33)
In going from the first line to the second, we have used
equation (20), and in going from the second line to the
third we have used the fact that poloidal field lines are
radial in the wind zone. This implies bˆz = cos θ, but we
have written the poloidal current in the form above to
make a more direct connection to the discussion in §3.2.
Combining equations (14) and (33), and using the fact
that α ≈ 1 in the wind zone, we can write
dI
dΨ
= − Ω
2pi
(
bˆz +
sin θ
2Br
∂Br
∂θ
)
. (34)
Equation (34) is the generalization of equation (26),
which is only valid for the special case of the split
monopole (∂Br/∂θ = 0). Substituting the expression for
dI/dΨ from equation (34) into equation (23), the four-
current magnitude over the polar cap is given by
JµJµ =
(
ΩBP
2piα
)2 [
−
(
1− ωLT
Ω
)2
bˆ2z
∣∣∣∣
PC
+
(
bˆz +
sin θ
2Br
∂Br
∂θ
)2∣∣∣∣∣
WZ
]
. (35)
Here “WZ” stands for wind zone analogous to “SM” for
split-monopole in §3.2. As before, vertical bars denote
evaluation on the same magnetic flux surface at the polar
cap and in the wind zone, respectively, and the prefactor
in front of the square brackets is evaluated at the polar
cap.
Comparing equation (35) with equation (27), we see
that deviations from the split-monopole, such as the dis-
tributed return current, are contained entirely within the
term proportional to ∂Br/∂θ. Additionally, just like in
the case of the split monopole, the lapse factor α simply
rescales the four-current magnitude, meaning it does not
have an effect on the spatial distribution of pair produc-
tion. This is in contrast to frame dragging, which makes
the four-current magnitude more spacelike by reducing
the magnitude of the charge density term relative to the
current density term.
We can also understand the reason why the split-
monopole solution works well near the inner edge of the
polar cap. The term proportional to ∂Br/∂θ which is
not present in the split-monopole solution has a prefac-
tor of sin θ and thus is suppressed near the inner edge of
the polar cap. This suppression is further enhanced by
the fact that ∂Br/∂θ ∝ sin θ for the leading correction
to the split-monopole solution (equation 24).
On the other hand, at the outer edge of the polar cap
near the last open field line, bˆz|WZ ∼ 0. Thus, the
∂Br/∂θ term dominates here, and the split-monopole so-
lution is no longer a good approximation.
4. PAIR PRODUCTION: DIPOLE SURFACE FIELD
In the previous section, we derived general results that
allowed us to identify regions of the polar cap supporting
pair production. In this section, we consider a specific
magnetic field structure at the polar cap and in the wind
zone. This will allow us to check our analytical results
against simulations in §5.
For the poloidal magnetic field in the wind zone, we will
concurrently consider the split-monopole model and the
more accurate distribution described by equation (24).
Although the magnetic field at the polar cap is not known
in general, modeling of pulsar radio profiles suggests that
it may be well-described by a dipole down to the surface
of the neutron star (Rankin 1990). Thus, we assume a
dipole surface magnetic field in this section, in line with
most pulsar studies.
Wasserman & Shapiro (1983) derive the form of a po-
tential magnetic field in the Schwarzschild metric that
is dipole for r  r∗. Defining the dimensionless vari-
able x ≡ r/rs, the nonzero magnetic field components
are given by
Br =
2µ cos θ
r3
f(x), Bθ =
µ sin θ
r3
g(x), (36)
f(x) ≡ −3x3 ln(1− x−1)− 3x2(1 + x−1/2),
g(x) ≡ 6x3(1− x−1)1/2 ln(1− x−1) + 6x
2(1− x−1/2)
(1− x−1)1/2 .
For x  1, the functions g(x) → 1 and f(x) → 1, so we
recover the field of a dipole with magnetic moment µ.
We can use equation (27) to compute the magnitude
of the four-current over the polar cap. However, we first
need to evaluate the terms in equation (35) at the polar
7cap and in the wind zone. For a polar cap field given by
equation (36), bˆz as a function of θ is given by
bˆz
∣∣∣
PC
=
2f∗ cos2 θ − g∗ sin2 θ√
(2f∗ cos θ)
2
+ (g∗ sin θ)
2
, (37)
where f∗ ≡ f(x∗) and g∗ ≡ g(x∗). Using equation (24),
we have for the wind zone
bˆz
∣∣∣
WZ
= cos θ (38)
sin θ
2Br
∂Br
∂θ
∣∣∣∣
WZ
=
A1 sin
2 θ
2(1 +A1(cos θ − 1)) . (39)
For a split-monopole wind zone, the term in equation
(39) vanishes since A1 = 0 in this case.
The quantities in equations (37)-(39) must be evalu-
ated on the same magnetic flux surface (i.e. at the same
value of Ψ) at the polar cap and in the wind zone. Thus,
we need an expression for θ(Ψ) [or, equivalently, Ψ(θ)]
at both the polar cap and in the wind zone. To compute
Ψ(θ) for the split monopole, we first need to determine
the normalization of Br in the wind zone.
The wind zone magnetic field is given by equation (24)
up to a constant of order unity, k. This constant specifies
the total amount of open flux, or equivalently, the spin
down luminosity. For a given value of k, the amount
of open flux and the spindown luminosity will depend
(weakly) on the value of A1. It will turn out, however,
that our results are insensitive to the exact value of k as
long as it is of order unity. Thus, we leave it as a free
parameter in the model that we can vary.
To gain some intuition for why k is of order unity
it is useful to consider a split-monopole magnetic field
(A1 = 0), and we shall refer to k as kSM when explicitly
referencing the split-monopole distribution of field lines.
Setting kSM = 1 makes the total magnetic flux in the split
monopole wind-zone region equal to the total magnetic
flux beyond the light cylinder for a surface dipole field in
flat spacetime. However, a value of kSM ≈ 1.51/2 is neces-
sary for the spindown luminosity to agree with force-free
simulations using a surface dipole field in flat spacetime.
We measure from simulations values of kSM for various
light cylinder radii in flat and curved spacetimes in §5
and find them always to be near unity (1 < kSM < 2).
We can express Ψ(θ) in the wind zone and at the polar
cap as
Ψ(θ)|WZ =
2piµk
RLC
[
1− cos θ − A1
2
(1− cos θ)2
]
(40)
Ψ(θ)|PC =
2piµf∗
r∗
sin2 θ. (41)
Defining the dimensionless variables
ψ ≡ RLC
2piµk
Ψ, ψ ≡ r∗
2piµf∗
Ψ, (42)
we can solve for cos θ in the wind zone and sin2 θ at the
polar cap in terms of ψ and ψ, respectively:
cos θ = 1− 1−
√
1− 2A1ψ
A1
(wind zone) (43)
sin2 θ = ψ (polar cap). (44)
Note that the polar cap on the surface of the neutron
star is defined by values of ψ in the range 0 ≤ ψ < 1.
Also, for a split-monopole wind zone we can take A1 → 0
to derive the simpler expression cos θ = 1− ψ.
From here, the procedure to determine the four-current
magnitude over the polar cap is straightforward, albeit
mechanically involved, so we simply outline it. By sub-
stituting expression (43) into equations (38) and (39) and
expression (44) into equation (37), one can derive a for-
mula for the four-current magnitude as a function of Ψ.
By construction, the evaluation of the terms in equation
(35) can then be performed on the same magnetic flux
surface, which allows one to derive the four-current mag-
nitude as a function of Ψ. One can then use equation
(44) to express the four-current magnitude as a function
of θ over the polar cap.
Fig. 1 shows JµJµ/(ρc)
2 as a function of θ/θPC, where
θPC is the angular extent of the polar cap. In flat space-
time, the four-current is timelike over the entire polar
cap, except on the polar axis where it is null. On the
other hand, in a slowly rotating Kerr spacetime there
is a spacelike four-current region that includes the polar
axis, as evidenced by the blue and green curves. For each
of the blue and green curves, we have denoted the pair
production boundaries using vertical dotted green and
blue lines, respectively. Note that the rightmost blue
and green dotted lines are on top of each other, so they
appear as a single line.
We can split the polar cap into different regions, which
have the dotted lines as their boundaries. In region 1,
which extends to the right from the polar axis to the
first dotted line, there is pair production, because the
four-current is spacelike. In region 2, between the two
dotted lines, there is no pair production because the four-
current is timelike and 0 < JB/ρGJc < 1. Region 3,
which extends to the right from the second dotted line to
the last open field line, is the region of distributed return
current. Although the four-current is timelike in this
region, we have JB/ρGJc < 0, so there is pair production.
Note also that the compactness of the neutron star has
a drastic effect on the location of the boundary between
regions 1 and 2. In particular as rs/r∗ → 0, the size of
region 1 shrinks and region 1 disappears entirely in flat
spacetime. This is because the region of pair production
near the polar axis is due entirely to the frame-dragging
effect, which is absent in flat spacetime. On the other
hand, we see that varying the compactness has virtually
no effect on the location of the boundary between re-
gions 2 and 3. Thus, the size of the distributed return
current region scaled to the polar cap size is not affected
by general relativity.
We also see from Fig. 1 that varying the dimensionless
parameters kSM and RLC/r∗ has very little effect on the
distribution of the four-current magnitude over the po-
lar cap. However, it does affect the size of the polar cap,
since the polar cap becomes smaller as the compactness
of the neutron star increases (Gralla et al. 2016) or as
the light cylinder moves further out. However, by nor-
malizing θ by θPC, we have removed the size-variation
of the polar cap so we can compare the distribution of
four-current magnitude across the polar cap for different
parameter regimes directly.
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Fig. 1.— Analytically computed four-current magnitude normal-
ized by (ρc)2 as a function of angle measured from the polar axis for
a dipole surface field. The red set of curves is for a flat spacetime
and the green and blue sets of curves are for slowly rotating Kerr
spacetimes with rs/r∗ = 0.3 and rs/r∗ = 0.5, respectively. All of
the color curves use equation (24) to approximate the poloidal mag-
netic field in the wind zone; the upper/lower sets of gray curves are
analogous to the blue/red curves, but assuming a split-monopole
distribution for the poloidal magnetic field in the wind zone. The
split-monopole is a good approximation near the pole, but is inac-
curate near the last open field line. Within each bundle of curves,
the dotted line is for the parameters (RLC/r∗ = 100, kSM = 1),
the solid line is for the parameters (RLC/r∗ = 10, kSM = 1), and
the dashed line is for the parameters (RLC/r∗ = 10, kSM = 2).
5. COMPUTATIONAL RESULTS
The analytical models have been formulated in the
slow-rotation approximation to the Kerr metric, equa-
tion (4). We have performed a set of time-dependent
axisymmetric simulations of the pulsar magnetosphere
in the complete Kerr spacetime in order to verify the
models at low spins, and investigate their applicability
to rapidly rotating pulsars. While the Kerr solution does
not describe precisely the spacetime outside an extended
rotating body, we expect it to be sufficiently realistic for
our present purposes.
In the simulations, the equations of general-relativistic
force-free electrodynamics are solved by the phaedra
code (Parfrey et al. 2012; Parfrey 2012), using the Kerr-
Schild spacetime foliation and spherical coordinates. The
compactness parameter is set to rs/r∗ = 0.5 for all runs.
The computational domain consists of the space r∗ ≤
r ≤ 2,000r∗ and 0 < θ < pi. The grid has Nr × Nθ =
1024 × 512 nodes, which are concentrated near the star
by a smooth coordinate mapping.
For each simulation, we set the light cylinder radius
RLC. The corresponding dimensionless spin parameter
is given by a = J∗c/GM2∗ , where the star’s angular mo-
mentum is J∗ = I∗Ω∗; equations (7) and (6) give
a = 0.21
r2∗
1− rs/r∗
1
RLC rg
, (45)
where rg is the star’s gravitational radius, rg =
GM∗/c2 = rs/2.
We performed five simulations: two in the Kerr met-
ric with RLC/r∗ = 5 and 10, giving a = 0.336 and
0.168 respectively; two in flat spacetime with the same
RLC/r∗, and one in the Schwarzschild metric (a = 0)
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Fig. 2.— Simulation results: normalized four-current magni-
tude across the polar cap, in the Kerr (solid blue, rs/r∗ = 0.5),
Minkowski (solid red), and Schwarzschild (dashed red, rs/r∗ = 0.5)
spacetimes. The gray curves show the analytical model correspond-
ing to each simulation, using a two-term approximation for the
distribution of the poloidal magnetic field in the wind zone. Thick
(thin) lines are drawn for RLC/r∗ = 10 (RLC/r∗ = 5).
with RLC/r∗ = 5. The Wasserman-Shapiro dipole, equa-
tion (36), was used as the initial field configuration for
the Schwarzschild simulation; in the Kerr metric this field
must be adjusted to respect solenoidality [see e.g. Parfrey
(2012)].
The normalized four-current magnitude, JµJ
µ/ρc2,
over the polar cap is shown in Fig. 2; note that, as above,
the charge density ρ is defined in the rest frame of the
observer with zero radial velocity and corotating with
spacetime at the Lense-Thirring angular velocity. In this
figure, results from the simulations are shown in blue and
red, and the model curves are drawn in gray; the model
corresponds to the two-term poloidal flux distribution of
equation (24).
For the simulation curves, the normalizing polar cap
extent θPC is determined by equating the magnetic flux
through the polar cap to the open flux in the wind zone
Ψopen, which is in turn defined as the total flux through
the hemisphere 0 < θ < pi/2 at r = 2RLC. The open
flux can be directly found from the simulation once the
magnetosphere has reached a steady state.
The analytic models require a value of k, which sets
the open flux through the polar cap. We fix this
value for each model such that the open flux in the
model and the corresponding simulation are the same.
Specifically, we use the open flux Ψopen from the corre-
sponding simulation and equation (40) with A1 = 0.22:
k = ΨopenRLC/ [2piµ (1−A1/2)]. For comparison, we
also report results for the simpler split-monopole model,
for which kSM is found using the same expression and
A1 = 0. The values of k, kSM, and θPC for each simula-
tion are collected in Table 1.
As can be seen in Fig. 2, the model accurately predicts
the current structure near the polar axis, including the
9Metric RLC/r∗ a kSM k θPC (rads)
Kerr 5 0.336 1.37 1.54 0.42
Kerr 10 0.168 1.34 1.50 0.29
Schwarzschild 5 0 1.36 1.53 0.42
Minkowski 5 — 1.20 1.35 0.51
Minkowski 10 — 1.24 1.39 0.36
TABLE 1
Simulation parameters and basic properties of solutions
normalization of JµJ
µ/ρc2 at the axis in Kerr spacetime.
The angle θnull, at which JµJ
µ = 0, is recovered by the
models with an error of δθnull/θPC = -0.037 (-0.028) for
RLC/r∗ = 10 (5), where δθnull = θnull,model − θnull,sim.
The split-monopole model is more accurate in this re-
gard, with errors of δθnull/θPC = 0.013 (0.027) for
RLC/r∗ = 10 (5); here the slow-rotation model becomes
more accurate as the stellar rotation rate is decreased.
One the other hand, closer to the polar cap boundary
θPC the split-monopole model diverges somewhat from
the simulations, as explained by the discussion in §3.3.
It is striking how closely both models follow the simu-
lations even at these high spins—the two values investi-
gated here correspond to spin frequencies of 477 Hz and
954 Hz, taking r∗ = 10 km; the latter value corresponds
to a pulsar faster than any yet discovered.
In the simulations, the return current has two com-
ponents: a narrow, nearly singular current layer at the
polar cap boundary, and a distributed return current
which occupies a non-negligible volume. In Fig. 2 the
distributed return current lies to the right of the curves’
minima, which coincide with the colatitudes at which the
contravariant vector component Jr = 0. In all simula-
tions the width of the return-current region is approxi-
mately 11% of the polar cap width, although this would
increase if the field were non-dipolar and the polar cap
were displaced from the polar axis. This is because the
magnetic flux is typically more concentrated towards the
outer edge of the polar cap for an on-axis polar cap as
compared to an off-axis one in axisymmetry. The return-
current region is slightly larger in the analytical models
using the two-term poloidal flux approximation, extend-
ing over roughly 12% of the polar cap width for the pa-
rameters shown.
The four-current structure in the Schwarzschild simu-
lation is nearly indistinguishable from the flat spacetime
results—clearly the frame dragging is the critical ingre-
dient. One can understand this in the context of the
model by noting that both JµJ
µ and ρ2 are proportional
to 1/α2 [see equations (27) and (35)], and therefore the
normalized four-current magnitude is independent of the
lapse function.
6. DISCUSSION
Assuming a force-free magnetic field structure, we have
shown that there generically exist regions of timelike
four-current with 0 < JB/JGJ < 1 on the polar cap
for an axisymmetric pulsar in both flat and Kerr space-
times. Both theory (Beloborodov 2008) and one dimen-
sional PIC simulations (Timokhin & Arons 2013) predict
that pair production is not expected in these regions.
Our analytical approach is valid for general magnetic
field geometries, assuming the magnetic field varies on
a scale larger than the scale of the polar cap. We show
that in flat spacetime for a polar cap centered on the
rotational axis, the four-current over the polar cap is
timelike, except on the polar axis, where it is null. In
Kerr spacetime, frame dragging reduces the Goldreich-
Julian density over the polar cap and creates a spacelike
four-current region near the polar axis. Additionally, if
the polar cap is displaced from the rotational axis due to
the presence of higher-order multipoles, there will gener-
ically be a region of spacelike four-current at its inner
edge even in flat spacetime, unless the magnetic field is
exactly vertical.
We find it useful to consider the split-monopole model
for the fields in the wind zone, since it allows one to
derive simple and intuitive results. The split-monopole
model is most accurate near the inner edge of the polar
cap (the one closest to the polar axis). It predicts the
highest latitude at which the four-current becomes null
with a fractional error of . 1% for RLC & 10 r∗.
However, force-free simulations show that there is a
distributed return current region. For a surface dipole
field, the distributed return current occupies ∼ 11% of
the polar cap in latitude starting from the last open field
line. Pair production occurs in this region, since the four
current is timelike but is in the opposite sense as the
Goldreich-Julian density flowing outward.
Because the split-monopole model does not contain the
distributed return current, we have considered a form of
the poloidal field lines in the wind zone given by equation
(24). This form is obtained from a fit to force-free simu-
lations by Tchekhovskoy et al. (2016). Using their fitting
formula, we find excellent agreement in the width of the
return-current region between our analytical theory and
force-free simulations.
An interesting application of our results is to the hol-
low cone model of Radhakrishnan & Cooke (1969). In
Kerr spacetime, pair-producing regions at the pole and
in the distributed return current layer are separated by
a timelike four-current region devoid of pair production.
Thus, the spatial distribution of pair-producing regions
resembles a hollow cone. If one associates radio emission
with pair production, then our work provides a physical
explanation for the hollow cone model, in those pulsars
having nearly-aligned spin and magnetic axes.
In the case of significantly misaligned spin and mag-
netic axes, the axisymmetric approximation is severely
violated. However, we point out that even in this case, it
is still possible to trace the far-field distribution of cur-
rent from the wind zone along magnetic field lines back to
the polar cap. In particular, (Gruzinov 2006) has shown
that if the structure of magnetic field lines corotates with
the star4, then under the force-free assumption in flat
spacetime
∇×
[
B +
V 0
c
×
(
V 0
c
×B
)]
= λB. (46)
Here V 0 is given by the flat spacetime expression in
equation (15) and λ is constant on magnetic field lines
(B ·∇λ = 0), which can be seen by taking the divergence
of both sides of the equation. This means it is possible
to generalize our methodology and trace back the cur-
rent from the wind zone to determine the distribution of
current over the polar cap in 3D.
4 The velocity of the field lines, which corotate rigidly, does not
generally equal the drift velocity of the plasma.
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Our results also have important implications for first-
principles modeling of the pair cascade. They are broadly
in agreement with the axisymmetric PIC simulations of
Philippov et al. (2015). These authors find that in flat
spacetime, pair production is shut off over the entire po-
lar cap, whereas with general relativity there is still a
large fraction of the polar cap at mid-latitudes that does
not support pair production. Our results show that the
features observed in these simulations are universal re-
gardless of the magnetic field configuration or the ratio
of the light cylinder radius to the neutron star radius.
In fact, the only major assumption we require for our
results to hold is that the magnetic field at the surface
of the neutron star varies on scales larger than the size
of the polar cap.
Our results also suggest the presence of a “gap” (a
region where the density is below the Goldreich-Julian
density) in the outer magnetosphere, due to the absence
of surface pair production over a sizable fraction of the
polar cap. However, we have only considered the γ–B
mechanism of pair production. A second channel for
pair production that our analytical treatment does not
consider is the photon-photon mechanism proposed by
Cheng et al. (1986). The γ–γ mechanism was simulated
using PIC by Chen & Beloborodov (2014) and could po-
tentially fill an outer gap with plasma.
Nevertheless, even in the presence of γ–γ pair produc-
tion, one may still expect a thin gap above the return-
current layer near the last open field line. This is due to
the concave shape of the field lines in the closed zone of
the magnetosphere, which makes it difficult for photons
emitted in the region of open field lines or from the re-
turn current layer to fill the volume directly above the
last open field line [see e.g. Fig. 3 of Cheng et al. (1986)].
Gaps have been proposed as sites of pulsed high-
energy emission (Watters et al. 2009; Romani & Wat-
ters 2010; Dyks & Rudak 2003; Muslimov & Harding
2004). However, alternatives that place the emission in
the return current layer or current sheet also exist (Bai
& Spitkovsky 2010; Cerutti et al. 2015). Thus, further
computational work is needed to pin down theoretically
the sites of pulsed high-energy emission.
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