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The influence of an intramolecular proton transfer reaction on the conductance of
a molecular junction is investigated employing a generic model, which includes the
effects of the electric field of the gate and leads electrodes and the coupling to a
dissipative environment. Using a quantum master equation approach it is shown
that, depending on the localization of the proton, the junction exhibits a high or low
current state, which can be controlled by external electric fields. Considering different
regimes, which range from weak to strong hydrogen bonds in the proton transfer
complex and comprise situations with high and low barriers, necessary preconditions
to achieve control are analyzed. The results show that systems with a weak hydrogen
bond and a significant energy barrier for the proton transfer can be used as molecular
transistors or diodes.
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I. INTRODUCTION
The field of molecular-scale electronics has seen tremendous progress in recent years,
both with respect to experimental investigations and theoretical studies of the underlying
transport mechanisms.1–6 The most widely studied architecture in this field is a molecular
junction, where a single molecule is bound to metal or semiconductor electrodes. Molecular
junctions provide interesting systems to study basic mechanisms of non-equilibrium charge
transport in a many-body quantum system at the nanoscale. An intriguing question concerns
the possibility to realize the functionality of an electronic device with a single molecule in
a molecular junction. The theoretical proposal of a molecular rectifier several decades ago7
can be considered as a starting point of the field. In recent years, experimental studies have
shown that the current-voltage characteristics of molecular junctions may resemble those of
basic electronic devices, such as rectifiers8–10 or transistors.11,12 An important element for the
design of molecular memory or logic devices is a molecular switch.13 A molecular junction
may be used as a nanoswitch, if the molecule can exist in two or more differently conducting
states that are sufficiently stable and can be reversibly transferred into each other.
A variety of different mechanisms have been proposed to achieve reversible switching of
molecular junctions between different conductance states.13–21 Most mechanism for optical
switches considered so far are based on light-induced conformational changes, in particular
isomerization reactions,19,20 or ring-opening reactions16,17 of the molecular bridge. Nonop-
tical mechanisms include reversible redox reactions, for example, in catenane and rotaxane
molecules triggered by voltage pulses.18
As an alternative mechanism for switching of molecular junctions, hydrogen tautomeriza-
tion or proton transfer reactions have been proposed recently.21–24 Employing STM experi-
ments, it was demonstrated that naphtalocyanine molecules at Cu(110)21 and porphyrin at
Ag(111)24 show current-induced switching, which is caused by hydrogen transfer. Moreover,
photoinduced excited state hydrogen transfer was proposed as a mechanism to switch molec-
ular junctions.22 Simulations show that this mechanism is also active in molecular junctions
that use carbon nanotubes as electrodes.25 In contrast to other mechanisms suggested previ-
ously to realize molecular switches, hydrogen (or proton) translocation within the molecular
bridge has the advantage that the overall length and thus the molecule-electrode binding ge-
ometry of the junction is not changed significantly. This makes this mechanism a promising
candidate for a molecular switch.
In previous work,26 we have shown that a proton transfer reaction triggered by an external
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electrostatic field provides another possibility to control the conductance state of a molecular
junction. A prototype example is the reaction depicted in Fig. 1, which involves proton
transfer between a nitrogen and an oxygen center in a hydrogen-bonding complex. Similar
results have been reported also for different systems.27
Figure 1. Scheme of an intramolecular proton transfer reaction triggered by an external electrostatic
field. The tautomers exhibit distinctive conductance properties as a consequence of their different
electronic structure.
So far, our studies of proton transfer in molecular junctions considered the conductance
for nuclei fixed at the geometry of the enol or keto tautomer. A complete description requires
to incorporate the coupling of the electrons to the motion of the proton in the junction at
finite bias voltage, which is a challenging nonequilibrium transport problem. The theoret-
ical description is further complicated by the fact that the large amplitude motion of the
proton requires a potential beyond the harmonic approximation. As a consequence, the-
oretical approaches which rely on the harmonic approximation for the vibrational degrees
of freedom cannot be used. In the present paper, we use a generic model with parameters
motivated by our previous first-principles studies26 and employ a quantum master equation
at the level of Redfield theory to tackle this problem. Similar approaches, sometimes com-
bined with classical approximations or inelastic scattering theory, have been used before to
investigate transport in molecular junctions involving large amplitude motion.28–34 Based on
this methodology, we analyze the transport properties and show that the conductance state
of a molecular junction can indeed be controlled using a proton transfer reaction. Thereby,
we consider both the influence of gate and bias voltages on the motion of the proton. De-
pending on the specific realization and parameters, the current-voltage characteristics of the
junction can resemble those of a diode or a transistor.
The paper is organized as follows: After an introduction of the model in Sec. II, we outline
the theoretical methodology in Sec III. The results are presented in Sec. IV, divided into
two parts. In the first part, we consider a system with a weak hydrogen bond in the proton
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transfer complex corresponding to a high barrier. In the second part, we discuss results for
systems with stronger hydrogen bonding. Sec. V summarizes and concludes.
II. MODEL
To study the influence of an intramolecular proton transfer process on the conductance
of a molecular junction we consider a model described by the Hamiltonian
H = HS +HL +HB +HSL +HSB, (1)
where HS corresponds to the molecule (in the following also referred to as the system), HL
to the left and right leads and HB represents a dissipative environment. The coupling of the
molecule to the leads and the environment are denoted by HSL and HSB, respectively, and
taken together define the system-reservoir coupling HSR = HSL +HSB.
The Hamiltonian of the system, HS, describes not only the electronic states of the
molecule but it also accounts for the motion of the proton. In our model, we consider a
single electronic state of the molecule (the bridge state) in the basis defined by the neutral
and charged state of the molecule, (|0〉) and (|1〉), respectively. Denoting the corresponding
Hamiltonian elements by h0 and h1, respectively, HS can be expressed as
HS = h0dd† + h1d†d, (2)
where d† and d are the fermionic creation and annihilation operators. The Hamiltonian
elements take the form
hi = − 12M
∂2
∂x2
+ Vi(x), (3)
where M denotes the mass of the proton.
The potential of the neutral state is given by V0(x) = V (x) + Vext(x) where V (x) is the
potential for the intramolecular motion of the proton and Vext(x) accounts for the influence
of external fields, in the present case the gate and the leads electric potentials. To describe
the motion of the proton between the donor (D) and acceptor (A) moieties (cf. Fig. 2), we
use a double-well potential given by
V (x) = εd2l (x+ l) +
Vb − 0.5d
l4
(x+ l)2(x− l)2, (4)
where the minima of the potential are separated by a distance xT = 2l and the energy of
the right well is detuned with respect to that of the left by d to account for the general
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non-symmetrical case where the donor and acceptor states have different stabilities.26 In
Eq. (4), Vb = V (0) denotes the potential energy at x = 0, i.e. the maximum of the double-
well potential, and is in the following referred to as the barrier energy of the proton transfer
process (see Fig. 3 for a schematic representation). In general, this potential may be different
in the neutral and charged state of the molecule. Here we assume for simplicity that upon
charging, the potential only acquires a constant shift given by the electron affinity 0 yielding
V1(x) = V0(x) + 0 for the potential of the charged state. In the calculations reported below
a value of 0 = 0.1 eV is chosen. The effect of changes of the form of the potential upon
charging on the transport properties will be considered in future work.
The distances (2l) between the minima of the double-well potential employed in the
simulations have been selected to characterize different hydrogen bond situations. Employing
the acceptor (A) proton distance in the donor state, dD(AH), a hydrogen bond is considered
weak for dD(AH) > 2.0 A˚ and strong for dD(AH) < 1.5 A˚.35–37 Accordingly, in this work
we have considered three sets of parameters (see Table I) corresponding to weak, medium
and strong hydrogen bonding regimes. In addition, for simplicity, the equilibrium bond
distances d(DH) and d(AH) in both the donor and acceptor states have been taken as
d(DH) = d(AH) = 1.0 A˚. Using these values, the translocation length of the proton is
given by the relation xT = dD(AH)− d(DH). An aspect that strongly affects the transport
properties is the height of the barrier of the double-well potential. In this work, we have
considered the situation where the system with weak hydrogen bonding exhibits a significant
barrier while the other two systems have rather small or vanishing barriers.
The effects of the external field of the gate and source/drain electrodes on the motion
of the proton depend in principle on the specific nature of the chemical species involved
in the process. To account for these effects in our simulations we use a simplified model
that is based on the direction of the transfer path of the proton between the donor and
acceptor moieties (see Fig. 2). The direction determined by the angle φ characterizes the
influence of the electric fields of the gate and the lead electrodes (which are assumed to be
perpendicular) and is described by the external electrostatic potential Vext = −Ex with
E = −
(
Ug
d
sin(φ) + Ub
Lm
cos(φ)
)
, (5)
where Ub and Ug are the bias and the gate voltage, respectively, Lm is the length of the
molecular bridge, and d is the distance between the gate electrode and the junction. In the
simulations reported below, we have used Lm = d = 1 nm.
In our model, the left (l) and right (r) leads are described by reservoirs of noninteracting
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Figure 2. Schematic representation of the proton transfer model system investigated in this work.
The angle between the transfer path and the bias field tuned by Ub is denoted with φ. The bias
field is perpendicular to the gate field tuned by Ug.
electrons,
HL =
∑
α∈r,l
∑
kα
kαc
†
kα
ckα , (6)
where ckα and c
†
kα
denote the creation and annihilation operators for an electron with energy
kα in the k-th state of lead α. In equilibrium, the occupation of the lead states is given by
the Fermi distribution fα(ε) = 1 / (1− exp [β (ε− µα])) where β = 1 / kBT and µα is the
chemical potential of the lead. The temperature of the reservoirs is set to T = 293 K for all
calculations presented in this work. For finite bias voltage Ub, we assume a symmetric shift
of the chemical potentials, µl,r = ±Ub2 , with respect to the Fermi level at f = 0 eV.
The molecule-lead interaction is described by
HSL =
∑
α∈l,r
∑
kα
Vkαs(x)(d†ckα + c
†
kα
d). (7)
Thereby, the molecule-lead coupling strengths Vkα and the electronic energies kα are defined
by the level-width function Γα(E) = 2pi
∑
kα |Vkα|2δ(E − kα). In this work, we consider the
leads to be semi-infinite chains described by a tight-binding model,38,39 which implies
Γα(E) =

ν2
γ2
√
4γ2 − (E − µα)2 |E| ≥ 2|γ|
0 |E| < 2|γ|
(8)
6
σ1
l l
εd
VbSw
itc
h 
Fu
nc
tio
n 
[-]
En
er
gy
 [e
V]
Reaction Coordinate x
V(x)
V0(x) for E > Esym
Switch function s(x)
Figure 3. Potentials used to model the intramolecular proton transfer reaction with the parameters
barrier energy Vb, detuning energy d, and distance of the minima 2l defining the translocation
length xT . V (x) is the potential without external fields, while V0(x) includes an external field of the
gate electrode (shown for a value of E > Esym). The switch function s(x) scales the molecule-lead
coupling depending on the location of the proton.
.
The parameters γ and ν in Γα(E), describing the coupling strength between two neighboring
sites in the leads and between the molecule and the leads, respectively, are set to γ = 3 eV
and ν = 0.1 eV corresponding to a weak molecule-lead coupling and a band width of 6 eV.
To model the dependence of the conductance on the position of the proton, we introduce
a dimensionless switch function
s(x) = 1 + σ2 −
1− σ
2 tanh(x), (9)
which effectively reduces the coupling matrix elements Vkα by the factor σ when the proton
is localized in the right potential well. In the calculations presented below, a value of σ = 0.1
is used. As a result (see below), the conductance is larger (“ON” state) for a proton located
in the left well and smaller (“OFF” state) in the right well. In addition, depending on the
strength of the external electric field E, the global minimum of the potential may be tuned
from the left to the right well, as illustrated in Fig. 3.
In a molecular junction the motion of the proton is coupled to other vibrational degrees
of freedom of the molecular bridge as well as to phonons in the leads, which may cause
energy relaxation. To model this effect, we consider the coupling of the proton to a reservoir
of harmonic oscillators,
HB =
∑
j
ωjb
†
jbj, (10)
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where b†j and bj are the creation and annihilation operators of the harmonic oscillator with
frequency ωj and assume that the proton couples linearly to the oscillators of the reservoir,
HSB =
∑
j
λjqjx, (11)
where qj = (bj + b†j)/
√
2 denotes the coordinate of the jth bath oscillator. The individ-
ual coupling strengths λj are characterized by the bath spectral density given by J(ω) =∑
j λ
2
jδ(ω − ωj). In this work, we use an Ohmic bath with spectral density
J(ω) = ηωe−
ω
ωc . (12)
The maximum of the spectral density is given by the characteristic frequency, ωc = 0.097
eV, and the parameter η defines the overall coupling strength (see below).
System Weak Medium Strong
dD(AH) (A˚) 2.5 2.0 1.5
l (A˚) 0.75 0.50 0.25
Vb (eV) 0.8 0.2 0.025
d (eV) 0.3 0.1 0.05
Table I. Parameter sets for the three systems considered corresponding to weak, medium, and
strong hydrogen bonding regimes.
III. METHODOLOGY
We treat the molecular junction in the framework of open quantum systems, where the
molecule is the system of interest. The reduced density matrix of the molecule, ρ, is defined
by tracing over the reservoir degrees of freedom, ρ = TrR(%), where % denotes the density
matrix of the overall system. The dynamics of the reduced density matrix is described
employing a Markovian quantum master equation in the weak coupling limit, also known as
Redfield equations40,41 given by
∂ρ
∂t
= Lρ(t) = LSρ(t) +Rρ(t). (13)
Thereby, the Liouvillian superoperators read
Rρ(t) = −TrR
∫ ∞
0
dτ [HSR, [HSR(−τ), ρ(t)⊗ ρR]] ,
LSρ(t) = −i [HS, ρ(t)] , (14)
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where HSR(τ) = e−i(HS+HL+HB)τHSRei(HS+HL+HB)τ is the molecule-reservoir interaction
transformed to the interaction picture.
Employing the eigenstates of HS, {|m, i〉}, where |m, 0〉 denotes the vibrational states
of the neutral molecule, i.e. the eigenstates of h0, and |m, 1〉 those of the charged molecule
(h1), Eq. (13) reads
ρ˙jkmn =
∑
l,µν
LSjlmn,µνρlkµν +Rjlmn,µνρlkµν , (15)
where we use the notation ρjkmn = 〈m, j| ρ |n, k〉. The operator LS governs the free time
evolution of the molecule in absence of the reservoirs and is given by
L00S n′1n′2,n1n2 = iδn′2n2δn′1n1(E
0
n2 − E0n1) (16a)
L11S v′1v′2,v1v2 = iδv′2v2δv′1v1(E
1
v2 − E1v1). (16b)
The relaxation operator R describes the interaction with the reservoirs including the
leads and the harmonic bath, R = RL +RB. Thereby, the initial state of the reservoir is
assumed to be a product state ρR = ρLρB with the initial density matrix of the leads
ρL = exp(−βHL −
∑
α∈{l,r}
µα
∑
kα
c†kαckα) (17)
and for the harmonic bath ρB = exp(−βHB). In the {|m, i〉} basis the relaxation operator
reads
R00α n′1n′2,n1n2 = −
1
2δn1n
′
1
∑
v
Λα+(ωn2v)Sn2vSn′2v −
1
2δn2n
′
2
∑
v
Λα+(ωn1v)Sn1vSn′1v (18a)
R11α v′1v′2,v1v2 = −
1
2δv1v
′
1
∑
n
Λα−(ωnv2)Snv2Snv′2 −
1
2δv2v
′
2
∑
n
Λα−(ωnv1)Snv1Snv′1 (18b)
R01α n′1n′2,v1v2 =
1
2Λ
α
−(ωn′1v1)Sn1v1Sn′2v2 +
1
2Λ
α
−(ωn′2v2)Sn′2v1Sn′1v1 (18c)
R10α v′1v′2,n1n2 =
1
2Λ
α
+(ωn1v′1)Sn1v′1Sn2v′2 +
1
2Λ
α
+(ωn2v′2)Sn1v′1Sn2v′2 (18d)
RiiBk′1k′2,k1k2 = δk′2k2
∑
k
γ+(ωik1k)x
i
kk1x
i
k′1k
+ δk′1k1
∑
k
γ−(ωikk2)x
i
k2kx
i
kk′2
(18e)
+γ+(ωik1k′1)x
i
k′1k1
xik2k′2 + γ−(ω
i
k′2k2
)xik2k′2x
i
k1k′1
,
where we have introduced the following notation
Λα+(ωnv) = Γα(ωnv)fα(ωnv), (19a)
Λα−(ωnv) = Γα(ωnv) [1− fα(ωnv)] , (19b)
γ+(ωk′k) = 2piJ(ωk′k) [1 + nB(ωk′k)] , (19c)
γ−(ωk′k) = 2piJ(ωk′k)nB (ωk′k) , (19d)
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with transition frequencies ωnv = E1v−E0n and ωikk′ = Eik−Eik′ as well as transition elements
Sm,v = |〈m, 0| s(x) |v, 1〉|2 and xikk′ = |〈k, i|x |k′, i〉|2.
In the numerical calculations, the system Hamiltonian HS is represented and diagonalized
employing a discrete variable representation (DVR) method optimized for the double-well
potential V (x) using Hermite polynomials for the underlying grid.42 The stationary state of
the reduced density matrix ρ˜ = ρ(t→∞) is obtained by solving the set of linear equations
Lρ˜ = 0. The eigenstates employed for the representation of the density matrix ρijmn are
truncated at m,n = 60. With this truncation, all localized states in the potential wells and
a sufficient number of delocalized states above the energy barrier are included. To have
a proper description of the observables of interest, the coherences of the density matrix
have to be included in the calculation. To this end, we include the first six subdiagonals
of the density matrix in both occupation spaces. Test calculations show that this provides
converged results for the observables of interest.
The observables of interest comprise the current I, the probability distribution for the
proton position ρ(x) as well as the average position 〈x〉. The current is defined as the time
derivative of the number of electrons in lead α,
Iˆα =
d
dt
c†kαckα = −ie
[
c†kαckα , H
]
(20)
which in the {|m, i〉} basis reads
Iα =
∑
nv
Γα(ωnv)Snv
fα(ωnv)∑
n′
Sn′vρ
00
n′n
−[1− fα(ωnv)]
∑
v′
Snv′ρ
11
vv′
. (21)
The probability distribution ρ(xβ) for the proton position on the DVR grid {xβ} is given
by
ρ(xβ) =
∑
i∈{0,1}
∑
n,m
ρiinmφ
i
n (xβ)φim (xβ) ∆β, (22)
where φin (xβ) are the eigenfunctions of HS in the DVR representation and ∆β are the
corresponding DVR weights. From this, the average position is straightforwardly obtained
by the trace formula 〈x〉 = TrS (xˆρ).
We finally comment on the validity of the approximations used in this approach. The
treatment of the molecule-reservoir coupling within second order perturbation theory limits
the validity of the Redfield equations, Eq. (13), to sufficiently weak coupling between the
system and the reservoirs. With respect to the molecule-lead coupling, co-tunneling effects
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and broadening of features in the current-voltage characteristics are not included in this
approximation. As a result, the validity of the approach requires temperatures with kBT 
2ν2
γ
, a condition fulfilled in all calculations reported below. With respect to the coupling of
the proton motion to the harmonic bath, the criterion for the validity of the approach is
provided by the following condition for the relaxation tensor elements43
RiiBµµ,νν  ωiµν . (23)
This criterion is fulfilled for the parameters considered below.
IV. RESULTS
The methodology outlined above is in the following applied to analyze the influence of
intramolecular proton transfer on the conductance properties of a molecular junction. For
this purpose, we consider the three model systems defined in table I corresponding to weak,
medium and strong hydrogen bonding.
A. Weakly hydrogen bonded, high-barrier system
We first consider the system with weak hydrogen bonding and neglect the influence of the
bias voltage on the potential V0(x) of the proton motion. This corresponds to a situation
where the direction of the translocation path is parallel to the gate field (cf. Fig. 2), i.e.
φ = pi / 2. The specific form of the double-well potential V0(x) depends thus only on the
gate voltage Ug. For the choice Ug,sym = 0d/(2l), the potential V0(x) is symmetric. This
value of the gate voltage plays a special role (see below) and is in the following referred to
as trigger point. For the subsequent discussion, it is useful to introduce the the detuning
voltage Ud = Ug − Ug,sym, which is a measure of the asymmetry of the potential V0(x). The
global minimum of V0(x) is located in the left/right well for Ud ≶ 0. The influence of the
bias voltage on the potential V0(x) is analyzed in Sec. IV A 4.
1. Equilibrium properties
To facilitate the analysis of the transport properties in Sec. IV A 3, we first discuss the
equilibrium properties. Fig. 4 shows the potential V0(x) for three different choices of the
detuning voltage, Ud = −Ug,sym (ON), Ud = 0.5 V (OFFMIX) and Ud = 1.3 V (OFF),
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where the labels in parenthesis are related to the transport properties (see below), and the
respective eigenenergies and eigenstates. The potentials for the ON/OFF cases exhibit a
pronounced asymmetry with a global minimum in the left/right well, while the case OFFMIX
represents a potential that is closer to a symmetric double well. The spectra include localized
states for energies below the barrier energy Vb = 0.8 eV and delocalized states above the
barrier. For the specific parameters of V0(x) considered, there are eight states with energies
below the barrier. This number is independent of the detuning voltage used. Furthermore,
for asymmetric potentials, all states with energies below the minimum energy of the higher
well are localized in the lower well, while states with energies above the minimum of the
higher well come in pairs and may not be fully localized. In the following, the lowest-lying
state of this class is referred to as the metastable state with energy Em.
The details of the spectrum, such as the energy spacing, depend on the detuning voltage.
In particular, the ground and the first excited state are well separated in energy for the ON
and OFF system, while they are rather close for the OFFMIX system. Upon changing the
detuning voltage, quasidegeneracies of the localized states occur, as illustrated in Fig. 5.
We refer to these quasidegeneracies as resonances and denote the detuning voltage of the
n-th resonance for positive (negative) detuning as U+n (U−n ). This classifies the OFF system
as the first resonance with detuning voltage Ud = U+1 and the symmetric potential at the
trigger point Ud = 0 as the zeroth resonance state.
The diamond pattern of the energies in Fig. 5 results from the oscillation of energies be-
tween adjacent states upon change of the detuning voltage. Specifically, a positive detuning
(Ud > 0 V) lifts the energies of the states localized in the left well and lowers the energies
of those localized in the right well. At the resonance Ud = U+1 (corresponding to the OFF
system), all states but the ground state form tunneling pairs. Further detuning (Ud > U+1 )
moves the first excited state into the more stable well. In general, the spectra of localized
states for detuning values U+n < Ud < U+n+1 consist of n+1 states localized in the more stable
well with energies lower than that of the metastable state (Em) and 8 − (n + 1) localized
states with higher energies.
Fig. 6 shows the population of the lowest-lying eigenstates, ρ00ii for the molecular junction
in equilibrium, i.e. at zero bias voltage. At the trigger point (Ud = 0 V) the two lowest-lying
states of the tunneling pairs are almost equally populated. For small detuning voltages,
mostly the ground and metastable states are populated. At the first resonance, the energy
difference between the metastable and the next higher-lying excited state minimizes so that
12
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Figure 4. Potentials V0(x), spectra and density of the eigenfunctions of the weakly bonded system
for different detuning voltages Ud.
their population becomes very similar although it is significantly smaller than that of the
ground state.
2. Elementary charge transfer processes
The basic mechanism of electron transport in the molecular junction model considered
in this work involves a sequence of two tunneling events. For positive bias, an electron
with energy εkl in the left lead tunnels onto the molecule and occupies the bridge state.
Thereby, the proton is excited from the initial state |n, 0〉 to |v, 1〉 by energy exchange with
the tunneling electron. We denote the corresponding process by Pn,v. In the subsequent
13
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Figure 6. Populations of the lowest-lying eigenstates, ρ00ii , for the molecular junction in equilibrium
with the leads.
event, the electron is transferred from the molecule to a state in the right lead with energy
εkr , accompanied by another transition of the proton
In the framework of Redfield theory, the energy is conserved within each individual pro-
cess. The Pn,v process defines a transport channel, which (for low temperatures T → 0)
is activated at threshold bias voltages Unv = ±2ωnv, where the sign accounts for excita-
tions (+) and deexcitations (−). For finite temperatures the thresholds are reduced due to
thermal broadening of the lead states.
The threshold voltages Unv are closely related to the energy spectra. This is illustrated
for the OFFMIX system in Fig. 7, where the threshold voltages of the processes Pn,n+l = Pl
are shown. The blue vertical line at Uon = 2ε0 = 0.2 V corresponds to the onset, where
all elastic processes Pn,n are enabled simultaneously. All other lines correspond to inelastic
processes with l > 0.
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threshold voltages. Processes of equal l are depicted using the same color.
In a double well potential, transitions between localized states can be classified as intra-
and inter-well transitions, which correspond in the OFFMIX system to processes with odd
(e.g. Pn,n+1 = P1) or even (e.g. Pn,n+2 = P2) value of l, respectively. Fig. 7 demonstrates
that the threshold voltages for the two types of processes follow different patterns. Inter-well
processes P1 exhibit for small n a zig-zag pattern, which is a result of the state pairing in
the double well. Thereby, small threshold voltages correspond to transitions among pairs.
On the other hand, the linear pattern for intra-well processes P2 for small n is related to
the decreasing energy gap between adjacent states localized in the same well. In particular,
the energy differences are minimal around the barrier of the double-well potential. As a
result, transport processes involving states close to the barrier are activated prior to those
that involve states localized deeper in the potential well.
The analysis above has only considered the opening of the different transport chan-
nels. The extent to which open channels actually contribute to charge transport is deter-
mined by the nonequilibrium population of the states and the transition rates (cf. Eq.
(18a)). The latter involve, besides the molecule-lead coupling, the transition elements
Sm,v = |〈m, 0| s(x) |v, 1〉|2 with the switch function s(x). The transition elements take the
form
Sm,v =
∣∣∣∣1 + σ2 δm,v − 1− σ2
∫
dxψ1v(x)ψ0m(x) tanh(x)
∣∣∣∣2 , (24)
where ψik(x) = 〈x, i |ψk〉.
For low bias voltages, transport is dominated by elastic processes P0 involving localized
states. For states strongly localized in the wells, the switch function s(x) is nearly constant.
In an asymmetric double-well potential, i.e. for Ud 6= 0, the transition elements for elastic
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processes are obtained from Eq. (24) as SLm,m ≈ 1 for the left and SRm,m ≈ σ2 for the right
well, respectively. Thus, the rates of elastic processes in the right well are downscaled by
a factor of σ2. On the other hand, for delocalized states, which are important for higher
bias voltages, the wave functions can be assumed to be approximately constant, yielding for
elastic transitions SDm,m ≈ (1 + σ)2 / 4.
Fig. 8 shows the transition elements for the inelastic processes P1 as a function of the
detuning voltage. The rates of these processes are rather small for lower-lying states due to
the fact that these states localize in different potential wells. For higher-lying states, which
become relevant at high energies/voltages, inelastic processes play a more significant role.
The reason for this is that the wavefunctions of these states, which are mainly localized in one
of the potential wells, exhibit also small tails in the other potential well. The contribution
of these tails to the integral in Eq. (24) increases with higher energy, therefore enhancing
the role of these processes. Furthermore, the transition elements of paired states can also
give pronounced contributions resulting in the peaks depicted in Fig. 8, which occur at
quasidegenaracies of the energies (see Fig. 5).
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Figure 8. Transition elements Sn,n+1 of processes Pn,n+1 as a function of the detuning voltage
3. Transport properties
The current-voltage characteristics of the ON, OFFMIX, and OFF systems are shown in
Fig. 9. For comparison, the current for the system without coupling between the electronic
and proton degrees of freedom (in the following referred to as the uncoupled system) is
also depicted. The currents of the coupled systems exhibit pronounced differences for small
bias voltages but tend to the same saturation value of Isat = 0.4 µA for bias voltages
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Ub > Usat = 1.5 V, a value significantly smaller than that found for the uncoupled system.
All coupled systems exhibit structures at low bias voltages, which are more pronounced for
the OFF and OFFMIX systems. However, while in these systems the saturation current is
approached from below, the ON system shows a more complex behavior. Specifically, this
system exhibits a strong increase of the current at low bias voltages closely resembling that of
the uncoupled system. This is followed by a plateau and a pronounced negative differential
conductance (NDC) towards the saturation limit for larger bias voltages. In addition, the
current of the ON system is always larger than that of the other two coupled systems.
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Figure 9. Current voltage characteristics of the ON, OFFMIX, OFF, and uncoupled (σ = 1)
systems.
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Figure 10. Average position of the proton 〈x〉 as a function of the bias voltage for the ON, OFF,
and OFFMIX systems.
The behavior of the current-voltage characteristics can be rationalized on the basis of the
position of the proton. Fig. 10 depicts the average position of the proton (〈x〉) for the ON,
OFFMIX, and OFF systems and Fig. 11 shows the probability distribution of the proton
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(ρ(x)) for the case of the OFFMIX system. At a given bias voltage Ub, the position of the
proton determines the effective molecular-lead coupling via the switch function s(x), cf. Eq.
(9). As shown in Fig. 10 the average position of the proton for the three coupled systems
resembles the overall behavior of the current-voltage characteristics. Specifically, an increase
of the bias voltage drives the average position of the proton from the equilibrium position in
one of the wells at Ub = 0 to the center of the double well potential xsat = 0 A˚ at Ub > 1.5
V, indicating that it is fully delocalized.
A more detailed inspection of the average position of the proton as a function of the
bias voltage shows that for low bias voltages, the proton remains localized at the global
minimum in the ON and OFF systems, with the elastic transition P1,1 of the ground state
of the proton being the dominant contribution to the transport process. Since the transition
element for the localization in the left well is SL1,1 ≈ 1, the effective molecule-lead coupling
of the ON system corresponds to that of the uncoupled case (σ = 1). This explains the
similarities found in the conductance of both systems in the range of bias voltages Ub < 0.5
V. In contrast, due to the localization of the proton in the right well, the molecule-lead
coupling in the OFF system is downscaled by a factor of SR1,1 / SL1,1 ≈ σ2 ≈ 0.01, which
agrees with the observed ratio of the currents in the ON/OFF systems.
In the case of the OFFMIX system, in addition to the ground state the metastable
state is also significantly populated at Ub = 0 V as discussed in Sec. IV A, which shifts
the equilibrium position of the proton slightly towards xsat. As a result, the current at low
bias voltages in this system involves contributions of the ground state process P1,1 and the
metastable state process P2,2 resulting in values of the current that are between those of the
ON and OFF systems.
At bias voltages larger than the onset value of Uon = 0.2 V, excited vibrational states are
populated. In the ON system, the first vibrational excited state is located in the same well
as the ground state. As a result, the excitation of this state hardly changes the position of
the proton and the molecule-lead coupling and the current remains at a plateau. In contrast,
this situation is reversed in the OFFMIX case and, as a result, the position of the proton
changes notably in this system, as shown by the redistribution of population among the two
wells in Fig. 11.
For higher bias voltages Ub > Uon, inelastic transport processes are activated. In the
OFFMIX system, these processes result in pronounced oscillations of the average position
and the current as a function of the bias voltage. As discussed in Sec. IV A 2, these oscilla-
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tions are related to contributions of the inelastic processes Pn,n+1 and Pn,n+2. The ON and
OFF systems also exhibit oscillatory structures in this bias voltage range, but these are less
pronounced due to the more localized character of the states populated.
Figure 11. Probability distribution of the proton position ρ(x) as a function of the bias voltage for
the OFFMIX system.
Increasing the bias voltage further towards the saturation value Usat ≈ 1.5 V, activates
inelastic processes that excite the proton above the barrier. In particular, transitions from
localized to delocalized states close to the potential barrier become important. As a result,
the proton is distributed almost uniformly over the translocation path as shown in Fig. 11
for the OFFMIX system (a similar result is found for the ON and OFF systems) leading to
an average position of 〈x〉 = 0 A˚. Since in this voltage range the accesible vibrational states
are populated almost equally, the effective molecular-lead coupling is given by the average
of the switching function,
∫∞
−∞ s(x)dx = 1+σ2 ≈ 0.5. This result explains the reduction of the
current of the ON system from the plateau value to the saturation value corresponding to
a pronounced NDC behavior. Based on this reasoning, any system with a detuning voltage
of Ud < 0 V is expected to show this qualitative behavior.
The results discussed so far demonstrate that employing a gate voltage different conduc-
tance states of the molecular bridge in the junction can be achieved exhibiting low current
(OFF system) or high current (ON system). This is, however, restricted to a certain range
of bias voltages. For high bias voltages, the ability to control the conductance state of
the molecular bridge in the junction using the gate potential is lost because delocalized
states above the barrier are populated. However, the control of the conductance state of
the molecular bridge in the junction can be recovered if the relaxation of the proton motion
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due to interaction with other vibrational modes of the molecule, phonons in the electrodes
or solvent is taken into account.
Fig. 12 shows the current-voltage characteristics of the ON, OFF, and OFFMIX systems
including relaxation of the proton motion. This effect was modeled by coupling the system
to a harmonic bath, Eq. (10) with coupling strength η = 0.001 corresponding to weak
coupling. For comparison, the current of the system without coupling between the electronic
and proton degrees of freedom (σ = 1) is also depicted.
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Figure 12. Current-voltage characteristics of the ON, OFFMIX, and OFF systems calculated
including the coupling to a harmonic bath (η = 0.001). For comparison, the current of the system
with no coupling between the electronic and proton degrees of freedom (σ = 1) is also shown.
The results in Fig. 12 show that for the three systems the current is different over the
whole range of bias voltages. This result, which differs from that obtained in the absence of
a system-bath coupling (see Fig. 9), is a consequence of the relaxation of the proton motion,
which results in the population of low-lying, localized states even for large voltages. This is
demonstrated in Fig. 13 for the probability distribution of the proton position ρ(x) of the
OFFMIX system. A detailed analysis of the transition elements Xk,k′ of the harmonic bath
reveals that the relaxation is most effective among delocalized states and states localized in
the same well below the barrier.
4. Functionality
The dependence of the current on the gate voltage can be utilized to realize a molecular
transistor. This is demonstrated in Fig. 14, which shows the current as a function of the
detuning voltage for a fixed bias voltage Ub = 0.7 V. This value ensures that even without
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Figure 13. Probability distribution of the proton position ρ(x) of the OFFMIX system calculated
for a system-bath coupling of η = 0.001.
relaxation (i.e. η = 0), the proton is localized in one of the wells. The results show a
transition from a high current (“ON”) to a low current (“OFF”) state at a detuning voltage
Ud ∼ 1 − 2 V indicating the translocation of the proton. This transition voltage is slightly
off the expected value of Ud = 0. This is due to the different contribution of elastic processes
in the left and right wells. Although the population of the uplifted left well decreases with
the increase of the detuning voltage Ud > 0 V, the corresponding weaker transport processes
in this well have a pronounced impact on the current since their contribution is enhanced
by a factor of 1/σ2 = 100. In the reverse situation for Ud < 0 V, the transport processes
in the uplifted right well are negligible owing to this factor. Therefore the current saturates
asymmetrically with respect to the trigger point.
Coupling to the harmonic bath results in a shrinking of the transition zone because the
bath suppresses the population of the metastable state as it facilitates the relaxation of the
proton to the ground state. This results in a defined conductance state already at small
detuning voltages. The current also exhibits structures at certain detuning voltages (see
Fig. 14) which, as discussed in Sec. IV A 2, correspond to the Un resonances.
So far, we have neglected the effect of the bias voltage on the proton potential, corre-
sponding to a value of φ = pi/2 (cf. Eq. 5). In the following, we study the more general case
and show that the influence of the bias voltage on the proton potential results in a diode-like
behavior of the molecular junction. For a general angle φ and a given gate voltage Ug, the
bias voltage at which the potential for the intramolecular proton transfer is a symmetric
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Figure 14. Current as a function of the detuning voltage Ud for a constant bias voltage Ub = 0.7 V
with and without system-bath coupling (η). At a detuning voltage Ud ∼ 1 − 2 V the “ON” state
switches to the “OFF” state.
double well (the so-called trigger point) is given by
Ub,sym (Ug) =
Lmεd
2l cos(ϕ) −
Lm
d
Ug tan(ϕ). (25)
Therefore, the global minimum of the potential is located in the left well for Ub < Ub,sym
and otherwise in the right well.
Fig. 15 shows the current-voltage characteristics for an angle of φ = pi / 4, system-bath
coupling η = 0.001 and for different values of the gate potential corresponding to different
trigger points, Ub,l (3.2) = −0.37 V, Ub,r (2.5) = 0.32 V and Ub,c (2.82) = 0 V. The current-
voltage characteristics shows the typical behavior of a diode with a significant current for
negative bias voltages and vanishing current for large positive bias voltages. The details
depend on the chosen gate voltage and, as a consequence, on the trigger point.
As shown in Fig. 15, all systems considered exhibit a NDC effect for positive bias voltages,
which is most pronounced for the system with the trigger point located at Ub = Ub,r. This
system corresponds to an “ON” conductance state for the bias voltage Ub ≤ Ub,r resulting in
a high current at the onset of the positive bias. For larger bias voltages Ub ≥ Ub,l the current
decreases since the “OFF” state stabilizes and becomes increasingly populated. Although
the effect is similar to that found for the ON system discussed in Sec.IV A 3 the cause of the
NDC in this case does not relate to the reduction of the effective molecular-lead coupling
as a consequence of the delocalization of the proton but rather to the change of the global
minima. The rise of the current at positive voltages is less pronounced in the system with
the trigger point at Ub,l. In this system, the conductance state is already changed to “OFF”
at Ub = Ub,l before the bias voltage becomes positive, which results in a smaller current. In
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conclusion, the position of the trigger point Ub,sym determines the increase in the current at
positive bias voltages due to contributions of the transport processes in the left well, which
cause a significant enhancement of the current. For larger bias voltages the contribution of
these processes decreases as a consequence of the destabilization of the left potential well.
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Figure 15. Current-voltage characteristics for different values of the gate potential (see text)
corresponding to different trigger points and for a system bath coupling η = 0.001 calculated for
an angle φ = pi / 4 between the proton translocation path and the bias field.
B. Stronger hydrogen bonded, low-barrier systems
In this section, we expand our analysis and consider systems with smaller barriers for
the intramolecular proton transfer reaction and stronger hydrogen bonding. Specifically, we
consider two representative systems with the potentials shown in Fig. 16. The parameters
are given in table I. For simplicity, in this section we neglect the influence of the bias voltage
on the potential V0(x) of the proton motion. This corresponds to a situation, where the
direction of the translocation path is parallel to the gate field (cf. Fig. 2), i.e. φ = pi / 2.
1. Equilibrium properties
The energy spectra and character of the eigenstates of the two strongly bonded systems
shown in Fig. 16 differ significantly from those of the weakly bonded system considered in
Sec. IV A. Specifically, in the medium bonded system, only two localized states exist with
energies below the barrier. In the strongly bonded system already the ground state has
an energy above the very small barrier and thus no localized eigenstates exist. The trigger
23
points of the medium and the strongly bonded system are Umg,sym = 1.0 V and U sg,sym = 0.5
V.
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Figure 16. Potentials V0(x), spectra and density of the eigenfunctions of the medium and strongly
hydrogen bonded systems.
As a consequence, the localization of the proton in the equilibrium state is also quite
different in the three systems, as indicated by the probability of finding the proton in the
right half-space, TR =
∫∞
0 ρ(x)dx, depicted in Fig. 17 as a function of the gate voltage Ug.
At their respective trigger points, the proton is equally distributed, TR = 0.5, owing to the
symmetry of the potentials. While the weakly and medium bonded system exhibit a rather
sharp transition between wells, in the strongly bonded system it is spread over a large range
of gate voltages. This is due to the fact that this system has no localized states at the trigger
24
 0
 0.5
 1
-4 -2  0  2  4  6
Pr
ob
ab
ilit
y 
T R
Gate Voltage Ug [V]
Weak
Medium
Strong
Figure 17. Probability of finding the proton in the right half-space (TR) as a function of the gate
voltage for the three systems corresponding to weak, medium, and strong hydrogen bonding.
point and thus a relatively large gate voltage is required to achieve localization in one of the
wells.
2. Transport properties
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Figure 18. Average position 〈x〉 (top) and corresponding current ratio I / Imax (bottom) as a
function of detuning and bias voltage for the three systems corresponding to weak, medium, and
strong hydrogen bonding. The results have been obtained including a system-bath coupling with
strength η = 0.001.
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Fig. 18 shows the average proton position 〈x〉 (upper panels) and the current (lower
panels) as a function of the detuning and bias voltage for the weakly, medium, and strongly
bonded systems. The results have been obtained taking relaxation of the proton into account
(η = 0.001). For better comparability, the current is shown relative to its maximal value,
which is given by Iwmax = Immax = 0.81 µA and Ismax = 0.59 µA for the weakly, medium, and
strongly bonded system, respectively.
The results for the average proton position show clearly the regions of localization in the
left (blue) and the right (red) well. These regions are separated by the funnel-shaped region
of delocalization (green) centered at the trigger point. The shape of this region is quite
different for the three systems investigated. Specifically, in the weakly bonded system the
proton is localized for most detuning and bias voltages and the delocalization region extends
over a narrow range of small detuning voltages corresponding to a symmetric double-well
potential. In the more strongly bonded systems, on the other hand, the proton is always
delocalized for sufficiently high bias voltages.
As a result of the distinct localization pattern exhibited by the proton for the different
systems, their current-voltage characteristics differ significantly. While the weakly bonded
system shows a distinct dependence of the current on the detuning voltage, this is less
pronounced in the medium bonded system and almost negligible in the strongly bonded
system. As a consequence, only the weakly bonded system, which exhibits a significant
barrier, can fulfill the functionalities of a transistor or a diode.
V. CONCLUSIONS
In this paper we have studied the influence of an intramolecular proton transfer reaction
on the conductance of a molecular junction. To this end, we have used a generic model for a
proton transfer reaction with parameters motivated by our previous first-principles studies
and employed a quantum master equation approach at the level of Redfield theory to solve
the transport problem.
The results show that it is possible to control the conductance state of molecular junctions
using a proton transfer reaction in combination with external electric fields. Depending on
the location of the proton, the junction exhibits high or low current. Considering different
parameter regimes, which range from weak to strong hydrogen bonding and include situa-
tions with high or low barriers separating the reactant and product of the reaction, we have
identified necessary preconditions for achieving control. We have also demonstrated that
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the proton transfer mechanism can be utilized to achieve functionality. Employing external
fields of a gate or the lead electrodes, the current-voltage characteristics of the molecular
junction in systems with a weak hydrogen bond and a significant energy barrier for the
proton transfer resemble those of a transistor or a molecular diode.
In the present paper, we have used a generic model and focused on the steady state
transport properties. Another interesting question concerns the time-dependent transport
properties, e.g. how the steady state of the molecular junction is reached. For a realization
of a molecular switch, for example, an intriguing question is how the low conductance state
transforms into the high conductance state and vice versa upon change of the external
electric field. This question, as well as an extension of the model towards a first-principles
based description will be the topic of future investigations.
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