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Abstract
Optomechanical cooling is a prerequisite for many exotic applications promised
by modern quantum technology and it is crucial to achieve it in short times, in
order to minimize the undesirable effects of the environment. We formulate cav-
ity optomechanical cooling as a minimum-time optimal control problem on anti-de
Sitter space of appropriate dimension and use the Legendre pseudospectral opti-
mization method to find the minimum time and the corresponding optimal control,
for various values of the maximum coupling rate between the cavity field and the
mechanical resonator. The present framework can also be applied to create op-
tomechanical entanglement in minimum time and to improve the efficiency of an
optomechanical quantum heat engine.
Key words: Quantum control; optimal control; Legendre pseudospectral method;
cavity optomechanical cooling.
1 Introduction
Quantum optomechanics is a rapidly growing field which investigates the quan-
tum aspects of the interaction between light and mechanical motion [25]. The
mechanical effects of light originate from the fact that light carries momentum
which gives rise to radiation pressure forces, we mention for example the exper-
imental spacecraft IKAROS, whose flight is mainly powered by solar radiation
pressure acting on a square solar sail with 20 m diameter [26]. The large size
of the solar sail indicates a drawback of optical forces exerted on macroscopic
objects: they are very weak. In order to bypass this problem, optical cavities,
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formed by one fixed and one movable mirror attached to a spring, are used
in the laboratory. The light trapped inside the cavity is resonantly amplified,
enhancing thus the optical force acting on the movable mirror.
In the recent years, the field of cavity optomechanics has witnessed an un-
precedented development with a wide range of applications [1]. In the area of
high-precision measurements, cavity optomechanics promises the detection of
tiny forces, masses, displacements and accelerations, close to the fundamental
limits imposed by quantum mechanics. In the field of quantum information
processing, optomechanical devices can be used to convert solid-state “stor-
age” qubits into photonic “communication” qubits, and also to create entan-
glement between macroscopic objects (for example the movable mirror) and
the electromagnetic field in the cavity. From the last application it is also
obvious that cavity optimechanics provides the ideal platform for tests of fun-
damental quantum physics in a macroscopic range of parameters like size and
mass.
At the heart of these exotic applications lies the problem of cooling the me-
chanical resonator (movable mirror) to its ground state, so the full advantage
of the quantum behavior is exploited [20]. Various techniques from quantum
control [7] have been suggested to overcome this challenge. Measurement-
based feedback was initially proposed [23] and implemented experimentally
[5], where the mirror displacement is continuously measured, using the phase
shift that induces on the output radiation field, and the produced signal is
fed back into the cavity to generate a damping force opposing mirror motion.
Around the same time, the use of Kalman filter was introduced [6], to obtain
a better estimate of the mirror position; it was recently demonstrated in the
laboratory [36]. Later, using the theoretical tools developed in [17,11,27], co-
herent feedback control was suggested, where the output field of the cavity is
directed to another quantum system (the controller) and then is fed back to the
cavity without measurement; it was shown theoretically that this scheme can
outperform measurement-based feedback, especially in the quantum regime
[12,16,15]. In parallel with the progress in feedback cooling, open-loop control,
where the interaction between the cavity field and the mirror is modulated by
a predetermined function of time, was proposed as an alternative. In this con-
text, numerical optimization methods [35,22] and optimized Lyapunov control
[14] were employed to obtain control pulses which can in theory provide ef-
ficient cooling in shorter times than feedback (where cooling is achieved in
steady state). The short cooling times are highly desirable to minimize the ef-
fect of the random interactions with the environment which “heat” the mirror
away from its ground state and towards thermal equilibrium.
Following the framework of open-loop control and after a brief presentation
of the underlying physics in the next section, we formulate in section 3 cavity
optomechanical cooling as a minimum-time optimal control problem on anti-
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de Sitter space of appropriate dimension. The bounded control used in this
approach is the coupling rate which modulates the interaction between the
cavity field and the mechanical resonator. We also find the target point for
this control problem using an approximation of the original system. In section
4 we first show that the target point belongs indeed to the reachable set of
the original system, and then use the Legendre pseudospectral optimization
method [28] to find the minimum time and the corresponding optimal con-
trol to reach this point, for various values of the control bound. Finally, in
the concluding section 5, we briefly discuss some further applications of the
present work in quantum information processing and in the optimization of
an optomechanical quantum heat engine.
2 Cavity Optomechanical System
The system that we study in this paper consists of a mechanical resonator
coupled to an optical resonator and is implemented experimentally with a
laser driven optical cavity formed by two mirrors, one fixed and one movable
which is attached to a spring [25]. The light from the laser entering the cavity
is reflected between the mirrors and the enhanced electromagnetic field built
inside the cavity exerts a force to the movable mirror due to radiation pressure.
The interaction between the cavity (photon) field and the mechanical vibration
of the mirror (phonon field) can be described by the following Hamiltonian
[1,35]
H = −h¯∆aˆ+aˆ+ h¯ωmbˆ+bˆ+ h¯g(t)(aˆ+ + aˆ)(bˆ+ + bˆ), (1)
where h¯ is Planck’s constant, ∆ is roughly the laser detuning from the cavity
frequency and ωm is the frequency of the mechanical resonator. The operators
aˆ, bˆ are the annihilation operators for the photon and the phonon fields, re-
spectively, while aˆ+, bˆ+ are their hermitian adjoint, called creation operators
[24]. They satisfy the commutation relations
[aˆ, aˆ+] = [bˆ, bˆ+] = 1,
[aˆ, bˆ+] = [aˆ, bˆ] = 0, (2)
where the commutator of two operators Aˆ, Bˆ is [Aˆ, Bˆ] = AˆBˆ − BˆAˆ [24].
The first two terms in (1) express the energy of each individual oscillator
(optical and mechanical), while the last term the interaction between them.
The coupling rate g(t) has dimensions of frequency and is the available control
which can be altered with time, with the aim to cool the mechanical resonator.
To obtain a better understanding of the interaction term, we recall that the
creation and annihilation operators are related to the position operators xˆo, xˆm
of the two oscillators through the relations aˆ+ aˆ+ ∼ xˆo, bˆ+ bˆ+ ∼ xˆm [24], thus
the interaction is proportional to the product xˆoxˆm. This is reminiscent of
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two classical oscillators with displacements xo, xm which interact through the
usual quadratic term (xo − xm)2, from where the product xoxm arises.
The state of the system can be described by the density matrix ρ(t), which
satisfies the Liouville-von Neumann equation [24]
ρ˙ = −i[H/h¯, ρ]. (3)
Note that here we consider only the coherent evolution and ignore relaxation,
which describes the undesirable interaction of the system with its environ-
ment, since we are interested in the fast pulsed cooling and not the steady
state feedback cooling. This is a legitimate practice in minimum-time quan-
tum control problems [33,31,30,32], the alternative being to include relaxation
and maximize the fidelity of the final point [35,29]. We will concentrate on the
so-called “red-detuned regime”
∆ = −ωm (4)
where the two oscillators are on resonance. If we normalize time using the fre-
quency ωm, i.e. set tnew = ωmtold, then the Liouville-von Neumann equation
becomes
ρ˙ = −i[H, ρ] (5)
with the Hamiltonian
H = aˆ+aˆ+ bˆ+bˆ+ g(t)(aˆ+ + aˆ)(bˆ+ + bˆ), (6)
where the coupling rate is given in units of ωm. We can use (5) to derive
ordinary differential equations for the expectation values of operators involved
in the cooling of the mechanical resonator. For an operator Oˆ without explicit
time-dependence, we have for the average value O = 〈Oˆ〉 = Tr(ρOˆ) that [24]
O˙ = d〈Oˆ〉/dt = i〈[H, Oˆ]〉. (7)
For the evolution described by (5) with Hamiltonian (6), a closed set of equa-
tions can be obtained for the operators formed by the second moments of
the creation and annihilation operators of the two resonators, for example
aˆ+aˆ, bˆ+bˆ, aˆ+bˆ, aˆ2 etc., see [35,37]. In the next section we use specific linear
combinations of these operators to formulate the cooling of the mechanical
oscillator as a control problem. The benefits from this choice will immediately
become evident there.
4
3 Formulation of the Control Problem Using the Generators of the
Symplectic Group Sp(4)
In order to formulate the cooling of the mechanical resonator as a control
problem, we will employ a set of ten operators which are the generators of the
symplectic group Sp(4) [13]
Jˆ0 =
1
2
(aˆ+aˆ+ bˆbˆ+), Jˆ1 =
1
2
(aˆ+aˆ− bˆ+bˆ)
Jˆ2 =
1
2
(aˆ+bˆ+ aˆbˆ+), Jˆ3 =
1
2i
(aˆ+bˆ− aˆbˆ+)
Kˆ1 =
1
2
(aˆ+bˆ+ + aˆbˆ), Qˆ1 =
i
2
(aˆ+bˆ+ − aˆbˆ)
Kˆ2 = −1
4
[(aˆ+)2 + aˆ2 − (bˆ+)2 − bˆ2],
Kˆ3 =
i
4
[(aˆ+)2 − aˆ2 + (bˆ+)2 − bˆ2],
Qˆ2 = − i
4
[(aˆ+)2 − aˆ2 − (bˆ+)2 + bˆ2],
Qˆ3 = −1
4
[(aˆ+)2 + aˆ2 + (bˆ+)2 + bˆ2]. (8)
Obviously, these operators are linear combinations of the second moments of
the creation and annihilation operators of the two resonators and their matrix
representation in terms of Pauli matrices can be found in [13]. They satisfy
the following commutation relations
[Jˆi, Jˆj ] = iǫijkJˆk, [Jˆi, Kˆj] = iǫijkKˆk,
[Jˆi, Qˆj ] = iǫijkQˆk, [Kˆi, Qˆj ] = iδij Jˆ0,
[Kˆi, Kˆj ] = [Qˆi, Qˆj ] = −iǫijkJˆk, [Jˆi, Jˆ0] = 0,
[Kˆi, Jˆ0] = iQˆi, [Qˆi, Jˆ0] = −iKˆi, (9)
where ǫijk is the Levi-Civita symbol, which is 1 if (i, j, k) is an even permuta-
tion of (1, 2, 3), −1 if it is an odd permutation, and 0 if any index is repeated,
while δij is Kronecker’s delta. In terms of operators (8), the optomechanical
Hamiltonian (6) can be written as
H = 2[Jˆ0 − 1/2 + g(t)(Kˆ1 + Jˆ2)]. (10)
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Using expression (10) and the commutation relations (9) in (7), we obtain the
following systems for the expectation values of the operators


J˙1
J˙3
K˙2
Q˙2


=


0 2g 0 0
−2g 0 2g 0
0 2g 0 2
0 0 −2 0




J1
J3
K2
Q2


(11)


J˙0
Q˙1
K˙1
Q˙3
K˙3
J˙2


=


0 −2g 0 0 0 0
−2g 0 −2 2g 0 0
0 2 0 0 2g 0
0 −2g 0 0 −2 0
0 0 −2g 2 0 −2g
0 0 0 0 −2g 0




J0
Q1
K1
Q3
K3
J2


(12)
We next move to express the initial and target states of the above systems.
At t = 0 we consider the situation where there is a nonzero average phonon
number 〈bˆ+bˆ〉 = nb > 0 in the mechanical vibrator, while the number of
photons is zero 〈aˆ+aˆ〉 = 0, an approximation which is valid for optical fields
at room temperature [1]. The initial values of the rest of the second moments
are also taken to be zero. We obtain the following initial conditions for the
expectation values of the operators defined in (8)
[
J1 J3 K2 Q2
]
=
[
−nb
2
0 0 0
]
[
J0 Q1 K1 Q3 K3 J2
]
=
[
nb+1
2
0 0 0 0 0
]
.
The cooling of the mechanical resonator corresponds to the application of
the appropriate control g(t) which minimizes the average number of phonons
〈bˆ+bˆ〉 at the final state. In order to obtain a hint about this target state, we
examine the limiting case of constant g ≪ 1, where the so called rotating
wave approximation (RWA) is valid [21]. Under this approximation, the part
2gKˆ1 of the interaction term in (10) can be neglected and the Hamiltonian
becomes HRWA = 2(Jˆ0−1/2+gJˆ2). Observe from (9) that Jˆ0 commutes with
Jˆi, i = 1, 2, 3 and thus with HRWA, so the expectation value J0 is constant,
while Jˆi, i = 1, 2, 3 satisfy the spin commutation relations. From this analogy
we infer that the evolution under HRWA is actually a rotation of the vector
J = [J1 J2 J3]
T around the 2-axis. In order to see this clearly we use HRWA in
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(7) and find J˙1 = 2gJ3, J˙2 = 0 and J˙3 = −2gJ1. Using these equations and the
above initial conditions we obtain the constants of the motion J21 + J
2
2 + J
2
3 =
(nb/2)
2 and J2 = 0. It is now clear that the vector J is restricted on a sphere
and is rotated around the 2-axis with angular velocity 2g, starting from the
point J(0) = [−nb
2
0 0]T . From (8) it is obvious that the difference 〈aˆ+aˆ〉−〈bˆ+bˆ〉
between the average photon and phonon numbers is maximized when J1 is
maximum, which occurs when the antipodal point J( pi
2g
) = [nb
2
0 0]T is reached.
But the sum 〈aˆ+aˆ〉 + 〈bˆ+bˆ〉 is constant since J0 is constant. Thus, when the
antipodal point is reached, the number of phonons is actually minimized while
the number of photons is maximized, with corresponding values 〈bˆ+bˆ〉 = 0 and
〈aˆ+aˆ〉 = nb. Obviously, the photon-phonon populations have been swapped. It
is not hard to see that the values of the rest of the second moments are zero
at the antipodal point.
Based on the above observations for the case where the rotating wave approxi-
mation holds, we move to the original system described by the full Hamiltonian
(10) and require the same target point at the final time t = T . In terms of the
operators (8), the desired final point can be expressed as
[
J1 J3 K2 Q2
]
=
[
nb
2
0 0 0
]
[
J0 Q1 K1 Q3 K3 J2
]
=
[
nb+1
2
0 0 0 0 0
]
.
Observe that for subsystem (11) this target point is the antipodal of the initial
point, while for subsystem (12) the two points coincide.
If we normalize the expectation values J1, J3, K2, Q2 with nb/2 and the expec-
tation values J0, Q1, K1, Q3, K3, J2 with (nb+1)/2, but keep the same notation
for these variables, then systems (11) and (12) remain unchanged, while the
starting and target points become
[
J1 J3 K2 Q2
]
=
[
−1 0 0 0
]
[
J0 Q1 K1 Q3 K3 J2
]
=
[
1 0 0 0 0 0
]
(13)
and
[
J1 J3 K2 Q2
]
=
[
1 0 0 0
]
[
J0 Q1 K1 Q3 K3 J2
]
=
[
1 0 0 0 0 0
]
, (14)
independent of the initial phonon population nb. Using the initial conditions
(13) and Eqs. (11) and (12), the following constants of the motion can be
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easily verified
K22 +Q
2
2 − J21 − J23 = −1 (15)
K21 +Q
2
1 +K
2
3 +Q
2
3 − J20 − J22 = −1 (16)
Thus, systems (11) and (12) evolve on the anti-de Sitter spaces AdS3 and
AdS5, respectively [3].
Now we can formulate the cavity optomechanical cooling as a time-optimal
control problem. We would like to find the bounded control −G0 ≤ g(t) ≤ G0,
G0 > 0 , which drives systems (11) and (12) from the starting point (13) to the
target point (14), in minimum time. Before doing so, we show first that the
target point (14), obtained using the rotating wave approximation, belongs
indeed to the reachable set of the full system, for every control upper bound
G0 > 0.
4 Reachability of the Target Point and Numerical Solution of the
Minimum-Time Problem
Theorem 1 The target point (14) belongs to the reachable set of the full sys-
tem (11), (12) with −G0 ≤ g(t) ≤ G0, for every control upper bound G0 > 0.
Proof. The symplectic group Sp(4) is not compact, thus we cannot apply the
Lie algebraic tools, described for example in [4], to prove the stronger result
of controllability. Instead, we will show the reachability of the target point
following a straightforward approach. For a specified upper bound G0 > 0
consider a constant control g(t) = G with 0 < G ≤ min{G0, 1/2}. In this
case, linear system (11) has imaginary eigenvalues λ = ±i(ω+ ± ω−), with
ω± =
√
1± 2G, (17)
while linear system (12) has the eigenvalue λ = 0 with double multiplicity and
the imaginary eigenvalues λ = ±i2ω±. For a time evolution of duration t = T
the state of (11) can be expressed as a linear combination of sin[(ω+ ± ω−)T ]
and cos[(ω+ ± ω−)T ]. The target point for this system is the antipodal of the
starting point, thus it can be reached when
(ω+ + ω−)T = mπ, (ω+ − ω−)T = nπ, (18)
where m,n are positive odd integers with m > n. For system (12), the
zero double eigenvalue has two independent eigenvectors, thus the state of
this system can be expressed as a linear combination of constant terms and
sin(2ω±T ), cos(2ω±T ). The target point for this system is the same as the
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starting point and this requirement can be fulfilled if 2ω±T are even multiples
of π, which is automatically satisfied when (18) holds with m,n odd. From
(17), (18) we find
T =
π
2
√
m2 + n2 (19)
and
G =
mn
m2 + n2
, (20)
similar to the relations obtained in [21]. To complete the proof we show that
a constant control G of the form (20), satisfying the constraint G ≤ G0, can
be found for every bound G0 > 0. If G0 ≥ 1/2 then every pair (m,n) with
m > n satisfies G < G0. If G0 < 1/2, the requirement G ≤ G0 leads to
n
m
≤ 1−
√
1− 4G20
2G0
< 1, (21)
which can be satisfied with the appropriate choice of (m,n) with m > n. ✷
Corollary 2 The minimum necessary time T to reach the target point with
constant control, when the control bound is restricted as
m
m2 + 1
≤ G0 < m− 2
(m− 2)2 + 1 , m = 3, 5, 7, . . . (22)
is
T =
π
2
√
m2 + 1. (23)
Proof. Suppose that the minimum time is achieved for a pair (m,n) with
m,n positive odd integers and m > n > 1. The fraction n/m satisfies con-
dition (21) and so does the pair (m, 1) since 1/m < n/m. But the time (23)
corresponding to (m, 1) is less than the time (19) corresponding to (m,n), thus
the assumption that the minimum time is obtained for n > 1 is wrong. The
minimum time is achieved for pairs of the form (m, 1) and the corresponding
constant control is G = m/(m2 + 1), when the control bound G0 is restricted
as in (22). ✷
Having established the reachability of the target point, we next move to find
the minimum necessary time to reach it for various values of the control bound
G0. Although analytical solutions have been obtained for a minimum-energy
problem on the non-compact group SU(1, 1) (generated by Jˆ0, Kˆ1, Qˆ1) [8],
solving analytically the minimum-time control problem at hand seems to be a
formidable task due to its large dimension, thus here we recourse to numerical
optimization and use the Legendre pseudospectral method [28]. This method
has been extensively used in aerospace applications for trajectory optimization
9
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Fig. 1. Numerically obtained minimum time values T (blue solid line, units ω−1m ) for
control bound in the interval 11/122 ≤ G0 ≤ 1/2 (units ωm). The circles indicate
the points where the minimum-time control is a bang pulse.
[2], but we have also used it in the control of quantum systems. We mention for
example the pulse design in nuclear magnetic resonance (NMR) spectroscopy
[18,19], while recently we used it to maximize the performance of a quantum
heat engine in the presence of external noise [29]. The idea behind the method
is to discretize the time interval using a fixed set of not equally spaced nodes.
The states and controls are approximated by polynomials with exact values
on these interpolation nodes, while the spacing between the nodes is such that
the approximation error for other points is close to minimum. Using this ap-
proximation, the continuous-time dynamics described by ordinary differential
equations is converted to a set of algebraic equations for the values of the
states and controls on the nodes. The optimal control problem is thus trans-
formed to a discrete nonlinear programming problem, which can be solved by
many well-developed computational algorithms. More details of the method
can be found in [18,29] and will not be repeated here.
In Fig. 1 we plot the minimum time T (blue solid line) for various values of the
control bound in the interval 11/122 ≤ G0 ≤ 1/2. In order to obtain this plot
we solved numerically a series of optimization problems using N = 69+1 = 70
interpolation nodes. Starting from the larger value of the bound G0 = 1/2 and
with time initially restricted in the interval 4.00 ≤ T ≤ 4.10, we run the Legen-
dre pseudospectral method searching for the minimum time T which satisfies
the discretized system dynamics and the boundary conditions. We implement
10
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Fig. 2. Optimal control g(t) (units ωm) and corresponding state evolution for two
values of G0. Time is given in units of ω
−1
m .
the method using AMPL (A Mathematical Programming Language) with MI-
NOS 5.51 solver [9]. If the problem is infeasible, we increase the upper bound
for time by 0.001 and repeat the optimization. If a minimum time T is found,
we set the lower bound for time to this optimal value, we increase the upper
bound for time by 0.001, we reduce G0 by ∆G0 = −0.001, and repeat the
same procedure all the way down to G0 = 11/122. These steps are actually
codified in an AMPL script. Note that the above described procedure relies
on the fact that the minimum time T is a monotonically decreasing function
of the upper bound G0. In the same figure we also plot the times from (23)
for m = 3, 5, 7, 9, 11 (blue circles), where the target point is reached with con-
stant (bang) control g(t) = G0. The numerical solution indicates that these
times are optimal for the corresponding values of G0 = m/(m
2 + 1). Observe
that these times form a staircase with steps of increasing height (tending to
the limiting value π) and decreasing width (tending to zero); the first five
steps are depicted in Fig. 1 (red dashed line). Finally observe that at these
points, where the optimal control becomes a single bang pulse, the slope of
the minimum time curve is discontinuous, a similar behavior to the one we
have encountered in another minimum-time problem, see Fig. 4 in [32].
In Fig. 2 we plot the optimal control g(t) and the corresponding evolution of
systems (11) and (12) for two values of the control bound, G0 = 0.22 (Figs.
2(a), 2(b)) and G0 = 0.50 (Figs. 2(c), 2(d)), using 129+1 = 130 interpolation
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nodes in the corresponding simulations for better resolution. Observe that for
the larger control bound, which corresponds to a shorter transfer time, the
optimal control approaches a bang-bang form, taking most of its values on
the boundaries. Also note that in both cases the optimal control is symmetric.
It is not hard to see that this symmetry is actually a general characteristic
of the optimal control. Let g(t) be the optimal control for the minimum-
time problem stated in section 3. If we consider the backward evolution with
σ = T − t and also make the change in the state variables x → −x, we
recover equations (11) and (12). The initial and final points for (11) are the
same as in the forward evolution, while the initial and final point for (12)
is now
[
−1 0 0 0 0 0
]
. The optimal control which drives (11) to the target
point is obviously g(σ) = g(T − t), and we know from the forward evolution
that this control, when applied to (12), returns the initial point
[
1 0 0 0 0 0
]
to itself. Because of the linearity of system (12) we conclude that the same
control returns also the initial point
[
−1 0 0 0 0 0
]
of the backward evolution
to itself. Thus g(T − t) is the optimal control for the backward evolution. But
the minimum-time control for the forward and the backward evolution is the
same, so g(t) = g(T − t), and this is the symmetry depicted in Figs. 2(a) and
2(c).
We close the analysis by making some observations about the state evolution
shown in Figs. 2(b) and 2(d). In both pictures, we can easily identify J1 (the
blue solid line connecting −1 to 1), J0 (the blue solid line starting and ending
to 1), and J3 (the green solid line which is the largest among the rest of the
states). For the case of the smaller control bound, depicted in Fig. 2(b), the
evolution of J1 and J3 is close to sinusoidal, J0 ≈ 1 throughout, while the
rest of the states are substantially smaller. For the case of the larger control
bound, shown in Fig. 2(d), J1, J3 deviate from the sinusoidal behavior, J0 is
not approximately constant anymore, while the rest of the states have larger
values than before and actively participate in the transfer. This difference can
be explained from the fact that in the former case the transfer time is larger
(the situation is more “adiabatic”) and thus RWA provides a fair description,
while in the latter case the shorter transfer time “excites” the path neglected
by the RWA.
5 Conclusion and Future Work
In this paper we formulated cavity optomechanical cooling as a minimum-time
control problem and we used the Legendre pseudospectral method to obtain
numerically the optimal control, for various values of the coupling strength
between the cavity field and the movable mirror. The advantages of this nu-
12
merical optimization method are its simplicity and the ability to easily in-
corporate constraints [18,29]. Thus, by simply changing the target point, we
can immediately use this method for minimum-time entanglement creation
between the movable mirror and the cavity field [34]. Additionally, if we use
as a control the detuning ∆ of the driving laser, instead of the coupling rate,
then similar methodology can be applied for speeding up the adiabatic-like
stroke of a recently suggested optomechanical quantum heat engine, which is
a good candidate for practical implementation [38]. All these applications are
examples where quantum control can provide the protocols for realizing the
operation of quantum devices within their performance limits, as pointed out
in the recently published “roadmap to quantum control” [10].
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