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Abstract. In this paper, an algorithm for moving region detection in
compressed video is developed. It is assumed that the video can be com-
pressed either using the Discrete Cosine Transform (DCT) or the Wavelet
Transform (WT). The method estimates the WT of the background scene
from the WTs of the past image frames of the video. The WT of the cur-
rent image is compared with the WT of the background and the moving
objects are determined from the difference. The algorithm does not per-
form inverse WT to obtain the actual pixels of the current image nor
the estimated background. In the case of DCT compressed video, the
DC values of 8 by 8 image blocks of Y, U and V channels are used for
estimating the background scene. This leads to a computationally effi-
cient method and a system compared to the existing motion detection
methods.
1 Introduction
Video based surveillance systems are widely used in security applications. A typ-
ical system may be required to handle many cameras recording various locations.
Some digital cameras have built-in data compression systems and provide only
compressed video. In order to realize a computationally efficient automatic video
processing system, it is required to process video in the compressed domain.
In this paper, it is assumed that the video is compressed either using the
Discrete Cosine Transform (DCT) or the Wavelet Transform (WT). In the case
of wavelet compressed video, the proposed moving object detection algorithm
compares the WT of the current image with the WTs of the past image frames
to detect motion and moving regions in the current image without performing an
inverse wavelet transform operation. Moving regions and objects can be detected
by comparing the wavelet transforms of the current image with the wavelet
transform of the background scene which can be estimated from the wavelet
transforms of the past image frames. If there is a significant difference between
the two wavelet transforms then this means that there is motion in the video.
If there is no motion then the wavelet transforms of the current image and
the background image ideally should be equal to each other or very close to
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each other due to quantization process during compression. Stationary wavelet
coefficients belong to the wavelet transform of the background. This is because
the background of the scene is temporally stationary [1,2,3,4,5]. If the viewing
range of the camera is observed for some time, then the wavelet transform of the
entire background can be estimated as moving regions and objects occupy only
some parts of the scene in a typical image of a video and they disappear over time.
On the other hand, pixels of foreground objects and their wavelet coefficients
change in time. Non-stationary wavelet coefficients over time correspond to the
foreground of the scene and they contain motion information. A simple approach
to estimate the wavelet transform of the background is to average the observed
wavelet transforms of the image frames. Since moving objects and regions occupy
only a part of the image they can conceal a part of the background scene and
their effect in the wavelet domain is canceled over time by averaging.
A similar argument is also valid for DCT compressed video. DCT of the back-
ground scene can be estimated from the DCTs of the past image frames [3]. Both
AC and DC coefficients are used in [3]. In this paper only the DC values of 8 by 8
DCT blocks are used for motion detection. In [3], only the luminance informa-
tion is used whereas in this paper both luminance and chrominance channels are
used for motion detection. A significant change in the DC values of 8 by 8 image
blocks of Y, U and V channels of the estimated background image and the DCT
of the current image indicates a motion in video. Since only the DC values are
used, a computationally efficient system is achieved.
Any one of the space domain approaches [2,3,4,5,6,7,8] for background esti-
mation can be implemented in compressed domain providing real-time perfor-
mance. For example, the background estimation method in [2] can be imple-
mented by simply computing the wavelet or discrete cosine transforms of both
sides of their background estimation equations.
2 Hybrid Algorithm for Moving Object Detection
Background subtraction is commonly used for segmenting out objects of interest
in a scene for applications such as surveillance. There are numerous methods in
the literature [1,2,3,4,5]. The background estimation algorithm described in [2]
uses a simple IIR filter applied to each pixel independently to update the back-
ground and use adaptively updated thresholds to classify pixels into foreground
and background. This is followed by some post processing to correct classifi-
cation failures. Stationary pixels in the video are the pixels of the background
scene because the background can be defined as temporally stationary part of
the video. If the scene is observed for some time, then pixels forming the entire
background scene can be estimated because moving regions and objects occupy
only some parts of the scene in a typical image of a video. A simple approach to
estimate the background is to average the observed image frames of the video.
Since moving objects and regions occupy only a part of the image, they conceal a
part of the background scene and their effect is canceled over time by averaging.
Our main concern is real-time performance of the system. In Video Surveillance
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and Monitoring (VSAM) Project at Carnegie Mellon University [2] a recursive
background estimation method was developed from the actual image data. Let
In(x, y) represent the intensity (brightness) value at pixel position (x, y) in the
nth image frame In. Estimated background intensity value at the same pixel
position, Bn+1(x, y), is calculated as follows:
Bn+1(x, y) =
{
aBn(x, y) + (1 − a)In(x, y) if (x, y) is non-moving
Bn(x, y) if (x, y) is moving
(1)
where Bn(x, y) is the previous estimate of the background intensity value at the
same pixel position. The update parameter a is a positive real number close to
one. Initially, B0(x, y) is set to the first image frame I0(x, y). A pixel positioned
at (x, y) is assumed to be moving if the brightness values corresponding to it in
image frame In and image frame In−1, satisfy the following inequality:
|In(x, y) − In−1(x, y)| > Tn(x, y) (2)
where In−1(x, y) is the brightness value at pixel position (x, y) in the (n − 1)st
image frame In−1. Tn(x, y) is a threshold describing a statistically significant
brightness change at pixel position (x, y). This threshold is recursively updated
for each pixel as follows:
Tn+1(x, y)=
{
aTn(x, y) + (1 − a)(c|In(x, y) − Bn(x, y)|) if (x, y) is non-moving
Tn(x, y) if (x, y) is moving
(3)
where c is a real number greater than one and the update parameter a is a
positive number close to one. Initial threshold values are set to an experimentally
determined value. As it can be seen from (3), the higher the parameter c, higher
the threshold or lower the sensitivity of detection scheme. It is assumed that
regions significantly different from the background are moving regions. Estimated
background image is subtracted from the current image to detect moving regions.
In other words all of the pixels satisfying:
|In(x, y) − Bn(x, y)| > Tn(x, y) . (4)
are determined. These pixels at (x, y) locations are classified as the pixels of
moving objects.
3 Moving Region Detection in Compressed Domain
Above arguments and the methods proposed in [6] and [7] are valid in com-
pressed data domain as well, [3]. In [3], DCT domain data is used for motion
detection in video. Our paper covers both wavelet and DCT based compressed
video. The wavelet transform of the background scene can be estimated from the
wavelet coefficients of past image frames, which do not change in time, whereas
foreground objects and their wavelet coefficients change in time. Such wavelet
coefficients belong to the background because the background of the scene is
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temporally stationary. Non-stationary wavelet coefficients over time correspond
to the foreground of the scene and they contain motion information. If the view-
ing range of the camera is observed for some time, then the wavelet transform
of the entire background can be estimated because moving regions and objects
occupy only some parts of the scene in a typical image of a video and they dis-
appear over time. Similarly, DC-DCT coefficients of the background scene can
be estimated from the corresponding coefficients of the past image frames. Sta-
tionary coefficients correspond to background whereas non-stationary ones over
time belong to the foreground of the scene.
Let B be an arbitrary image. This image is processed by a single stage
separable Daubechies 9/7 filterbank and four quarter size subband images are
obtained. Let us denote these images as LL(1), HL(1), LH(1), HH(1) [9]. In
a Mallat wavelet tree, LL(1) is processed by the filterbank once again and
LL(2), HL(2), LH(2), HH(2) are obtained. Second scale subband images are
the quarter size versions of LL(1). This process is repeated several times in a
typical wavelet image coder. DCT compressed images used in this paper encode
a 2-D image using the DCT coefficients of 8 by 8 image regions. Only the DC-
DCT coefficients are used for motion detection. DC-DCT coefficients of 8 by 8
image blocks of an image and a three scale wavelet decomposition of the same
image are shown in Fig. 1.
Fig. 1. Original image(left), the DC-DCT coefficients of 8 by 8 image blocks of
the image(middle) and its corresponding three levels of the wavelet tree consist-
ing of subband images (luminance data is shown)
Let Dn represent any one of the subband images of the background image Bn
at time instant n. The subband image of the background Dn+1 at time instant
n + 1 is estimated from Dn as follows:
Dn+1(i, j) =
{
aDn(i, j) + (1 − a)Jn(i, j) if (i, j) is non-moving
Dn(i, j) if (i, j) is moving
(5)
where Jn is the corresponding subband image of the current observed image
frame In. The update parameter a is a positive real number close to one. Ini-
tial subband image of the background, D0, is assigned to be the corresponding
subband image of the first image of the video I0. In Equations (1)-(4), (x, y)’s
correspond to the pixel locations in the original image, whereas in (5) and in all
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the equations in this section, (i, j)’s correspond to locations of subband images’
wavelet coefficients. In DCT compressed video, Dn(i, j) and Jn(i, j) represent
the DC value of the (i, j)th block of the corresponding images at time instant n.
A wavelet coefficient at the position (i, j) in a subband image or a DC-DCT
coefficient of the (i, j)th block is assumed to be moving if
|Jn(i, j) − Jn−1(i, j)| > Tn(i, j) (6)




aTn(i, j) + (1 − a)(b|Jn(i, j) − Dn(i, j)|) if (i, j) is non-moving
Tn(i, j) if (i, j) is moving
(7)
where b is a real number greater than one and the update parameter a is a
positive real number close to one. Initial threshold values can be experimentally
determined. As it can be seen from the above equation, the higher the parameter
b, higher the threshold or lower the sensitivity of detection scheme. Estimated
compressed image of the background is subtracted from the corresponding com-
pressed image of the current image to detect the moving coefficients and con-
sequently moving objects as it is assumed that the regions different from the
background are the moving regions. In other words, all of the coefficients satis-
fying the inequality
|Jn(i, j) − Dn(i, j)| > Tn(i, j) (8)
are determined.
It should be pointed out that there is no fixed threshold in this method.
A specific threshold is assigned to each coefficient and it is adaptively updated
according to (7).
Once all the coefficients satisfying the above inequalities are determined,
locations of corresponding regions on the original image are determined. For the
wavelet compressed video, if a single stage Haar wavelet transform is used in
data compression then a wavelet coefficient satisfying (8) corresponds to a two
by two block in the original image frame In. For example, if (i, j)th coefficient of
the subband image HHn(1) (or other subband images HLn(1), LHn(1), LLn(1))
of In satisfies (8), then this means that there exists motion in a two pixel by two
pixel region in the original image, In(k, m), k = 2i, 2i−1, m = 2j, 2j−1, because
of the subsampling operation in the discrete wavelet transform computation.
Similarly, if the (i, j)th coefficient of the subband image HHn(2) (or other second
scale subband images HLn(2), LHn(2), LLn(2)) satisfies (8) then this means
that there exists motion in a four pixel by four pixel region in the original
image, In(k, m), k = 4i, 4i − 1, 4i − 2, 4i − 3 and m = 4j, 4j − 1, 4j − 2, 4j − 3.
In general, a change in the lth level wavelet coefficient corresponds to a 2l by 2l
region in the original image. In DCT compressed video, if DC-DCT coefficient
of (i, j)th block is found to be moving, then this means that there exists motion
in an 8 by 8 region in the original image, In(k, m), k = 8i, 8i− 1, 8i− 2, .., 8i− 7
and m = 8j, 8j − 1, 8j − 2, .., 8j − 7.
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In this paper, the wavelet compressed video is obtained using Daubechies’
9/7 biorthogonal wavelet. In this biorthogonal transform, the number of pixels
forming a wavelet coefficient is larger than four but most of the contribution
comes from the immediate neighborhood of the pixel In(k, m) = (2i, 2j) in the
first level wavelet decomposition, and (k, m) = (2li, 2lj) in the lth level wavelet
decomposition, respectively. Therefore, in this paper, we classify the immediate
neighborhood of (2i, 2j) in a single stage wavelet decomposition or in general
(2li, 2lj) in the lth level wavelet decomposition as a moving region in the current
image frame, respectively.
Determining the moving pixels of the corresponding regions as explained
separately for wavelet and DCT based compressed video above, the union of
these regions on the original image is formed to locate the moving region(s) in
the video. These pixels are processed by a region growing algorithm to include
the pixels located at immediate neighborhood of them. This region growing
algorithm checks whether the following condition is met for these pixels:
|Jn(i + m, j + m) − Dn(i + m, j + m)| > K Tn(i + m, j + m) (9)
where m = ±1, and 0.8 < K < 1, K ∈ R+. If this condition is satisfied, then
that particular pixel is also classified as moving. After this classification of pixels,
moving regions are formed and encapsulated by their minimum bounding boxes.
4 Experimental Results
The above algorithm is implemented using C++ 6.0, running on a 1500 MHz
Pentium 4 processor. The PC based system can handle 16 video channels cap-
tured at 5 frames per second in real-time. Each image fed by the channels has
the frame size of PAL composite video format, which is 720 pixel by 576 pixel.
The video data is available in compressed form. For the wavelet compressed
video, only the lowest resolution part of the compressed video bit-stream is
decoded to obtain the low-low, low-high, high-low, and high-high coefficients
which are used in moving object detection. Higher resolution wavelet sub-images
are not decoded.
The performance of our algorithm is tested using different video sequences
and real-time data. 76 of the test sequences are reported in this paper. These se-
quences have different scenarios, covering both indoor and outdoor videos under
various lighting conditions containing different video objects with various sizes.
Some example snapshots of wavelet and DCT compressed domain methods are
shown in Fig. 2.
The moving regions are also detected over 180 by 144 size images by using
the hybrid method of VSAM [2]. Another widely used background estimation
method is based on Gaussian Mixture Modelling [8]. However, this method is
computationally more expensive than other methods.
Moving objects of various sizes are successfully detected by these methods
as summarized in Tables 1 and 2. The numbers listed in these tables are the
frame numbers of frames in which detection took place. For example, MAN1
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Fig. 2. Some detection results of DCT(left) and wavelet compressed domain
methods
object in VIDEO-3 sequence in Table 1 is detected at the 15th frame in all
three methods, namely our methods utilizing the compressed data only and the
method of VSAM [2].
Motion detection results in videos containing objects with sizes ranging from
20 by 20 to 100 by 100 objects are presented in Table 1. Such large moving
objects are detected about at the same time by all methods. In Table 2, motion
detection results of the algorithms with videos containing objects having sizes
comparable to 8 by 8 are presented. In these videos, there is not much difference
in terms of time delay between the methods, as well.
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Table 1. Comparison of motion detection methods with videos having large
moving objects. All videos are captured at 10 fps except for VIDEO-4 which is
captured at 5fps
Large Object Videos Object Compressed Domain Method VSAM
Wavelet DCT
VIDEO-1 MAN1 28 29 28
MAN2 41 42 41
VIDEO-2 MAN1 19 19 19
MAN2 75 75 75
VIDEO-3 MAN1 15 15 15
MAN2 38 38 38
MAN3 44 44 44
MAN4 75 75 74
VIDEO-4 TRUCK1 6 6 4
Table 2. Comparison of motion detection methods with videos having small
moving objects. VIDEO-5 is captured at 5 fps whereas the other videos are
captured at 25 fps
Small Object Videos Object Compressed Domain Method VSAM
Wavelet DCT
VIDEO-5 MAN1 21 21 21
MAN2 32 32 32
VIDEO-6 CAR1 55 55 55
CAR2 62 62 62
CAR3 63 64 63
CAR4 98 100 98
VIDEO-7 CAR1 88 89 88
Time performance analysis of the methods are also carried out. The method
of VSAM is implemented using videos with frame-size of 180 by 144. This image
data is extracted from the low-low image of the 2nd level wavelet transform.
Our method uses all the coefficients in the 4th level subband image, includ-
ing low-low, high-low, low-high and high-high subimages. For the DCT based
method, 360 by 288 image frames are fed to our system. Macro image blocks of
8 by 8 are formed to obtain the DC-DCT coefficients. Hence, the data handled
by the system are equal in amount for both of the compressed domain meth-
ods. Performance results show that compressed domain method is significantly
faster than the method of VSAM. Our method processes an image in 1.1msec,
whereas ordinary VSAM method processes an image in 3.1msec, on the average.
It is impossible to process 16 video channels consisting of 180 by 144 size images
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simultaneously using the VSAM and GMM based motion detection methods in
a typical surveillance system implemented in a PC.
In indoor surveillance applications, the methods does not produce false
alarms. On the other hand, in outdoor applications, false alarms occur in both of
the methods due to leaves and tree branches moving in the wind, etc., as shown
in Table 3.
Table 3. Frame numbers of some outdoor videos at which false alarms occur
when leaves of the surrounding trees move with the wind. Indoor videos yield
no false alarms
Videos Compressed Domain Method VSAM
Wavelet DCT
OUTDOOR-1 126, 163 126, 163 87, 126, 163
OUTDOOR-2 No false alarms No false alarms No false alarms
INDOOR-1 No false alarms No false alarms No false alarms
INDOOR-2 No false alarms No false alarms No false alarms
Motion sensitivity of our compressed domain method can be adjusted to de-
tect any kind of motion in the scene, by going up or down in the wavelet pyramid
for the wavelet compressed video and playing with the parameter b in equation
(7) for both of the compression types. However, by going up to higher resolution
levels in the pyramid, the processing time per frame of the compressed domain
method approaches to that of the ordinary background subtraction method of
VSAM. Similarly, false alarms may be reduced by increasing b in (7) at the
expense of delays in actual alarms.
5 Conclusion
A method for detecting motion in compressed video using only compressed do-
main data without performing the inverse transform is developed. The main
advantage of the proposed method compared to regular methods is that it is
not only computationally efficient but also it solves the bandwidth problem as-
sociated with video processing systems. It is impossible to feed the pixel data
of 16 video channels into the PCI bus of an ordinary PC in real-time. However,
compressed video data of 16 channels can be handled by an ordinary PC and
its buses, hence real-time motion detection can be implemented by the proposed
algorithm.
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