Generalization can be de ned quantitatively and can be used to assess the performance of Principal Component Analysis (PCA). The generalizability of PCA depends on the number of principal components retained in the analysis. We provide analytic and test set estimates of generalization. We show how the generalization error can be used to select the number of principal components in two analyses of functional Magnetic Resonance Imaging activation sets.
Introduction
Principal Component Analysis (PCA) and the closely related Singular Value Decomposition (SVD) technique are popular tools for analysis of image databases and are actively investigated in functional neuroimaging Moeller & Strother 91, Friston et al. 93, Lautrup et al. 95, Strother et al. 95, Ardekani et al. 98, Worsley et al. 97] . By PCA the image database is decomposed in terms of orthogonal \eigenimages" that may lend themselves to direct interpretation. The principal components { the projections of the image data onto the eigenimages { describe uncorrelated event sequences in the image database.
Furthermore, we can capture the most important variations in the image database by keeping only a few of the high-variance principal components. By such unsupervised learning we discover hidden { linear { relations among the original set of measured variables.
Conventionally learning problems are divided in supervised and unsupervised learning. Supervised learning concerns the identi cation of functional relationships between two or more variables as in, e.g., linear regression. The objective of PCA and other unsupervised learning schemes is to capture statistical relationships, i.e., the structure of the underlying data distribution. Like supervised learning, unsupervised learning proceeds from a nite sample of training data. This means that the learned components are stochastic variables depending on the particular (random) training set forcing us to address the issue of generalization: How robust are the learned components to uctuation and noise in the training set, and how well will they fare in predicting aspects of future test data? Generalization is a key topic in the theory of supervised learning, and signi cant theoretical progress has been reported, see e.g., Larsen & Hansen 98] . Unsupervised learning has not enjoyed the same attention, although results for speci c learning machines can be found. In Hansen & Larsen 96] we de ned generalization for a broad class of unsupervised learning machines and applied it to PCA and clustering by the K-means method. In particular we used generalization to select the optimal number of principal components in a small simulation example.
The objective of this presentation is to expand on the implementation and application of generalization for PCA in functional neuroimaging. A brief account of these results was presented in Hansen et al. 97] .
Materials and Methods
Good generalization is obtained when the model capacity is well matched to sample size solving the so-called Bias/Variance Dilemma, see e.g., Geman et al. 92, M rch et al. 97] . If the model distribution is too biased it will not be able to capture the full complexity of the target distribution, while a highly exible model will support many di erent solutions to the learning problem and is likely to focus on non-generic details of the particular training set (over tting).
Here we analyze unsupervised learning schemes that are smoothly parametrized and whose performance can be described in terms of a cost function. If a particular data vector is denoted x and the model is parametrized by the parameter vector , the associated cost or error function will be denoted by (xj ).
A training set is a nite sample D = fx g N =1 of the stochastic image vector x. Let p(x) be the \true" probability density of x, while the empirical probability density associated with D, is given by
(1)
For a speci c model and a speci c set of parameters we de ne the training and generalization errors as follows,
Note that the generalization error is non-observable, i.e., it has to be estimated either from a nite test set also drawn from p(x), or estimated from the training set using statistical arguments. In Hansen & Larsen 96] we show that for large training sets the generalization error for maximum likelihood based unsupervised learning can be estimated from the training error by adding a complexity term proportional to the number of tted parameters (denoted dim( )). 
Principal Component Analysis
The objective of Principal Component Analysis is to provide a simpli ed data description by projection of the data vector onto the eigendirections corresponding to the largest eigenvalues of the covariance matrix Jackson 91]. This scheme is well-suited for highdimensional, highly correlated data, as, e.g., found in explorative analysis of functional neuroimages Moeller & Strother 91, Friston et al. 93, Lautrup et al. 95, Strother et al. 95, Ardekani et al. 98, Worsley et al. 97] . A number of neural network architectures are devised to estimate principal component subsets without rst computing the covariance matrix, see e.g., Oja 89, Hertz et al. 91, Diamantaras & Kung 96] . Selecting the optimal number of principal components is a largely unsolved problem, although a number of statistical tests and heuristics have been proposed Jackson 91]. Here we suggest using the estimated generalization error to select the number, in close analogy with the approach recommended for optimization of feed-forward arti cial neural networks Svarer et al. 93] . See Akaike 69, Ljung 87, Wahba 90] for numerous applications of test error methods within System Identi cation.
We follow Hansen & Larsen 96] in de ning PCA in terms of a cost function. In particular we assume that the data vector x (of dimension L, pixels or voxels) can be modeled as a Gaussian multivariate variable whose main variation is con ned to a subspace of dimension K. The \signal" is degraded by additive, independent isotropic noise
The signal is assumed multivariate normal s N(x 0 ; s ), while the noise is distributed as N(0; ).
We assume that s is singular, i.e., of rank K < L, while = 2 I L , where I L is a L L identity matrix and 2 is a noise variance. This \PCA model" corresponds to certain tests proposed in the statistics literature for equality of covariance eigenvalues beyond a certain threshold (a so-called sphericity test) Jackson 91].
Using well-known properties of Gaussian random variables we nd x N(x 0 ; s + )
We use the negative log-likelihood as a cost function for the parameters (x 0 ; s ; ),
where p(xj ) is the p. 
Parameter estimation
Unconstrained minimization of the negative log-likelihood leads to the well-known parameter estimates
Our model constraint involved in the approximation = s + 2 I L is implemented as follows. Let b = S S > where S is an orthogonal matrix of eigenvectors and = diag( 1 ; ; L ]) is the diagonal matrix of eigenvalues i ranked in decreasing order. By xing the dimensionality of the signal subspace, K, we identify the covariance matrix of the subspace spanned by the K largest PCs by
The noise variance is subsequently estimated so as to conserve the total variance (viz., the trace of the covariance matrix),
and
This procedure is maximum likelihood under the constraints of the model.
Estimating the PCA Generalization Error
When the training set for an adaptive system becomes large relative to the number of tted parameters the uctuation of these parameters decrease. The estimated parameters of systems adapted on di erent training sets will become more and more similar as the training set size increases. In fact we can show for smoothly parameterized algorithms that the distribution of these parameters { induced by the random selection of training sets { is asymptotically Gaussian with a covariance matrix proportional to 1=N see, e.g., Ljung 87]. This convergence of parameter estimates leads to a similar convergence of their generalization errors, hence, we may use the average generalization error (for identical systems adapted on di erent samples of N ) as an asymptotic estimate of the generalization error of a speci c realization. Details of such analysis for PCA can be found in Hansen & Larsen 96] , where we derived the relation
valid in the limit dim( )=N ! 0. The dimensionality of the parametrization depends on the number, K 2 1; L], of principal components retained in the PCA. As we estimate the (symmetric) signal covariance matrix, the L-dimensional vector x 0 and the noise variance 2 the total number of estimated parameters is dim( ) = L + 1 + K(2L ? K + 1)=2.
In real world examples facing limited databases we generally prefer to estimate the generalization error by means of resampling. For a particular split of the database we can use the explicit form of the distribution to obtain expressions for the training and test errors in terms of the estimated parameters,
Where the covariance matrices, b train ; b test are estimated on the two di erent sets respectively. In the typical case in functional neuroimaging, the estimated covariance matrix in (9) is rank de cient. Typically, N L, hence the rank of the L L matrix will be at most N . In this case the we can represent the covariance structure in the reduced spectral form
where s n are the N columns of S corresponding to non-zero eigenvalues. In terms of this reduced representation we can write the estimates for the training error The non-zero eigenvalues and their eigenvectors can, e.g., be found by Singular Value Decomposition of the data matrix X x ] Here we assume that the principal components are importance ranked according by their variance contribution, i.e., leading to a simple sequential optimization of K. For each value of K we estimate the generalization error and commend the value that providing the minimal test error. It is interesting to consider more general search strategies for principal component subset selection, however an exhaustive combinatorial search over the 2 N (there are only N non-zero covariance eigenvalues for N < L) possible subsets is out of the question for most neuroimaging problems.
Results and Discussion

Example I: Motor study
An fMRI activation image set of a single subject performing a left-handed nger-to-thumb opposition task was acquired. Multiple runs of 72 2.5-second (24 baseline, 24 activation, 24 baseline) whole-brain echo planar scans were aligned, and an axial slice through primary motor cortex and SMA of 42 x 42 voxels (3.1 x 3.1 x 8 mm) extracted. Of a total of 624 scans training sets of size N = 300 were drawn at random from the pool of scans and for each training set the remaining independent set of 324 scans used as test set. PCA analyses were carried out on the training set. The average negative log-likelihood was computed on the test set using the covariance structure estimated on the training sets, and plotted versus size of the PCA subspace, see gure 1.
Inspection of the test set based Bias/Variance trade-o curve suggest a model comprising eight principal components. We note that the analytical estimate is too optimistic. error estimate (mean plus/minus the standard deviation of the mean, for 10 repetitions of the cross-validation procedure) and the asymptotic estimate. The empirical test error is an unbiased estimate, while the analytical estimate is asymptotically unbiased. The empirical estimate suggest an optimal PCA with K = 8 components. Note that the asymptotic estimate is too optimistic about the generalizability of the found PC-patterns. It underestimates the level of the generalization error and it points to an optimal model with more than 20 components which { as measured by the unbiased estimate { has a generalization error as bad as a model with 1-2 components.
The covariance eigenimages are shown in gure 2. Images corresponding to components 1-5 are dominated by signal sources that are highly localized spatially (hot spots comprising 1-4 neighbor pixels). It is compelling to defer these as confounding vascular signal sources. Component number six, however, has a somewhat more extended hot spot in the contralateral { right side { motor area. In gure 3 we provide a more detailed temporal analysis of this signal source. In the upper panel the \raw" principal component sequence is aligned with the binary reference function encoding the activation state (high: nger opposition; low: rest). Below, in the center panel we give a low-pass ltered version of the principal component sequence. The smoothened component shows a de nite response to the activation, though with a some randomness in the actual delay and shape of the response. In the bottom panel we plot the cross-correlation function between the on/o reference function and the un-smoothened signal. The cross-correlation function shows the characteristic periodic saw-tooth shape resulting from correlation of a square-wave signal with a delayed square wave. The horizontal dash-dotted curves are the symmetric p = 0:001 intervals for signi cant rejection of a white noise null-hypothesis. These signi cance curves were computed as the extremal values after cross-correlating 1000 time-index permutations of the reference function with the actual principal component sequence. The signi cance level has not been corrected for multiple hypotheses (Bonferoni). Such a correction depends in a non-trivial way on the detailed speci cation of the null and is not relevant to the present exploratory analysis.
Example II: Visual stimulation
A single slice holding 128 128 pixels was acquired with a time interval between successive scans of TR = 333 msec. Visual stimulation in the form of a ashing annular checkerboard pattern was interleaved with periods of xation. A run consisting of 25 scans of rest, 50 scans of stimulation, and 25 scans of rest was repeated 10 times. For this analysis a contiguous mask was created with 2440 pixels comprising the essential parts of the slice including the visual cortex. Principal component analyses were performed on a subset of three runs (N = 300, runs 4 ? 6) with increasing dimensionality of the signal subspace.
Since the time interval between scans are much shorter than in the previous analysis temporal correlations are expected on the hemodynamic time scale (5-10 sec). Hence, we have used a block-resampling scheme: the generalization error is computed on a randomly selected \hold-out" contiguous time interval of 50 scans ( 16:7 seconds). The procedure was repeated 10 times with di erent generalization intervals. In gure 4 we show the estimated generalization errors as function of subspace dimension. The analysis suggests an optimal model with a three-dimensional signal subspace. In line with our observation for data set I the analytic estimate is too optimistic about the generalizability of the high-dimensional models.
The nine rst principal components are shown in gure 5, all curves have been lowpass ltered to reduce measurement noise and physiological signals. The rst component picks up a pronounced activation signal. In gure 6 we show the corresponding covariance eigenimages. The rst component is dominated by an extended hot spot in the areas associated with visual cortex. The third component, also included in the optimal model, shows an interesting temporal localization, suggesting that this mode is a kind of \gener-alizable correction" to the primary response in the rst component. This correction being mainly active in the nal third run. Spatially the third component is also quite localized picking up signals in three spots anterior to the primary visual areas.
In gure 7 we have performed cross-correlation analyses of all of the nine most variant principal component sequences. The horizontal dash-dotted curves indicate p = 0:001 signi cance intervals as above. While the rst component stands out clearly with respect to this level, the third component does not seem signi cantly cross-correlated with the reference function in line with the remarks above. This component represents a minor correction to the primary response in rst component active mainly during the third run of the experiment. The upper curve is the unbiased test set generalization error (mean of 10 repetitions: 10-fold cross-validation). The second curve is the corresponding analytical estimate. The unbiased estimate suggests an optimal PCA with K = 3 components. As in the analysis of data set I, we nd that the analytical estimate is too optimistic and that it does not provide a reliable model selection scheme. 
Conclusion
We have presented an approach for optimization of principal component analyses on image data with respect to generalization. Our approach is based on estimating the predictive power of the model distribution of the \PCA model". The distribution is a constrained Gaussian compatible with the generally accepted interpretation of PCA, namely that we can use PCA to identify a low-dimensional salient signal subspace. The model assumes a Gaussian signal and Gaussian noise appropriate for an explorative analysis based on covariance. We proposed two estimates of generalization. The rst is based on resampling and provides an unbiased estimate, while the second is an analytical estimate which is asymptotically ubiased.
The viability of the approach was demonstrated on two functional Magnetic Resonance data sets. In both cases we found that the model with the best generalization ability picked up signals that were strongly correlated with the activation reference sequence. In both cases we found that the analytical generalization estimate was too optimistic about the level of generalization. Furthermore, the \optimal" model suggested by this method was severely over-parametrized.
