In recent years, the network operators have paid more attention to user experience. The design of scheduling algorithm is a great challenge in long term evolution (LTE) system to improve the overall system Quality of Experience (QoE). Many papers have been developed to solve the scheduling problem for the full buffer traffic. In this paper, a new scheduling algorithm named percent proportional fair (PPF) is proposed for the reality burst traffic. To evaluate the user experience, we introduce two measure indicators, average user perceived throughput (UPT) and user perceived throughput-cut (UPT-cut). In order to improve the average UPT with fairness guarantee, we design the scheduling priority by considering the ratio of the amount of transmitted data to the total amount of burst data. At the same time, an allocation matrix is introduced so as to avoid bandwidth waste. Finally, comparing the PPF scheduler with the classical proportional fair (PF) scheduler and fair allocation high throughput (FAHT) scheduler, the simulation results show the improvement of average UPT while ensuring fairness among the users. Besides, the performance of PPF scheduling is analyzed in various system scenarios.
I. INTRODUCTION
The wireless communication technology that supports highspeed download will be commercially available in the near future. However, the network-centric operation can not adapt to the increasing demands of customers. A poor user experience leads to the loss of customers. Hence, mobile network operators are more concerned about the improvement of Quality of Experience (QoE). For the first time, the network management index, scheduled internet protocol throughput, is introduced for the non-full (burst) traffic to measure user experience in [1] . The downlink scheduling plays a vital role in radio resource management. Thus, it is necessary for the industry and academia to design schedulers so as to improve the QoE.
The common scheduling schemes are round robin (RR), maximum carrier to interference (Max C/I), and proportional
The associate editor coordinating the review of this manuscript and approving it for publication was Kanapathippillai Cumanan. fair (PF) [2] . PF scheduling algorithm for orthogonal frequency division multiple (OFDM) system is proposed firstly in [3] . PF is a commonly used scheduling algorithm for the industry because it achieves a good trade-off between system throughput and user fairness.
Later on, several PF variations have been proposed to guarantee QoE for different requirements. Largest weighted delay first (LWDF), exponential-proportional fair (EXP-PF), and log-proportional fair (LOG-PF) rule all mainly focus on the delay and channel awareness for real-time operating system to guarantee QoE [4] . The authors in [5] introduce a fair allocation high throughput (FAHT) algorithm by using geometric mean with a faster convergence for user throughput to improve the throughput while ensure the fairness. In [6] , the authors design the scheduling policy to meet QoE requirements and maintain fairness for the heterogeneous traffic in overload states. In [7] , the waiting time of the real-time traffic is specially considered while designing the scheduling criterion. In [8] , the authors design the scheduling priority VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ according to the estimation of the amount of video data stored in the player buffer, which avoids the playback interruptions. According to the literature review [4] , the authors summarize that most schedulers are designed from the following aspects: (1) information of transmission queues;
(2) users'channel quality; (3) resources allocation history; (4) buffer state; (5) quality of service requirements. Many other factors are considered in the design of schedulers for wireless communication, for example, the operator's revenue, the information content of traffic, and so on. The scheduling module in [9] combines traffic amount, channel condition, with user level that achieves a good trade-off between performance and operator's revenue. In [10] , the authors take video contents and its features into account in the process of packet scheduling. In [11] , the authors design the scheduling priority according to the data importance for the Machine to Machine (M2M) communication in long term evolution (LTE) networks.
There are several performance metrics to evaluate QoE. System throughput, fairness index, packet loss rate, and packet dalay are the metrics to evaluate the QoE of the end users in [12] . In [13] , the average user throughput is seen as the performance metric to evaluate the proposed coordinated multi-point (CoMP) scheduling approach. The authors in [14] , [15] choose the peak signal-to-noise ratio (PSNR) for video application to evaluate the QoE. Another widely used metric is the mean opinion score (MoS) [16] . The authors adopt MoS to evaluate the quality perceived by users in [17] . An accumulative QoE model is presented based on Video quality, stability, and playback continuity in [18] .
The following performance metrics are usually considered for burst traffic models [19] : (1) mean, 5, 50, 95% user throughput ( user throughput = amount of data / time needed to download data); (2) served cell throughput ( served cell throughput = total amount data for all users / total amount of observation time / number of cells); (3) harmonic mean normalized cell throughput; (4) Normalized cell throughput. The first metric aims at the single user. The second metric is meaningless if the total amount data for the user is fixed, since the served cell throughput is constant regardless the scheduler when the system load is not high. The third and the fourth ones are the simple extensions of the second one. Thus, it is significant to define a effective metric for burst traffic to measure QoE for the cell users.
In this work, we introduce two new indices average user perceived throughput (UPT) and average user perceived throughput-cut (UPT-cut) to measure QoE for the cell users. The two indices consider the cell user throughput, waiting time and transmission time for the burst traffic. Then we propose a novel scheduling algorithm to improve the average UPT/UPT-cut with fairness guarantee. As it has shown in [20] that internet traffic exhibits high variability: most flows are short, while more than 50% of the bytes are carried by less than 5% of the largest flows. Therefore, we create a burst traffic model with long bursts and short bursts. The contributions are summarized as follows: • Two performance metrics, average UPT/UPT-cut at cell level, are introduced to evaluate user experience. For simplicity, the two novel metrics are named UPT/UPTcut in this paper.
• To improve average UPT/UPT-cut at cell level, we propose a PPF scheduling algorithm, which takes into account the ratio of the amount of transmitted data to the total amount of burst data.
• The resources allocation matrix is added to the scheduling priority to utilize the limited resources more effectively.
• We compare the PPF with PF and FAHT in terms of UPT, UPT-cut, and fairness index. At the same time, we study the impact of tuning parameters on PPF performance and analyze the effectiveness of PPF. The rest of the work is organized as follows: Section II gives necessary definitions and explanations in this paper. The PPF scheduling process and the design of scheduling priority are described in Section III. In Section IV, we present the simulation results, followed by conclusions drawn in Section V.
II. PRELIMINARY WORK
In this section, we present two definitions named average UPT and average UPT-cut. Meanwhile, the physical resource block (PRB) usage and the measuring standard of fairness are introduced. To explain the definitions clearly, a time axis for the burst scheduling process is given in Fig. 1 . A data burst scheduling begins at the point in time when the first transmission begins after a Packet Data Convergence Protocol Service Data Units becomes available for transmission. The data burst ends at the point in time when transmissions are successfully completed. In Fig. 1 , the waiting time is from t 1 to t 2 , the transmission time is from t 2 to t 4 and the scheduling time is from t 1 to t 4 .
Definition 1 (Average UPT-Cut): The average UPT-cut at cell level is defined as follows
where b c i is the downlink traffic volume of transmitted burst data besides last transmission time interval (TTI) of user i, t c i is the data transmit duration except the last TTI before the downlink buffer of user i is empty, which represents the time period from t 2 to t 3 in Fig 1, and N is the total number of users in the time period during which the measurement is performed.
Remark 1: Data bursts that are large enough require transmissions to be split across several TTIs. Throughput in the last TTI are usually negligible due to a small amount of data by 3GPP [1] . Therefore, we also eliminate the bits of last TTI at Definition 1.
Definition 2 (Average UPT): The average UPT at cell level is defined as follows
where b i is the downlink traffic volume of transmitted burst data of user i, and t i is the sum of waiting time and data transmit duration of user i, which is related to the time period from t 1 to t 4 in Fig. 1 .
In general, the operators are willing to use the average UPT-cut at cell level as a key performance index (KPI) because of the small proportion of the head time to total time, i.e.,
t i is small, but we also consider the average UPT at cell level in this paper because it could reflect user experience more effectively.
Remark 3: The UPT/UPT-cut in this paper can be expressed as follows:
1) UPT = total amount of data for all users / total scheduling time for all users; 2) UPT-cut = total amount of data (except the data for the last TTI) for all users / total transmission time (except the last TTI) for all users. Definition 3 (RB Usage): The system load with the burst traffic can be measured by PRB usage. The PRB usage for the downlink can be defined as following [1] 
where M 1(T ) denotes a count of PRBs number used for the downlink transmission, P(T ) represents all available PRBs number during time period T , and T is the time period during which the measurements are performed. Definition 4 (Fairness Index): The fairness index among users is calculated according to Rai Jain index [21] 
where v i is the throughput during the observation time for full buffer traffic. In this paper, for the burst traffic, let v i represent the throughput of user i (i.e.v i = b i t i ). It is apparently known that the scheduling approach is absolutely fair if the value of fairness index is 1.
III. THE PPF SCHEDULING ALGORITHM A. SCHEDULING PROCESS IN LTE SYSTEM
LTE standard uses Orthogonal Frequency Division Multiplexing technology at the physical layer to modulate the symbols for each TTI. The Scheduling mechanism is two dimensional for the LTE system, which means that resources are shared across the users in time domain and frequency domain. In this paper, we pay attention to the frequency scheduling. The scheduling process for the downlink OFDM system is exhibited in Fig. 2 . The scheduler is placed at the base station (BS) to allocate radio resources (i.e. PRBs) among users. If a user's terminal sends a data transfer request to the BS, the user will be active. Meanwhile, the BS will build a buffer zone for the user, which is a relay station to store data temporarily. When the BS receives the channel quality information (CQI) reported by the users, the scheduler at the BS will allocate the PRBs to users according to the user priority (see Section III-B) at each scheduling epoch. A PRB can be used by no more than one user and a user can use multiple PRBs to transmit data during one scheduling epoch. Let N denote the users set, K denote the active users set, and M = {1, 2, . . . , M } denote the PRBs set. The key mathematical symbols are listed in Table1. Bold symbols represent matrices or vectors. Besides, ''/'' denotes ''or'', and ''/'' denotes a division symbol.
B. SCHEDULING PRIORITY
Suppose transaction 1 and transaction 2 arrive simultaneously of size F 1 and F 2 bits (F 1 > F 2 ), respectively. We also assume that the network has a fixed network capacity of M bits per TTI. Next, we consider two scheduling policies: policy 1-transaction 1 has a higher priority than transaction 2, which means that the longest burst is served first; policy 2-transaction 2 has a higher priority than transaction 1, which means that the shortest burst is served first. Then the UPT of the two policies can be calculated as: By combining (5) and (6) with the assumption F 1 > F 2 , we can obtain v P1 < v P2 . According the above analysis, policy 2 apparently performs better than policy 1 in term of UPT. First, the observation motivates a scheduling algorithm that gives a higher priority to the user with the less remaining data. In fact, the actual network capacity is not fixed due to users' joining and leaving and the users' timevariable channel. Second, the transmission time required for a long burst should be longer than a short burst. In order to maintain fairness between the long bursts and short bursts, we consider the ratio of transmitted data to the total burst data volume rather than the remaining data. Third, history transmission rate should be taken into account for fairness guarantee among long bursts and short bursts. The PPF scheduling algorithm is put forward on the basis of the above three motives. The PPF scheduling is implemented by selecting the user from the active user set who has the following highest priority for the mth PRB at each scheduling epoch,
where r k,m is the instantaneous supported data rate of user k for PRB m, R k denotes the low-pass filtered average data rate of user k, and x k denotes the ratio of transmitted data volume to total burst data volume for user i. x k can be expressed as
where Q k denotes the transmitted data volume for the user k and d k denotes the total burst data volume for user k. α and β represent two tuning parameters investigated in detail later.
. . , A m , . . . , A M ] denotes the allocation matrix with the form as
where n denotes the number of the current active users and m denotes the number of the PRBs in the system. Next, we present the construction method of allocation matrix A. Suppose that supported data rate in each PRB and the remaining data for user i are b K = (b i 1 , b i 2 , . . . , b i M ) and R i , respectively. Without loss of generality, sort the vector b k in descending order as following
where
then we have
a ij equals to one, which means that the user i will compete the jth PRB with other active users, whereas a ij equals to zero, which means the jth PRB will be not allocated for the user i regardless of the scheduling rules. As an example, suppose a system with 3 PRBs and 4 active users. The supported data rate in each PRB and the remaining data for each user are listed in the Table 1 , then the allocation matrix can be written as
R i gets updates at every TTI in accordance with the following equation
where r i denotes the actual received data rate of user i at time t − 1, and t c is the time window. 1: for n = 1 to N do 2: if Q n > 0 then 3: user n join in the active user set, n ∈ K 4: end for 5: for m = 1 to M do 6: chose the user k * according to (7) ; 7: if k = k * then 8: I k,m = 1; 9: else 10: I k,m = 0 11: end if 12: end for 13: for k = 1 to K do 14: update R k (t) according to (14) ; 15: update Q k (t) according to Q k (t + 1) = Q k (t) + 
C. ANALYSIS OF THE PROPOSED SCHEME
The scheduling algorithm has little impact on the total traffic volume (i.e., the numerator part of average UPT/UPT-cut expression) because of the little transmission requirement, especially when the system loads are light and medium. The average UPT/UPT-cut can be improved by decreasing the sum of effective transmission time (i.e., the denominator part of average UPT/UPT-cut expression). The factor x i plays an important role in PPF scheduling. The user with the higher transmit complete ratio will have a higher priority, then the transmission will be completed as soon as possible, which means the sum time period from t 2 to t 3 for all users is shortened in Fig. 1 . Thus the average UPT/UPT-cut is improved on the whole.
The allocation matrix A shows that the users only compete the PRBs that can meet their requirements via as few resources as possible. With the table 1 for example, the user 1 only compete the PRB 1 and PRB 2, because the transmission on PRB 1 and PRB 2 can satisfy the requirement of user 1. On the other hand, PRB3 must be allocated to one from other active users (i.e.,user 2, 3, and 4), which can achieve a higher data transmission. Hence, the allocation matrix A makes the best use of resources by allowing each PRB transmit as much data as possible.
We have selected an exponential function (y = 1 + βx α ) because the dependent variable y approaches to the maximum value smoothly with the independent variable x increasing, where x is from 0 to 1. The exponential functions with β = 4 are shown in Fig. 3 . As it is shown in Fig. 3 , α controls the slope of the curve and β determines the range of 1 + βx α . From the Fig. 3 , we can observe: for ∀x ∈ (0, 1], (a) if α → 0, then y → 1 + β; (b) if α → +∞, then y → 1; (c) if β → 0, then y → 1; (b) if β → +∞, then y → +∞. To improve the UPT while ensure the fairness, the users' priority should be set higher if the ratio of the amount of transmitted data to total burst data volume is closer to 1. The ideal exponential function satisfy: (a)the curve for the ideal exponential function is smooth, which means the slope of the curve changes uniformly; (b) y is larger if x is closer to 1, which means the slope of the curve changes rapidly especially when x is almost 1. Compared the curves in the Fig. 3 , we can observe that the optimal value for α is neither too small or too large. Similarly, the conclusions are the same for β. Hence, the PPF scheduling algorithm is convergent when β approaches to 0 and α approaches 0 or infinity, which means the PPF scheduler is equal to the PF scheduler. It can be described in the mathematical term as following: for ∀j, x ∈ [0, 1), if α → +∞õr 0, orβ → 0, then arg max 
Remark 4:
The users' priority should be set higher as the process of transmission goes on. For a burst case, x changes gradually from 0 to 1 as the process of transmission goes on. However, for a multi bursts case, x may not satisfy the property mentioned above. For example, half of the data has been transmitted and another burst arrives, then x changes from 0.5 to a value less than 0.5.
IV. SIMULATION RESULTS
In this section, in order to investigate the effectiveness of the proposed algorithm, we consider an OFDM-based LTE downlink system. We analyze the performance of the PPF, PF and FAHT algorithms in terms of UPT, UPT-cut, as well as the fairness index. We consider the allocation matrix for the three algorithms in the simulations, because it is not emphatically analyzed in this work. We also assess the PPF performance with different tuning parameters and ratios of the number of long bursts to the number of short bursts.
In this paper, gain shows the superiority of the PPF/ FAHT scheme compared with the traditional PF algorithm. Gain is calculated as follows:
where V PPF / V FAHT / V PF denotes the UPT/ UPT-cut by PPF/ FAHT/ PF algorithm. 
A. SIMULATION MODEL
We assume that a cell consists of three sectors and one directional antenna is deployed in each sector. The channel model considers path loss and shadow-fading. Shadow fading is normal distribution with mean 0 and variance 8. To reduce the computation load, we set 10 PRBs in each sector. Users are uniformly distributed at the cell and users arrive uniformly and randomly during the simulation time. The number of users in each sector varies from 10 to 52, corresponding to the RB usage that ranges from approximately 15% to 75%. The system load (i.e., RB usage) is increased with the increase of the number of users. Besides, we assume that every user has one burst, so the number of users is restricted to be equal to the total number of bursts. More detailed simulation parameters are listed in Table 3 . The burst traffic model and performance metrics are provided in Table 4 . There are two types of bursts: long bursts and short bursts. For each type of bursts, the size of bursts is log-norm distribution with expectation µ and variance σ . For the long bursts, the expectation and variance of the size are 3000 and 1000, and the max size is 6000. For the short bursts, the expectation and variance of the size are 200 and 100, and the max size is 400. A short burst can be transmitted completely during a little TTIs ( about 2-5TTIs) under medium system load in this simulation model. The default ratio of the number of long bursts to the number of short bursts is 3:7. The performance of the proposed algorithm is analyzed by the statistic method because the arrivals, sizes of bursts, and channel states of users are random. The simulation time is 100 TTIs in each simulation process. We repeat the simulation process 50 times for a fixed number of users, and get an average of the 50 experimental results (i.e.,UPT, UPT-cut, fairness index and RB usage).
B. SIMULATION RESULTS AND ANALYSIS
We set (α, β) ∈ {(1, 2), (1, 4) , (1, 6) , (2, 2) , (2, 4) , (2, 6) , (3, 2) , (3, 4) , (3, 6) } (total nine combinations) to study the performance of PPF algorithm. Fig. 4-Fig. 7 illustrate the gains of the investigated PPF in terms of UPT and UPT-cut with RB usages 28%, 36%, 57%, and 72%, respectively. The four RB usages correspond to inferiority, low, medium, and high system loads. In Fig. 4-Fig. 7 , the labels of X-axis denote the nine different tuning parameters, which correspond to (1, 2) , (1, 4) , (1, 6) , (2, 2) , (2, 4) , (2, 6) , (3, 2) , (3, 4) , (3, 6) From the Fig. 4-Fig. 7 , we can see that the gain in term of UPT/UPT-cut is almost the same with β = 4 and β = 6 regardless of the system loads. These results are also similar with α = 2 and α = 3. Compared with PF, little gain occurred for PPF under low system loads; however, considerable gain can be observed under middle and high system loads regardless of the tuning parameters. In addition, the higher the system load, the more the gain. These results indicate that the room for improvement is larger if the system load is higher (i.e., there are more active users). Taking above results into account, we set β = 4 and α = {0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10} to investigate the impact of α on PPF performance. Fig. 8 and Fig. 9 demonstrate the UPT gain and UPT-cut gain with various α for different system loads. From the Fig. 8 and Fig. 9 , we can see that PPF outperforms both on UPT and UPTcut with α = 2 and β = 4. Fig. 10 and Fig. 11 display the UPT gain and UPT-cut gain with various α for different ratios of the number of long bursts to the number of short bursts. As we can see from the Fig. 10 and Fig. 11 , the UPT gain and UPT-cut gain are higher when the number of long bursts is greater. Besides, the UPT/UPT-cut gain reaches the approximate optimal point at α = 2 for the three different ratios.
Next, we set α = 2 and β = 4 to evaluate the performance under PPF. and FAHT with PF, Figs.12, 13 , and 14 demonstrate the UPT gain, UPT-cut gain, and fairness with various system loads. The RB usages are 28%, 57%, and 74% under the low, middle, and high system loads, respectively. We observe that the gain for PPF is higher than that of FAHT in term of UPT/UPT-cut regardless of the system loads. It is obvious that the fairness indexes for PF and PPF are very close under low and middle system loads. The fairness of PF is optimal, while worst for FAHT under the high system load. Fig. 15   FIGURE 13 . UPT-cut gain with various system loads for PPF (α = 2, β = 4) and FAHT. displays the fairness indexes with various RB usages by PPF, PF and FAHT. The fairness indexes for the three scheduler are very close while PF achieves the maximum fairness index regardless of the RB usage. Fairness indexes with the long bursts and short bursts for the three scheduler are compared in Fig. 16 . We observe that fairness indexes of FAHT for long bursts and short bursts are nearly identical, while the difference between the fairness index for long bursts and the fairness index for short bursts for PF is biggest. In general, compared with PF, PPF and FAHT achieve a better balance between the long bursts and short bursts.
In summary, PF achieves more fairness but not perform well in term of UPT/UPT-cut. FAHT creates better performance in UPT/UPT-cut, and the optimal fairness between long bursts and short bursts. The PPF scheduling algorithm can yield optimal UPT/UPT-cut while ensuring fairness among the users.
V. CONCLUSION
We have defined the average UPT/UPT-cut at cell level for the burst traffic to measure the QoE. A PPF scheduling algorithm was developed to improve the average UPT while ensure the fairness among users. The proposed PPF scheduling specially considered the ratio of the amount of transmitted data to the total burst data volume. The resources allocation matrix was considered to take full advantage of the limited resources. The impact of tuning parameters on PPF performance was one of our research focuses in this paper. Further more, we researched the PPF performance with long bursts and short bursts, respectively. It has been verified that the average UPT/UPT-cut was enhanced with fairness guarantee. In this paper, we only study the case that every user has one data burst. However the PPF scheduling is not suitable for the multi data bursts with arrivals that are a certain distribution, such as Poisson distribution. In the future, the multi data bursts will be deal with seriously.
