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The implicit inverse modeling approach is commonly used
in optical remote sensing applications to derive geophysical
parameters from sensor-observed radiometric data. A typical
semi-analytical inversion algorithm comprises of three key
components: (i) a forward semi-analytical model, (ii) a set of
internal geophysical parameters, and (iii) an inverse spectral
optimization method (Werdell et al. 2013). In shallow waters,
a forward semi-analytical model simulates the sub-surface
remote sensing reflectance, rrs, as a function of the water col-
umn’s inherent optical properties (IOPs), depth and the bot-
tom albedo coefficients (Maritorena et al. 1994; Lee et al.
1998; Albert and Mobley 2003; Klonowski et al. 2007; Brando
et al. 2009). Using an optimization method, the internal geo-
physical parameters (i.e., IOPs, depth, and bottom albedos) are
iteratively varied until the modeled sub-surface remote sens-
ing reflectance, rrs
M, best matches the sensor-derived rrs. At this
point the set of internal geophysical parameters are deemed
the optimal solution.
Two spectral optimization methods implemented by
semi-analytical ocean color inversion models are the Leven-
berg-Marquardt (LM, Marquardt 1963, e.g., Klonowski et al.
2007; Werdell et al. 2013) and Downhill simplex algorithms
(Nelder and Mead 1965, e.g., Brando et al. 2009). These opti-
mization algorithms iteratively change the model parame-
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Abstract
In coastal regions, shallow water semi-analytical inversion algorithms may be used to derive geophysical
parameters such as inherent optical properties (IOPs), water column depth, and bottom albedo coefficients by
inverting sensor-derived sub-surface remote sensing reflectance, rrs. The uncertainties of these derived geophys-
ical parameters due to instrumental and environmental noise can be estimated numerically via the addition of
spectral noise to the sensor-derived rrs before inversion. Repeating this process multiple times allows the calcu-
lation of the standard error and average for each derived parameter. Apart from spectral non-uniqueness, the
optimization algorithm employed in the inversion must converge onto a single minimum to obtain a true rep-
resentation of the uncertainty for a given set of noise-perturbed rrs. Failure to do so inflates the uncertainty and
affects the average retrieved value (accuracy). We show that the standard approach of seeding the optimization
with an arbitrary, fixed initial guess, can lead to the convergence to multiple minima, each having substantial-
ly different centroids in multi-parameter solution space. We present the Update-Repeat Levenberg-Marquardt
(UR-LM) and Latin Hypercube Sampling (LHS) routines that dynamically search the solution space for an opti-
mal initial guess, that when applied to the optimization allows convergence to the best local minimum. We
apply the UR-LM and LHS methods on HICO-derived and simulated rrs and demonstrate the improved compu-
tational efficiency, precision, and accuracy afforded from these methods compared with the standard approach.
Conceptually, these methods are applicable to remote sensing based, shallow water or oceanic semi-analytical
inversion algorithms requiring nonlinear least squares optimization.
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ters in the direction of the lowest cost function; where the
cost function is a measure of the similarity between the for-
ward modeled rrs
M and the sensor-derived rrs (see Table!1 for
the list of acronyms and symbols used in this text). Thus the
objective of these optimization schemes is to find the global
minimum, that is, the set of model parameters whose mod-
eled rrs
M matches perfectly with rrs. Unfortunately, such opti-
mization algorithms are understood to potentially converge
to local minima—rather than the global minimum—particu-
larly if the initial guess used to seed the optimization is suf-
ficiently close to a local minimum (Press et al. 2007; Kirk-
patrick et al. 1983).
Several global optimization algorithms have been imple-
mented in the inversion of ocean color data. Maritorena et al.
(2002) used a downhill simplex-coupled simulated annealing
procedure (see Kirkpatrick et al. 1983; Press et al. 2007) to
retrieve chlorophyll concentration, absorption coefficient for
dissolved and detrital material, adg(443), and the particulate
backscattering coefficient, bbp(443), from ocean color radiom-
etry. Similarly, Salinas et al. (2007) used the native simulated
annealing procedure (Kirkpatrick et al. 1983) to derive
adg(440), bbp(550), and the absorption coefficient of phyto-
plankton, aphy(440). Slade et al. (2004) and Zhan et al. (2003)
used particle swarm optimization and genetic algorithms,
respectively (both global optimization methods) to derive
aphy(440), adg(440), and bbp(550) from ocean color radiometry of
optically deep waters.
The basis behind these global optimization algorithms is a
preliminary search of the multi-parameter solution space from
which the global minimum is then located. The only disad-
vantage of these global optimization techniques is the pro-
cessing time required to invert a single reflectance spectrum.
Processing time becomes particularly critical when propagat-
ing uncertainty through the inversion-optimization procedure
to derive the uncertainty for each retrieved parameter. Huang
et al. (2013) demonstrated the application of a hybrid simu-
lated annealing-downhill simplex (HSADS) routine to derive
aphy(440), adg(440), and bbp(440) from simulated and measured
Rrs with high accuracy. In a comparison between different
optimization schemes, Huang et al. (2013) showed that the
Levenberg-Marquardt (LM) algorithm was computationally
faster (by a factor of 800) than HSADS, and both methods
achieved similar inversion results. Indeed the standardized
error and root mean square error between the actual and
retrieved IOP values obtained from LM was comparable with
that obtained from HSADS. However, HSADS produced 47
more valid retrievals (out of 500 retrievals) than the LM algo-
rithm.
An analysis of the propagation of noise caused from sensor
and environmental conditions (e.g., atmospheric fluctuations,
sea surface state) through the inversion process to the
retrieved geophysical parameters has recently been applied to
imagery from several satellite platforms (Garcia et al. 2014;
Hedley et al. 2012a). In this method, the derived rrs is per-
turbed multiple times by the addition of spectrally correlated
noise of various magnitudes, and inverted to obtain a range of
IOPs, depth and bottom albedo values from which the uncer-
tainties are calculated. This is a computationally demanding
procedure where each derived rrs is perturbed, for example,
twenty times by the sensor-environment spectral noise (e.g.,
Hedley et al. 2012a). This effectively means that a given satel-
lite image is inverted 20 times that, when combined with the
iterative process of an optimization algorithm, can result in
potentially large processing times. Consequently, optimiza-
tion routines that offer high computational efficiency are
desired.
The inclusion of spectrally correlated noise taken from the
spectral covariance matrix of an imaged homogeneous deep-
water region, potentially introduces more local minima to the
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Table 1. Acronyms and symbols and their definitions.
Acronym Definition
LM Levenberg-Marquardt
HSADS Hybrid Simulated Annealing-Downhill Simplex
SLM Standard Levenberg-Marquardt approach
UR-LM Update-Repeat Levenberg-Marquardt approach
LHS Latin Hypercube Sampling approach
IOPs Inherent Optical Properties
HICO Hyperspectral Imager for the Coastal Ocean
BRUCE Bottom Reflectance Unmixing Computation of the 
Environment algorithm
SRF Spectral response function
rrs Subsurface remote sensing reflectance
rrs
M Forward modeled subsurface remote sensing reflectance
Rrs Above-water surface remote sensing reflectance
λ Wavelength
θv Subsurface sensor-viewing zenith angle
θw Subsurface solar zenith angle
a(λ) Total spectral absorption coefficient of the water column
bb(λ) Total spectral backscattering coefficient of the water 
column
aw(λ) Spectral absorption coefficient of pure water
a*phy(λ) Specific spectral absorption coefficient of phytoplankton
a*dg(λ) Specific spectral absorption coefficient of detritus and 
dissolved organic matter
bbw(λ) Spectral backscattering coefficient of pure water
b*bp(λ) Spectral backscattering coefficient of suspended 
particulate matter
ρ*i(λ) Spectral irradiance reflectance of benthic class i
P Absorption coefficient of phytoplankton at 440 nm
G Absorption coefficient of colored dissolved and detrital 
matter at 440 nm
X Backscattering coefficient of suspended particles at 
550 nm
H Geometric depth of the water column
Bi Bottom albedo at 550 nm of benthic class i
multi-parameter solution space. Such minima add more con-
vergence points on which local optimization algorithms may
converge. Use of HSADS or any other global optimization
algorithms, though desirable, is computationally prohibitive.
Thus in this article we investigate two simple and computa-
tionally faster methods, the Update Repeat Levenberg-Mar-
quardt (UR-LM) and Latin Hypercube Sampling (LHS) that
guide the LM algorithm to the optimum (if not global) mini-
mum. Here the optimum minimum refers to the minimum
with the lowest cost function found during the initial search
of parameter space. The UR-LM locates the optimum mini-
mum by taking a finite step away from a local minimum and
discerning whether the optimization returns to the same min-
imum or one with a lower cost function. The UR-LM repeats
this procedure if the latter occurs, until either the same mini-
mum is converged to or the number of repeats exceeds ten.
The LHS method on the other hand, locates local minima
from a wide variety of initial guesses. The local minimum with
the lowest cost function is then defined as the optimum. We
adopted the LM algorithm as implemented in MPFIT (in C
language; Markwardt 2009) that allows for upper and lower
bounding constraints. Unlike the LM algorithm employed by
Huang et al. (2013), these constraints eliminate issues dealing
with nonphysical retrievals.
The UR-LM and LHS methods are in a sense a common tac-
tic in finding the global minimum when using the LM algo-
rithm (Press et al. 2007). Within this study we apply the UR-
LM and LHS optimizations schemes in combination with the
semi-analytical shallow water algorithm proposed by
Klonowski et al. (2007), to invert a selection of rrs observed by
the Hyperspectral Imager for the Coastal Ocean (HICO) and a
set of simulated rrs spectra. Both the HICO-derived and simu-
lated rrs were selected/simulated for coastal waters with vary-
ing benthic substrates, depths, and in-water optical properties.
We show that these two methods: (1) are more computation-
ally efficient, i.e., requiring fewer LM iterations when invert-
ing the noise-perturbed rrs compared with the standard
approach where the initial guesses are arbitrarily set and fixed;
(2) provide lower uncertainties and higher accuracies in the
presence of spectrally correlated noise compared to the stan-
dard approach; and (3) are not affected by changes to the
lower bounds in the constrained LM algorithm, unlike the
inversions from the standard approach.
Methods and data
Shallow water model
The semi-analytical Bottom Reflectance Un-mixing Com-
putation of the Environment algorithm, BRUCE (Klonowski et
al. 2007), was used to retrieve water column inherent optical
properties (IOPs), geometric depth, and key benthic substrates
from both simulated and satellite-derived hyperspectral rrs.
Klonowski et al. (2007) and Fearns et al. (2011) extensively
describe the forward model of the BRUCE algorithm; briefly,
the rrs is modeled as a function of the absorption (a) and
backscattering coefficients (bb) of the water column, the geo-
metric depth (H), the bottom reflectance (ρ) and the sun-sen-
sor viewing geometries (Lee et al. 1999),
(1)
(2)
where θv and θw are the subsurface sensor-viewing zenith and
solar zenith angles, respectively. The spectral absorption and
backscattering coefficients are themselves functions of the fol-
lowing: (1) the absorption coefficient of phytoplankton at 440
nm, P; (2) the absorption coefficient of colored dissolved and
detrital matter at 440 nm, G; and (3) the backscattering coef-




where aw(λ) and bbw(λ) are the spectral absorption and backscat-
tering coefficients of pure water respectively, and a*phy(λ) is the
specific absorption coefficient of phytoplankton normalized to
a value of 1.0 at 440-nm. The exponent in Eq. 3 parameterizes
the spectral shape of the absorption coefficient of colored dis-
solved and detrital matter, a*dg(λ). In BRUCE (Klonowski et al.
2007) the net benthic albedo, ρ(λ), is expressed as a linear com-
bination of the albedos of three key benthic substrates (typi-
cally sediment, seagrass, and brown algae),
(5)
where Bi is the albedo at 550 nm and ρ*i(λ) is spectral irradi-
ance reflectance normalized to a value of 1.0 at 550 nm for the
ith benthic class respectively. Both ρi(λ) and the number of ben-
thic classes can be varied depending on the likely benthos
present in the region-of-interest. For HICO imagery of Shark
Bay, Western Australia, the bottom albedo was expressed as a
linear mix of sand and mixed seagrass (50% Posidonia australis
and 50% Amphibolis antartica) whereas sand, Posidonia sp. (sea-
grass), and Sargassum sp. (brown macroalgae) were used for the
simulated hyperspectral dataset.
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Hyperspectral data and optimization
Hyperspectral satellite imagery
The HICO sensor aboard the International Space Station
captured a spectral image of Shark Bay (see Fig.!1), Western
Australia, on 14 Dec 2011. The HICO image data provided by
the Oregon State University were at-sensor calibrated top-of-
atmosphere radiances. These image data were atmospherically
corrected using Tafkaa 6S (Gao et al. 2000) to obtain surface
remote sensing reflectance (Rrs). Here, the aerosol and atmos-
pheric models were set to “maritime” and “mid-latitude sum-
mer,” respectively. The Tafkaa 6S inputs for aerosol optical
thickness at 550 nm, vertical column water vapor and ozone
concentrations were obtained from a coincident MODIS
image of Shark Bay. Sun-glint and air-water interface correc-
tions were performed on a per-pixel basis to obtain rrs imagery,
from which the improved optimizations of the BRUCE algo-
rithm (Klonowski et al. 2007) were tested and compared. Fur-
ther details on the Shark Bay study site as well as atmospheric,
sun-glint, and air-water corrections are given in Garcia et al.
(2014). Note that HICO imagery was obtained through the
Oregon State University, College of Earth, Ocean, and Atmos-
pheric Sciences, HICO web portal (hico.coas.oregonstate.edu).
Simulated spectra from forward modeling
A total of 4375 simulated hyperspectral rrs spectra of various
IOP combinations, depths, bottom types and bottom type
mixtures were generated via the BRUCE algorithm’s forward
model (Eq. 1). These modeled rrs spectra were then convolved
with HICO’s relative spectral response functions (SRF), using a
full width at half maximum of 5.1 nm (Gao et al. 2012) for
each band. The resultant simulated rrs dataset therefore had
the same spectral resolution and wavelengths as the HICO
sensor. The input parameters used to simulate the 4375 HICO
rrs are displayed in Table!2 where the range of values shown are
similar to those used by Klonowski et al. (2007) in validating
the BRUCE algorithm. Here, however, the sensor viewing and
solar zenith angles were kept constant at 6.3° and 45.2°,
respectively. These angles were used to match the sensor and
solar angle geometries of the HICO Shark Bay image from
Garcia et al. Improved algorithm optimization
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Fig. 1. Map of Shark Bay, Western Australia, Australia, with HICO-derived Rrs pseudo true color imagery captured on 14 Dec 2011.
which spectral noise was extracted and added to the simulated
rrs spectra.
One of the aims of this article is to gauge the accuracy of
the UR-LM and LHS methods in the presence of real environ-
mental and sensor noise. Such noise not only should account
for instrumental noise but also environmental noise produced
from atmospheric variability, sun-glint, sky radiance, and the
effects of the air-to-water interface present in image data of
aquatic systems. To this end, an estimate of the magnitudes
and spectral characteristics of such noise were obtained from
the HICO rrs image of Shark Bay captured on 14 Dec 2011. The
procedure of extracting spectrally correlated noise from the
image data and adding it to the rrs (simulated or sensor-
derived) is explained in the following section. Here, spectrally
correlated noise of varying magnitudes and shapes where
added to each simulated rrs spectrum to obtain 100 noise-per-
turbed rrs spectra. These were then inverted using (i) the stan-
dard LM (SLM), (ii) UR-LM, and (iii) LHS implementations of
the BRUCE algorithm.
Optimization and uncertainty propagation
As alluded previously, two datasets were used within this
study: (1) the HICO-derived rrs image data, and (2) the simu-
lated rrs dataset that mimics the spectral resolution of the
HICO sensor (henceforth referred to as simulated rrs dataset).
In both datasets, the constrained nonlinear Levenberg-Mar-
quardt (LM) algorithm (Marquardt 1963; Markwardt 2009)
was used to derive the model parameters P, G, X, H, Bsand, and
Bseagrass. For the simulated rrs dataset, Balgae was additionally
derived. With this approach we could observe the effect of the
SLM, UR-LM, and LHS optimization implementations on the
‘best case’ simulated rrs data and on ‘real world’ HICO-derived
rrs data. To ensure spectral consistency between the forward
modeled rrs
M and the HICO-derived and simulated rrs data, the







bp, and ρ*i) were convolved with
HICO’s relative SRFs.
The uncertainties of the derived geophysical parameters
were estimated by the noise propagation technique developed
by Hedley et al. (2010, 2012a) that takes into consideration
both sensor and environmental noise. Note that this propaga-
tion technique does not take into account uncertainties
caused by differing spectral shapes of IOPs as done in Wang et
al. (2005). The uncertainty of each model parameter was deter-
mined in the following manner: (i) the spectral covariance
matrix, Crrs, of a homogeneous deep-water region was com-
puted from the HICO-derived rrs image of Shark Bay, 14 Dec
2011; (ii) the spectral noise term, δrrs, was then computed as
the dot product between an n-band amplitude vector and the
Cholesky decomposition matrix, Lrrs, of Crrs; (iii) δrrs was then
added to the rrs to generate a noise-perturbed spectrum, rrs +
δrrs; (iv) steps (ii) and (iii) were repeated to generate a set of m
noise-perturbed spectra that were inverted to obtain a set of m
optimized model parameters (P, G, X, H, Bsand, etc.). The stan-
dard error and average from this set were taken as the uncer-
tainty and retrieved value, respectively. Note that (a) the val-
ues of the n-band amplitude vector are normally distributed
random numbers (μ = 0, σ = 1) and represent the magnitude
of the spectrally correlated noise; (b) the Lrrs matrix, which was
kept constant throughout the procedure, contains informa-
tion on the spectral variance of each band and how the spec-
tral bands covary, and (c) the number of m noise-perturbed
spectra varied for the two datasets. For the HICO-derived rrs
image data m was set to 3000, whereas m = 100 for the simu-
lated rrs dataset. Recall that the HICO-derived rrs dataset under-
went atmospheric/sun-glint/air-water interface corrections
that add spectral artifacts to rrs. These artifacts introduce more
minima to the solution space, and thus m was set to 3000 to
observe all the possible convergence points.
The SLM, UR-LM, and LHS implementations of the BRUCE
model were tested on four pixels from the HICO-derived rrs
image and the set of noise perturbed, simulated rrs spectra. The
four pixels selected from the HICO image—based on pseudo
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Table 2. The set of input model parameters used to generate the 4375 simulated HICO rrs spectra via forward modeling. A viewing
angle of 6.3° from nadir and a solar zenith angle of 45° were used.
BRUCE model parameter Value
a
ϕ
(440 nm), P (m–1) 0.01, 0.03, 0.05, 0.07, 0.10
adg(440 nm), G (m
–1) 0.01, 0.1, 0.25, 0.35, 0.50
bbp(550 nm), X (m
–1) 0.006, 0.010, 0.03, 0.07, 0.10
Depth, H (m) 1, 3, 6, 11, 20
Benthic substrate albedo, Bi (550 nm) Sand, Bsand = 0.227
Posidonia sp., Bseagrass = 0.053
Sargassum sp., Balgae = 0.033
Mixture 1: 50% sand (Bsand = 0.113), 50% Posidonia sp. (Bseagrass = 0.026)
Mixture 2: 50% sand (Bsand = 0.113), 50% Sargassum sp. (Balgae = 0.016)
Mixture 3: 50% Posidonia (Bseagrass = 0.026); 50% Sargassum sp. (Balgae = 0.016)
Mixture 4: 33.3% sand (Bsand = 0.076), 33.3% Posidonia sp. (Bseagrass = 0.018) and 
33.3% Sargassum sp. (Balgae = 0.011)
true color imagery and previous benthic surveys (Walker et al.
1988)—have the following geometric depths and benthic sub-
strates: Pixels A and B are shallow water pixels whose sub-
strates are dominated by bright sediment and seagrass, respec-
tively; C is a quasi-deep water pixel with a sandy bottom, and
D is an optically deep water pixel. The rrs of these four pixels
underwent the uncertainty propagation technique described
above using the three implementations of the BRUCE model.
The lower bounds of the derived IOPs, geometric depth,
and bottom albedos were set to slightly negative values for the
constrained LM optimization. This concept follows Werdell et
al. (2013) who allowed the range of valid IOP retrievals to be
slightly negative to account for noise in the inverted rrs spec-
trum. Preliminary analysis showed that the bottom albedo
coefficients typically produced uncertainties in excess of 40%,
and hence the need for more relaxed upper and lower bounds.
(6)
Optimizing initial guess
An initial guess for each model parameter is required to ini-
tiate the LM optimization. Preliminary investigations showed
that the LM algorithm converges to different local minima
when the optimization is seeded with different initial guesses.
The LHS and UR-LM methods (see flowchart in Fig.!2) that
search for the initial guess that guides the LM to the optimum,
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Fig. 2. Flow chart of the Latin Hypercube Sampling (left panel) and Update-Repeat LM optimization (right panel) techniques.
Latin hypercube sampling
Latin hypercube sampling (LHS) is an efficient sampling
strategy used to sample the parameter space for an optimal,
yet minimal set of initial guess parameters. LHS is an alterna-
tive method to simple random sampling, and where the
selected samples are guaranteed to cover the full range of vari-
ability in the data. The LHS routine has been described exten-
sively by Helton and Davis (2003), Huntington and Lyrintzis
(1998), and a step-by-step implementation given by Wyss and
Jorgensen (1998). Here, the LHS was used to obtain seven sets
of initial guesses,
(7)
where each set was used to seed the inversion of the HICO-
derived and simulated rrs spectrum. The set that generated the
lowest Euclidean distance was used to seed the inversions of
the noise perturbed rrs spectra. For a given spectral image or
spectral dataset, obtaining the seven sets of initial guesses (Eq.
7) is only performed once at the start. These initial guesses are
then reused throughout the processing to find the optimum
initial guess.
Although simple random sampling could have been used to
sample the parameter space for initial guesses, it has the fol-
lowing drawbacks: (1) it can potentially exclude sub-ranges of
model parameters that have low probability of occurring but
have significant impacts on the model output, and (2) would
require a large number of samples to effectively sample all of
the model parameters’ sub-ranges (Helton and Davis 2003).
LHS overcomes this by specifying the sub-ranges (or sub-sets)
of the model parameter from which one random sample is
selected (Helton and Davis 2003; Press et al. 2007). The sub-
ranges are selected based of equal probability of the parame-
ters’ probability distribution function (PDF). Here, each model
parameter was assumed to have a normal PDF bounded by the
imposed optimization constraints. With exception, the depth
parameter was assumed to have a normal PDF whose mean
and standard deviation were 9.5 m and 2.5 m, respectively.
The LHS routine of the model parameters in BRUCE followed
the program created by Sandia National Laboratories (Wyss
and Jorgensen 1998).
Update-Repeat LM optimization (UR-LM)
In the update-repeat LM method, the model parameters
that are derived from the optimization process, which repre-
sent the solution at a local or global minimum, are randomly
perturbed by a finite amount and used to seed a subsequent
optimization. This process is continued until either the LM
algorithm converges to a minimum with a Euclidean distance
of ≤ 1.0 × 10–5 or a set number of perturbations have elapsed.
This procedure is as follows: an initial inversion of the sensor-
derived (or simulated) rrs spectrum is performed with the stan-
dard set of LM initial guess values (Eq. 8). If within the first
inversion the LM optimization achieved a Euclidean distance
≤ 1.0 × 10–5, then the optimized values of the model parame-
ters are used to seed the inversions of the (same) set of noise-
perturbed rrs spectra. If, however, the Euclidean distance of the
initial inversion was greater than 1.0 × 10–5, then the opti-
mized values of the model parameters are randomly perturbed
by 10% of their value and used as the initial guess for a subse-
quent inversion of rrs. This perturbation/inversion step is
repeated until either the Euclidean distance falls below 1.0 ×
10–5 or the number of repetitions occurs more than 10 times.
In the latter case, the set of optimized values that generated
the lowest Euclidean distance were used as the initial guess for
the optimization of the set of noise perturbed spectra. For ease
of interpretation, a flowchart of both the LHS and UR-LM
methods are presented in Fig. 2.
Assessment
Inverting measured hyperspectral data
Fig.!3 (left panel) shows 3000 noise-perturbed rrs spectra for
each of the four pixels (A, B, C, and D) selected from HICO
imagery of Shark Bay, 14 Dec 2011. Each of these noise-per-
turbed spectra underwent inversion using the BRUCE algo-
rithm with SLM optimization to derive 3000 optimized values
for each model parameter. In the standard algorithm as imple-
mented by Klonowski et al. (2007), the initial guess values
were arbitrarily set to
(8)
The results for this set of inversions using these seed values
are presented in Fig.!4 which shows the five different retrieved
model parameters P, G, X, Bsand, and Bseagrass, as well as the
Euclidean distance plotted against the retrieved depth, H, for
the inversions of Pixel A (HICO image row 1082, column 317).
The inversion results in Fig. 4 show that two distinct solu-
tion groups exist at three very different retrieved depths.
Group 1, highlighted red in Fig. 4, predominantly had Euclid-
ean distances < 1.0 × 10–4 with retrieved depths between
0.59–0.62 m, and Group 2 had an average Euclidean distance
of 3.0 × 10–3 with retrieved depths between 10–13 m. Note, a
small set of outliers were also retrieved existing at depths
greater than 25 m (see Fig. 4). Groups 1 and 2 represent very
different retrieved IOPs, depth, Bsediment, and Bseagrass. Table!3 pro-
vides an overview of the mean values and uncertainties of
each parameter based on the results of the inversions dis-
played in Figs. 4, 5, and 6. The points displayed in Fig. 4 are
presented in the column labeled “SLM BRUCE” in Table 3 for
each of the four test pixels selected from the HICO image.
= = = =
= =
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Fig. 3. (a) Tafkaa-6S atmospherically corrected and deglinted, noise-perturbed rrs of pixels A (row 1082, col 317), B (row 1083, col 212), C (row 1031,
col 210), and D (row 1200, col 445). Note that 3000 noise-perturbed rrs spectra were generated and shown for each of these four HICO pixels. (b) The
‘noise-free’ simulated HICO rrs dataset.
Fig. 4. Retrieved BRUCE model parameters versus retrieved depth for the 3000 noise perturbed rrs spectra of HICO pixel A (row 1082, col 317) using
SLM optimization. The seed guess parameters were arbitrarily set. The red dot points are those retrievals whose inversion obtained a Euclidean distance
< 1.0 × 10–4.
Here, SLM stands for the Standard Levenberg-Marquardt
implementation of BRUCE. The results of the SLM for HICO
pixel A collectively produced high uncertainties including
retrieved parameter averages that were larger relative to the
UR-LM and LHS approaches (see Table 3).
Arguably one might consider that a given rrs spectrum should
have a unique point in retrieved parameter space that generates
the lowest possible Euclidean distance. Thus for situations
where non-uniqueness is not an issue, one would assume that
adding spectral noise to the rrs spectrum would simply create
dispersal about this unique point in parameter space rather
than dispersals about two or more different minima. Note that
in parameter space, the non-uniqueness of the rrs spectrum
would represent a situation where two or more local minima
exist that have very similar Euclidean distances but very differ-
ent solutions. For HICO pixel A (Fig. 4), each solution cluster
has a substantially different Euclidean distance. Thus non-
uniqueness was not deemed the cause, but rather the conver-
gence onto two substantially different minima.
Without ground truth data it is unknown which of the two
minima in Fig. 4 is representative of the true environmental
parameters. However, pragmatically we can assume the mini-
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Table 3. A comparison between the mean and relative standard deviations of the retrieved model parameters, average Euclidean dis-
tance, and total number of iterations obtained from the SLM, UR-LM, and LHS implementation of the BRUCE model. Presented are the
retrieved model parameters from the four pixels in the HICO image of Shark Bay, 14 Dec 2011.
Pixel type SLM BRUCE UR-LM BRUCE LHS BRUCE
Shallow, sediment substrate (A)
P (m–1) 0.223 ± 134.29% 0.012 ± 77.15% 0.012 ± 77.96%
G (m–1) 0.288 ± 37.25% 0.212 ± 5.36% 0.213 ± 5.46%
X (m–1) 0.203 ± 99.74% 0.060 ± 11.75% 0.061 ± 11.66%
H (m) 4.37 ± 127.81% 0.60 ± 0.83% 0.60 ± 0.86%
Bsediment 0.176 ± 94.5% 0.294 ± 1.11% 0.294 ± 1.08%
Bseagrass 0.071 ± 18.56% 0.061 ± 4.27% 0.061 ± 4.28%
Average Euclidean Dist. 1.11 × 10–3 9.05 × 10–5 9.04 × 10–5
Total Number LM iterations 100,278 31,529 31,596
Shallow, seagrass substrate (B)
P (m–1) 0.020 ± 75.27% 0.025 ± 40.35% 0.026 ± 39.4%
G (m–1) 0.254 ± 17.97% 0.269 ± 5.62% 0.269 ± 6.04%
X (m–1) 0.080 ± 17.0% 0.084 ± 6.13% 0.084 ± 6.25%
H (m) 1.81 ± 30.89% 2.06 ± 4.6% 2.06 ± 4.55%
Bsediment 0.152 ± 15.69% 0.159 ± 12.64% 0.159 ± 13.64%
Bseagrass 0.001 ± 1882.15% –0.003 ± 396.64% –0.003 ± 405.57%
Average Euclidean Dist. 1.0 × 10–3 5.83 × 10–5 5.81 × 10–5
Total Number LM iterations 63,764 33,990 33,735
Quasi deep, sediment substrate (C)
P (m–1) 0.015 ± 37.66% 0.015 ± 33.94% 0.015 ± 34.0%
G (m–1) 0.106 ± 9.45% 0.105 ± 5.58% 0.105 ± 5.65%
X (m–1) 0.027 ± 12.85% 0.027 ± 8.96% 0.027 ± 8.73%
H (m) 5.97 ± 86.42% 5.18 ± 3.08% 5.18 ± 3.13%
Bsediment 0.361 ± 10.61% 0.361 ± 9.69% 0.361 ± 9.82%
Bseagrass 0.003 ± 792.87% 0.002 ± 1221.57% 0.002 ± 1148.18%
Average Euclidean Dist. 5,74 × 10–5 4.44 × 10–5 4.43 × 10–5
Total Number LM iterations 76,675 35,623 35,657
Optically deep (D)
P (m–1) 0.026 ± 72.51% 0.027 ± 70.78% 0.026 ± 70.32%
G (m–1) 0.138 ± 15.1% 0.137 ± 15.42% 0.138 ± 15.3%
X (m–1) 0.012 ± 15.97% 0.012 ± 15.69% 0.012 ± 15.75%
H (m) 11.90 ± 50.69% 11.61 ± 44.89% 11.50 ± 45.08%
Bsediment 0.054 ± 220.44% 0.056 ± 208.12% 0.055 ± 207.31%
Bseagrass 0.021 ± 210.29% 0.020 ± 212.46% 0.021 ± 210.91%
Average Euclidean Dist. 2.11 × 10–5 2.06 × 10–5 2.06 × 10–5
Total number LM iterations 66,383 57,425 57,196
mum with the most realistic solution being the one with the
best model fit (i.e., lowest Euclidean distance). In the case of
HICO pixel A (Fig. 4), this would be Group 1 where the model
parameters range between 0.0 < P < 0.05 m–1, 0.17 < G < 0.26
m–1, 0.03 < X < 0.08 m–1, 0.59 < H < 0.62 m, 0.28 < Bsediment <
0.31, and 0.05 < Bseagrass < 0.07. The depth taken from the nau-
tical chart of Shark Bay, Western Australia, at the approximate
area of HICO pixel A ranged between 0.3 to 0.4 m (above low-
est astronomical tide, LAT). We note that the retrieved depth
of 0.6 m was the depth at the time of the HICO overpass, and
was not corrected for tide to a chart datum such as LAT. Thus
taken into consideration the tide and possible depth offsets
caused by atmospheric correction, a retrieved depth of 0.6 m
is quite possible.
A method that guides the LM optimization is clearly
needed to avoid multiple solution minima so that a true rep-
resentation of the mean and standard deviation for each
retrieved model parameter can be obtained. Although it is pos-
sible to perform a post-processing density based cluster analy-
sis to isolate the solution group with the lowest Euclidean dis-
tance, it is more ideal (with regards to processing time) to have
a robust method that only converges to one minimum. Figs.!5
and!6 present the results of the inversions of HICO pixel A
using the UR-LM and LHS implementation of the BRUCE
model, respectively. In these two methods the inversions show
only one group of solutions indicative of the convergence to a
single minimum. Moreover, this minimum is the same as
Group 1 of Fig. 4, and demonstrates that the UR-LM and LHS
methods both guided the LM optimization to the optimal
solution (based on lowest Euclidean distance). Indeed the
inversions using these methods were considerably more pre-
cise; for example, the retrieved depth from the SLM was 5.97
± 5.16 meters (5.97 m ± 87%, see Table 3) whereas through the
UR-LM method the retrieved depth changed to 5.18 ± 0.16 m
for HICO pixel C (see Table 3). Additionally, the IOP retrievals
for pixel A appear to have been improved with the UR-LM and
LHS methods relative to the SLM approach. Recall that pixel A
is characterized as very shallow with a bright sand substrate,
thus the majority of the magnitude of the rrs arises from bot-
tom reflectance. Retrievals of the absorption and backscatter-
ing coefficients and the depth, using the SLM for HICO pixel
A were considerably larger compared with values retrieved
using the UR-LM and LHS methods. This implies that the SLM
preferentially translates the magnitude of the rrs signal to a
higher signal from the water column (i.e., higher backscatter-
ing coefficient), and therefore decreases the bottom
reflectance signal by both increasing the depth and absorption
coefficients. In contrast, the UR-LM and LHS methods avoided
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Fig. 5. Retrieved BRUCE model parameters versus retrieved depth for the 3000 noise perturbed rrs spectra of the HICO pixel A (row 1082, col 317). The
optimized guess values used to seed the LM optimization were dynamically chosen using the UR-LM method shown as gray diamonds.
the overcontribution of the water column reflectance, allow-
ing both methods to retrieve a shallower, more realistic depth.
Web Appendix A shows the inversion results of the other
HICO pixels (B, C, and D). The basis behind the UR-LM and
LHS methods is the selection of an optimized initial set of LM
guess parameters that correspond to the lowest minimum
found during the initial parameter search. Using this opti-
mized guess to seed the inversion of the noise perturbed rrs
spectra generally increases the computational efficiency of the
inversions. Here, computational efficiency is defined as the
total number of iterations (Ti) that the LM algorithm per-
formed. This enhanced efficiency is presented in Table 3,
which compares the retrieved model parameters, average
Euclidean distance and number of iterations between the SLM,
UR-LM, and LHS BRUCE implementations. For the SLM, Ti
accounts for the number of iterations incurred during 3000
spectral inversions, whereas for the UR-LM and LHS, Ti also
includes the number of iterations incurred during the search
for the optimized initial guess. The results shown in Table 3
indicate that the UR-LM and LHS methods are comparable
and at least twice more computationally efficient than the
SLM.
Although the UR-LM and LHS methods can yield improved
optimizations for optically shallow to quasi-deep pixels, it
does not improve the inversion of optically deep-water pixels
(see Table 3, HICO pixel D). This, however, is due to the
BRUCE model attempting to retrieve depth and bottom
albedo coefficients from an rrs spectrum that has negligible
bottom contribution. It is therefore important to have a
method of determining whether a pixels’ rrs spectrum relates
to deep-water or not (e.g., Brando et al. 2009) and to be able
switch between ocean color models such as the Generalized
IOP algorithm (Werdell et al. 2013) and a shallow water model
such as BRUCE.
Inverting simulated hyperspectral data
An assessment of the sensitivity to noise and accuracy of
the retrieved geophysical parameters from the three optimiza-
tion approaches was carried out by inverting noise-perturbed,
simulated rrs spectra. Specifically, the BRUCE model was imple-
mented in a forward sense where a range of values for the
model inputs (see Table 2) was used to obtain 4375 modeled
rrs. For each of these modeled spectra, the uncertainty propa-
gation technique produced 100 noise-perturbed rrs spectra (i.e.,
a total of 437,500 spectra) that were inverted to retrieve the
uncertainty and average value of the model parameters. Note
that we have chosen to use forward modeling rather than rely-
ing on radiative transfer numerical models such as Hydrolight
(Mobley and Sundman 2000) or PlanarRad (Hedley 2008) to
exclude sources of uncertainty from the BRUCE model para-
meterization. Such uncertainties arise from assumptions made
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Fig. 6. Retrieved BRUCE model parameters versus retrieved depth for the 3000 noise perturbed rrs spectra of the HICO pixel A (row 1082, col 317). The
optimized guess values were dynamically chosen using the LHS method, shown as gray diamonds.
regarding the bottom albedo, chlorophyll model, phase func-
tions, and sun-sensor viewing geometries. Thus, in this con-
text forward modeling is an ideal situation, because before the
addition of spectrally correlated noise the optimization proce-
dures would be expected to produce 100% accuracy between
the retrieved and input model parameters.
Figs.!7,!8 and!9 compare the retrieved versus input BRUCE
model parameters using the SLM, UR-LM, and LHS optimiza-
tion methods. Table!4 presents the accuracy, average uncer-
tainty, average retrieved value, and root mean square error
(RMSE) between the retrieved and input model parameter for
these three methods. The accuracy of the three methods was
assessed based on the proportion of retrievals that were within
1% of the input model parameter. Thus, the ideal scenario of
100% accuracy implies that all the retrievals were within 1%
of the input model parameter. Here, the average retrieved
value (henceforth referred to as centroid) was used to assess
how close the retrievals are to the input model value, whereas
the RMSE was used as a measure of the scatter the retrievals
have about the “true” value
(9)
where is the ith retrieval of the jth BRUCE model parameter
(P, G, X etc), xj is the true value of the j
th model parameter, and
M being the number of retrievals. The normalized RMSE (Eq.
9 divided by the average retrieved value of the scatter) was not
used as this tends to very large values as the average retrieved
value approaches zero. Here, the optimization method that
generated the lowest RMSE, relative uncertainty, and highest
accuracy was considered the most optimal. Note that the accu-
racies presented in Table 4 will be lower when inverting sen-
sor-derived subsurface remote sensing reflectance due to
uncertainty in the model parameterization, and potentially
erroneous radiometric corrections arising from atmospheric
fluctuations and sea surface state (sun-glint and air-water
interface).
Figs. 7 to 9 show that in the presence of spectral noise the
SLM leads to retrievals that have much greater scatter and vari-
ation about the actual (or true) parameter value. This is seen, for
example, in the retrievals of the phytoplankton absorption
coefficient, P (Fig. 7), where there appears to be little or no cor-
relation between the retrieved and actual values for the SLM. In
contrast the results for the UR-LM and LHS show a much
improved agreement between input and retrieved values for P.
Indeed, the scatter (RMSE) for the majority of the model param-
eters were consistently greater than the input value for the SLM
method. The LHS method has considerably lower RMSE than
the SLM method; in fact the LHS method reduced the scatter on
average by factors of 5, 56, 194, and 11 for parameters P, G, X,
and H, respectively, when compared with the SLM. The UR-LM
method on the other hand has only reduced the scatter, on
average by factors of 2, 8, 78, and 1.9 for P, G, X, and H, respec-
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Fig. 7. Inter-comparison between the SLM (left-hand panels), UR-LM (central panels), and LHS (right-hand panels) optimization of the noise-added sim-
ulated rrs spectra using the BRUCE model. These graphs show the retrieved versus actual model parameters for P, and G Note: (1) the uncertainty in each
retrieval (gray diamonds) are represented as error bars; (2) the dashed line in each graph represents the ideal 1:1 ratio between retrieved and actual.
Garcia et al. Improved algorithm optimization
663
Fig. 9. Intercomparison between the SLM, UR-LM, and LHS optimization of the noise-added, simulated rrs spectra using the BRUCE model. These graphs
show the retrieved versus actual model parameters for Bsand (top), Bseagrass (middle), and Balgae (bottom).
Fig. 8. Intercomparison between the SLM, UR-LM, and LHS optimization of the noise-added simulated rrs spectra using the BRUCE model. These graphs
show the retrieved versus actual model parameters for X and H.
RMSE, the UR-LM and LHS methods have centroids for the IOPs
and depth closer to the actual value than the SLM (see Table 4).
Fig.!10 displays density plots of the bias in the down-
welling diffuse attenuation coefficient at 490 nm, Kd(490)
plotted against bias in depth; and the bias in Bsand, Bseagrass and
Balgae versus depth bias, for the SLM and LHS optimization
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Table 4. An intercomparison of the RMSE (scatter), percent accuracy, average relative uncertainty, and average retrieved value for each
BRUCE model parameter between the three optimization approaches. Recall that 100% accuracy is ideal as all the retrievals would be
within 1% of the input model parameter.
Average retrieved 
Actual value (centroid) Average uncertainty RMSE Accuracy (%)
values SLM UR-LM LHS SLM UR-LM LHS SLM UR-LM LHS SLM UR-LM LHS
P (m–1)
0.01 0.058 0.021 0.019 0.085 0.033 0.030 0.117 0.047 0.023 1.37 4.11 4.69
0.03 0.067 0.034 0.034 0.097 0.038 0.036 0.115 0.037 0.021 1.83 7.77 9.26
0.05 0.078 0.052 0.051 0.107 0.041 0.041 0.108 0.074 0.020 2.06 10.74 13.14
0.07 0.087 0.071 0.067 0.113 0.048 0.045 0.103 0.081 0.018 3.09 13.71 16.11
0.1 0.105 0.097 0.094 0.126 0.055 0.053 0.101 0.049 0.018 4.80 19.77 20.23
G (m–1)
0.01 0.120 0.054 0.008 0.078 0.031 0.007 0.250 0.172 0.004 1.37 7.66 10.63
0.1 0.450 0.138 0.082 0.177 0.027 0.021 0.517 0.153 0.004 2.74 29.37 36.57
0.25 0.669 0.218 0.215 0.362 0.046 0.045 0.544 0.059 0.010 4.57 40.00 40.00
0.35 0.670 0.311 0.312 0.385 0.063 0.064 0.402 0.020 0.020 2.86 37.14 37.26
0.5 0.643 0.475 0.475 0.328 0.093 0.093 0.231 0.040 0.040 5.60 29.71 29.71
X (m–1)
0.006 0.096 0.026 0.006 0.077 0.009 0.004 0.136 0.067 0.001 0.00 2.86 5.83
0.01 0.108 0.030 0.010 0.074 0.009 0.004 0.144 0.070 0.001 0.23 4.34 7.77
0.03 0.154 0.059 0.025 0.088 0.014 0.004 0.177 0.111 0.001 0.80 17.14 24.46
0.07 0.163 0.050 0.050 0.084 0.004 0.004 0.121 0.001 0.001 4.23 46.51 46.51
0.1 0.180 0.082 0.082 0.068 0.004 0.004 0.124 0.001 0.001 7.20 69.94 70.06
H (m)
1 0.98 0.98 1.00 0.18 0.05 0.04 0.15 0.10 0.01 47.89 85.03 88.69
3 1.59 2.88 3.00 0.98 0.30 0.30 1.62 0.54 0.07 1.71 48.80 51.31
6 2.44 4.58 5.30 2.01 1.37 1.42 3.83 2.00 0.50 0.00 6.63 11.89
11 3.60 4.83 6.21 3.89 4.27 4.69 7.82 5.02 3.22 0.23 0.34 2.29
20 3.75 4.99 6.46 4.35 5.28 6.25 16.55 11.75 9.76 0.00 0.46 0.80
Bsand
0 –0.011 0.017 0.023 0.060 0.056 0.061 0.043 0.054 0.052 0.00 0.00 0.00
0.0757 0.009 0.055 0.067 0.069 0.060 0.065 0.087 0.053 0.034 2.08 12.00 13.44
0.1135 0.018 0.072 0.089 0.073 0.061 0.065 0.116 0.065 0.036 4.48 14.88 17.44
0.227 0.056 0.134 0.156 0.089 0.061 0.065 0.199 0.112 0.072 11.36 24.00 25.12
Bposidonia
0 0.014 0.010 0.009 0.020 0.020 0.022 0.022 0.019 0.018 0.00 0.00 0.00
0.0177 0.020 0.018 0.018 0.020 0.021 0.023 0.014 0.011 0.010 3.04 7.84 7.84
0.0265 0.023 0.022 0.023 0.020 0.021 0.023 0.014 0.009 0.009 5.60 9.52 9.92
0.053 0.031 0.034 0.036 0.020 0.021 0.023 0.029 0.019 0.017 8.00 12.48 12.80
Bsargassum
0 –0.003 0.003 0.004 0.013 0.014 0.015 0.007 0.008 0.007 0.00 0.00 0.00
0.011 0.000 0.008 0.009 0.013 0.015 0.016 0.013 0.007 0.005 4.00 4.64 4.96
0.0165 0.002 0.010 0.012 0.014 0.015 0.016 0.017 0.009 0.007 4.96 6.40 6.96
0.033 0.007 0.017 0.019 0.015 0.015 0.016 0.029 0.017 0.016 6.56 10.88 12.32




approaches. The bias was defined as the retrieved minus actual
parameter value, thus negative bias represents underestima-
tion and vice-versa for a positive bias. Here, Kd(490) was com-
puted by
(10)
where a(490) and bb(490) are the absorption and backscatter-
ing coefficients of the water column at 490 nm. The retrieved
and true values of P, G, and X were used as inputs to Eqs. 3 and
4 to compute a(490) and bb(490), respectively. Also, θw was set
to the sub-surface solar zenith angle at the time of the HICO
overpass on 14 Dec 2011. The bias in Kd(490) was thus com-
puted by Kd, retrieved(490) - Kd, actual(490). The results in Fig. 10
show that the SLM procedure, for the majority of the inver-
sions, simultaneously overestimated Kd(490) and underesti-
mated depth and the bottom albedo coefficients. This implies
that the BRUCE model, when initiating the SLM optimization
with a fixed initial guess, preferentially underestimates the
depth by compensating for a more turbid water column and
darker substrate. This is an example of the LM algorithms’
inability to move beyond local minima. In the SLM approach
the initial guess for depth was 4 m (see Eq. 8), thus as the LM
algorithm increased or decreased the depth parameter in the
direction of lowest Euclidean distance, it encountered and
converged to a local minimum rather than continuing the
optimization process toward the global minimum.
When comparing the bias in Kd(490) with the bias in depth
(Fig. 10a), the LHS method produced depth retrievals more
centered on a bias of zero than the SLM approach. Indeed, the
SLM had biases in depth up to –20 m where the Kd(490) bias
predominantly ranged between 0 and 1.5 m–1. The LHS
θ
( )
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Fig. 10. Density plots of (a) Kd(490 nm) bias versus depth bias; (b) Bsand bias versus depth bias; (c) Bseagrass versus depth bias, and (d) Balgae bias versus
depth bias. Each pixel in the density plot has a frequency of occurrence, represented by its color. The left- and righthand panels show the bias obtained
using the SLM and LHS optimization methods, respectively.
method in contrast, had Kd(490) bias ranging between –0.05
and 0.10 m–1, and a bias in depth that ranged between –15 and
10 m. It should be noted that these large biases in depth of the
LHS method had (i) a substantially lower frequency of occur-
rence (see the color bar in Fig. 10) compared with the SLM
method and (ii) were obtained for the inversions of simulated
rrs whose input depths were greater than 10 m—as illustrated
by the large scatter about these retrieved depths in Fig. 8. This
latter result emphasizes the optical depth limit of shallow-
water inversion models.
In the LHS method, the depth was still preferentially under-
estimated though not the extent of the SLM. This is also
observed by centroids of the depth retrievals (Table 4), which
plateau to around 3 to 4 m for input depths greater than 6 m
using the SLM method, whereas the centroids reach 6.48 m
using the LHS method. Importantly, the LHS method has
improved the bias of Kd(490), which in turn, relates to
improved accuracies of the retrieved IOPs over a range of
depths—particularly over shallow water where the bottom
reflectance can contribute more to the net water-leaving sig-
nal than water column optics.
The UR-LM and LHS methods have significantly increased
the accuracy of the depth retrievals and indeed the other
retrieved parameters. In the SLM approach, the accuracies of
retrieved depths greater than or equal to 3 meters are less than
2%. This has increased to accuracies of 51.3%, 11.9%, 2.3%,
and 0.80% for retrieved depths of 3, 6, 11, and 20 m respec-
tively using the LHS method. The rapid decline in accuracy
and increased scatter about the true value with depth is asso-
ciated with the exponential nature of light attenuation. At
depths greater than 10 m, the bottom contribution to the rrs
signal is typically very small, resulting in minor differences
between an rrs spectrum at, say 15 m to that at 20 m for the
same set of optical conditions. Hence the BRUCE model can
converge to a large range of depths (e.g., 15–25 m) without sig-
nificantly affecting the model fit. Despite these increases in
accuracies, the accuracies of the retrieved depths, IOPs, and
benthic albedo coefficients are typically less than 50% using
the UR-LM and LHS methods, which illustrate the sensitivity
of these model parameters to the addition of spectral noise.
Retrievals of the bottom albedo parameters (Bsand, Bposidonia,
Bsargassum) were only marginally improved with the UR-LM and
LHS methods. These parameters suffer from very low accuracy
(<26%) and precision (>40 % relative uncertainty). For these
three methods, the highest accuracies were obtained for bright
bottom substrates, where 100%, 50%, and 33% benthic sedi-
ment mixtures obtained accuracies of 25%, 17%, and 13%,
respectively. These accuracies decreased as the substrate
became darker, for instance the accuracy for Bsargassum was on
average 2% less than that of Bposidonia. These low accuracies are
likely due to the overparameterization of the BRUCE model
where non-zero albedo coefficients are always retrieved even if
only one benthic type was modeled (despite having set nega-
tive lower bounds [–0.4ρi, see Eq. 6] in the LM optimization).
Such accuracies have significant implications to benthic clas-
sification when total system noise is incorporated in the
analysis. Further work is therefore necessary to improve the
accuracies of these bottom albedo coefficients.
We found that changing the lower bounds of the BRUCE
model parameters can affect the accuracy, RMSE, and uncer-
tainty of the retrievals dramatically. So much so that when the
lower bounds of the IOPs, depth, and bottom albedo coeffi-
cients were set to zero, the inversion results using the SLM
become similar to the UR-LM and LHS methods (see Web
Appendix B). However, the UR-LM and LHS methods are still
more computationally efficient with at least 3.9 times fewer
LM iterations than the standard approach. Despite the
changes in the quality of the retrievals using the SLM and
somewhat the UR-LM method, the LHS technique produced
consistent retrievals to that shown in Figs. 7 to 9 and Table 4;
and so illustrate the robustness and efficiency of this
improved optimization method. Setting the lower bounds to
zero should be used with caution as it can underestimate the
uncertainty and inflate the average retrieved value, particu-
larly when the value of the model parameter is near zero (see
Web Appendix B). As such, for operational satellite remote
sensing, we advise that the lower bounds of the LM algorithm
to be set as slightly negative values.
Discussion
Obtaining a true representation of the uncertainty is crucial
for accurate interpretation of ocean color data. The addition of
spectral noise to the measured rrs adds more local minima to
the solution space that compromises the convergence to the
“best” local if not global minimum. We have shown through
the inversion of noise-perturbed rrs (sensor-derived and simu-
lated) that the standard approach to LM (SLM) optimization,
where the initial guesses are arbitrary and fixed, generated ele-
vated uncertainties because of the convergence to multiple
local minima that had different model parameter values. Two
methods were presented that searched the multi-parameter
space of the BRUCE model, of a given rrs, for the set of param-
eter values that correspond to a local minimum with the low-
est Euclidean distance. The search patterns of these methods
differ; in the UR-LM, the optimized values of the inverted rrs
were randomly perturbed by 10% of their value and used as
the initial guess for a subsequent inversion attempt. This
process was repeated until the Euclidean distance fell below
1.0 × 10–5 or if this repetition occurred more than 10 times. In
the LHS method, seven sets of initial guesses sampled from the
constrained parameter space using Latin Hypercube Sampling
were inverted. The optimized values with the lowest Euclidean
distance were then used as the initial guesses for the subse-
quent inversion of noise-perturbed rrs.
Inversions of several HICO derived rrs spectra showed that
the UR-LM and LHS method aided the convergence of the LM
optimization to one minimum rather than multiple. As a con-
sequence, the estimated uncertainties of the derived IOPs,
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depth and bottom albedo decreased and obtained a more accu-
rate representation of the dispersal about the minimum. To test
the improvements in accuracy of these two methods (UR-LM
and LHS) relative to the SLM approach, we applied these meth-
ods to a simulated dataset of rrs spectra whose spectral resolu-
tion matched that of HICO. These spectra were generated via
forward modeling using the BRUCE model with a range of
model parameter values typically encountered in the coastal
ocean. Spectrally correlated noise obtained from HICO imagery
was added to each simulated rrs to mimic the instrumental
noise and imperfect radiometric corrections arising from
atmospheric fluctuations and sea surface state. The results
showed that the SLM solution approach had substantially
lower accuracies, more scatter about true parameter values and
higher uncertainties than the UR-LM and LHS methods.
Indeed the UR-LM and LHS methods on average increased the
accuracies of aphy(440), adg(440), and bbp(550) by factors of 4, 9,
and 14, respectively. On average, the uncertainties for these
model parameters were also reduced by factors of 2, 6, and 16,
respectively. The retrieved depth also displayed considerable
improvement. The SLM method produced accuracies less than
2% for depths greater or equal to 3 m, whereas the LHS method
provided accuracies of 51.3%, 11.9%, and 2.3% for depths of 3,
6, and 11 m, respectively. The UR-LM and LHS methods how-
ever did not improve retrievals of the bottom albedo coeffi-
cients, which have very poor accuracies, high uncertainties,
and scatter about the true value. Further analysis revealed that
the SLM approach is sensitive to the lower bounds used to con-
strain the solution space, whereas the LHS (and to a lesser
degree, the UR-LM) are considerably more robust and compu-
tationally efficient. It should be noted that if spectrally corre-
lated noise is not propagated, and instead just a single
reflectance spectrum is to be inverted; then the LHS method
would take approximately seven times longer than the SLM.
This is due to the search for the optimum initial guess where
the LM optimization is performed seven times.
The UR-LM and LHS methods, like the SLM, are susceptible
to spectral non-uniqueness as suggested through the set of
inversions presented in Fig.!11. In Fig. 11, 2 groups (Groups 1
and 2) of different retrieved depths but similar IOP values are
present. It is evident that the set of inversions that retrieved a
depth greater than 6 m (Group 2, red data points) had nega-
tive Bsand and Bseagrass values, which are not physically possible.
Negative bottom albedo values were retrieved as these model
parameters were ‘pegged’ to the negative lower bounds of the
constrained LM optimization. Analysis showed (results not
shown here) that when the lower bounds were set to zero, the
Bsand and Bseagrass parameters of Group 2 only retrieved values of
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Fig. 11. Non-uniqueness retrieved BRUCE model parameters versus retrieved depth, for the 3000 noise perturbed rrs spectra of quasi-deep HICO pixel
at row 1107, column 226, Shark Bay 14-Dec 2011. The optimized guess values were dynamically chosen using the LHS method and are shown as gray
diamonds. The red data points (Group 2) have negative Bsand and Bseagrass that are not physically possible.
zero. The MPFIT algorithm used in this study (Markwardt
2009, Markwardt pers. comm. 2014) pegs a model parameter
to an upper or lower bound when the cost function (Euclidean
distance) exists beyond that boundary; which for this case
implies that the minimum is not physically possible and the
retrievals should be ignored or flagged. In the situation shown
in Fig. 11, it is possible to determine the correct local minima
based on whether the optimization retrieved any model
parameters that ‘bottomed out.’ Situations where two or more
minima have very similar Euclidean distances and physically
possible model parameters are the limit of optimal remote
sensing as Hedley et al. (2012b) describes. For example, from
in situ radiometry, it may be possible to identify (through a
shallow water model) macroalgae at a shallow depth from
sand/seagrass benthos at a deeper depth. However, the satel-
lite/airborne derived rrs spectra of those benthos can contain
sensor and environmental noise that can lead not only to
indistinguishable spectra but also high uncertainty. These fac-
tors can cause the retrieved model parameters of these two
benthos to overlap. Although this is an optical remote sensing
limit, it is still possible and useful to identify these pixels in
the processing using, for example, a post-processing density
based cluster analysis, such as DBSCAN (Ester et al. 1996).
Recommendations
Based on the analysis presented, we recommend the use of
the Latin Hypercube Sampling (LHS) procedure to search for
the optimal initial guess when implementing the LM opti-
mization routine within an optically shallow semi-analytical
inversion algorithm. The LHS method is simple to implement,
more computationally efficient when using the uncertainty
propagation technique, and increases the likelihood of con-
verging to the global minimum relative to the standard
approach. Furthermore, the LHS (and to a lesser extent the
UR-LM) method converges to a single minimum and affords
true representation of the uncertainty caused by sensor and
environmental noise. In this article, we used a complex shal-
low water algorithm that can have up to seven model param-
eters, and as such it is possible to use the LHS method with
other ocean color models (e.g., Generalised IOP model,
Werdell et al. 2013) developed for different sensors. Here, we
set the number of noise-perturbed spectra to 3000 per pixel
when testing the UR-LM and LHS methods on the HICO spec-
tral image data. For operational processing of satellite/air-
borne imagery, we recommend 50 noise-perturbed spectra per
pixel as illustrated in Fig. A10 (Web Appendix A), which in C
language takes an average of 0.12 s per pixel using the LHS
method on a standard PC without parallel/GPU processing.
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