We present a procedure to test the effect of calibration priors on estimated times, which applies a recently developed calibration-free approach (RelTime) method that produces relative divergence times for all nodes in the tree. We illustrate this protocol by applying it to a timetree of metazoan diversification (Erwin DH, Laflamme M, Tweedt SM, Sperling EA, Pisani D, Peterson KJ. 2011. The Cambrian conundrum: early divergence and later ecological success in the early history of animals. Science 334:1091-1097.), which placed the divergence of animal phyla close to the time of the Cambrian explosion inferred from the fossil record. These analyses revealed that the two maximum-only calibration priors in the pre-Cambrian are the primary determinants of the young divergence times among animal phyla in this study. In fact, these two maximum-only calibrations produce divergence times that severely violate minimum boundaries of almost all of the other 22 calibration constraints. The use of these 22 calibrations produces dates for metazoan divergences that are hundreds of millions of years earlier in the Proterozoic. Our results encourage the use of calibrationfree approaches to identify most influential calibration constraints and to evaluate their impact in order to achieve biologically robust interpretations.
Introduction
Traditionally placed at the beginning of the Cambrian period (~541 Ma) based on the poor Precambrian fossil record, the divergence of a majority of animal phyla has been pushed back into the Proterozoic by many molecular dating studies (Wray et al. 1996; Feng et al. 1997; Turner and Young 2000; Otsuka and Sugaya 2003; Hedges et al. 2004; Blair and Hedges 2005a; Berney and Pawlowski 2006; Parfrey et al. 2011) . These results have led to a longstanding debate between the relative merits of the use of fossil record and molecular data for establishing divergence times (Cartwright and Collins 2007; Donoghue and Benton 2007; Hug and Roger 2007; Budd 2008; Ho and Phillips 2009; Inoue et al. 2010; Quental and Marshall 2010; Dornburg et al. 2011; Morlon et al. 2011; Parfrey et al. 2011; Parham et al. 2012; Warnock et al. 2012; Wheat and Wahlberg 2013a) .
Contributing to this debate are results from many other molecular studies that have placed the divergence of animal phyla at the beginning of the Cambrian period, which are attractive because they close the gap between the dates from molecular data and the fossil data (Doolittle et al. 1996; Bromham et al. 1999; Aris-Brosou and Yang 2002; Aris-Brosou and Yang 2003; Douzery et al. 2004; Peterson et al. 2004 Peterson et al. , 2008 Peterson and Butterfield 2005; Cartwright and Collins 2007; Erwin et al. 2011; Gueidan et al. 2011; Sperling et al. 2013; Wheat and Wahlberg 2013b) . Efforts to investigate discrepancies among timelines have included analyses with increased numbers of species and genes as well as systematic evaluation of the parameters and assumptions made in molecular data analysis. Following this trend to generate better and more reliable estimates of divergence times among animal phyla, Erwin et al. (2011) carried out an extensive analysis of a multigene alignment (2,049 amino acids) from members of all major phyla using 24 calibrations with many minimum-only (12), minimum-maximum (10), and maximum-only (2) constraints. Their analyses placed the divergence of animal phyla close to the time of the Cambrian explosion of animal form as observed in the fossil record, which is different from many previous and recent timetree studies (e.g., Blair and Hedges 2005a, 2005b; Hug and Roger 2007; Blair 2009; Parfrey et al. 2011; Wheat and Wahlberg 2013b) .
There is, however, growing evidence that calibration priors can severely alter estimated timelines and that accuracy of time estimation analyses can be improved by a ß The Author 2015. Published by Oxford University Press on behalf of the Society for Molecular Biology and Evolution. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com comprehensive evaluation of the effect of calibrations. This is true even in the presence of large amounts of molecular sequence data that cannot offset the effects of assumed priors, including the stringent maximum-only boundaries and root priors (Ho and Phillips 2009; Inoue et al. 2010; Warnock et al. 2012 Warnock et al. , 2015 . So, we developed and employed a protocol to directly assess the robustness of the results obtained by Erwin et al. In this protocol, the effect of calibration constraints on the time estimates are evaluated by comparing the absolute divergence time estimated using any method (e.g., Bayesian) with the relative divergence times obtained without incorporating any calibration constraints by using the RelTime method (Tamura et al. 2012) . Analysis of synthetic and actual sequence data has previously shown that RelTime produces accurate relative timelines, without requiring calibration constraints and assumptions about the models of substitution rate changes among lineages (Tamura et al. 2012; Filipski et al. 2014) . These relative timelines can be used as an independent framework for hypothesis testing of the effects of all calibrations together and reveal the most influential calibrations. This is because, if priors on calibrations do not significantly constrain the posterior estimates (with all other parameters kept the same), the relative times from the RelTime method are expected to be linearly related with the absolute divergence times obtained by a calibration-dependent molecular clock approach, for example, those times reported by Erwin et al. (2011) . However, if the linear relationship is significantly disturbed for one or more nodes in the timetree, then the juxtaposition of the relative times with the calibration boundaries applied would enable the discovery of calibrations responsible for the observed discrepancy. Such a result would identify, in a single analysis, all calibrations that are the primary force driving the resulting timeline and that, therefore, require further scrutiny to assess their reliability. Our procedure is fundamentally different from approaches that use different permutations or jackknifing of calibration constraints to produce multiple nonindependent timelines, which confound the final comparison and diagnosis. For example, Erwin et al. (2011) used a jackknife approach and report consistent divergence times. However, consistency of time estimates based on such permutations is not sufficient due to their nonindependence owing to sharing of a large number of calibration constraints.
In our approach, the first step is to compare the absolute times (obtained by using all the calibration constraints) with the relative times obtained using the RelTime method. Figure 1 shows the relationship between the RelTime estimates (x axis) and the absolute time estimates (y axis) reported by Erwin et al. (2011) , who used the Phylobayes (Pb) software (Lartillot et al. 2009 ). Overall, there is an excellent correlation between the RelTime and Pb estimates, but the trend is not linear. A polynomial provides a better fit (R 2 = 0.88) than a linear trend (R 2 = 0.58). Therefore, unlike Erwin et al.'s jackknifing procedure, our approach is able to immediately show that calibration constraints used in this study had significant impact on the final time estimates such that they produced a significant plateauing (compression) of almost all the divergences in the pre-Cambrian.
In the second step, we explore the relationship of relative time estimates of the nodes with the 24 calibration boundaries in order to reveal nodes where the two estimates show differences, if any. For Erwin et al.'s data, figure 2 shows this relationship for minimum boundaries (empty circles) and for maximum boundaries (closed circles) for all 24 constraints. RelTime estimates correlate well with the minimum and/or maximum boundaries for nodes younger than the Cambrian boundary ( fig. 2A, shaded area) . However, two calibrations with maximum-only boundaries in the late Proterozoic deviate significantly from the overall trend (565 and 713 Ma; C1 and C2 in fig. 2 ). It is already well known that the maximum bounds can strongly constrain nodes in relaxed clock analyses even when using large amounts of molecular sequence data (Blair and Hedges 2005a; Ho and Phillips 2009; Inoue et al. 2010; Warnock et al. 2012 ). This constraining effect predicts that the placement of deep calibration maxima close to the Cambrian boundary may preclude a priori the possibility of other deep inter-phyla nodes being older than the specified maximum boundaries. A similar effect will be caused by the use of a young maximum root node time, which was set to 1,000 Ma by Erwin et al. despite the fact that the root of the tree of animals has been dated to be up to 50% older in many molecular studies using classical and relaxed clock methods (Nei et al. 2001; Otsuka and Sugaya 2003; Hedges et al. 2004; Blair and Hedges 2005b; Parfrey et al. 2011 ). Therefore, a large standard deviation around 1,000 Ma needs to be used to avoid placing an unduly restricted root constraint in Bayesian analyses. 
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Diagnosing Calibration Effects . doi:10.1093/molbev/msv075 MBE So, in the third step, we evaluated the constraining effect of the two maximum-only calibrations by using all other 22 calibration points from Erwin et al. (i. e., applied 90% of their calibrations as is) in a Pb reanalysis, where the root node was allowed to be more flexible by increasing the standard deviation associated with its boundary (see Materials and Methods) . In this way, we could examine if the divergence times are robust to the two calibration assumptions and the root prior. The posterior time estimates changed dramatically with much deeper inter-phyla divergence times produced by the application of the Pb software used by Erwin et al. (fig. 3) . The new estimates showed excellent linearity with the RelTime estimates for within-phyla and inter-phyla divergence times (R 2 = 0.87). In the fourth step, we verified if the identified constraining calibrations (C1 and C2 in the current case) produce time estimates that are consistent with those produced by the use of the other calibrations (22 calibrations). To do this, we conducted Pb analyses using only the two maximum-only calibrations (C1 and C2) and compared them with those obtained using the remaining 22 calibrations (fig. 4A ). The divergence times obtained from C1 and C2 were approximately 40% lower (younger). We found that C1 maximum primarily impacts time estimates within its clade due to its nesting in the phylogeny, but C2 maximum severely impacted interphyla divergence times in its sister clade. These analyses confirm that two maximum-only constraints are the primary determinant of Erwin et al.'s conclusions, as these two Precambrian constraints produce time estimates that are very different from those obtained using a vast majority of other calibrations (22 out of 24).
As a final step, we can test if the identified calibrations (C1 and C2 in the current case) are consistent with the other ones (22 calibrations). This is different from traditional cross-validation procedures because we are testing a specific hypothesis rather than using Near et al. (Near and Sanderson 2004; Near et al. 2005) procedure to test each constraint oneby-one to find the offending calibrations. In the current case, if C1 and C2 maxima are too young, then they are predicted to produce estimates younger than the minimum boundaries for one or more of the other 22 calibrations. Indeed, time estimates of 21 out of 22 nodes with calibration minima were violated with an average underestimation of 31% (11% À 66%) ( fig. 4B ), which means that C1 and C2 are inconsistent with almost all other calibration boundaries.
In summary, our step-by-step procedure shows that Erwin et al.'s primary conclusion about the concordance between the fossil and molecular times are strongly dependent on the correctness of those two calibration maxima and the prior assumptions about the root age. Therefore, the metazoan timeline is not robust to calibration priors, which was not evident using previously available approaches applied by Erwin et al. (2011) . We suggest that future timetree analyses utilize a multi-step approach similar to the one outlined above to analyze the impact of constraints before the time estimates are used to make biological interpretations.
Materials and Methods
A multigene alignment of 7 housekeeping proteins in 117 metazoa species and their evolutionary relationships were obtained from Erwin et al. (2011) . In addition to the Pb program (Lartillot et al. 2009 ) employed by the original authors, we applied the RelTime method (Tamura et al. 2012) . The RelTime estimates were compared to the Erwin et al. times obtained from their supplementary materials (DatabaseS2 file). Because this file only contained times for a subset of nodes, we followed Erwin et al. and used Pb on their data to obtain time estimates for the rest of the nodes. We used a 5% relaxation bounds threshold and a root node prior of 1,000 My with standard deviation of 100 My, as done by Erwin et al. These recalculated estimates were almost identical to those reported by Erwin et al. (0.54% difference) . We also conducted additional Pb analyses using alternatively only the two maximum-only calibrations (C1: Dendraster/Saccoglossus at 565 Ma, and C2: Geodia/Verongula at 713 Ma; see fig. 2B ) or only the remaining 22 calibrations, both of them with the required root node prior relaxed (1,000 My with a standard deviation of 1,000). Other parameters (relaxation bound and rate variation model) were kept as in Erwin et al. (5% and autocorrelated CIR, respectively) . Trends of analyses using softer relaxation boundaries (20% and 50%) and an uncorrelated model did not differ significantly from those reported here. Unlike RelTime that took less than 15 min to complete, Pb analyses did not meet the suggested guidelines for convergence (maxdiff <0.3 and effective sample size 4 50) even after many weeks of calculations with two parallel chains and greater than 20,000 generation cycles. Still, we considered the posterior estimates to be final because of the similarity of our results with those from Erwin et al. and because the chains showed less than 1% difference when checked at different calculation time points. 
