A closed-form expression of the retarded quadratic density response function of a two dimensional non-relativistic electron gas at zero temperature is written in terms of a non-analytic complex function. A careful analysis is made of the mathematical mechanism of exact static features such as vanishing, discontinuity and peaks. Special attention is paid to an ambiguity in treating the phase of the non-analytic complex function.
I. INTRODUCTION
In the response theory based on an electron gas model, an essential role has been played by the retarded ℓinear Density Response Function (ℓDRF) ever since its specific form of the 3-Dimensional Electron Gas (3DEG) was known by Lindhard while the 2D ℓDRF by Stern [1, 2] . However, the higher order DRFs become important when a nonlinear effect comes into a play. A prominent example is the so-called Barkas effect in the electronic energy loss problem [3, 4] , which could not be explained by the linear density response theory [5] .
On the way to tackle the Barkas effect, physicists tried to obtain the analytic form of the quadratic order DRF. The low-frequency limit of the real part of 3D qDRF was obtained by Lloyd and Sholl [6] whereas the same limit of the imaginary part was done by Hu and Zaremba [7] . However, the complete form of the wavevector-and frequency-dependent 3D qDRF did not appear until Cenni and Sarraco(CS) reported its real part [8, 9] while Pitarke, Ritchie, Echenique and Zaremba reported its imaginary part [10] . Soon after the work of Pitarke et al. [10] , Richardson and Ashcroft(RA) reported another form of the imaginary part obtained by a technique based on the Feynman trick in the imaginary frequency space [11] .
A specific form of both the time-ordered and the retarded qDRF in 3D was reported by Pitarke, Ritchie and Echenique(PRE) [12] , and later by Del Rio and Pitarke [13] . They followed the field-theoretic approach, and adopted the real part of 3D qDRF obtained by CS [9] . They also found an interesting collinear-limit expression that looks like the decomposition theorem claimed by CS. As for the imaginary part, they took a different approach from RA. They separated the contribution of the infinitesimal imaginary frequencies from the principal part. The same method was applied to the 2D qDRF by Bergara, Pitarke and Echenique(BPE) [14] . Before BPE came out, Zhang also reported a closed-form expression of the static 2D qDRF and even the expression of the static 2D DRF generalized up to the infinite order [15] . * changjin21c@daum.net
On the other hand, Rommel and Kalman obtained other closed-form expressions of the wavevector-and frequency-dependent retarded qDRFs in various dimensions without relying on the so-called Feynman trick. They calculated the real and imaginary parts all at once not separately. They could write the 2D and 3D qDRFs in terms of a complex function that looks much simpler than any other reported expression. Especially in a 2DEG they noticed a number of conspicuous remarkable static features that will be referred to as vanishing, discontinuity and peaks [16] [17] [18] [19] . However, there had been some mistakes in their calculations that became clarified and corrected later [20] .
The main difficulties in obtaining the closed-form of the qDRF are two fold. One comes from the intricacy involved in the derivation of the qDRF in relation to the three-point density correlation functions [7, 13, 21, 22] , or more generally the nonlinear fluctuation-dissipation theorem [23] . The other comes from the different mathematical techniques involved in the integration of the oneloop triangle diagrams of the qDRF [11, 12, [14] [15] [16] [17] . The closed-form expression of the qDRF varies depending on the integration technique that has been adopted, making the comparison hard to be achieved.
However, there are a number of things that can be said about the complex closed form(Eq. (7) and Eq. (26)) of the 2D qDRF presented in this paper. Firstly, the retarded expression(Eq.(3) and Table I ) in this paper is valid for a 2DEG only at zero temperature. Secondly, the retarded expression(Eq.(3) and Table I ) in this paper is identical to the Eq.(2.16) in BPE with no difference except the overall sign. In fact, BPE mentioned that Eq.(2.16) is retarded [24] . Thirdly, the complex closed form of the 2D qDRF is different from the 2D qDRF in BPE even if they are composed of the similar expressions in part. The complex closed form in this paper is written in terms of a non-analytic complex function, and its real and imaginary parts are not separated but given in terms of a single complex function. In fact, there is a difficulty in extracting the real part from the complex closed form due to the phase ambiguity that will be clearer in this paper. On the other hand, the specific forms of the real and imaginary parts in BPE are written in the separate forms. Fourthly, the complex closed form satisfies the well-known symmetry of the retarded qDRF such as the wavevector inversion symmetry and the reality condition in a real space [25] . In addition, it behaves in a way as one expect in the static long-wavelength limit as well as in the collinear limit. Finally, one may find that the complex closed-form expression suffers from the ambiguity(or defect) in treating the phase of a complex function [26] . However, the ambiguity is not due to the weakness of the complex closed form itself but it arises from the ignorance of the weakness of the current computational algorithm: especially in treating the phase of the non-analytic complex function.
The plan of this paper is as follows. In Sec.II, a closed-form expression of the wavevector-and frequencydependent retarded qDRF of a 2DEG will be written in terms of a complex function that will be analytically calculated with a mathematical rigor. In Sec.III, a careful analysis will be made of the mathematical mechanism of vanishing, discontinuity and peaks with emphasis on the exact static 2D qDRF. In Subsec.III D, special attention will be paid to an ambiguity in treating the phase of the non-analytic complex function. The conclusion will be given in Sec.IV.
II. 2D QUADRATIC DENSITY RESPONSE FUNCTION
Let us focus on a homogeneous non-interacting electron gas at zero temperature driven by a classically behaving external potential Φ(r, t). The Hamiltonian H(t) consists of the kinetic part H 0 and the interaction part H e (t): H(t) = H 0 + H e (t). With the form ofĤ e (t) = dr ρ(r, t)Φ(r, t) as the interaction part, we assume that the quadratic order induced electron density ρ(r, t) 2 0 may be written in the symmetric form of [27] ρ(r, t)
where the bracket [ρ,Ĥ e ] stands for the commutator and |Ψ 0 is the unperturbed ground state of an electron gas: simply a Slater determinant. It is noteworthy that the quadratic order density response is retarded due to the condition of the Heaviside step function θ(t) that is defined as θ(t) = 1 for t ≥ 0 and zero for t < 0. By performing the Fourier transform of Eq.(1), one will end up with ρ(k, ω) 
where χ(k 1 , ω 1 ; k 2 , ω 2 ) stands for the retarded qDRF of a non-interacting electron gas. Even if χ 0 is the usual notation for the DRF of a non-interacting electron gas, χ will be used for it throughout this paper: refer to the appendix A for more details about χ.
The retarded qDRF of χ(k 1 , ω 1 ; k 2 , ω 2 ) can be given as a summation of six F (asb) ≡ F (k a , ω a ; k b , ω b ) functions, which are defined as
where σ is the spin index and V is the volume factor. ω a ≡ ±(ω ′ a + iδ) is a complex value with the real ω ′ a (a = 0, 1, 2) and the positive infinitesimal δ.
(asb) is a symbol denoting one of the permutations of (012) ≡ (k 0 , ω 0 ; k 1 , ω 1 ; k 2 , ω 2 ), which indicates that the qDRF is closely related to the permutation of variables in F (asb)'s. The variables of the six F (asb)'s are specified in Table I , where ω
and k 0 = k 1 + k 2 are implied and β ab is the angle between k a and k b : the angle of k a is measured counterclockwise with respect to k b . Moreover β ab is not defined at 0 or π, and it is limited to the range of 0 < |β ab | < π. Here it is worthwhile to emphasize that the imaginary part of the frequency ω a in the Table I can be either positive or negative depending on the sign in front of it. Moreover, six F (asb)'s in Table I coincide with the corresponding expression Eq.(2.16) in BPE [14] within the wavevector inversion symmetry: in fact, no difference except the overall sign.
Hereafter all the wavevectors and the energies are given in the units of the Fermi wavevector k F and the Fermi energy ǫ F = ω F = 2 k 2 F /(2m e ) respectively, and is taken to be one.
One can write the retarded qDRF of a non-interacting electron gas χ(1; 2) ≡ χ(k 1 , ω 1 ; k 2 , ω 2 ) as follows 
with ω a = ±(ω ′ a + iδ) and k a = |k a |. This replacement comes from the relation of
can be redefined as
.
(6) With the new definition of F (asb), the qDRF can be recast into
A. The analytic integration of 2D F (ka, ωa;
Let us get into the details of the integration of Eq.(6). In polar coordinates, it can be written as
where µ a , ν b in F (asb) can be constructed with the help of Eq.(5) and the Table I , and its real and imaginary parts are denoted by µ a = µ
The angle between q and k b is denoted by φ. The φ-integral can be converted to a contour integral by introducing z = exp(iφ) and b = exp(iβ ab ). Then, one will get
The integrand has four simple poles:
It is crucial to establish the analytic property of the square root complex function of w(µ, q) ≡ µ − q 2 in Eq. (10) . The form of w(µ, q) used in Ref. [17] should be replaced by [28, 29] 
The residues of z ) respectively as below
where we used the fact that w 2 (µ, q) = |µ ′ | 2 − q 2 holds true in Eq. (11) for both cases of |µ ′ | > q and |µ
The radial q-integration is relatively straightforward because C is merely a parameter independent of q. However, depending on whether |µ ′ a | > q or not, one should make the right choice in using Eq. (11) .
One can find that a closed-form of F (asb) can be written as
where
(16) Here it should be emphasized that µ 2 a − 1 is the square root complex function given in the form of Eq. (11)[31] with q = 1.
Moreover, it is natural to expect Eq. (15) should be an even function of β 12 because there is no preferred direction to measure the angle(or chirality). To make sure, let us change the sign of β ab in Eq. (8), then we get
One would expect that Eq. (15) and Eq. (17) should be equivalent to each other. Indeed it looks so at a glance.
Here it is worthwhile to emphasize that Eq. (15) and Eq.(17) are fully general for any arbitrary wavevector and frequency as long as k a = 0 for a = 1, 2 and the angles β ab = 0, or π. Moreover, there is an important issue to mention about Eq. (15) and Eq. (17) . Once they are visualized by a computational code, they will turn out to be different from what would be expected by the analysis in the subsection III D. This discrepancy comes from the existing ambiguity in treating the phase of two logarithmic terms in a computational algorithm. The reason will be clearer later in the subsection III D and the more feasible form will be given as the single logarithmic form in Eq.(26).
Before we go over the static features of the 2D qDRF, it is worthwhile to mention how F (asb) behaves in the highfrequency limit or in the static short-wavelength limit. Assuming |µ
goes to the infinity, even it does so as sin β 12 in ∆ goes to zero because the curly bracket in Eq. (15, 17, 26) approaches zero whereas the static 2D qDRF obtained by Zhang [15] can diverge as sin β 12 goes to zero. 
where S ′ is the real part of S = S ′ + iS ′′ . The notation of Eq.(19) means the imaginary part of the static χ(k 1 ; k 2 ) is simply zero.
For a given angle of β 12 , the real part χ ′ (k 1 ; k 2 ) can be plotted in the Cartesian coordinates (k 1 , k 2 ). Let us take a look at a contour plot shown in Fig.(1) . The first quadrant stands for χ ′ (k 1 ; k 2 ) with the angle of β 12 = 60
• . The negative axis of k 1 (k 2 ) represents the inversion of the wavevector of k 1 (k 2 ), so that the second quadrant stands for χ ′ (−k 1 ; k 2 ) with β 12 = 120
• (between −k 1 and k 2 ). The two bottom quadrants are the reflection of the upper ones with respect to the origin, which shows merely the inversion symmetry χ(
A number of interesting static features can be observed in Fig.(1) such as vanishing, discontinuity, and peaks. In the following subsections, we will take a look at these three features one by one. In addition, an ambiguity will • . The second quadrant stands for χ ′ (−k1; k2) with β12 = 120
• . χ(k1; k2) is not defined at k1 = 0 nor at k2 = 0.
be reported in treating the phase of F (asb) in Eq. (17), which will turn out to cause the overall sign ambiguity of the 2D qDRF.
A. Vanishing
The first easily noticeable feature is the quite broad central region in Fig.(1) where χ ′ (k 1 ; k 2 ) vanishes. This feature of vanishing persists in the static χ ′ (k 1 ; k 2 ) throughout the angle β 12 from 0 to π.
show how the shape of the vanishing region changes as β 12 varies from 5
• to 90
• . The boundary of the vanishing region is depicted by the thick dashed(blue) and thick solid(red) lines.
There is a simple way to construct the vanishing region. Firstly, focus on the 4×4 square in (k 1 , k 2 )-space, and cut off a part beyond the outer ellipse. Final touch is just cutting off the remaining part beyond the inner ellipse only at the corner of the second quadrant.
This vanishing region can be described by a number of mathematical conditions. First, it is just the common region satisfying the following three conditions: (c) β12 = 90
• .
FIG. (2). (Color online) (a)-(c):
The 3D plots of the static χ ′ (k1; k2) at three different angles:
The angle dependence of the boundary of the vanishing region. If β ab > 90
• , the left and right sides would be interchanged.
1).
Final touch is the exclusion of the common region described by
where For clarity, let us take a look at Fig.(3) , which highlights the vanishing boundary in the upper quadrants of Fig.(1) . The 4 × 4 square is denoted by the dotted lines(|k 1 /2| = 1, |k 2 /2| = 1). The outer ellipse(|k 0 /2| = 1) and the inner ellipse(ϕ + ϕ − = 0) are denoted by the solid line and the dashed line respectively. In between the dot-dashed lines(ℓ + , ℓ − ) resides the corner of the second quadrant. Then, the exclusion condition in Eq. (21) removes the region C from the vanishing region, so that the vanishing region is enclosed with only the thick lines in Fig.(3) : refer to the subsection III B for the mathematical mechanism of the vanishing.
Let us go back to Fig.(3) and take a look at the dots: S * and T * . They are symmetric points where k 1 = k 2 . What is the distance of OS * (OT * )? At first sight, it seems difficult to answer the question. However, once we adopt the contra-variant oblique coordinates, the answer is easy to find: refer to Appendix D for more details. In order to present the answer, let us denote the components of S * (T * ) with (k * 1 , k * 1 ), the distance of OS * (OT * ) Fig.(3) ? Along this symmetric line, we know k 1 = k 2 so that it depends only on k 1 at various angle β 12 . Let us take a look at Fig.(4) , which shows how χ ′ (k 1 ; k 2 ) looks as β 12 varies from 0 to π. We can clearly see the vanishing line up to S * for β 12 < π/2 and otherwise up to T * . Interestingly the discontinuous jump takes place only for β 12 > π/2. The thick solid(red) curve follows k * 1 (β 12 ) in Eq. (22) gle(composed of k 1 , k 2 , −k 0 ) fits inside the Fermi circle: refer to a simple geometrical proof in Appendix E. Therefore, the vanishing boundary is closely related to the existence of the sharp Fermi surface of a 2DEG. This feature of the triangle rule was correctly pointed out by Rommel and Kalman [17] .
As a matter of fact, this vanishing feature in a 2DEG is not entirely unexpected but required by the quadratic compressibility sum rule [18, 35, 36] lim k1,k2→0
which implies the vanishing in the static long-wavelength limit because the pressure p of a 2DEG is proportional to n 2 at zero temperature. This vanishing in the static long-wavelength limit can be verified by our closed-form in Eq.(17) in a direct manner: a proof can be found in Appendix F. On the other hand, the static 2D qDRF obtained by Zhang [15] does not show the vanishing. Motivated by this discrepancy, one might wonder why a quantum 2DEG should surely satisfy the classical quadratic compressibility sum rule of a 2DEG. In fact, it was revealed that the plasma frequency in a relativistic quantum 2DEG does not show the same density dependence as that of a non-relativistic quantum 2DEG in the classical limit [37, 38] . Nevertheless, a non-relativistic quantum 2DEG may differ from its relativistic counterpart. According to Barton[39] , the scattering amplitude of a non-relativistic quantum 2DEG becomes identical to the classical one in the static long-wavelength limit, so that the classical quadratic compressibility sum rule, Eq.(23), is expected to be valid for a quantum 2DEG either.
Moreover, it is noteworthy that χ ′ (k 1 ; k 2 ) satisfies the collinear limit expression Eq.(3.25) in PRE [12] found for a 3DEG. In the parallel collinear limit(k 1 k 2 ) as β 12 goes to 0, the 2D qDRF of χ ′ (k 1 ; k 2 ) can be rewritten in terms of the 2D linear DRFs as follows
(24) Here k 0 = k 1 + k 2 is the largest wavevector. If k 1 and k 2 are anti-parallel (k 1 −k 2 ), the subscripts of the wavevectors should be reordered in such a way that the largest wavevector comes first in the curly bracket. This collinear-limit expression can be derived directly from Eq.(26): a proof can be found in Appendix G. In comparison with Eq.(3.25) in PRE [12] , Eq. (24) is two times smaller and its sign is opposite. The Eq.(24) also shows the vanishing in the static long-wavelength limit and, to a certain extent, even at finite (k 1 , k 2 )-values too. This vanishing feature in the collinear limits also validates the classical quadratic compressibility sum rule even for a quantum 2DEG. In addition, Eq.(24) implies χ ′ (k 1 ; k 2 ) does not change its sign remaining non-negative in the entire (k 1 , k 2 )-space [40] or positive in the non-vanishing region.
By looking at Fig.(4) when β 12 is close to 0 or π, one can guess what χ ′ (k 1 ; k 2 ) looks like in the collinear limit. As β 12 gets closer to 0 in the parallel collinear limit, the non-vanishing part of χ ′ (k 1 ; k 2 ) does not diminish to zero but remain finite for k 1 > 1 while it develops the peaklike behavior around k 1 = 2 as β 12 gets closer to π in the anti-parallel collinear limit.
B. Discontinuity
The second static feature of the 2D qDRF is the discontinuity when β 12 > π/2. It takes place across the vanishing boundary of ϕ + ϕ − = 0 in Fig.(3) , where the discontinuous boundary is denoted as the thick solid line in the second quadrant. For clarity, take a look at the discontinuous jump in the second quadrant of Fig.(2b) as well as the region in Fig.(4) where β ab > 90
• . This non-analytic feature is due to the abrupt phase-change of the logarithmic terms of F (asb) in Eq. (17) .
To look into the mechanism of the discontinuity, let us analyze the phases of F (asb) in Eq. (17) focusing on only the common region in which |η On the other hand, the phase of the latter is simply −(π − β ab ). Therefore, the phase of the sum becomes just (0 or π) − (π − β ab ).
Let us introduce the new symbol of ϑ(asb) ≡ ϑ 1 (asb)+ ϑ 2 (asb) with ϑ 1 (asb) ≡ (0 or π) and ϑ 2 (asb) ≡ −(π − β ab ). Then, the real part of S ′ [012] can be written as
where ∆ ≡ ∆ 02 = ∆ 21 = ∆ 10 is the area of the wavevector triangle and ϑ[012] ≡ ϑ(012) + ϑ(201) + ϑ(120). As Fig.(3) .
given in Table II 
C. Peaks
The third static feature of the 2D qDRF is the strong peaks at some points along the vanishing boundary, where the ellipse(|η
) meets the condition of k a = 2k F for a = 1, 2 that is reminiscent of Kohn anomaly [42, 43] : for example, (k 1 , k 2 ) = (2, 0), (0, 2), (−2, 2 cos β 12 ) or (−2 cos β 12 , 2) with β 12 = π/3 in Fig.(3) . Even though the values of these peaks are not visualized correctly in Figs.(2a)-(2c) , one can see a certain tendency of the peak-like singular behavior.
The angle β 12 = π/2 is special in a sense that the inner and the outer ellipses become identical to a circle with the radius of 2 as shown in Fig.(2c) and Fig.(2i) . For β 12 = π/2, the k 0 = 2k F condition is satisfied all the way around the vanishing boundary.
In fact, the conditions of the strong peaks coincide with the condition of ∆ ab ≡ k a k b sin β ab = 0 that makes F (asb)-function diverge. In other words, on the peak condition of ∆ ab = 0, a particle-hole pair excitation and recombination takes place between the opposite sides of the Fermi surface. Such a particle-hole pair bubble corresponds to the one-loop triangle diagram with one of its sides pinched.
As for the points at the edge of the discontinuous boundary, we can expect peaks from ∆ ab = 0 only in the anti-parallel collinear limit as β ab goes to π. Remind that Eq. (17) is not well-defined at β ab = π, however its collinear-limit expression in Eq. (24) shows a strong peaklike behavior.
What about the parallel collinear limit? As mentioned in the subsection III A, χ ′ (k 1 ; k 2 ) in Fig.(4) remains finite for k 1 > 1 as β 12 goes to 0. This fact may lead one to conclude that there is no peak in the parallel collinear limit.
However, that is misleading because the plot of χ ′ (k 1 ; k 2 ) in Fig.(4) is just the special case of k 1 = k 2 . In fact, there are another two peaks at (k 1 , k 2 ) O = (2, 0), (0, 2) that come close to the point S * from the both sides of it along the vanishing boundary: refer to the contra-variant oblique coordinates (k 1 , k 2 ) O in Appendix D and decease the angle β 12 to see how the vanishing region and the peak's points change.
D. Ambiguity
In the foregoing subsection of discontinuity, we added up ϑ 1 (asb) and ϑ 2 (asb) to get ϑ(asb) before we summed up three phases of ϑ(asb) to get ϑ[012]. This is actually the way how we have obtained the plot of χ ′ for a visualization.
There is another distinct way to sum up the phase of ϑ(asb) in S One may expect that the second way to sum up the phases is equivalent to the first case. However, depending on which way one sums up the phase ϑ(asb), the sign and value of S[012] will turn out to be different: refer to Appendix H for more details.
Unfortunately this ambiguity brings on the overall sign ambiguity accompanied by the value of ϑ[012] itself changed. From the mathematical point of view, this ambiguity seems related to the well-known fact that ln e z is not always equal to z. Indeed, it is not appropriate to simply set ln −e −iβ ab = −(π − β ab ) by treating it as an independent term for the purpose of the numerical calculation(or a visualization). To avoid this ambiguity, one should change the expression of F (asb) in Eq.(17) into a single logarithmic term as follows [44] 
even if there still remains an ambiguity in treating the phase, especially when one try to extract the real part for a numerical calculation. In fact it is the Eq.(26) that has been used to draw the plot of χ ′ for a visualization [45] . This single logarithmic form in Eq. (26) guarantees that F (asb) does not diverge in the static short-wavelength limit or in the high-frequency limit, and naturally the 2D qDRF χ(k 1 , ω 1 ; k 2 , ω 2 ) does not so.
IV. CONCLUSION
A closed-form expression of the retarded quadratic density response function(qDRF) of a non-interacting 2DEG has been obtained, which has been expressed in terms of a wavevector-and frequency-dependent nonanalytic complex function. An emphasis has been placed on a number of exact static features of the 2D qDRF such as vanishing, discontinuity, peaks, and ambiguity that have not been seen in any other dimension.
Firstly, the static χ(k 1 ; k 2 ) vanishes when it satisfies triangle rule: it vanishes whenever the wavevectortriangle fits inside the Fermi circle irrespective of the angle β 12 . We specified the vanishing region and explained its vanishing mechanism mathematically. However, the physical meaning and its origin of the vanishing is still a puzzle.
Secondly, when β 12 > π/2, the abrupt response appears discontinuously across the vanishing boundary of ϕ + ϕ − = 0. This non-analytic feature of the discontinuity is related to the phase jump of the logarithmic function in F (asb)-function.
Thirdly, some characteristic peaks can be seen along the vanishing boundary only in case the ellipse(|η
satisfies the k a = 2k F condition for a = 1, 2. Especially for β 12 = π/2, the k 0 = 2k F condition is always satisfied all the way through the vanishing boundary.
Finally, one can find an ambiguity in treating the phase of the complex function accompanied by the overall sign ambiguity, which seems closely related to the nonanalytic features of the 2D qDRF. To avoid this ambiguity, F (asb) should be written in a single logarithmic term as given in Eq.(26).
These non-analytic features of the 2D qDRF and the mathematical trick are main results that one may find useful in investigating some characteristic phenomena in 2D and layered electronic systems.
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Appendix A: Retarded qDRF
The retarded qDRF χ(k 1 , ω 1 ; k 2 , ω 2 ) of a homogeneous electron gas in an arbitrary dimension can be written as follows
where s a = r − r a and τ a = t − t a represent a position vector and a time variable respectively for a = 1, 2. One can find thatD(k 1 , ω 1 ; k 2 , ω 2 ) can be written aŝ
where δ is an infinitesimal positive real value. |m means a particle-hole pair state that can be written as |m
with ǫ m = ǫ q+k − ǫ q and ǫ q = 2 q 2 /(2m). ω lm is the difference of two single pair excitation energy ǫ l and ǫ m , i.e., ω lm = ǫ l − ǫ m . While performing the Fourier transform of Eq.(1), one can usê
q,σĉq+k,σ in the interaction picture with the spin index σ and the volume factor V.
Here it should be emphasized that the infinitesimal real δ is always positive at this stage as the correct reflection of the retarded effect. However, the sign of the imaginary infinitesimal in Table I can be either positive or negative because the sign in front of each term in Eq.(A3) has been modified so as to make the sign absorbed into its denominators for the purpose of expressing χ more systematically within the particle-hole symmetry [46] .
Appendix B: Square root complex function
In order to decide which pole is inside the contour, it is crucial to choose the proper form of the complex square root function of w(µ, q) ≡ µ 2 − q 2 . As a matter of fact, the function of w(µ, q) can be written in a different form depending on where the branch cut is located as well as which Riemann sheet µ reside on [28] . Let us focus on only the case of µ = µ ′ + iµ ′′ that is located in the vicinity of the real axis. As for the branch cut, we choose the line connecting −q and q on the real axis as shown in Fig.(5) . One can find that w(µ, q) is purely real in the domain of |µ ′ | > q whereas it is purely imaginary in the domain of |µ ′ | ≤ q. It also changes the sign as indicated below
(B1) Here it should be emphasized that w(µ, q) is not well defined at the branch points of −q and q. For example, even if w(µ, q) is continuous at |µ ′ | = q as zero, it is not differentiable at the branch point of q. However we will treat w(µ, q) as if it is a well defined function because it is continuous at the branch points of −q and q.
It is noteworthy that the current computational algorithm fails to handle with w(µ, q) in a correct manner unless w(µ, q) is defined by Eq.(B1).
On the other hand, Rommel and Kalman [16, 17] used
where µ is the complex value of µ = µ ′ + iδ with the infinitesimal real value of δ that is always positive.
Appendix C: Poles inside the contour A simple way to see which pole is inside the contour is to expand the poles in a Taylor series around the branch point of q. Let us consider three different cases depending on whether |µ ′ | is less than, or greater than, or equal to q. In case of |µ ′ | < q we get an approximation of
whereas for the case of |µ ′ | > q we get
(C2) For any case above one can find that z . This result does not depend on the sign of µ ′′ either. At the branch point when |µ ′ | = q, one may find that both of z ± µ /b| are outside the contour. However, this is misleading because we intentionally ignored the small imaginary part of µ ′′ for the sake of the simplicity when we defined w(µ, q). As a matter of fact it behaves like z Interestingly there is an intuitive way to specify the vanishing region in a direct geometrical manner. Let us consider an oblique coordinate system in 2D with the angle β between k 1 and k 2 axes as shown in Fig.(6) .
An arbitrary point on the Oblique Coordinate System(OCS) will be denoted by (ζ, ξ) O . This point corresponds to (ζ, ξ) C in Cartesian Coordinate System (CCS) through
which means that they are identical in both the coordinate systems. However, the distance from the origin is not invariant in the coordinate transformation from CCS to OCS. The distance from the origin in CCS is defined as (ζ 2 + ξ 2 ) 1/2 while it is defined by (ζ 2 + 2ζξ cos β 12 + ξ 2 ) 1/2 in the contra-variant OCS.
Let us make the coordinate transformation of CCS into OCS by rotating the vertical k 2 axis in CCS clockwise ending up with OCS in Fig.6 . What does the geometric object in CCS transform into in OCS? One can find the ellipse |η ′ | = 1 in Fig.(3) transforms into the circle with radius 2 in OCS as shown in Fig.(6) . Besides, the lines of |η From the transformation of CCS to OCS, one can easily find useful information shared in common by the geometrical objects in both coordinates. Firstly, the ratio of radii of two circles (|η ′ | = 1 and ϕ + ϕ − = 0) in OCS is 1 : sin β 12 , which is exactly the same as the ratio of semi-axis of two corresponding ellipses in CCS. Secondly, the distance of OS * in Fig.(6) is 2 because it is 1/2 = 2 one can find ζ 1 = √ 2/ √ 1 + cos β 12 in both OCS and CCS. The components of T * = (−ζ 2 , ξ 2 ) can be obtained in the same manner. From the distance of OT * = 2 sin β 12 and β ≡ π − β 12 between −k 1 and k 2 , one can find
Appendix E: Geometrical proof of triangle rule in oblique coordinates
Here we proove the triangle rule using a simple geometry. Hereafter the symbol of β 12 will be considered as an acute angle between k 1 and k 2 while β = π − β 12 will be used for the obtuse angle between −k 1 and k 2 .
Firstly, let us consider a triangle composed of three wave-vector k 1 , k 2 and −k 0 with β 12 (< π/2) and k 0 = k 1 + k 2 . If it fits inside the boundary in right upper quadrant enclosed by a bold dashed line in Fig.(6) , the static 2D χ vanishes.
Secondly, let us consider the case that the wave-vector k 1 is inverted to −k 1 . Since β = π − β 12 is greater than π/2, one should consider whether or not the triangle fits inside the left upper quadrant enclosed by the bold and bold-dashed lines in Fig.(6) . In this case, the inner circle with radius 2 sin β 12 plays an important role since it corresponds to the condition of ϕ + ϕ − = 0 even though either k 1 , k 2 or k is not greater than 2k F at all. This condition actually limits the value of k when k 1 , k 2 and β > π/2 are fixed.
For clarity, let us look at Fig.(6) . Imagine a Fermi circle with radius 1 and put it on Fig.(6) in a way as its diameter coincide with the positive k 2 -axis in OCS as shown in Fig.(7) . Then the center of the Fermi circle will be at (k 1 , k 2 ) O = (0, 1) along the k 2 -axis. The Fermi circle meets with the line of k 2 = 2 at the point where the inner circle meets the line k 2 = 2. Now let us show how the discontinuous vanishing boundary in Fig.(6) can be constructed by the triangle rule using a simple geometry. The proof takes three steps. Firstly, we start with the unit Fermi circle whose center is located at (0, 1) O as shown in Fig.(7) . Secondly, we rotate the Fermi circle anti-clockwise by the angle of θ around the origin. Finally, we draw a straight line parallel to the k 1 -axis as indicated by a solid(blue) line in Fig.(7) . The Q-point intersecting the rotated Fermi circle and the solid(blue) line becomes to be on the discontinuous boundary. In addition, it is not hard to show that the distance of OQ is just 2 sin β 12 because the angle ∠E is 2β 12 from a simple geometry. In general, the four conditions in Eq. (20) and Eq.(21) amount to stating that the triangle should fit inside the Fermi circle to make 2D static χ ′ vanish. This feature is called triangle rule and was correctly pointed out by Rommel and Kalman [17] .
Appendix F: Static longwavelength limit
The vanishing of χ(k 1 , k 2 ) in the longwavelength limit in Eq.(23) can be verified in a direct manner. To this end, it suffices to add all six F -functions written in a Taylor series as below
where a 0 , b 0 and a 1 are constants defined by a 0 = − sin(β ab )sign(µ Table II. Eq.(F1) is general in a sense that it is valid for any angle of β 12 at the static longwavelength limit as k 1 and k 2 goes to zero. −(π − δ) −δ −1 +1 −δ −δ F (210) −δ −(π − δ) +1 −1 −δ −δ a p column stands for the parallel collinear limit(k 1 k 2 ). b ap column stands for the anti-parallel collinear limit(k 1 −k 2 ) with k 1 > k 2 . The case of k 2 > k 1 is equivalent to melely interchanging the subscripts of k 1 and k 2 .
As a special case of it, let us take a look at the long wavelength limit of Eq. (24) should sum up the three ϑ(asb)'s to get ϑ[012], which makes three β ab 's cancel each other out due to the fact of β 12 = β 10 + β 02 . If this cancellation was taken into account in advance, the phase of ϑ(asb) would be in the range of −π ≤ ϑ(asb) ≤ 0. Compare it with the phase of 0 ≤ ϑ 1 (asb) ≤ π that are only terms counted on in the second case. We find the sign of the former is opposite the latter. Which is the correct sign?
We do not find any reason to violate the triangle rule by separating two logarithmic terms of F (asb), so that the plots of χ ′ in Fig.(2) look feasible even if there is an overall sign ambiguity. Moreover, the second way to sum up the phase is equivalent to removing the second logarithmic term of F (asb) in Eq. (15) or Eq. (17) . However, this removal can lead F (asb) to diverge for β 12 = 0, π in the static short-wavelength limit or in the high-frequency limit. To avoid the ambiguity and the divergence in a numerical calculation, we should write F (asb) in a single logarithmic term as given in Eq. (26) .
