Introduction
This chapter provides a unified introductory account of the estimation of the parameters of continuous-time systems using data compression based on a number of previous publications [23, 24, 26, 13, 25, 14] .
The outline of the chapter is indicated in Figure 1 . In particular, The core of our approach is the Frequency-sampling Filter (FSF) of Wang and Cluett [23, 24] where time or frequency domain data -within a predefined bandwidth -are represented as a set of (complex) filter coefficients; this can be viewed as a form of identification-orientated data compression.
The FSF coefficients are used to derive a system step response which is used in one of two ways:
1. to generate the parameters of a transfer function 2. to optimise the parameters of a physical model. The methods will be described, analysed and also illustrated using data from a real example.
Frequency Sampling Filters
The book by Wang & Cluett [24] gives a comprehensive discussion of the frequency-sampled filter approach (including its relation to the discrete Fourier transform); this section provides a brief discussion of the material required for this paper. We consider linear time-invariant continuous-time systems with output y(t) and input u(t) uniformly sampled with time interval ∆ to give input and output sequences y i = y(i∆) and u i = u(i∆). In the time-domain, the input and output sequences are related by y i = g i * u i where g i is the discrete-time system impulse response and * is the convolution operator. In the z-transform domain,Ȳ (z) =Ḡ(z)Ū (z) whereȲ andŪ are the z-transforms of y i and u i respectively andḠ the corresponding transfer function. In this section, it is assumed that the system is stable and can be associated with an integer N ; the number of time intervals after which the system impulse response is sufficiently small: |g i | < ǫ ∀i > N . The corresponding settling-time T is defined as:
The method can be extended to the unstable case [14] . The frequency-sampling filter FSF approach approximates the transfer functionḠ(z) as:Ḡ
where n is odd, the frequency sample interval Ω is given by
H k (z) is the kth frequency sampling filter (FSF) and θ k the corresponding (complex) parameter. Alternatively, expressing frequency in Hz, define: The name arises because the kth FSF has a frequency response with a peak at ω = kΩrads −1 or f = kF Hz. Figure 2(a) shows the superimposed frequency responses of |H k (z)| for 0 ≤ k ≤ 4 when T = 5 (implying F = 0.2) for a frequency range 0 ≤ ω ≤ 10. The symbol "x" marks the frequency samples which coincide with the peaks of the FSFs. The kth filter of (3) has the discrete-time impulse responseh k (i)
As discussed by [23, 24] , choosing n = N gives an exact matchḠ f sf (z) = G(z). Choosing n < N gives an approximate matchḠ f sf (z) ≈Ḡ(z) for a frequency range 0 ≤ ω ≤ N Ω. This situation is summarised in Figure 2 (b) which shows N = 50 potential FSF poles (marked by "+") equispaced around the unit circle and the n = 9 actual FSF poles (marked by "x") clustered around z = 1 on the unit circle. It is natural to define a cutoff frequency f c Hz as the frequency of the peak of the highest frequency filter:
or the radian equivalent ω c as:
Particularly in the context of fast (with respect to system time constants) sampling, a good approximation can be obtained with n << N . The significance of this approximation lies in the fact that the neglected process frequency parameters correspond to higher frequency region of the system, which in many applications have severe noise corruption. In other words, f c should be chosen to include the significant dynamics of the plant. The FSF equation (2) can be rewritten in vector form as:
In time-domain terms:
where f i is the (discrete-time) impulse response corresponding toF (z). The convolution is, in practice performed by the usual time-domain filtering operation. Equation (9) is in the conventional linear-least squares form and so the parameter estimateθ may be chosen to minimise a performance index of the form
where e i = y i −ŷ i andŷ i is given by (11) with θ replaced byθ. Defining
Although the FSF approach is cast in the discrete-time domain and the corresponding z-transform domain, the resultant model can be used to obtain continuous-time step and frequency responses as follows [24] . Using z = e iω∆ , (2) and (3) can be rewritten in frequency domain form as
Similarly, the system impulse response g(t) can be approximately computed using the continuous-time equivalent of (6)
And the step response y s (t) from:
In summary, the FSF method has two user-chosen parameters: the number of filters n (2) and the time-response settling time T (1). Using (4), (5), (7) and (8) these two parameters can be expressed as other pairs of parameters. One useful pair is:
3 Physical-model based estimation
Many engineering systems of interest to the control engineer are partially known in the sense that the system structure, together with some system parameters are known, but some system parameters are unknown. This gives rise to a problem of parameter estimation when values for the unknown parameters are to be determined from experimental data comprising measurements of system inputs and outputs. There is a considerable literature in the area including [1, 2, 3, 8, 7] . Although in special cases such identification may be linear -in-the parameters [1] or polynomial -in-the parameters [8, 7] in general the problem is nonlinear -in-the parameters. This means that, in general, the resultant optimisation problem is not quadratic or polynomial, and may even be non-convex. In such cases, the optimisation task is eased by knowing (rather than deducing numerically) the first and second derivative of the error function with respect to the unknown system parameters.
Symbolic methods for nonlinear systems modelling, analysis and optimisation are currently strong research areas [20] driven by the ready availability of symbolic computational tools. In particular, the bond graph approach [16, 9, 11] has been used to generate models applicable to control design [6] .
For the purposes of this paper, a physically-plausible model of a physical system is defined as a model that represents a different physical system that shares key behaviours of the actual system. Typically, the physically-plausible model will be simpler than the model itself and will be represented by a bond graph.
The advantages of having a simpler model are
• it is easier to understand a simple model than a complex model;
• the computation and numerical aspects of identification and control are eased.
The advantages of a physical model are that:
• the parameters of a physical model have a clearer interpretation than those of a purely empirical model and • the behaviour of the model can be understood in physical terms.
The disadvantage of a physical model is that that it is not usually linear in the physical parameters thus leading to a non-linear optimisation problem. The time-domain parameter estimation problem posed in this paper is to estimate the unknown physical parameters Θ from the estimated system impulse response g(t i ) at a finite number of discrete time instants t i , 1 ≥ i ≥ N opt . The usual least-squares estimation problem is posed; that is to minimise the cost function J with respect to the vector of unknown parameters Θ where:
where the output error e(t i ) is defined as
In a similar fashion the frequency-domain parameter estimation estimates Θ from the estimated frequency response G(iω i ) at a finite number of discrete frequencies ω i , 1 ≥ i ≥ N opt with:
These nonlinear least-squares problems does not admit an explicit solution in general; instead, numerical techniques must be used. Each iteration of such an algorithm requires evaluation of the function J for the current estimateΘ and thus an evaluation ofĝ(t i ,Θ) orĜ(iω i ,Θ for that value ofΘ. Thus each iteration is computationally expensive and therefore an efficient algorithm is desirable.
A number of optimisation methods are available, the main division is between those that use gradient information and those that don't. The former have been discussed in this context previously [10, 12, 15] and include the Levenberg-Marquardt [5] and the "Projected BFGS-Armijo" algorithm of Kelley [17, Section 5.5.3] . The latter includes the Broyden-Fletcher-GoldfarbShanno (BFGS) method [5] .
As the gradient based approaches have been considered preciously, this chapter uses the (non-gradient) BFGS method (as implemented as bfgsmin in Octave [4] ). This section provides an illustrative example where the parameters of an inverted pendulum are identified using the two stage process of:
Example: inverted pendulum
• identifying the FSF parameters from the closed-loop experimental data and • identifying the physical parameters from the corresponding impulse or frequency responses.
A simple model human standing is equivalent to controlling an inverted pendulum (the body) via a spring (tendons and muscle) [19, Figure 1 ]. It is convenient to represent such a model by Figure 3(a) where the input u is the effective input angle θ 0 and the output y is the pendulum angle θ p and the length of the pendulum is l. The system can be modelled with three parameters:
• the inertia about the pivot J p • the effective gravitational spring k g and
• the ratio α of the effective spring constant to the gravitational spring.
Using the usual small angle approximation, the system has the transfer function:
It is known [18] that α < 1 (that is, the spring is not stiff enough to hold up the pendulum) so that the system of (22) is unstable and therefore requires regulation. The feedback structure is given in Figure 3(b) where H p is the stabilising controller and d a disturbance signal. The corresponding closed-loop transfer function G(s) is given by
As part of a programme to investigate the dynamics of human standing, an initial experimental setup replaces both pendulum and controller by digital equivalents within separate computers connected together, and to a third data-collection computer, via analogue instrumentation 3 . The data collected from this setup is used as an illustrative example in this chapter; it has the advantage the exact model is known. For the purposes of this chapter, a data set of length 100 seconds is used which has been sampled with interval ∆ = 0.01sec giving about 10000 data points for each signal. The input disturbance d is the multi-sine signal of Figure 4(a) ; it has the power spectral density shown in Figure 5 .
To illustrate the properties of the FSF approach as noise levels increase, white noise with variance σ 2 is added to the measured output data y; the result is shown in Figures 4(b)-(d) .
Figures 5(b)-(d) show some standard non-parametric estimation results for the data without any added noise. The empirical and Blackman-Tukey methods were computed using the "nonpar" function of the UNIT [21] toolbox.
FSF estimation
This section illustrates the use and behaviour of FSF using the data set d as input and data set y as output to identify the FSF parameters corresponding to the transfer function G(s) (23) . The results are displayed (Figures 6-8 ) in two forms, the modulus of the frequency response (|G(iω)) and the corresponding impulse response g(t); the figures are organised so that the frequency response is to the left and the time response to the right.
As discussed at the end of section 2, the FSF is parameterised by the cutoff frequency f c and the settling time T . f c is essentially a frequency-domain parameter and determines the largest frequency of interest. It also has time domain implications insofar as, from (7) it determines the number n of frequency-sampling filters used to approximate the impulse response given by (2) . The effect of f c is shown in Figure 6 for three values of f c . Figures 6(a) , 6(c) and 6(e) illustrate the fact that f c determines the upper bound of the frequency for which the frequency response is matched by the FSFs. T is essentially a time-domain parameter and determines the largest time of interest. It also has frequency domain implications insofar as, from (4), it fixes the frequency-domain sampling interval Ω = show that if T is less than the actual settling time of the system, the estimated response is not accurate.
As with any identification technique, the FSF method is affected by measurement noise. The effect of measurement noise is illustrated by artificially adding noise to the data (Figures 4(b)-4(d) ) to give Figure 8 . As would be expected, the accuracy of both the time and frequency responses declines with increased measurement noise.
PMB estimation
As discussed in Section 3 the impulse and frequency responses estimated by the FSF can be transformed into a set of physical parameters Θ using a non-linear optimisation approach such as that of Broyden-Fletcher-GoldfarbShanno (BFGS) [5] (here, the Octave [4] implementation bfgsmin is used). This is illustrated in this chapter by estimating two (α and J p ) of the three physical parameters (α, J p k g ) of the experimental system of Figure 3 The resulting estimated parameters are shown in Table 1 .
5 Conclusion
