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Abstract— We propose a novel scheme for human action
recognition in videos, using a 3-dimensional Convolutional
Neural Network (3D CNN) based classifier. Traditionally in
deep learning based human activity recognition approaches,
either a few random frames or every kth frame of the video is
considered for training the 3D CNN, where k is a small positive
integer, like 4, 5, or 6. This kind of sampling reduces the volume
of the input data, which speeds-up training of the network
and also avoids over-fitting to some extent, thus enhancing
the performance of the 3D CNN model. In the proposed
video sampling technique, consecutive k frames of a video
are aggregated into a single frame by computing a Gaussian-
weighted summation of the k frames. The resulting frame
(aggregated frame) preserves the information in a better way
than the conventional approaches and experimentally shown
to perform better. In this paper, a 3D CNN architecture is
proposed to extract the spatio-temporal features and follows
Long Short-Term Memory (LSTM) to recognize the human
actions. The proposed 3D CNN architecture is capable of
handling the videos where the camera is placed at a distance
from the performer. Experiments are performed with KTH and
WEIZMANN human actions datasets, whereby it is shown to
produce comparable results with the state-of-the-art techniques.
I. INTRODUCTION AND RELATED WORKS
Human action recognition in videos has been an active
area of research, gaining the attention of Computer Vision
and Machine Learning researchers during the last decade due
to its potential applications in various domains, including
intelligent video surveillance systems, viz., Human-Computer
Interaction (HCI), robotics, elderly and child monitoring
systems and several other real-world applications. How-
ever, recognizing human actions in the real world remains
a challenging task due to several challenges involved in
real-life videos, including cluttered backgrounds, viewpoint
variations, occlusions, varying lighting conditions and many
more. This paper proposes a technique for human activity
recognition in videos, where the videos are captured by a
camera placed at a distance from the performer.
The approaches for recognizing human actions from
videos, found in the literature, can be broadly classified into
two categories [1]. The first, make use of motion-related fea-
tures (low, mid, and high level) for human action recognition
[2], [3]. The other set of approaches experiment to learn
a proper representation of the spatio-temporal features the
during action using deep neural networks [4], [5], [6], [7].
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Handcrafted features played a key role in various ap-
proaches for activity recognition [8]. Semantic features ease
to identify similar activities that vary visually but have
common semantics. Semantic features during an action con-
tain human body parts (posture and poselet), background,
motion and other features incorporating human perceptual
knowledge about the activities. A study by Ziaeefard et al.
[1] examined human action recognition approaches using
semantic features. Malgireddy et al. [9] proposed a hierarchi-
cal Bayesian model which interconnects low-level features
in videos with postures, motion patterns, and categories of
activities. Very recently, Nazir et al. [8] proposed a Bag of
Expression (BOE) framework for activity recognition.
The most common handcrafted feature, used for action
recognition, is optical flow [10], [11], [12], [13]. Chaudhry
et al. [10] introduced the concept of Histogram of Oriented
Optical Flow (HOOF) for action recognition, where the
optical flow direction is divided into octants. Mukherjee et
al. [12] proposed Gradient-Weighted Optical Flow (GWOF)
to limit the effect of camera shaking, where the optical flow
of every frame is multiplied by the image gradient. Wang et
al. [13] introduced another approach to reduce the camera
shaking effect, called Warped Optical Flow (WOF), where
gradient is computed on the optical flow matrix. In [11],
the effect of background clutter is reduced by multiplying
Weighted Optical Flow (WOF) features with the image
gradients. Optical flow based approaches help in dissecting
the motion, but gives too much unnecessary information such
as, motion information at all the background pixels, which
reduces the efficacy of the action recognition system in many
cases.
Spatio Temporal Interest Points (STIP) introduced by
[14], identifies spatio-temporal interest points based on the
extension of Harris Corner Detection approach [15] towards
the temporal domain. Several researchers have shown interest
to recognize human actions with the help of some other vari-
ants of spatio-temporal features like Motion- Scale Invariant
Feature Transform (MoSIFT) [16] and sparse features [3]. A
study on STIP based human activity recognition methods
is published by Dawn et al. [17]. However, such spatio-
temporal features are unable to handle the videos taken
in real-world which suffers from background clutter and
camera shake. Buddubariki et al. [18] combined the benefits
of GWOF and STIP features by calculating GWOF on the
STIP points. In [19], combination of 3-dimensional SIFT and
HOOF features are used along with support vector machine
(SVM) for classifying human actions.
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Recently, deep learning based models are gaining the
interest of researchers for recognizing human actions [5],
[7], [20], [21], [22], [23]. Taylor et al. [21] proposed a
multi-stage network, where in a Convolutional Restricted
Boltzmann Machine (ConvRBM) retrieves motion-related
information from each pair of successive frames at the initial
layer. In [5], a two-stream convolutional network is proposed
that comprises spatial-stream ConvNet and temporal-stream
ConvNet. Ji et al. [20] introduced a 3-dimensional CNN
architecture for action recognition, where a 3 dimensional
convolutions are used to extract the spatio-temporal features.
Tran et al. [22] enhanced 3D CNN model by applying Fisher
vector encoding scheme on the learned features. Karpathy et
al. [23] proposed a deep neural network for spatio-temporal
resolutions: high and low resolutions, then merged them
to train the CNN. Kar et al. [24] proposed a technique
for temporal frame pooling in a video for human activity
recognition. A survey by Herath et al. [25] discusses both
engineered and deep learning based human action recogni-
tion techniques.
In the literature of human action recognition, researchers
have used either the fully observed video or a portion of the
video to train the deep neural networks. Training the models
using a portion of the video will take less amount of training
time compared to training the model using entire video.
However, considering a portion of the video (considering 9
frames from the entire video as in [7] and 7 frames as in [20])
results in information loss. Srivastava et al. [26] used multi
layer LSTM network to learn the representations of video
sequences. Recently, Bilen et al. [27] introduced dynamic
image, a very compact representation of video used for
analyzing the video with CNNs. However, dynamic images
eventually dilute the importance of spatial information during
action. The proposed sampling technique for video frames
preserves both spatial and temporal information together.
Baccouche et al. [7] proposed a completely automated
deep learning architecture for KTH dataset [28], which
figures out how to characterize human activities with no
earlier information. This 3D CNN architecture learns spatio-
temporal features automatically, then LSTM network [29]
is used to classify the learned features. Motivated by the
method introduced in [7], we propose a 3D CNN to learn
spatio-temporal features and then apply LSTM to classify
human actions. The proposed method uses small sized filters
throughout the 3D CNN architecture, which helps to learn
minute information present in the videos, which can help in
recognizing the action of performers appearing very small in
the video, due to the distance of the camera.
Our contributions in this paper are two-folds. First, a novel
sampling technique is introduced to aggregate the entire
video into a fewer number of frames. Second, a 3D CNN
architecture is proposed for better classification of human
actions in videos where the performer looks significantly
small. The choice of smaller filter size enables the proposed
model work well in such scenarios where the performer
looks small due to distance from the camera. We experiment
with the proposed deep learning model with transfer learning
technique, by transferring the knowledge learned from KTH
dataset to fine-tune over WEIZMANN dataset and vice versa.
The proposed pre-processing method is presented in Sec-
tion II. Section III illustrates the proposed 3D CNN architec-
ture. The experiments and results are described in Section IV.
Finally, Section V concludes and provides scope for future
research.
II. PRE-PROCESSING USING AN INFORMATION
SAMPLING APPROACH
The primary objective of this pre-processing step is to
reduce the amount of training time and at the same time
motion information should be given utmost importance. We
propose a novel sampling technique to aggregate a large
number of frames into a fewer set of frames using Gaussian
Weighing Function (GWF), which minimizes the information
loss. The proposed video pre-processing scheme is shown in
Figure 1.
Gaussian Weighing Function (GWF) is used to aggregate
the entire video into a fewer number of frames. Let us
consider {In}n∈N , an exhaustive non-overlapping sequence
(collection of all frames of a video), which is given by
{In} = {I1, I2, . . . , Ik, . . . }, (1)
where {Ik} is the kth sub-sequence of {In} and k < n.
Mathematically, Gaussian Weighing Function G, for a sub-
sequence {Ik}, is given as follows:
G(Ik,W ) =
5∑
j=1
Ikj ∗
Wj∑5
j=1Wj
. (2)
The function G takes a sub-sequence {Ik}, and Gaussian
weight vector W as input, and aggregates the information
into a single frame. Here Wj represents the jth element of
Gaussian weight vector W . For example, if the size of the
Gaussian weight vector (i.e., W ) is 5 and the sub-sequence
is {Ik}, which has five frames of the video. The vector
W is given by W = [0.13, 0.6, 1, 0.6, 0.13]. A single frame
is obtained by performing weighted summation of the five
frames belonging to the sub-sequence {Ik} as shown in
equation (2). In other words, five frames are aggregated into
a single frame using Gaussian weighing function. Similarly,
the same process is repeated for subsequent five frames
belonging to the next sub-sequence and so on. This sampling
approach reduces the volume of data for training the deep
learning model and also preserves the information in better
way which helps to obtain better results in human activity
recognition.
III. SPATIO-TEMPORAL FEATURES EXTRACTION USING
DEEP LEARNING MODELS
In this section, initially we describe 2-D CNNs, and then
we present a detailed discussion about the proposed 3-D
CNN architecture, which learns the spatio-temporal features.
Fig. 1. The proposed pre-processing procedure using Gaussian Weighing Function. An entire video (collection of all frames) is represented as an exhaustive
non-overlapping sequence In, which further has sub-sequences {I1, I2, · · · }. A single pre-processed frame (for example F1) is obtained by performing
weighted summation of consecutive five frames (for instance f1, f2, f3, f4, and f5 belongs to sub-sequence I1) as shown in equation 2.
A. Convolutional Neural Networks
There are two major problems with Artificial Neural
Networks (ANN) while dealing with real world data like
images, videos, and any other high-dimensional data.
• ANNs do not maintain the local relationship among the
neighboring pixels in a frame.
• Since full connectivity is maintained throughout the
network, the number of parameters are proportional to
the input size.
To address these problems, Lecun et al. [30] introduced
Convolutional Neural Networks (CNN), which are also called
ConvNets. Extensive amount of research is being carried out
on images using CNN architectures to solve many problems
in computer vision and machine learning. However, their
application in video stream classification is comparatively
a less explored area of research. In this paper, we performed
3D convolutions in the convolutional layers of proposed 3D
CNN architecture to extract the spatial and temporal features.
B. Proposed 3D CNN Model: Extracting Spatio-Temporal
Features
In 2-D CNNs, features are computed by applying the
convolutions spatially over images. Whereas in case of
videos, we have to consider the temporal information along
with spatial features. So, it is required to extract the motion
information encoded in contiguous frames using 3D convolu-
tions. The proposed 3-dimensional CNN architecture, shown
in Fig. 2, uses 3D convolutions.
Initially, the Gaussian Weighing function is used to aggre-
gate the entire video into 20 frames (considered 100 frames
from each video throughout our experiments). To reduce
the memory overhead, person centered bounding boxes are
retrieved as in [31], [20], which results in frames of spatial
dimension 34 × 54 and 64 × 48 in case of KTH [28] and
WEIZMANN [32] datasets, respectively.
In this paper, a 3D CNN model is proposed to extract
spatio-temporal features, which is shown in Fig. 2. The
proposed model considers the input of dimension 34× 54×
20, corresponding to 20 frames (encoded using GWF) of
34×54 pixels each. The proposed 3D CNN architecture has
5 learnable layers, viz., Conv1, Conv2, Conv3, Conv4,
and FC1. Pool1 and Pool2 max pooling layers are applied
after Conv1 and Conv2 to reduce the spatial dimension of
the feature maps by half. The Conv1 layer generates 16
feature maps of size 32 × 52 × 18 by convolving 16 3-D
kernels of size 3 × 3 × 3. Pool1 layer down samples the
feature maps by half, after applying sub-sampling operation
with a receptive field of 2 × 2 × 1, which results in a
16 × 26 × 18 dimensional feature vector. The Conv2 layer
results in a 12 × 22 × 16 dimensional feature map by
convolving 16 filters of size 5 × 5 × 3 × 16. The Pool2
layer produces a 6 × 11 × 16 dimensional feature vector,
by applying sub-sampling operation with a receptive field of
2× 2× 1. The 3rd convolution layer (Conv3) produces 32
feature maps of dimension 4 × 9 × 14, which is obtained
by convolving 32 kernels of dimension 3 × 3 × 3 × 16.
The Conv4 layer generates 32 feature maps of dimension
2 × 7 × 12, which is obtained by convolving 32 filters of
dimension 3 × 3 × 3 × 32. The feature maps produced by
Conv4 layer are flattened into a single feature vector of
dimension 5376× 1, which is given as input to the 1st fully
connected layer (FC1). Finally, the FC1 layer produces
256 dimensional feature vector. The 3D CNN architecture
proposed for spatio-temporal feature extraction, consists a
total of 1, 437, 712 trainable parameters.
For WEIZMANN dataset, we used same architecture with
necessary modifications. However, throughout the architec-
ture same hyper-parameters (number of filters, filter size)
are maintained as in the case of KTH dataset. The 3D
CNN model proposed for WEIZMANN dataset takes input
of dimension 64 × 48 × 20. This model has four Conv
layers (Conv1, Conv2, Conv3, and Conv4) and two max-
Pooling layers (Pool1, Pool2) layers, and towards the end
one fully connected layer (FC1). The Conv1 layer results
Fig. 2. Proposed 3-dimensional CNN for spatio-temporal feature construction (KTH dataset). The first two convolution layers Conv1 and Conv2, both
have 16 feature maps of dimension 32× 52× 18 and 12× 22× 16, respectively. The Pool1 and Pool2 layers are followed by Conv1 and Conv2, to
reduce the spatial dimension by half. Conv3 and Conv4 layers have 32 feature maps of dimension 4× 9× 14 and 2× 7× 12. Finally, a fully connected
layer FC1 has 256 neurons.
in 16 feature maps of dimension 62 × 46 × 18, which is
obtained by convolving 16 kernels of size 3 × 3 × 3. The
Pool1 layer generates reduce the spatial dimension by half,
after applying sub-sampling with a receptive field of 2×2×1,
which generates 31 × 23 × 18 dimensional feature vector.
The Conv2 layer generates 16 feature maps of dimension
27× 19× 16, this is obtained by applying 16 filters of size
5 × 5 × 3 × 16. The Pool2 layer generates a 13 × 9 × 16
dimensional feature vector by sub-sampling with a receptive
field of 2 × 2 × 1. The Pool2 layer does not consider the
right and bottom border feature values to avoid the dimension
mismatch between input and filter size. The Conv3 layer
results in a 11 × 7 × 14 dimensional feature vector, which
is obtained by convolving 32 filters of size 3× 3× 3× 16.
The Conv4 layer results in 32 feature maps of dimension
9 × 5 × 12, which is obtained by convolving 32 filters of
dimension 3×3×3×32. The output of Conv4 layer is rolled
into a single column vector of dimension 17280× 1. At the
end of the architecture, FC1 layer has 256 neurons, which
results in a 256 dimensional feature vector. The proposed
3D CNN architecture for WEIZMANN human action dataset
consists of 4, 485, 136 number of learnable parameters. The
learned spatio-temporal features are given as input to LSTM
model to learn the label of the entire sequence.
C. Classification using Long Short-Term Memory (LSTM)
Once the 3D-CNN architecture is trained, it learns the
spatio-temporal features automatically. The learned features
are provided as input to an LSTM architecture (a Recurrent
Neural Networks (RNN)) for classification. RNNs are widely
used deep learning models to accumulate the individual de-
cisions related to small temporal neighborhood of the video.
RNNs make use of recurrent connections to analyze the
temporal data. However, RNNs able to learn the information
which are about short duration. To learn the class label
of the entire sequence, Long Short-Term Memory (LSTM)
[29] is employed, which accumulates the individual decisions
corresponds to each small temporal neighborhood. To obtain
a sequence, we have considered every 4 frames as a temporal
neighborhood. To classify human actions, we employ an
RNN model having a hidden layer of LSTM cells. Figure
3 shows the overview of the proposed two-steps learning
process. The input to this RNN architecture is 256 FC1
features per time step. These 256 dimensional input features
are fully connected with LSTM cells. The number of LSTM
cells considered are 50 as in [7]. The training details of the
proposed 3D CNN architecture is presented in section IV-
C.1.
IV. EXPERIMENTS, RESULTS AND DISCUSSIONS
As the proposed method aims to classify human actions
in a video, where the videos are captured at a distance
from the performer, we trained and evaluated the proposed
3D CNN model on KTH and WEIZMANN datasets. Also
we experimented with transfer learning techniques, where
proposed method is trained with KTH and then tested on
WEIZMANN dataset, and vice versa.
A. KTH dataset
KTH dataset [28] is one among the popular datasets in hu-
man action recognition. This dataset consists of six actions,
viz., walking, jogging, running, boxing, hand-waving, and
hand-clapping which were carried out by 25 persons and the
videos were recorded in four different scenarios (outdoor,
variations in scale, variations in cloths, and indoor). The
spatial dimension of each frame is 160× 120 pixels and the
rate of frames per second (fps) is 25. This dataset has 600
videos. All the videos were captured from a distance from
the performer. As a result, the area covered by the person is
less than 10% of the whole frame.
B. WEIZMANN dataset
The WEIZMANN human activity recognition dataset [32]
consists of 84 videos that correspond to ten actions, which
were performed by nine different people. The ten actions are
gallop sideways (Side), jumping-back (jack), bending, one-
hand-waving (Wave1), two-hands-waving (Wave2), walk-
ing, skipping, jumping in place (Pjump), jumping-forward
(jump), and running. The spatial dimension of each frame is
Fig. 3. The proposed two-steps deep neural network approach. Encoded frames are given as input to the 3D CNN model to extract spatio-temporal
features as discussed in secton III-B . The proposed 3D CNN model generates 256 × 1 dimensional feature vector, which is given as input the LSTM
model to classify human actions. The LSTM has one hidden layer with 50 cells, that accumulates the individual decisions corresponding to small temporal
neighborhood (4 frames ) of the video.
180 × 144, and is at 25 frames per second (fps). The area
covered by the person is less than 12% of the entire frame,
due to the reason that videos were captured from a distance
from the performer.
C. Experimental Results
To validate the performance of the proposed 3-D CNN
model, throughout our experiments, we have considered
videos up to 4 seconds length (100 frames) and aggregated
them into 20 frames using Gaussian Weighing Function as
discussed in Section II. To reduce the memory consumption,
we have used the person-centered bounding boxes as in [31],
[20]. Apart from these simple preprocessing steps we have
not performed any other complex preprocessing like optical
flow, gradients, etc.
1) Training Setup: To train the proposed 3-D CNN ar-
chitectures, ReLU [33] is used as the activation function
after every Conv and FC layers (except output FC layer).
Initially learning rate is considered as 1×10−4. The value of
the learning rate reduced with a factor of 2
√
0.1 after every
100 epochs. The developed models are trained for 300 epochs
using Adam optimizer [34] with β1 = 0.9, β2 = 0.99, and
decay = 1 × 10−6. The 80% of entire data is used to train
the 3D CNN model and remaining data is utilized to test
the performance of the model. After employing Gaussian
Weighting function, we obtained 20 frames corresponding
to an entire video. To reduce the amount of over-fitting, we
generated 1800 and 270 videos (of length 20 frames) for
KTH and WEIZMANN datasets, respectively, using data-
augmentation techniques like vertical flip, horizontal flip,
rotation by 30◦. We also employed dropout [35] (after each
Conv, FC layers except final FC layer with a rate of 0.4,
after ReLU is applied) along with data augmentation to
reduce the amount of over-fitting.
2) Results and Discussions: The obtained results are
compared with the state-of-the-art methods as shown in
Tables I, II on WEIZMANN and KTH datasets, respectively.
[7] reported 94.39% accuracy over KTH dataset using a 3D
CNN architecture having five trainable layers. However, they
have not evaluated their model on WEIZMANN dataset, we
obtained 94.58% accuracy through our experiment (input
dimension is 64x48x9) using the same architecture (same
w.r.t number of features, filter size, number of neurons in FC
layers) as in [7]. After employing the proposed scheme of
generating aggregated video to the 3D CNN model proposed
in [7], we observed that the model outperforming the original
model. However, the Dynamic Image Network introduced
by Bilen et al. [27] results in high amount of over-fitting
due to which it produces only 85.2%, 86.8% accuracies
for KTH, WEIZMANN datasets. The proposed 3D CNN
model produces 95.27% and 95.78% accuracies on KTH
and WEIZMANN datasets, respectively, when the size of
Gaussian weight vector is 5. From Table I and Table II, we
can observe that the proposed 3D CNN model outperforming
other deep learning based models on both the datasets.
When compared with human action recognition methods
involving hand-crafted features, our method produces com-
parable results with state-of-the-art on both KTH and WEIZ-
MANN datasets. We also experimented the performance of
our model by varying the size of Gaussian weight vector
W in the range from 3 to 8. The performance variation of
proposed model is shown in Figure 4 by varying the size of
Gaussian weight vector W ′. We observe that the proposed
3D CNN architecture is showing the best accuracy, when the
size of Gaussian weight vector W = 5. Based on the results
depicted in Table I and Table II, we can conclude that, our
3D CNN architecture outperforms the state-of-the-art deep
learning architectures. However, due to the small size of the
available dataset of such kind, the proposed deep learning
based method could not outperform the hand-crafted feature
based methods (although showing a comparable result).
3 4 5 6 7 8
Gaussian weight vector size
93.5
94
94.5
95
95.5
96
Cl
as
sif
ica
tio
n A
cc
ur
ac
y
KTH
WEIZMANN
Fig. 4. A performance comparison of proposed 3D CNN model by varying
the size of Gaussian weight vector. The size of the Gaussian weight vector
is considered as 3, 4, 5, 6, 7, and 8 in our experiments.
Basha et al. [40] shown the necessity of the fully con-
nected layers based on the depth of the CNN. Motivated by
their work, experiments are conducted by varying the number
of trainable layers in the proposed 3D CNN architecture. The
TABLE I
A PERFORMANCE COMPARISON OF STATE-OF-THE-ART METHODS ON WEIZMANN DATASET WITH PROPOSED 3D CNN MODEL USING 5-FOLDS
CROSS VALIDATION TEST.
S.No. Method Features Classification Accuracy
1 Baccouche et al. [7] 3D CNN features 94.58
2 Gorelick et al. [32] Space-time saliency, Action dynamics 97.83
3 Fathi et al. [36] Mid-level motion features 100
4 Bilen et al. [27] 2D CNN features 85.2
5 Proposed method 3D CNN features 95.78 ± 0.58
6 Proposed method applying Transfer Learning* 3D CNN features 96.53 ± 0.07
* Fine-tuning the last two FC layers of pre-trained model, which is trained on KTH dataset.
TABLE II
COMPARING THE STATE-OF-THE-ART HUMAN ACTION RECOGNITION APPROACHES ON KTH DATASET WITH THE PROPOSED 3D CNN MODEL USING
5-FOLDS CROSS VALIDATION TEST.
S.No. Method Features Classification Accuracy
1 Nazir et al. [8] Bag of Expressions (BoE) 99.51
2 Baccouche et al. [7] 3D CNN features 94.39
3 Abdulmunem et al. [19] Bag of Visual Words 97.20
4 Ji et al. [20] 3D CNN features 90.20
5 Wang et al. [13] Dense Trajectories and motion boundary descriptor 95.00
6 Gilbert et al. [37] Mined Hierarchical compound features 94.50
7 Yang et al. [38] Multi-scale oriented neighborhood features 96.50
8 Kovashka et al. [39] Hierarchical Space time neighborhood features 94.53
9 Bilen et al. [27] 2D CNN features 86.8
10 Baccouche et al. [7]# 3D CNN features 94.78 ± 0.11
11 Proposed Method 3D CNN features 95.27 ± 0.45
12 Proposed Method applying Transfer
learning$
3D CNN features 95.86 ± 0.3
# Encoded frames are given as input to the 3D CNN model proposed in [7]. (the size of Gaussian vector is 5).
$ Fine-tuning the last two FC layers of pre-trained model, which is trained on WEIZMANN dataset.
amount of over-fitting increases in the context of both the
datasets after inclusion of more FC layers. The performance
of the proposed 3D CNN architecture with varying number
of trainable layers is depicted in Figure 5.
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Fig. 5. Comparing the Training and Testing accuracies of both the datasets
by varying the number of trainable layers (5, 6, 7, and 8) in the proposed
3D CNN architecture.
A common practice in deep learning community (espe-
cially to deal with small datasets) is that, using the pre-
trained models to reduce the training time and obtaining
competitive results by training the models for a fewer number
of epochs. Generally, these pre-trained models work as
feature extractors. With this motivation, we utilized the pre-
trained model of KTH dataset to fine-tune over WEIZMANN
dataset and vice-versa. The last two layers (Conv4, FC1)
of the proposed 3D CNN model are fine-tuned in both the
cases. Results of the above experiments are reported in the
last rows of the Table I and Table II, respectively. We can
observe a little increase in the classification accuracy for both
the datasets, after applying the above scheme.
V. CONCLUSION
We introduced an information-rich sampling technique
using Gaussian weighing function as a pre-processing step
before giving it as input to any deep learning model, for
better classification of human actions from videos. The
proposed scheme aggregates consecutive k frames into a
single frame by applying a Gaussian weighted summation
of the k frames. We further proposed a 3D CNN model that
learns and extracts spatio-temporal features by performing
3D convolutions. The classification of the human actions
are performed using LSTM. Experimental results on both
KTH and WEIZMANN datasets show that proposed model
produces comparable results, among the state-of-the art.
Whereas, the proposed 3D CNN model outperforms the
state-of-the-art deep CNN models. Learning the weights
for frame aggregation may be a potential future research
direction.
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