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Abstract
In this paper we consider the problem of estimating an unknown joint distribution
which is deﬁned over mixed discrete and continuous variables. A nonparametric kernel
approach is proposed with smoothing parameters obtained from the cross-validated
minimization of the estimator’s integrated squared error. We derive the rate of
convergence of the cross-validated smoothing parameters to their ‘benchmark’
optimal values, and we also establish the asymptotic normality of the resulting nonparametric
kernel density estimator. Monte Carlo simulations illustrate that the proposed estimator
performs substantially better than the conventional nonparametric frequency estimator
in a range of settings. The simulations also demonstrate that the proposed approach
does not suffer from known limitations of the likelihood cross-validation method
which breaks down with commonly used kernels when the continuous variables
are drawn from fat-tailed distributions. An empirical application demonstrates that the
proposed method can yield superior predictions relative to commonly used parametric
models.
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1. Introduction and background
Nonparametric kernel methods are frequently used to estimate joint distributions,
however, conventional approaches do not handle mixed discrete and continuous
data in a satisfactory manner. Although it is widely appreciated that one can use a
frequency estimator to obtain consistent nonparametric estimates of a joint
probability density function (PDF) in the presence of discrete variables, this
frequency-based approach splits the sample into many parts (‘cells’) and the number
of observations lying in each cell may be insufﬁcient to ensure the accurate
nonparametric estimation of the PDF of the remaining continuous variables.
Furthermore, it is not uncommon to encounter situations in which the number of
cells exceeds the number of observations hence the conventional frequency estimator
cannot even be applied.
Aitchison and Aitken [4] proposed a novel nonparametric kernel method for
estimating a joint distribution deﬁned over binary data in a multivariate binary
discrimination context. They also proposed a data-dependent likelihood-based
method of bandwidth selection which has been shown to be consistent by Bowman
[5]. One advantage that their method has over the conventional frequency estimator
is that it does not split the sample into cells in ﬁnite-sample applications. A weakness
of their method becomes apparent, however, in mixed discrete and continuous
variable settings. This weakness results in part from the use of likelihood cross-
validatory bandwidth selection which is known to break down when modeling ‘fat-
tailed’ continuous data with commonly used compact support kernels such as the
Epanechnikov kernel or thin-tailed kernels such as the widely used Gaussian kernel
(see [13,14]). For related work on issues surrounding the kernel estimation of
distributions deﬁned over discrete data the reader is referred to Hall [11] and Hall
and Wand [15]. In related papers, Grund [9] and Grund and Hall [10] investigated
the kernel estimation of a PDF deﬁned over k-dimensional multivariate binary data
using least-squares cross-validation. In particular, they looked at both the situation
with ﬁxed k and the case where k-N as the sample size n-N: For an excellent
survey on kernel density estimation methods see Izenman [18], while more in-depth
treatments of the subject can be found in [7,17,20,22].
While there exist a number of theoretical papers on the properties of cross-
validation methods with only discrete variables (e.g., [9–11]), or with only
continuous variables [16], little attention has been paid to the more general and
interesting case of mixed discrete and continuous variables. The exceptions are the
papers by Tutz [23] and Ahmad and Cerrito [3] who have considered cross-validation
for estimating conditional density functions and regression functions (with mixed
variables), respectively. However, both Tutz [23] and Ahmad and Cerrito [3] only
demonstrate that their estimators are consistent—they have not established the
asymptotic distributions of their estimators. It is appreciated that establishing the
asymptotic distribution of an estimator is typically a more formidable task than that
of establishing consistency alone.
In this paper we aim to close this gap by providing the theoretical foundations for
a consistent kernel estimator of a joint PDF deﬁned over mixed discrete and
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continuous data employing least-squares cross-validation selection of the smoothing
parameters. In particular, we obtain rates of convergence of the smoothing
parameters to some benchmark optimal values, and we establish the asymptotic
normality of the estimator. We also provide simulations and applications of the
proposed approach designed to examine its ﬁnite-sample performance. To the best of
our knowledge, our work is the ﬁrst to establish asymptotic normality results for
kernel density estimators with mixed discrete and continuous variables using cross-
validation methods.
The rest of this paper proceeds as follows. In Section 2 we restrict attention to the
multivariate discrete variables case and consider estimating a joint PDF using least-
squares cross-validation. We establish the convergence rate of the cross-validated
smoothing parameters and the asymptotic normality of the resulting kernel
probability estimator. Section 3 builds on these results for the general mixed
discrete and continuous variables case. We again obtain convergence rates for the
cross-validated smoothing parameters and establish the asymptotic normality of the
resulting estimator. Section 4 reports on simulations designed to illuminate the ﬁnite-
sample performance of the estimator. Section 5 considers an empirical application
which demonstrates how the proposed approach can be used to yield superior
predictions relative to commonly used parametric models of binary choice. Finally,
Section 6 concludes and discusses a number of possible extensions.
2. Estimating a joint density with categorical data
In this section we consider the estimation of a joint PDF deﬁned over discrete
data. Let X denote a k  1 vector of discrete variables. For expositional simplicity
we consider the case where X is a k-dimensional binary variable, XAf0; 1gk (we
discuss the more general case at the end of Section 3). We denote f0; 1gk byD and let
pðÞ denote the probability function of X : We use Xi;t and xt to denote the tth
component of Xi and x ði ¼ 1;y; nÞ; respectively. For xt; Xi;tAf0; 1g; deﬁne a
univariate kernel function lðXi;t; xtÞ ¼ 1 l if Xi;t ¼ xt; and lðXi;t; xtÞ ¼ l if Xi;taxt;
where l is a smoothing parameter.
For multivariate data we use a standard product kernel given by
LðXi; x; lÞ ¼
Yk
t¼1
lðXt;i; xtÞ ¼ ð1 lÞkdixldix ; ð2:1Þ
where dix ¼ k  1ðXi;t  xtÞ equals the number of ‘disagreement components’
between Xi and x; 1ðAÞ is the usual indicator function, which equals one if A
holds, and zero otherwise. Note that dix takes values in f0; 1; 2;y; kg:
We would like to emphasize that we use a scalar l for expositional simplicity. In
practice, one would use a different smoothing parameter l for each different
component of x; i.e., l should be a k-dimensional vector, and any multidimensional
search algorithm will do so. Dealing with a k-dimensional vector l will make the
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notation and proofs much more cumbersome. Therefore, only the scalar l case is
treated in this paper.





LðXi; x; lÞ: ð2:2Þ
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1Pni¼1Pj¼1;jai Lij; where pˆiðXiÞ ¼ ðn  1Þ1Pnj¼1;jai Lij is the leave-
one-out kernel estimator of pðXiÞ; Lij ¼ LðXi; Xj; lÞ: The last term on the right-hand
side of Eq. (2.3) is unrelated to l; therefore, we choose l to minimize the cross-

















We let *l denote the cross-validated choice of l: The following assumption is used




p ðpˆðxÞ  pðxÞÞ:
Assumption (A). (i) Xi is independent and identically distributed (i.i.d.) as X ; (ii) pðxÞ
is not a constant function in xAD; (iii) minfxADgpðxÞXd for some d40:
Theorem 2.1. Under Assumption (A), we have
(i) *l ¼ Opðn1Þ;
(ii) For any xAD;
ﬃﬃﬃ
n
p ðpˆðxÞ  pðxÞÞ-Nð0; pðxÞð1 pðxÞÞÞ in distribution.
The proof of Theorem 2.1 is given in Appendix A. This theorem demonstrates that
our cross-validation choice of *l converges to zero at the rate of n1; the same rate as
the maximum likelihood cross-validation choice of l (see [11]). Next, we turn our
attention to the mixed discrete and continuous variables case.
3. Estimating a joint density with mixed data
We now consider the case involving mixed discrete and continuous data. As in
Section 2, XAD represents the discrete variables, and we use YARp to denote the
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continuous variables. Let Yi;t denote the tth component of Yi; let wðÞ be a univariate
kernel function, and let WðÞ be the product kernel function for the continuous
variables. We deﬁne











where h is the smoothing parameter. We only consider a scalar h case for
expositional simplicity. In applications, h should be a p  1 vector. We further deﬁne
Z ¼ ðX ; Y Þ; and we use f ðzÞ ¼ f ðx; yÞ to denote the joint PDF of ðX ; YÞ: We






where Kh;iz ¼ LixWh;iy; Wh;iy ¼ hpWðYiyh Þ and Lix ¼ LðXi; x; lÞ is that deﬁned in
Eq. (2.1). Using the notation
R
dz ¼PxAD R dy; the integrated squared difference
between fˆðÞ and f ðÞ is
Jn ¼
Z
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Using Eq. (3.2) we have
R ½fˆðzÞ
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j¼1;jai Kh;ij ; Kh;ij ¼ LijWh;ij; Lij ¼ LðXi; Xj; lÞ and Wh;ij ¼ hpWðYiYjh Þ: Given
that the last term on the right-hand side of Eq. (3.3) is unrelated to ðl; hÞ; we
therefore choose ðl; hÞ to minimize
















Let ð#l; hˆÞ denote the above cross-validated choices of ðl; hÞ: The following
assumptions are used to derive the rates of convergence of ð#l; hˆÞ to ðlo; hoÞ; and fˆðzÞ
to f ðzÞ; respectively.
Assumption (B1). (i) fZigni¼1 ¼ fXi; Yigni¼1 is i.i.d. where Z ¼ ðX ; Y Þ; (ii) let f ðyjxÞ
denote the conditional density function of Y given X ¼ x: f ðjxÞ is four times
continuously differentiable on the support of Y for all xAD: f ðyjxÞ and its
derivatives are all bounded and continuous on the support of Y for all xAD; (iv)
there exists x; x0AD such that f ðx; yÞaf ðx0; yÞ for y on a set with positive Lebesgue
measure.
Assumption (B2). (i) The kernel function wðÞ is nonnegative, bounded and
symmetric around zero, also
R
wðvÞ dv ¼ 1; R wðvÞv4 dvoN: (ii) hˆ lies in a shrinking





hXC1nd1=p; %hpCnd for some C; d40:
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The conditions given in Assumption (B2)(ii) are similar to those used in [16], and
are equivalent to n1dp
%
hpXC1 and nd %hpC: Thus, by choosing a very small value of
d; these conditions are virtually equivalent to the standard assumptions that h-0
and nhp-N as n-N:
In Appendix B we show that the leading term of CVðh; lÞ is CVLðh; lÞ given by
CVLðl; hÞ ¼ B1h4  B2lh2 þ B3l2 þ B4ðnhpÞ1; ð3:5Þ
where the Bj ’s are constants ð j ¼ 1;y; 4Þ: Let ðho; loÞ denote the values of ðh; lÞ that
minimize CVLðh; lÞ: Then some simple calculus shows that
ho ¼ c1n1=ðpþ4Þ and lo ¼ c2n2=ðpþ4Þ; ð3:6Þ
where c1 and c2 are constants deﬁned in Appendix B.
The next theorem establishes the rate of convergence of ð#l; hˆÞ to ðlo; hoÞ along with
the asymptotic normal distribution of fˆðzÞ:
Theorem 3.1. Under assumptions (B1) and (B2), and if f ðzÞXd40; we have
(i) ðhˆ  hoÞ=ho ¼ Opðna=ð4þpÞÞ and #l lo ¼ Opðnb=ð4þpÞÞ; where a ¼ minf2; p=2g




p ðfˆðzÞ  f ðzÞ  hˆ2B1ðzÞ  #lB2ðzÞÞ-Nð0; VðzÞÞ in distribution, where





x0AD;dx;x0¼1½f ðx0; yÞ  f ðx; yÞ
; and
VðzÞ ¼ f ðzÞ½R W 2ðvÞ dv
:
The proof of Theorem 3.1 is given in Appendix B. Comparing Theorems 3.1 and
2.1, we see that, for the mixed variable case, the convergence rate of #l is much slower
than that of *l for the discrete variable only case.
Let %fðzÞ denote the density estimator with l ¼ 0 and h ¼ cn1=ð4þpÞ (c40 is a




p ð %fðzÞ  f ðzÞ  h2B1ðzÞÞ-Nð0; VðzÞÞ in distribution. We see
that our cross-validation-based estimator has the same asymptotic variance as that
of the conventional estimator. However, as we show in Section 4, our cross-
validation based estimator can substantially outperform the conventional frequency-
based estimator in ﬁnite-sample settings.
The general multivariate discrete variable case: We have only considered the case
whereby the discrete variable X is a multivariate binary variable. We now discuss the
general multivariate discrete variable case. Let xt be the tth component of x and
suppose that xt can assume ctX2 different values ðt ¼ 1;y; kÞ: Following Aitchison
and Aitken [4], we deﬁne the kernel weight function lðXi;t; xt; lÞ ¼ 1 l if Xi;t ¼ xt
and lðXi;t; xt; lÞ ¼ l=ðct  1Þ if Xi;taxt: In this case the product kernel becomes
LðXi; x; lÞ ¼
Yk
t¼1
lðXi;t; xt; lÞ ¼ c0ð1 lÞkdixldix ; ð3:7Þ
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where c0 ¼
Qk
t¼1 ½1=ðct  1Þ
 is a constant, and dix is the same as that deﬁned in
Eq. (2.1). Comparing Eq. (3.7) with (2.1) we see that, for the general multivariate
discrete variable case, the only difference is that the kernel function has an extra
multiplicative constant c0: By inspection of the proofs of Theorems 2.1 and 3.1, we
know that this extra multiplicative constant does not affect any of the results in the
appendices. Therefore, the conclusions of Theorems 2.1 and 3.1 remain unchanged
when one has a general multivariate discrete variable, provided one uses the kernel
function deﬁned in (3.7) in such instances.
4. Monte Carlo simulation results
For the simulations that follow, we draw 1000 replications from each DGP. For
each of the 1000 Monte Carlo replications, smoothing parameters are selected via
cross-validation, and then we estimate the joint distribution. We use the second-
order Gaussian kernel for the continuous variable, while the kernel for the discrete
variable is that deﬁned in Eq. (2.1). The cross-validated choices of ðl; hÞ are based
upon minimizing the cross-validation function with respect to l and h using a
conjugate gradient search algorithm. We also compute the conventional frequency
estimator for comparison purposes whereby univariate cross-validation is conducted
for the continuous variable using only those observations lying in each cell. For each
replication we compute the MSE deﬁned by n1
Pn
i¼1 ðfˆðXi; YiÞ  f ðXi; YiÞÞ2 where
f ðXi; YiÞ is the true DGP and fˆðXi; YiÞ is its kernel estimate. Median values and the
5th and 95th percentiles of the MSE generated from the 1000 replications are
summarized in tabular form.
4.1. Finite-sample performance: independent identical distributions
We ﬁrst assess the potential ﬁnite-sample efﬁciency gains exhibited by our
method relative to the conventional frequency estimator. For the frequency method,
l ¼ 0; and the smoothing parameter h is selected via the method of least-
squares cross-validation method (using the data in each discrete cells). We
begin with a case for which the density for the continuous variable is the
same regardless of the realization taken on by the binary variable, hence
YBNðm; s2Þ independent of X : We consider two cases, one for which Pr½X ¼ 1
 ¼
0:7; and one for which Pr½X ¼ 1
 ¼ 0:9: Results are summarized in Table 1, and
columns with headings ‘LSfreq’ contain results for the conventional frequency
estimator, while the ‘LS’ denotes the proposed least-squares cross-validation
method.
From Table 1 we see that, as expected, our cross-validation method performs
much better than the conventional frequency estimator. The median MSE of the
proposed method is only 1/2 to 1/3 of the median MSE of the conventional
frequency-based method.
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4.2. Finite-sample performance: shifted conditional densities
Next, we consider the case where the density for the continuous variable is shifted
both in mean and variance conditional on the values assumed by the binary variable.
YBNðm1; s21Þ when X ¼ 0 and YBNðm2; s22Þ when X ¼ 1 with ðm1; m2Þ ¼ ð1; 1Þ
and ðs1; s2Þ ¼ ð1; 2Þ: We consider two cases, one for which Pr½X ¼ 1
 ¼ 0:7 and the
other for which Pr½X ¼ 1
 ¼ 0:9: Results are summarized in Table 2.
Examining Table 2 we again observe that the ﬁnite-sample efﬁciency gains
associated with the proposed method relative to the conventional frequency
estimator are substantial. The median MSE of the proposed method is around
1/2–1/3 of the median MSE of the conventional frequency-based method.
4.3. Finite-sample performance: least-squares versus likelihood cross-validation with
fat-tailed distributions
It is known that likelihood cross-validation can breakdown with commonly used
kernels when one or more of the continuous data types are drawn from fat-tailed





 ¼ 0:7 Pr½X ¼ 1
 ¼ 0:9
n MSEðLSÞ MSEðLSfreqÞ MSEðLSÞ MSEðLSfreqÞ
50 8.23e-04 1.67e-03 7.39e-04 2.20e-03
(5.23e-04,1.33e-03) (9.52e-04,2.97e-03) (4.12e-04,1.20e-03) (1.13e-03,3.74e-03)
100 4.61e-04 9.79e-04 4.73e-04 1.40e-03
(3.05e-04,7.13e-04) (6.05e-04,1.63e-03) (3.02e-04,7.73e-04) (8.20e-04,2.44e-03)
200 2.57e-04 5.40e-04 2.61e-04 7.64e-04
(1.71e-04,3.82e-04) (3.35e-04,9.06e-04) (1.66e-04,4.24e-04) (4.52e-04,1.34e-03)
The 5th and 95th percentiles appear in parentheses. YBGaussian ðm;s2Þ:
Table 2
Median values of h and MSE
Pr½X ¼ 1
 ¼ 0:7 Pr½X ¼ 1
 ¼ 0:9
n MSEðLSÞ MSEðLSfreqÞ MSEðLSÞ MSEðLSfreqÞ
50 7.50e-04 1.53e-03 7.77e-04 2.33e-03
(4.60e-04,1.15e-03) (7.73e-04,2.57e-03) (4.51e-04,1.28e-03) (1.23e-03,3.94e-03)
100 4.27e-04 8.73e-04 4.48e-04 1.31e-03
(2.70e-04,6.49e-04) (5.15e-04,1.47e-03) (2.48e-04,7.31e-04) (6.75e-04,2.26e-03)
200 2.47e-04 4.89e-04 2.72e-04 8.14e-04
(1.60e-04,3.69e-04) (2.92e-04,8.29e-04) (1.71e-04,4.23e-04) (4.66e-04,1.33e-03)
The 5th and 95th percentiles appear in parentheses. YBGaussian ðm1;m2; s21;s22Þ:
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ﬁnancial data. In order to verify that the proposed method does not suffer from this
defect, we consider a continuous variable Y drawn from the Cauchy distribution and
a discrete variable X that is independent of Y having Pr½X ¼ 1
 ¼ 0:7: Results are
summarized in Table 3. Columns labeled ‘ML’ correspond to likelihood cross-
validation and those labeled ‘LS’ again are those for the proposed least-squares
cross-validation method.
Based on Table 3 we observe that, when the continuous variable is drawn from the
Cauchy distribution, the likelihood cross-validation (ML-CV) method breaks down
as expected while the proposed method does not. The ML-CV choice of h for the
Cauchy example is an order of magnitude larger than that given by the proposed
least-squares cross-validation (LS-CV) method, while the median MSE of the ML-
CV estimator does not decrease as n increases which illustrates the inconsistency of
the ML-CV estimator for fat-tailed distributions. To further demonstrate the extent
of the over-smoothing exhibited by ML-CV when the underlying DGP is Cauchy, we
evaluate the estimated density on a grid with support ½3:5; 3:5
 and plot the median
values from the Monte Carlo simulation in Fig. 1. From Fig. 1 we see that the
ML-CV method completely breaks down, giving a ﬂat estimated density curve, while
the proposed method is well behaved.
4.4. Discussion
The three simulation exercises described above illustrate how the proposed
method can be of value in common situations where interest lies in estimating a joint
ARTICLE IN PRESS
Table 3
Median values of h and MSE
Likelihood cross-validation ðYBCauchy; XBBinomialÞ
n hðMLÞ MSEðMLÞ MSEðMLfreqÞ
50 5.58 3.50e-03 6.98e-03
(2.73,13.80) (2.18e-03,4.92e-03) (4.02e-03,9.98e-03)
100 8.79 4.22e-03 8.68e-03
(3.90,20.90) (2.81e-03,5.38e-03) (5.64e-03,1.12e-02)
200 10.20 4.46e-03 9.75e-03
(5.01,27.20) (3.24e-03,5.61e-03) (6.94e-03,1.18e-02)
Least squares cross-validation ðYBCauchy; XBBinomialÞ
n hðLSÞ MSEðLSÞ MSEðLSfreqÞ
50 0.67 6.91e-04 1.21e-03
(0.50,0.84) (4.62e-04,1.02e-03) (7.54e-04,1.91e-03)
100 0.57 4.08e-04 7.23e-04
(0.44,0.67) (2.71e-04,6.00e-04) (4.67e-04,1.11e-03)
200 0.48 2.28e-04 3.92e-04
(0.40,0.55) (1.59e-04,3.34e-04) (2.56e-04,6.09e-04)
The 5th and 95th percentiles appear in parentheses.
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distribution deﬁned over a mix of continuous and binary data. The conventional
frequency estimator is clearly less efﬁcient in ﬁnite-sample applications. Also, we
note that the proposed method does not suffer from the known limitations of
likelihood cross-validation in the presence of ‘fat-tailed’ distributions which can be
encountered when analyzing economic and ﬁnancial data for instance. Note that we
have only considered the simple case with one binary discrete variable and one
continuous variable. With multivariate discrete data, the relative efﬁciency gains
exhibited by the proposed method can be even more substantial.
5. An empirical application—modeling labor market participation
We now apply the proposed approach to modeling discrete choice, and we use
Gerﬁn’s [8] cross-section data set containing n ¼ 872 records and seven variables
used to model the labor market participation of married Swiss women. Gerﬁn [8]
uses a Probit model along with three semiparametric speciﬁcations, and ﬁnds that
the Probit speciﬁcation cannot be rejected and that all models yield similar results.
He concludes that ‘‘more work is necessary on speciﬁcation tests of semiparametric
models and on simulations using these models’’. We simply use this data set to see
whether predictions given by the Probit and semiparametric speciﬁcations can be
substantially improved upon (we do not include Gerﬁn’s [8] semiparametric results
here as they all yielded similar results). Data for this study can be found at
qed.econ.queensu.ca/jae/1996-v11.3/gerﬁn/.
The variables used by the Gerﬁn [8] study are
1. LFP: Labor force participation dummy (0/1).
2. FOREIGN: Dummy if observation is not Swiss (0/1).
3. NYC: Number of young children (younger than 7) ð0; 1; 2; 3Þ:
4. NOC: Number of older children ð0; 1;y; 6Þ:
5. EDUC: Years of formal education ð1; 2;y; 21Þ:
6. AGE: Age in years ð20; 21;y; 62Þ:
7. LNNLINC: Log of non-labor income (7:1869 12:3757 with 840 unique values).
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Fig. 1. Estimated joint PDF with a Cauchy continuous variable, n ¼ 200: The ﬁgure on the left is that for
likelihood cross-validation while the ﬁgure on the right is that for the proposed method. The solid curve
represents the true Cauchy density function
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Let U denote variables 2–7. We compute the conditional probability of LFP given
U deﬁned as
fˆðLFPjUÞ ¼ fˆðLFP; UÞ
fˆ1ðUÞ
; ð3:8Þ
where f1ðÞ is the marginal density function of U :
We treat the variables AGE and LNINC as continuous and the rest as categorical,
and bandwidths are chosen via cross-validation using a conjugate gradient search
algorithm.1 Note that the use of a multivariate search algorithm naturally yields
different smoothing parameters for each variable as discussed in Section 2. Using the
cross-validated bandwidths, we then predict LFP ¼ 1 if fˆðLFP ¼ 1jUÞ4fˆðLFP ¼
0jUÞ; otherwise we predict LFP ¼ 0:
We compare the predictions based upon our estimator with those from the Probit
model used in [8], and the confusion matrices and classiﬁcation rates for both
approaches are summarized in Table 4 (a confusion matrix is one whose diagonal
elements are correctly predicted outcomes and whose off-diagonal elements are
incorrectly predicted outcomes). As can be seen from Table 4, the proposed method
correctly predicts 74.1% of all observations while the Probit model correctly predicts
66.5%. We also report the correct classiﬁcation rates for each value assumed by
the categorical dependent variable. For example, CCRð0Þ ¼ 76:4% means that,
considering the subset of observations for which LFP ¼ 0; we correctly predict
76.4% of them. To address potential concerns that these results might be an artifact
of within-sample ‘over-ﬁtting’, we randomized the data and split it into independent
estimation and evaluation samples.2 The predictive ability of the model as measured
by performance on the independent data mirrors the within-sample results reported
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Table 4
Confusion matrix and classiﬁcation rates for the kernel and Probit models
Kernel Probit
Act/Pred 0 1 Act/Pred 0 1
0 360 111 0 358 113
1 115 286 1 179 222
%Correct 74.1% %Correct 66.5%
%CCR(0) 76.4% %CCR(0) 76.0%
%CCR(1) 71.3% %CCR(1) 55.4%
Act ¼ actual sample realization, Pred ¼ predicted outcome.
1Some discrete variables take more than two different values, thus we use the kernel function deﬁned in
Eq. (3.7).
2For example, we considered estimation samples of size n1 ¼ 700 and prediction samples of size
n2 ¼ 172; n1 ¼ 750 and n2 ¼ 122 and so on.
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in Table 4 for a large number of different splits indicating that this is indeed a general
improvement in predictive ability and not simply an artifact of over-ﬁtting.
This application is simply intended to illustrate how the proposed method can be
used to obtain superior predictions of categorical variables relative to predictions
based upon commonly used parametric speciﬁcations such as the Probit model.
6. Possible extensions
There are numerous ways in which the results developed in this paper can be
extended including (i) semiparametric estimation of a density function with mixed
data, (ii) consistent model speciﬁcation tests with mixed discrete and continuous
regressors, including testing for a parametric or a semiparametric density functional
form, and (iii) estimation of a joint density function with mixed discrete
and continuous variables when the discrete variables contain ordered categorical
data.
With ordered categorical data, it is known that boundary kernels [6], local
polynomials [1,2], penalized likelihood [21], and local likelihood methods have better
properties than standard kernel estimators as they are designed explicitly to
counteract boundary bias associated with standard kernel estimators. It will be
fruitful to extend the current results to the case of ordered categorical data.
Speciﬁcation tests (with mixed data types) based on a data-driven choice of
smoothing parameters are expected to be signiﬁcantly more powerful than existing
tests based on frequency estimators as the former do not use sample splitting in
ﬁnite-sample applications.
Recently, Racine and Li [19] have considered the problem of nonparametric
estimation of regression functions with mixed discrete and continuous regressors and
have established the asymptotic distribution of their proposed estimator. Yet
another extension is to consider semiparametric regression models with mixed
regressors, including partially linear models and additive models, along with
speciﬁcation tests for parametric/semiparametric regression functional forms. The
authors are currently working on a number of related extensions having widespread
potential application.
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Appendix A
This appendix3 contains the proof of Theorem 2.1. In Lemma A.0 we ﬁrst show
that *l ¼ opð1Þ: Then Lemmas A.1–A.5 use the property that l ¼ oð1Þ to obtain a l
power series expansion of CVðlÞ; which is then used to prove Theorem 2.1.




















l¼1;lai;laj : We use the summation indices x; x1; and x2 to denote






























 I1n þ I2n  I3n; ðA:1Þ
where the deﬁnitions of Ijn ð j ¼ 1; 2; 3Þ should be apparent.
Proof of Theorem 2.1. (i) Using Eq. (A.1) and by Lemmas A.2, A.4 and A.5, we have
CVðlÞ ¼ I1n þ I2n  I3n
¼A1l2  A2ln1 þ opðl2 þ n1lÞ þ ðterms unrelated to lÞ; ðA:2Þ
where A2 ¼ 2k ¼ A˜2; while A1 and A˜2 are two constants deﬁned in Lemmas A.2 and
A.5, respectively. Minimizing Eq. (A.2) over l leads to *l ¼ ½A2=ð2A1Þ
n1 þ
opðn1Þ ¼ Opðn1Þ:
(ii) Deﬁne %pðxÞ ¼ n1Pi 1ðdix ¼ 1Þ  n1Pi 1ðXi ¼ xÞ; which is a frequency
estimator of pðxÞ (corresponding to l ¼ 0). It is well established that ﬃﬃﬃnp ð %pðxÞ 
pðxÞÞ-Nð0; ð1 pðxÞÞpðxÞÞ in distribution. Now, using Eq. (A.3) (see below) and
the fact that *l ¼ Opðn1Þ; we have pˆðxÞ  %pðxÞ ¼ Opð*lÞ ¼ Opðn1Þ: Hence, we haveﬃﬃﬃ
n
p ðpˆðxÞ  pðxÞÞ ¼ ﬃﬃﬃnp ð %pðxÞ  pðxÞÞ þ Opðn1=2Þ-Nð0; ð1 pðxÞÞpðxÞÞ is distribution: &
Below we prove some lemmas that are used to prove Theorem 2.1. We will
write Bn ¼ Dn þ ðs:o:Þ to indicate that Dn is the leading term of Bn (Dn and
Bn have the same order), and (s.o.) denotes terms having order strictly smaller
than Dn:
Deﬁning 1dix¼l  1ðdix ¼ lÞ; the discrete variable kernel LðXi; x; lÞ deﬁned in
Eq. (2.1) can be written as a power series expansion in ll ð0plpkÞ:
LðXi; x; lÞ ¼ 1dix¼0ð1 lÞk þ 1dix¼1ð1 lÞk1lþ 1dix¼2ð1 lÞk2l2 þ Opðl3Þ:
ðA:3Þ
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In Lemmas A.1–A.5 we evaluate the orders of Iln ðl ¼ 1; 2; 3Þ deﬁned in Eq. (A.1).
Iln contains terms with two and three summations. We will use the U-statistic
H-decomposition together with the expansion found in Eq. (A.3) to obtain the
leading order terms of Iln:
Lemma A.0. *l ¼ opð1Þ:
Proof. Note that
P
x pðxÞpˆðxÞ ¼ E½pˆðxÞ
: We observe from Eq. (2.3) that InðlÞ ¼P
x½pˆðxÞ
2  2E½pˆðxÞ
 þ E½pðX Þ







: Obviously n1Pi pˆiðXiÞ  E½pˆðXÞ
 ¼ opð1Þ; which implies that (a): IˆnðlÞ ¼
InðlÞ þ opð1Þ:
Next, 0pIˆnð*lÞpIˆnð0Þ ¼ opð1Þ because l ¼ 0 corresponds to the usual fre-
quency estimator and it is well established that Iˆnð0Þ ¼ opð1Þ: Thus, we have (b):
Iˆnð*lÞ ¼ opð1Þ:
Conditions (a) and (b) leads to (c): Inð*lÞ ¼ opð1Þ:
Finally, for laoð1Þ; using the H-decomposition of U-statistic theory, it is easy to
show that InðlÞ ¼ EðInðlÞÞ þ opð1Þ ¼
P2k
l¼1 Cll
l þ opð1Þaopð1Þ because Cla0 for
some 0plp2k:
Hence, we have (d): InðlÞ ¼ Opð1Þaopð1Þ for laoð1Þ: Conditions (c) and (d)
imply that *l ¼ opð1Þ:
Note that Lemma A.0 implies the consistency of pˆðxÞ; i.e., pˆðxÞ  pðxÞ ¼ opð1Þ:
Lemma A.1. I1nðlÞ ¼ 2kln1 þ Opðn3=2lþ n1l2Þ þ ðterms unrelated to lÞ:




























pðxÞ þ Oðn1l2Þ ¼ n1ð1 2klÞ þ Oðn1l2Þ:


















½ %pðxÞ  pðxÞ
 þ Opðn1l2Þ
¼ ð1 2klÞn3=2fVn þ Opðn1l2Þ;
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where %pðxÞ ¼ n1Pni¼1 1ðXi ¼ xÞ (because 1ðdix ¼ 0Þ ¼ 1ðXi ¼ xÞ) is a frequency
estimator of pðxÞ and Vn ¼ n1=2
P
xAD½ %pðxÞ  pðxÞ
 is a zero mean Opð1Þ random
variable.
Summarizing the above we have shown that
I1n ¼EðI1nÞ þ ½I1n  EðI1nÞ
 ¼ n1ð1 2klÞ þ Opðn3=2lþ n1l2Þ
þ terms unrelated to l:
Lemma A.2. Define HnðXi; XjÞ ¼ Lð2Þij  2Lij :
Then E½HnðXi; XjÞ
 ¼ A1l2 þ Oðl3Þ þ ðterms unrelated to lÞ; where A1 ¼
k2E½pðX Þ
  2kE½p1ðXÞ





 ¼ E½Lð2Þij 
  2E½Lij 




In the proof below we will use Eq. (A.3) frequently. Since the proof is relatively
tedious and lengthy, we will often incorporate the indicator function restriction
in the summation index, for example we will write
P
x1AD 1ðdx1;x ¼ 1Þp1ðx1Þ ¼P
x1;dx1 ;x¼1 pðx1Þ to save space.
We consider E½Lij 
 ﬁrst. Deﬁne psðxÞ ¼
P
fx0;dx0 ;x¼sg pðx0Þðs ¼ 1; 2Þ: Using an
expansion of Eq. (A.3), we get (note that Lij ¼ LðXi; Xj; lÞ; and Lx1;x2 ¼
Lðx1; x2; lÞ)
E½Lij
































2 þ lð1 lÞk1
X
x1








g þ l2fE½p2ðX Þ
  ðk  1ÞE½p1ðXÞ
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 þ E½ðp1ðX ÞÞ2=pðXÞ
  2ð2k  1ÞE½p1ðX Þ

þ kð2k  1ÞE½pðXÞ
g þ Oðl3Þ:
Summarizing the above results, we get
E½HnðX1; X2Þ
 ¼ E½Lð2Þij 




  2kE½p1ðX Þ
 þ E½ðp1ðX ÞÞ2=pðXÞ
g þ Oðl3Þ
 A1l2 þ Oðl3Þ þ ðterms unrelated to lÞ: &
Lemma A.3. Define HnðXi; XjÞ ¼ Lð2Þij  2Lij : Then
E½HnðXi; XjÞjXi
 ¼ pðXiÞ þ Oðl2Þ:
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Proof. E½HnðXi; XjÞjXi
 ¼ E½Lð2Þij jXi
  2E½Lij jXi
: We compute E½LijjXi
 and
E½Lð2Þij jXi





















































 ¼ E½Lð2Þij jXi
  2E½LijjXi
 ¼ pðXiÞ þ Oðl2Þ:




Lemma A.4. I2nðlÞ ¼ A1l2 þ opðln1 þ l2Þ þ ðterms unrelated to lÞ:












  E½HnðXi; XjÞ
g þ ðs:o:Þ
¼A1l2 þ opðln1 þ l2Þ þ ðterms unrelated to lÞ: &
Lemma A.5. I3n ¼ A˜2ln1 þ Opðl2n1Þ þ ðterms unrelated to lÞ; where A˜2 ¼
2fE½p1ðX Þ
  kE½pðX Þ
g:
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ij : Then An is a second order
U-statistic. EðAnÞ ¼ E½Lð2Þij 
 ¼ E½pðX Þ
 þ A˜2lþ Oðl2Þ is proved in the proof of
Lemma A.2. By the U-statistic H-decomposition, An ¼ A˜2lþ Opðl2Þ þ ðterms
unrelated to lÞ: Thus, I3n ¼ n1An ¼ A˜2ln1 þ Opðl2n1Þ þ ðterms unrelated
to lÞ: &
Appendix B
Note that hˆ ¼ oð1Þ by Assumption (B2)(ii). Along lines similar to the proof of
Lemma A.0, one can show that #l ¼ opð1Þ: hˆA½
%
h; %h
 and #l ¼ opð1Þ imply the
consistency of fˆðx; yÞ: In Lemmas B.1–B.4 below we use h ¼ oð1Þ and l ¼ oð1Þ to
obtain expansions of CVðh; lÞ:
From Eq. (3.4) we get
























 J1n þ J2n  J3n; ðB:1Þ
where the deﬁnitions of Jln ðl ¼ 1; 2; 3Þ should be apparent.
Proof of Theorem 3.1. (i) By Lemmas B.1 and B.5, we have (ignoring the terms
unrelated to ðh; lÞ)
CVðh; lÞ ¼ J1n þ J2n  J3n
¼B1h4  B2lh2 þ B3l2 þ B4ðnhpÞ1 þ Opððh2 þ lÞ3 þ lðnhpÞ1 þ ðnhp=2Þ1Þ
CVLðh; lÞ þ Opððh2 þ lÞ3 þ lðnhpÞ1 þ ðnhp=2Þ1Þ; ðB:2Þ
where CVLðh; lÞ ¼ B1h4  B2lh2 þ B3l2 þ B4ðnhpÞ1 is the leading term of CVð:; :Þ:
Letting ðho; loÞ denote the values of ðh; lÞ that minimize CVLðh; lÞ; simple calculus
shows that
ho ¼ c1n1=ð4þpÞ and lo ¼ c2n2=ð4þpÞ; ðB:3Þ
where c1 ¼ fpB4=ð4½B1  B22=ð4B3Þ
Þg1=ð4þpÞ and c2 ¼ c21B2=ð2B3Þ: Obviously ðhˆ; #lÞ
will converge to ðho; loÞ: To obtain the rates of ðhˆ  hoÞ=ho and #l lo; we need to
consider the higher order terms in the expansion of CVðh; lÞ: By inspection of the
proofs of Lemmas B.1–B.5, we know that
CVðh; lÞ ¼CVLðh; lÞ þ C1h6 þ C2h4lþ C3h2l2 þ C4l3 þ C5lðnhpÞ1
þ Vnðnhp=2Þ1 þ ðs:o:Þ; ðB:4Þ
where Cj’s are some constants ð j ¼ 1;y; 5Þ and Vn is a zero mean Opð1Þ random
variable (Vn is a degenerate U-statistic—see Lemma B.4’s proof for further
explanation). We need to consider two cases: (i) pp3 and (ii) pX4:
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Case (i) pp3; ðnhp=2Þ1 has an order larger than h6 (because ðnhpÞ1 ¼ Oðh4ÞÞ:
Following exactly the same arguments as in [19],4 using Eq. (B.4) one can
show that
ðhˆ  hoÞ=ho ¼ Opðhp=2o Þ and l lo ¼ Opðn1=2Þ: ðB:5Þ
For case (ii) of pX4; h6 has an order at least as large as O ððnhp=2Þ1Þ; and again
by following the same arguments as in [19], one can show that
ðhˆ  hoÞ=ho ¼ Opðh2oÞ and l lo ¼ Opðh4oÞ: ðB:6Þ
Summarizing Eqs. (B.5) and (B.6), and noting that ho ¼ Oðn1=ð4þpÞÞ; we have
ðhˆ  hoÞ=ho ¼ Opðna=ðpþ4ÞÞ and l lo ¼ OpðnbÞ; ðB:7Þ
where a ¼ minf2; p=2g and b ¼ minf1=2; 4=ð4þ pÞg:
(ii) Deﬁne f˜ðzÞ in the same manner as f˜ðzÞ but with ðhˆ; #lÞ being replaced






ðf˜ðzÞ  h2oB1ðzÞ  loB2ðzÞÞ-Nð0; VðzÞÞ in distribution ðB:8Þ
by Liapunov’s central limit theorem. Using Eq. (B.7) and a standard Taylor
expansion argument, it is easy to show that
fˆðzÞ  f˜ðzÞ ¼ opððnhoÞ1=2Þ: ðB:9Þ
Eqs. (B.7), (B.8) and (B.9) imply thatﬃﬃﬃﬃﬃﬃﬃ
nhˆp
p
ðfˆðzÞ  hˆ2B1ðzÞ  #lB2ðzÞÞ-Nð0; VðzÞÞ in distribution: & ðB:10Þ
Below we present some lemmas that are used for proving Theorem 3.1. The idea of
the proof is similar to that contained in Appendix A, but now our cross-validation
function CVðh; lÞ is more involved as it depends on both l and h: In the proofs
below, we ﬁrst use Eq. (A.3) to obtain an expansion of CVðh; lÞ in a power series of
l up to the order of l2 plus some opðl2Þ terms. Then we apply the standard change-
of-variable argument to the continuous variable to obtain an expansion of CVðh; lÞ
in a power series of h2; up to the order of h4; plus some opðh4Þ terms.




h;ii ¼ ðnhpÞ1½B4  B5lþ Oðl2Þ
; where B4 and B5
are two positive constants.
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W 2h;iy dy ¼ hp
R




























ðnhpÞ1 1 2klþ Oðl2Þ  ¼ ðnhpÞ1½B4  B5lþ Oðl2Þ
 by Lemma A:1;
where B4 ¼ ½
R
W 2ðvÞ dv




Lemma B.2. Define HnðZi; ZjÞ ¼ K ð2Þh;ij  2Kh;ij:
Then E½HnðZi; ZjÞ
 ¼ B0 þ B1h4  B2lh2 þ B3l2 þ opðl2 þ lh2 þ h4Þ;
where Bj ð j ¼ 0;y; 3Þ are some constants with B140 and B340:
Proof. E½HnðZi; ZjÞ
 ¼ E½K ð2Þh;ij 
  2E½Kh;ij 
: We compute E½Kh;ij 
 and E½K ð2Þh;ij 
 sepa-
rately below. We will use f ðyjxÞ to denote the conditional probability density
function of Y given X ¼ x: Deﬁne Ghðx1; x2Þ ¼
R
Whðy1; y2Þf ðy1jx1Þf ðy2jx2Þ dy1 dy2;
where Whðy1; y2Þ ¼ hpWðy1y2h Þ: We will ﬁrst use Equation (A.3) to expand E½Kh;ij 

















¼ ð1 lÞk X
x
½pðxÞ







































For ease of reference we summarize the above result in the following equation:
E½Kij
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Eq. (B.12) gives an expansion of E½Kij
 in ls ðs ¼ 0; 1; 2; 3Þ: T0; T1 and
T2 in Eq. (B.12) can be expanded as power series in h because Ghðx1; x2Þ depends
on h:
From the deﬁnition of Ghðx; x1Þ and the fact that WðÞ is a symmetric
function, it is easy to see that it admits the following expansion (in terms of powers
of h):
Ghðx; x1Þ ¼ G0ðx; x1Þ þ h2G2ðx; x1Þ þ h4G4ðx; x1Þ þ opðh4Þ; ðB:13Þ
where G0ðx; x1Þ ¼
R
f ðyjxÞf ðyjx1ÞWðvÞ dv dy ¼
R
f ðyjxÞf ðyjx1Þ dy; G2ðx; x1Þ ¼
ð1=2Þ R f ðyjxÞv0r2yf ðyjx1ÞvW ðvÞ dv dy; and G4ðx; x1Þ involves the fourth order
derivatives of f ðyjxÞ with respect to y; and factors like R WðvÞv4l dv orR
WðvÞv2l v2l0 dv; where vl is the lth component of vARp ðl ¼ 1;y; pÞ:
Eq. (B.13) gives an expansion of Ghðx; x1Þ in hl ðl ¼ 0; 2; 4Þ: If one substitutes
Eq. (B.13) into Eq. (B.11), and then substitutes Eq. (B.11) into Eq. (B.12), one can
get a power series expansion in ðh2Þlls ðl; s ¼ 0; 1; 2;yÞ: Below we will conduct some
similar calculations for EðKð2Þh;ijÞ:
Next, we consider EðK ð2Þh;ij Þ: Deﬁne Gð2Þh ðx1; x2Þ ¼
R
f ðy1jx1Þf ðy2jx2ÞW ð2Þh ðy1; y2Þ
dy1 dy2: We use Eq. (A.3) to obtain an expansion of E½Kð2Þh;ij 
 in terms of ll
ðl ¼ 0; 1;y; kÞ
E½K ð2Þh;ij 
























































pðx2ÞGð2Þh ðx1; x2Þ: ðB:14Þ
We summarize the above result in the following equation:
E½K ð2Þij 
 ¼T ð2Þ0 þ lðT ð2Þ1  2kT ð2Þ0 Þ
þ l2fT ð2Þ2  ð2k  1ÞT ð2Þ1 þ kð2k  1ÞT ð2Þ0 g þ Oðl3Þ: ðB:15Þ
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From the deﬁnition of G
ð2Þ
h ðx1; x2Þ and the fact that W ð2ÞðÞ is a symmetric









f ðyjx1Þf ðyjx2ÞW ð2ÞðvÞ dv dy ¼
R
f ðyjx1Þf ðyjx2Þ dy; Gð2Þ2 ðx1; x2Þ
¼ ð1=2Þ R f ðy1jx1Þv0r2y1 f ðy1jx2ÞvW ð2ÞðvÞ dv dy1 and Gð2Þ4 ðx1; x2Þ involve the fourth
order derivatives of f ðyjxÞ with respect to y; and factors like R W ð2ÞðvÞv4l dv orR
W ð2ÞðvÞv2l v2l0 dv; where vl is the lth component of vARp ðl ¼ 1;y; pÞ:
From the deﬁnition of W ð2ÞðÞ; it is easy to check that the following relationships
hold: Z
W ð2ÞðvÞ dv ¼
Z
WðvÞ dv ¼ 1;
Z






WðvÞv4l dv l ¼ 1;y; p: ðB:17Þ
From Eqs. (B.13), (B.16) and (B.17), we immediately get
G
ð2Þ
0 ðx1; x2Þ ¼ G0ðx1; x2Þ; Gð2Þ2 ðx1; x2Þ ¼ 2G2ðx1; x2Þ; Gð2Þ4 ðx1; x2Þ42G4ðx1; x2Þ:
ðB:18Þ
Below we will obtain an expansion of E½HnðZi; ZjÞ
 ¼ E½K ð2Þij 
  2E½Kij
 in the
powers of h and l: We write E½HnðZi; ZjÞ
 ¼ H0ðhÞ þ lH1ðhÞ þ l2H2ðhÞ þ Oðl3Þ;
where HlðhÞ can be written as a power expansion of h and where the subscript l
means the power expansion of ll ðl ¼ 0; 1; 2Þ: We will ﬁrst obtain an expansion for
H0ðhÞ; the component of E½HnðZi; ZjÞ
 ¼ E½K ð2Þij 
  2E½Kij 
 that is independent of l:
From Eqs. (B.11)–(B.18), we know that










2fG0ðx; xÞ þ ð0Þh2 þ h4½Gð2Þ4 ðx; xÞ  2G4ðx; xÞ
g
B0 þ B1h4; ðB:19Þ
where B0 ¼ 
P
x ½pðxÞ
2G0ðx; xÞ; B1 ¼
P
x ½pðxÞ
2½Gð2Þ4 ðx; xÞ  2G4ðx; xÞ
: We see
that, due to cancellations between T
ð2Þ
0 and 2T
0; there is no h2 term in the above
expansion.
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Next, we compute H1ðhÞ; the component of E½HnðZi; ZjÞ
 that is linear in l: From
Eqs. (B.11)–(B.18) we have
H1ðhÞ ¼T ð2Þ1  2kT ð2Þ0  2½T1  kT0
 ¼ ½T ð2Þ1  2T1














2½Ghðx; xÞ  Gð2Þh ðx; xÞ

¼  B2h2 þ Opðh4Þ; ðB:20Þ







x1;dx1 ;x¼1 pðx1ÞG2ðx; x1Þg: Due to
some cancellations, there is no constant term in the above expansion.
Finally, we compute H2ðhÞ; the component of E½HnðZi; ZjÞ
 that is linear in l2:
Again from Eqs. (B.11)–(B.18), we obtain
H2ðhÞ ¼ ½T ð2Þ2  ð2k  1ÞT ð2Þ1  kð2k  1ÞT ð2Þ0 






























B3 þ Opðh2Þ; ðB:21Þ
where the deﬁnition of B3 should be apparent. Note that B3 is obtained by replacing
Ghðx; x1Þ and Gð2Þh ðx; x1Þ by G0ðx; x1Þ and Gð2Þ0 ðx; x1Þ in Tj and T ð2Þj ð j ¼ 1; 2; 3Þ;
respectively. Also, G0ðx; x1Þ ¼ Gð2Þ0 ðx; x1Þ by Eq. (B.18) is used in comput-
ing B3:
By Eqs. (B.19)–(B.21), we immediately obtain
E½HnðZi; ZjÞ
 ¼E½K ð2Þh;ij 
  2E½Kh;ij 

¼B0 þ B1h4  B2lh2 þ B3l2 þ opðh4 þ lh2 þ l2Þ: & ðB:22Þ
Lemma B.3. E½HnðZi; ZjÞjZi
 ¼ pðXiÞ þ Opðh4 þ lh2 þ l2Þ; where HnðZi; ZjÞ ¼
K
ð2Þ
h;ij  2Kh;ij with Zi ¼ ðXi; YiÞ:
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Proof. E½HnðZi; ZjÞjZi
 ¼ E½Kð2Þh;ij jZi
  2E½Kh;ijjZi
: We consider E½Kh;ij jZi
 and
E½K ð2Þh;ij jZi
 separately below. Deﬁne Mhðx; YiÞ ¼
R
WhðYi; yÞf ðyjxÞdy: We will ﬁrst
use Eq. (A.3) to expand E½Kh;ijjZi











¼ ð1 lÞkpðXiÞMhðZiÞ þ lð1 lÞk1
X
fx;dXi ;x¼1g
pðxÞMhðx; yiÞ þ Oðl2Þ
 C0ðZiÞ þ lC1ðZiÞ þ Oðl2Þ;
where C0ðZiÞ ¼ pðXiÞMhðZiÞ and C1ðZiÞ ¼
P
fx1;dXi;x¼1g pðxÞMhðx; YiÞ 
kpðXiÞMhðZiÞ:
Summarizing the above result, we have
E½KijjZi
 ¼ C0ðZiÞ þ lC1ðZiÞ þ Oðl2Þ: ðB:23Þ
Using the usual change-of-variable method, it is easy to see that MhðZiÞ admits the
following expansion (an expansion in powers of h):
MhðZiÞ ¼ M0ðZiÞ þ h2M2ðZiÞ þ Opðh4Þ ¼ 1þ h2M2ðZiÞ þ Opðh4Þ; ðB:24Þ
where M0ðZiÞ ¼
R




Next, we consider E½Kð2Þh;ij jZi




h ðYi; yÞf ðyjxÞ dy: We use
Eq. (A.3) to expand E½K ð2Þh;ij jZi












pðx1ÞLXi ;xLx1;xMð2Þh ðx1; YiÞ

















¼Cð2Þ0 ðZiÞ þ lCð2Þ1 ðZiÞ þ Oðl2Þ;
where C
ð2Þ




h ðx; YiÞ 
kpðXiÞMð2Þh ðZiÞg:
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Summarizing the above result, we have
E½K ð2Þij jZi
 ¼ Cð2Þ0 ðZiÞ þ lCð2Þ1 ðZiÞ þ Oðl2Þ: ðB:25Þ
It is easy to show that M
ð2Þ










f ðyjXiÞW ð2ÞðvÞ dv dy ¼ 1 and Mð2Þ2 ðZiÞ ¼ ð1=2Þ
R
v0r2y
f ðyjXiÞvW ð2ÞðvÞ dv dy:
By Eq. (B.17), we know that
M
ð2Þ
2 ðZiÞ ¼ 2M2ðZiÞ: ðB:27Þ
Using Eqs. (B.23)–(B.27) we obtain
E½HnðZi; ZjÞjZi
 ¼ E½K ð2Þh;ij jZi
  2E½Kh;ijjXi

¼ ½Cð2Þ0 ðZiÞ  2C0ðZiÞ
 þ l½Cð2Þ1 ðZiÞ  2C1ðZiÞ
 þ Oðl2Þ
¼ ½pðXiÞ þ h2ð0Þ þ Oðh4Þ
 þ 2l½0þ h2kpðXiÞM2ðZiÞ þ Opðh4Þ
 þ Oðl2Þ
¼ pðXiÞ þ Opðh4 þ lh2 þ l2Þ: & ðB:28Þ
We observe that, due to some cancellations between E½K ð2Þh;ij jZi
 and 2E½Kh;ij jXi
;
there are no h2 and l terms in the expansion given in Eq. (B.28).
Lemma B.4. J2nðl; hÞ ¼ B0 þ B1h4  B2lh2 þ B3l2 þ Opððh2 þ lÞ2 þ ðnhp=2Þ1Þþ
terms unrelated to ðh; lÞ; where Bj ð j ¼ 0;y; 3Þ are constants defined in Lemma B.2.




jai HnðZi; ZjÞ; where HnðZi; ZjÞ ¼ K ð2Þh;ij  2Kh;ij : By H-de-




















  ½HnðZi; ZjÞjZi
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 þ Opððh2 þ lÞ2Þ
( ) !
þ ððnhp=2Þ1VnÞ
¼ B1h4  B2lh2 þ B3l2 þ Opððh2 þ lÞ3 þ ðnhp=2Þ1Þ
þ terms unrelated to ðh; lÞ;
where Vn is a zero mean Opð1Þ random variable obtained from the last term in the
H-decomposition, being a degenerate U-statistic. It is straightforward to show
that the second moment of this degenerate U-statistic is of the order
ð1=n2ÞE½H2ðZi; ZjÞ
 ¼ Oððn2hpÞ1Þ (e.g., Theorem 1 of [12]). Therefore, this last
term in the H-decomposition has an order of Opððnhp=2Þ1Þ: So we write it as
ðnhp=2Þ1Vn; where Vn is a zero mean Opð1Þ random variable. &
Lemma B.5. J3nðl; hÞ ¼ Opðn1ðh2 þ lÞÞ þ terms unrelated of ðh; lÞ:






ij ; which is a second order U-
statistic. The proof of Lemma B.2 implies that E½Kð2Þij 
 ¼ B˜0 þ B˜1h2 þ B˜2lþ ðs:o:Þ
for some constants B˜j (j ¼ 0; 1; 2). Hence, by the U-statistic H-decomposition
we have J3n ¼ n1Wn ¼ n1½EðWnÞ þ ðs:o:Þ
 ¼ n1½B˜0 þ B˜1h2 þ B˜2lþ ðs:o:Þ
 ¼
Opðn1ðh2 þ lÞÞ þ terms unrelated to (h; l). &
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