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The asymptotic behavior as t 3 CO of solutions of si u(t - s) dA(s) = f(t) 
is studied when f(t) satisfies a “0” estimate as t --, co, and A belongs to a 
weighted space and its Laplace-Stieltjes transform has finitely many zeros in its 
closed half-plane of convergence. Results for systems of integral equations as well 
as for integrodifferential systems are also given. 
1. INTR~D~JCTI~N 
We consider first the linear Volterra integral equation 
u @ A(t) Ez jot u(t - s) dA(s) =f(t) (t 3 0) (1.1) 
where u, A, and f are complex-valued functions; in addition, u is Bore1 
measurable and bounded on [0, T] for all T > 0. If A is of bounded variation 
on [0, co), then its Laplace-Stieltjes transform 
A-(z) = irn czt dA(t) U-2) 
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exists in the half-plane Re z 3 0. When f is bounded, the asymptotic 
behavior as t -+ 00 of solutions of (1.1) is known provided A”(z) has no 
zeros in Re x > 0 or has finitely many zeros in Re z > 0. In this paper we 
study the behavior of solutions of (1.1) when f satisfies a “0” estimate as 
t -+ co, but is not necessarily bounded on [0, co), and when A belongs to a 
“weighted space” (see Section 2) and A”(z) has finitely many zeros in its 
closed half-plane of convergence. 
We also consider the asymptotic behavior of solutions of the system of 
linear Volterra integrodifferential equations 
u’(t) + jot u(t - s) dA(s) =f(t), u(0) = no (0 < t < a). (1.3) 
Recently, Miller [5] used the resolvent to study in detail the special case of 
(1.3), 
x’(t) = x(t) A + jO’ x(t - s) B(s) ds + f (t), x(0) = x0 (0 < t < 03) 
(1.4) 
where A and B(t) are n by n matrices, B(t) eLi(O, 03), and f = (fi ,..., f,J 
and x are vectors with n components. By reducing equation (1.3) to an 
equation of the form (l.l), we are able to describe solutions of (1.3) without 
introducing the resolvent. Our result is sharper than that which can be 
obtained using the techniques of [5]. 
In Section 2 we describe the weighted spaces with which we are concerned 
and then prove two results; the first deals with “inverting” a transform which 
has zeros, and the second describes solutions of (1.1) when A”(z) has no 
zeros on the boundary of its half-plane of convergence. Section 3 deals with 
the general case in which A”(x) does have zeros on the boundary of its half- 
plane of convergence. In Section 4 extensions to systems of equations of the 
form (1 .l) are considered and, finally, Section 5 is devoted to Eq. (1.3). 
2. ZEROS IN THE OPEN HALF-PLANE 
Throughout this paper we shall be concerned with elements of the 
weighted space I/;[p] which consists of all functions A(t) on [0, co) satisfying 
the two conditions 
A E NBV[O, T] for all T > 0 (2.1) 
(that is, A is a function of bounded variation on every finite interval [0, T] 
which is normalized to be left-continuous and to vanish at 0), and 
I O” p(t) I dA(t)l < 00. (2.2) 0 
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Here the “weight function” p(t) is a positive continuous function on [0, co) 
such that p(O) = 1 and 
PCS + 9 d P (4 P 0) (0 d s, t < al). (2.3) 
Of course, V+[p] is a Banach algebra with multiplication defined by Stieltjes 
convolution and with the norm of an element A, denoted by // A I(, defined 
to be the expression on the left side of (2.2). Discussions of these weighted 
spaces may be found in [l] and [2]. 
We impose an additional “regularity” condition on the weight function 
p(t): if 
p _ lim log p(t) with 
t-m -t -m<p<co, 
then 
p(t)& is nondecresing on [0, co). (2.5) 
The existence of the limit in (2.4) with -co < p < co follows from (2.3); 
in fact, ([2], p.113) 
p =supl!2!3$L 
t>0 
(2.6) 
The regularity condition (2.5) allows us to estimate certain integrals and, 
in addition, to obtain a positive continuous extension to (-co, co) such that 
(2.3) holds for -co < s, t < co. One such extension may be obtained by 
putting p(t) = e-ot(t < 0). Clearly, (2.3) holds ifs and t have the same sign. 
Suppose now s < 0 < t; ifs + t > 0, then (2.5) implies 
p(t + s) < p(t)ePte-P(t+s) = p(s) p(t), 
and if s + t < 0, then the inequality 
p(t) > e+(t > 0), 
which follows from (2.6), implies 
p(t + 4 = p(++ < p(s) p(t). 
(2.7) 
Thus, (2.3) holds for all real s and t. In an obvious way one can associate 
with this extended weight function the weighted space of functions which 
are left-continuous and of bounded variation on every finite subinterval of 
(-co, co); we shall denote this space by V[p]. 
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We remark that condition (2.5) is satisfied by -many interesting and 
important special choices of p(t), for example, 
pi(t) = e+ (t>O,--co<p<oo), 
r%(t) = (1 + v dt) (t 3 0, k 3 O), 
PSW = 11 + loi + 4” f&> (t 2 0, p >, 0). 
Clearly, an extension of a weight function to (-co, co) need not be unique; 
for example, p(t) z 1 (t 3 0) may be extended by putting p(t) 2 1 (t < 0) 
or p(t) = e+ (t < 0). 
Observe next that if A E V+[p], then it follows from (2.2) and (2.7) that 
the Laplace-Stieltjes transform A”(x) defined in (1.2) converges absolutely 
for Re z > p. Simple arguments show that A”(z) is bounded and continuous 
in the closed half-plane Re z > p and analytic in the open half-plane Re z > p. 
Finally, for any A E V+[p] or V[p] put [2, p. 1661 
44 = hA@) + km + s/4(t) (2.8) 
where g, is absolutely continuous on every finite interval, h, is a discrete 
function and s, is a singular function. Then we have: 
PROPOSITION. Let A E V+[p]. Assume that in Re z > p A”(z) has only 
finitely many zeros zi , 1 < j < M, and that Re zj > p for all j. In addition, 
suppose that 
except near the points z3 , 1 dj<M, 
1 /A-(4 is bounded in Rez>p 
(2.9) 
and 
where hA and s, are 
the discrete and singular parts of A, respectively. 
If mi is the order of the xero z+ and 
(2.10) 
Vj(X) = 2 CZ,j(Z - xj)-l (2.11) 
I=1 
is the principal part of l/A”(z) at z = z,, 1 <j < M, then there exists a 
function COe V+[p] such that 
C,,-(x) = (l/A*(z)) - f q(z) 
j=l 
(Re z > p). (2.12) 
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Proof. Put A(t) EE 0 (t < 0) and extend p(t) to (-co, co) by defining 
p(t) = e-at on (-co, 0) as described above. Then 
Moreover, by (2.9) and the fact that Re .zj > p for 1 < j < M, we have 
inf 
IS 
m 
-m<o<m-m 
e-(“+io)t &l(t) 1 > 0. 
Also, (2.10) and hA(t) = am = 0 (t < 0) imply 
inf 
IS 
Oc 
m<o<m -a 
e--(“+io)tdhA(t) j > Jm p(t) 1 d.sA(t)I .
--co 
Thus, Theorem 7 of [l] yields the existence of P,, E V[p] such that 
Srn e-(Qfio)t dP,(t) = l//-l e-(“+io)t &l(t) 
--m 
= l/A”(p + iu) (--co<u<co). 
Now, for each j, 1 < j ,( M. let 
V5(t) = zl c~,~ 1: 81ezjT h/(1 - l)! (-00 < t < GO) (2.13) 
and set 
1 pow + z” v5w (t < 0) P(t) = j=l P,(t) (t 2 0). 
Then 
.r m e-‘D+iO)t dP(t) = Srn e-(p+io)t dP,(t) - f uj(j(p + iu) -cc --m j=l 
= (l/AN(p + k)) - c” z$(p + 2.u) (--co<a<m) 
j-1 
where the wj(z) are defined in (2.11). 
Following Paley and Wiener [6, Sect. 181, we put 
I 
0 
e-zt dP(t) (Rex <p) 
E(z) = --m m 
- 
f 
eTzt dP(t) + (l/A-(z)) - 5 V&X) (Rez 3 p). o 
j=l 
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E(z) is analytic in Re x < p and in Re z > p; moreover, it is bounded and 
continuous in Re z < p and in Re z >, p. By a classical argument it follows 
that E(z) is a bounded entire function and, hence, must be a constant. Since 
E(z) tends to 0 as z tends to - 00 along the real axis, we have E(x) = 0. Thus, 
I 
m e-zt dP(t) = (l/A*(z)) - f q(z) (Re x > p). 
0 j=l 
Clearly, C,(t) = P(0) - P(0) fz V+[p] and satisfies (2.12). This completes 
the proof of the Proposition. 
We now can describe solutions of (1 .l) when A”(x) has zeros only in 
Re x > p. Recall that mj is the order of the zero zj . 
THEOREM 1. Let A satisfy the hypotheses of the Proposition and let f E 
La[O, T] for all T > 0. If 
f(t) = 4/P(t)) (t - a), (2.14) 
then the so&ion u(t) of (1.1) satisfies 
u(t) = 2 pi(t) e*jt + o(U&N (t + 00) (2.15) 
j=l 
where p,(t) is a polynomial of degree at most mj - 1 which depends only on A 
and f. 
The “0” hypothesis in (2.14) may be weakened to 0(1/p(t)) provided the 
same change is made in the conclusion (2.15). Also, when p(t) = 1 (t 3 0), 
Theorem 1 is essentially due to Pitt [7, 81. 
Proof. By the Proposition there exists Co E V+[p] such that (2.12) holds. 
Thus, a simple transform argument shows that convolving both sides of (1.1) 
with Co(t) + CE, Vi(t), w h ere the Vj(t) are defined by (2.13), yields 
u(t) =f 0 Co(t> + 5 f 0 v&> (t > 0). (2.16) 
j=l 
A standard abelian argument using (2.3) and (2.14) shows that f @ Co(t) = 
0(1/p(t)) (t -+ co). Thus, we need only to consider f @ Vj(t), 1 <j < M. 
Since p(t) f (t) is bounded on [0, co), f(t) has Laplace transform 
f(z) = jaw e-“y(t) dt 
which is analytic in Re z > p. 
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Hence, we may write 
f@ vi(t) = z c$,~ /jtf(s) (t - s)‘-l ewzjs ds[ e+/(l- l)! 
Ll 0 
= zl cL,j /g (’ i ‘) 2’ jo’f(s) (-s)z-l-p e-“J’ dr) eZjt/(E - I)! 
= $ c~,~ 1% (” p l)f(“-‘.)(aj) tDezit 
- 
s 
t”f(s) (t - s)‘-l e’+) ds 
ji 
(I - l)! 
E pi(t) e+ - zl clsj jt”f(s) (t - s)‘-’ e*+) ds/(Z - l)! 
where obviouslyp,(t) is a polynomial of degree at most mi - 1 which depends 
only on A andf. Moreover, if we put Re zj = p + Sj , aj > 0, then by (2.5) 
and (2.14) 
I s p(t) taf(s) (t - s)‘-’ e’+‘) ds / < p(t) irn ( f(s)1 1 t - s 1 I-’ eG+aj)(t-s) ds 
< fm (f(s)! p(s) ( t - s (‘-l e8j(t-s) ds 
‘f 
= o( 1) lam &1e-6js ds 
= o(1) (t --+ co). 
Combining these results with (2.16) yields (2.15) and completes the proof 
of Theorem 1. 
3. THE GENERAL CASE 
In this section we discuss equation (1.1) when A”(z) has finitely many 
zeros on Re z = p as well as in Re z > p. For any weight function p(t) and 
each nonnegative integer m, let H(A, m, p) and H(f, m, p) denote the (absolute) 
moment conditions 
H(4 m, P>: 
m 
i p(t>t” I d-V)\ < a, 0 
H(f, m, PI: s om p(t) t”-l If(t)/ dt < co. 
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A number a, such that Re a0 = p is called a zero of A”(x) of order m 
(1 < m < co) if H(A, m, p) holds and 
s 
m e--w dA(t) = 0 (0 <j < m - 11, (3.1) 
0 
but 
s 
co 
e-zottm dA(t) # 0. (3.2) 
0 
Our main result for Eq. (1 .l) is: 
THEOREM 2. Let A E V+[p] and assume that in Re x > p A”(x) has zeros 
onlyatz=q, l<jjM,whereRe.~~=p, l<j<N,andRe~~>p, 
N < j < M. Let mj be the order of the zero zI , define m = max{m, ma ,..., mN}, 
and assume that A satisfies H(A, 2m - 1, p) as well as (2.9) and (2.10). 
If f E L”[O, T] for all T > 0 and (2.14) and H(f, m, p) hold, then the solution 
u(t) of (1.1) satis$es (2.15). 
Again, the “0” hypothesis in (2.14) may be weakened to 0(1/p(t)) provided 
the same change is made in (2.15). Of course, the requirement Re zj > p, 
N < j < M, is to be ignored when N = M. 
Proof. Let Nk, 1 < k ,< m, be the number of zeros of A-(z) of order k 
on Re z = p, and put MO = 0, Mk = &, Nr , 1 < k < m. Furthermore, 
let the zeros be labeled so that zi is a zero of order k for Mkpl < j < Mk . 
The proof is by induction on m. First, suppose m = 1, so that all the 
zeros of A”(z) on Re z = p are simple. Fix x0 , Re x0 < p, and define 
and 
Sj(t) = (.zj - zo) it ezjs ds (1 <j < N; t > 0) (3.3) 
W) = (J + Sl> 0 ... 0 (J + &>(t) (t 20) 
where J is the unit step function 
Finally, put 
J(O) = 0, J(t) = 1 (t > 0). 
cl(t) = A 0 B,(t) (t b 0). 
Observe first that B,(t) may be written as 
W) = J(t) + : OLiW (t > 0) 
j=l 
(3.4) 
(3.5) 
(3.6) 
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where 
N 
aj = rI 
zj - z. 
kzl % - zk 
(j = 1) 2 ,...) N). 
k#l 
The representation (3.6) is perhaps most easily obtained by a transform 
argument; for example, if Re z > p, then 
A simple computation and a partial fractions decomposition yield 
Thus, the uniqueness of transforms implies that 
with the aj (j = 1, 2) given as above with N = 2. The general case may be 
treated in the same manner. 
Combining (3.5), (3.6) and (3.3) with A”(zj) = 0, 1 <j < N, yields 
cl(t) = A(t) + 5 c&j - zo) et Jot e-“IS dA(s) 
j=l 
(3.7) 
so that 
= A(t) - il aj(zj - x0) eBit J1” eezjs dA(s), 
dC,(t) = dA(t) - il aj(xi - zo) (zi (,m evzjs dA(s) e+ - dA(t)) . 
Since by (2.5) and H(A, 1, p), 
p(t) cot dt 1 dA(s)j 
< s m P(S) s I d&)1 < ~0, 0 
we clearly have C, E V+[p]. 
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Now define 
where 
241(t) = u(t) - f j3pt (t 3 0) (3.8) 
j=l 
& = f(.q)/A-‘(zj) (1 <j < N). (3.9) 
Then it follows from (3X), (3.Q (l.l), (3.6), (3.3), H(f, 1, p) and C, E V+b] 
that 
u1 @ Cl(t) = u @ Cl(t) - f, &ezjt jot eyz3’ K,(s) 
j=l 
= f @ B,(t) - il f$ (C,“(z+) - jr e-‘@ C,(s)) ezjt 
= f(t) + cl Olj(zj - zo) ( f(zj) - St4 e-*‘Y(s) h) e”jt 
- gl /Id (Cl”(zj) - Irn e+js &2,(s)) e”jt 
t 
=f&) (t z 0). 
To see that Theorem 1 applies to the equation 
Ul 0 cl(t) = A(t) (t 3 O), 
note first that by (3.5) and the definition of B,(t), 
(3.10) 
C,-(x) = A-(z) B,-(z) = A-(z) kfil z
for Rez>,p, z#z~, 1 <j < N. It follows from mj = 1, the definition 
of olj , and the continuity of A”‘(z) and C,“(z) that 
C,“(Zj) = “jA”‘(ZJ(Zj - x(j) # 0 (3.11) 
for 1 < j < N. Thus, C,-(Z) has the same zeros (including order) as A-(z) 
in Re z > p and has no zeros on Re z = p. Furthermore, except near the 
points zi , N < j < M, l/C,-(z) is bounded in Re z > p. 
Now, let the discrete and singular parts of Cl(t) be h,(t) and s,(t), 
respectively. Then h, = h, and s1 = s, , for by (3.6) C, = A @B, can be 
written as A @ J = A plus a linear combination of convolutions of A with 
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the functions Sj , I <j < N, and it is easy to see that these convolutions are 
asolutely continuous. Hence, (2.10) holds with the subscripts A replaced 
by 1. 
It remains to show that jr(t) EL~[O, T] for all T > 0 and that fr(t) = 
0(1/p(t)) (t+ co). The first condition clearly follows from the hypotheses 
on f and the fact C, E V+[p]. In addition, by (3.9) and (3.1 l), &C,-(zj) = 
aj(zj - z,,) f(.zj) so that the expression for jr(t) simplifies to 
By (2.14) and an easy computation using C, E V+[‘], (2.5), and H(f, 1, p), 
one obtainsf,(t) = 0(1/p(t)) (t---f co). 
Applying Theorem 1 to Eq. (3.10) yields 
u,(t) = g pj(t) ezJt + 41/f(t)) (t 4 a>, 
j=N+l 
so that, by (3.8), 
u(t) = f pi(t) eZjt + wf(tN (t--t =)o> 
j=l 
where pi(t), 1 .< j < n/r, is a polynomial of degree at most mj - 1 which 
depends only upon A and f. In particular, for 1 < j < N, pj(t) = fij where & 
is defined in (3.9). The proof for the case m = 1 is complete. 
Now assume the theorem is true for 1 < m < n and consider the case 
m=n+l. For M,<j,<M,+,= N, let S,(t) be defined as in (3.3) 
and put 
&+1(t) = (J + Sw,+J 0 --- 0 (J + SN) 0) 
(3.12) 
= JCt> + js$,+l ajsdt> (t z 0); 
here, as before, J(t) is the unit step function defined in (3.4) and 
OIj = 
zj - z. 
kco+l zi (j = Mn + L,N). 
k#j 
Finally, put 
G+,(t) = A 0 K+,(t) (t >, 0). (3.13) 
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An argument similar to the one yielding C, E I’+[,] shows that 
H(A, 2m - 1, p) implies H(C,+, , 2m - 2, p) where m = n + 1. Moreover, 
as was the case with Ci”(x), in Re z > p C;+,(z) has the same zeros (including 
order) as A”(z). On Re z = p the only zeros of C;+i(z) are the zj , 1 <j .< N, 
if 1 <j < M, , then zj is a zero of order mj for C;+,(z), but if M, < j < N, 
then zi is a zero of order mj - 1 for C ;+r(z). Furthermore, for M, < j < N, 
one may use (3.13), the expression for B;+i(x), the definition of CQ ,n = mi - 1, 
and Taylor’s formula with remainder to obtain 
q$(Zj) = c&j - zo) A-(n+lyzj)/(n + 1). (3.14) 
Also, Taylor’s formula with remainder yields 
A”(z) = A “(n+yW)(Z - 2$>“‘l/(n + l)! (Rex > p) (3.15) 
for some w on the line from zj to a. If at zj l/A”(z) has “principal part” 
(3.16) 
then, by writing 1 = A”(z)(l/A”(z)) and using (3.15) and (3.16), we find 
upon letting z tend to zj that 
Now define 
where 
c %+l,j = (n + l)!/A”‘“‘l’(Zj). (3.17) 
%+1(t) = u(t) -g(t) (t 2 0) 
g(t) = ,=j, (cn+1,&m4 tnezjt (t 2 0). 
n 
Then, by (3.13), 
%+10 CL+&) = u 0 G+&) - g 0 G+&) 
= f 0 &+1(t) - g 0 G+1W 
= fn+1@) (t 2 0). 
In order to apply the inductive hypothesis to the equation 
%a+1 0 G+&> =.fn+dt> (t > O), (3.18) 
we must show that fn+l(t) = o( I/p(t)) (t -+ co) and that H(fn+1 , n, p) holds. 
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First, using (3.12) in the definition of f,,+l(t) yields 
where 
j=?4,+1 
Nj(Xj - x0) /Jbtf(s) f?-s,s d 1 8 - g @ cn+l(t) 
(3.19) 
g @ C,+,(t) = fJ (~~+~,~/n!)j(z~) jot (t - s)” eezjs K,+,(s) ezjt. (3.20) 
i=M,fl 
For M, < j < N, put pj = cn+Jn! and observe from (3.14) and (3.17) 
that 
p.c”‘“‘(z.) = a.(,z. - x ) 3 ?a+1 3 3 3 0’ 
Thus, by applying the binomial theorem to (t - s)~ in (3.20) and rewriting 
the integral, we have 
= 
j=M,+l 
= j=$ +1 OLdxj - zO>JCzj> ez’t 
n 
- j=$+l &f(3) jtm (t - 4" eezjs dC,+ds) e"jt. n 
Substituting this expression in (3.19) and writing 
jotf(s) eezis ds = j(q) - jtm f(s) e+js ds 
yield 
fn+l(t) =f(t) - jag+l 4% - x0) Ip(4 e-+ dsl et 
n 
(3.21) 
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That .h+&> = oUl&N (t -+ co) follows easily from (3.21) since f(t) 
satisfies (2.14), p(t) satisfies (2.5), and H(f, n + 1, p) and H(C,+, , 2n, p) hold. 
Observe next that H(C,+, , 2n, p) and (2.5) imply 
I 
m 
p(t) P-l 
0 IS 
ta (t - s)~ e’+) dC,+,(s) / dt 
< jam p(t) t”-’ jtm sneQ(t-s) 1 dC,+l(s)I dt 
tn-l dt 1 dC,+,(s)l 
= I = ~(4 (@in> I dCn+&l < 00. 0 
Similarly, it follows from H(f, n + 1, p) and (2.5) that 
.c 
m p(t) P-l 
0 
mf(~) ezjct+) ds / dt < jm p(s) (P/n) If(s)] ds < 00. 
0 
Using these results in (3.21) and recalling the hypothesis H(f, n + 1, p), we 
clearly have that H(fn+l , n, p) holds. 
The inductive hypothesis implies that un+l(t) has the form 
un+dt) = f pj*(O eZ+ + o(llp(Q 
j=l 
where thep,*(t) are polynomials of degree at most mj - 1 unless M, < j < N, 
in which case the degree is at most mi - 2. Thus, 
u(t) = 5 pj(t) ezjt + 0(1/p(Q) @-+ a> 
j=l 
where pj(t) = pi*(t), 1 < j < M,, and N < j < M, and pj(t) = pj*(t) + 
(~n+1,hw( 3 z, tnezjt, Mn < j < N. The proof of Theorem 2 is now complete. 
Remark 1. It is easy to see that for each j, 1 < j < N, 
mj-1 “j
P&) = c 2 GLj k=. n=k+l (n - k- I)! k! f(n-k-l)(Zj) tk 
where the constants c,,~ are given in (3.16). 
Remark 2. If zj is a zero of A”(z) of order m and Re xi = p, then the 
associated polynomial p,(t) depends on the coefficients in the expression 
(3.16) for the principal part of l/A”(z) at z = xi and also on the values 
409:55/3-6 
610 JORDAN AND WHEELER 
of f(z) and its first m - 1 derivatives at a = zj . In order to obtain the 
expression (3.16) and to have the appropriate derivatives of f(z) exist, one 
must assume that A has 2m - I moments and that f has m - 1 moments. 
Thus, the moment conditions H(A, 2m - 1, p) and H(f, m, p) cannot be 
weakened if one wants a representation of the form (2.15) for solutions of (1.1). 
Remark 3. The methods used in proving Theorem 2 are mercerian, 
rather than tauberian, in character. For examples of a tauberian treatment 
of some integral equation problems, see Levin and Shea [3] where additional 
references may be found. 
Remark 4. Results analogous to Theorems 8 and 9 of [5] may be proved 
for the scalar equation (1.1) as well as the systems of equations in the following 
sections. The arguments are similar to those in [5] and will not be given here. 
4. EXTENSIONS TO SYSTEMS 
In this section we consider the system of integral equations 
24 @ A(t) = jot u(t - s) dA(s) = f (t) (t 3 0) (4.1) 
wherenowf = (fi ,..., fn) and u are vectors with 11 components and A = [AJ 
is an n by n matrix. All hypotheses on f and A are interpreted to mean that 
each component off and A satisfies the corresponding scalar hypothesis. For 
example, H(A, m, p) means 
s om p(t) tm 1 dA,,(t)l < co (1 -5 i, j < n). 
Let A E V+[p], and, following Wheeler [IO] (see Shea and Wainger [9], 
too), denote by D(t) the scalar function 
where S, = symmetric group on {I,..., n} and sgn(o) = fl according as the 
permutation CT is even or odd. Equivalently, D(t) satisfies 
D”(z) = det A”(z) (Re z > p). (4.3) 
We shall say that a number zO, Re aa > p, is a zero of A”(z) of order m if it 
is a zero of order m for D”(z); if Re z,, = p, then we shall say that z, is a zero 
of A”(z) of order m if H(A, m, p) holds and Eqs. (3.1) and (3.2) are satisfied 
with A replaced by D. 
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Finally, to state the analog of hypothesis (2.10) when A is a matrix, we 
decompose D as in (2.8) and write 
D(t) = h,(t) + gD@) + sD(+ 
Also, we write 
where now hA = PAijl, g, = [g+l, and sA = [s~$,] are matrices. Since the 
discrete part of the convolution of two functions in V+[p] is the convolution 
of their discrete parts [2, p. 1791, we have 
h,-(z) = det hA-(Z) (Re z > p). (4.4) 
Thus, the analog of hypothesis (2.10) is 
inf --ao<o<m I det hAN(p + io)l > I/ SD // . (4.5) 
Using this notation, we have: 
THEOREM 3. Let A E V+[p] and assume that in Re z 2 p, A-(z) has zeros 
onlyatz=z9, l<j<M,whereRea,=p, l<j<iV,andRez~>p, 
N <j < M. Let mf be the order of the zero zj , de$ne m = max{m, ..., mN}, 
and assume that A satisfies H(A, 2m - 1, p). In addition, suppose that (4.5) 
holds as well as the analog of (2.9): 
except near the points xj , 1 <j<M, 
1 P-c4 is bounded in Rez>p. 
(4.6) 
If f ELrn[O, Tl f or each T > 0 and (2.14) and H(f, m, p) hold, then the 
solution u(t) of (4.1) satisJes 
u(t) = : pi(t) eZjt + WPW (t-+ a> 
j=l 
(4.7) 
where, for each j, pj(t) = (pjl(t),...,p,,(t)) ami each pjk(t) is a polynomial of 
degree at most mj - 1 which depends only on A and f. 
As before, the “0” hypothesis in (2.14) may be weakened to 0(1/p(t)) 
provided the same change is made in (4.7). 
Proof. Following Wheeler [lo], we let adj A denote the n by n matrix 
which is formally the adjoint of A but with convolution replacing multiplica- 
tion. 
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Then the equation 
u @ A @ adj A(t) = f @ adj A(t) 
is equivalent to the n scalar equations 
(t 3 0) (4.8) 
Uk @ D(t) = &(t) (1 <‘K <tz, t 20) (4.9) 
where h = (hi ,..., h,) = f @ adj A. 
The conditions H(h, m, p) and H(D, 2m - 1, p) follow easily from the 
hypotheses H(f, m, p) and H(A, 2m - 1, p). Moreover, (4.6) and (4.4), (4.5) 
imply that (2.9) and (2.10) hold with A replaced by D. Finally, since 
A E Ud and f(t) = 4lMtN (t -+ co), we have h(t) = 0(1/p(t)) (t -+ co). 
Thus, Theorem 2, applied to each of the equations in (4.9), yields 
z+“(t) = f pjk(t) eejt + 41 /f(t)) (1 < k < n, t -+ co), 
j=l 
where pjk(t) is a polynomial of degree at most mj - 1 which depends only 
on A andf. Theorem 3 follows by settingp,(t) = (pjl(t),..., pj,(t)) (1 <<j < &I, 
t > 0). 
5. SYSTEMS OF INTEGRODIFFERENTIAL EQUATIONS 
We now consider the system of integrodifferential equations 
u’(t) + lot u(t - s) dA(s) -f(t) (u(O) = a0 , 0 < t < co). (5.1) 
As in Section 4, f = (fi ,..., fn) is a vector, and A = [Aii] is an n by n 
matrix in the weighted space V+b]. By a solution of (5.1) we mean a vector 
u(t) = (Al,..., un(t)), absolutely continuous on bounded intervals [0, T], 
such that u(0) = U, and (5.1) holds a.e. on [0, co). 
In order to examine the asymptotic behavior as t + co of solutions of 
(5.1), we consider the zeros of 
det[zl + A”(z)] (Re z > P), (5.2) 
where I is the n by it identity matrix. Since this determinant is an analytic 
function when Re z > p, the meaning of a zero of order m in Re .a > p is 
clear. If z. on Re z = p is a zero of the determinant, then we say z. is a zero 
of order m if H(A, m, p) holds and 
(&/&j)(det[xl + D(Z)]) = 0 (2 = 20 , 0 <<i .< m - I), 
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but 
(P/dzm)(det[zI + A”(z)]) # 0 
In this setting we have 
(2 = x0). 
THEOREM 4. Let A E V.+[p] and assume that the only zeros of (5.2) in 
Rez>,p occur at z=.zj, 1 <j<M, where Rezi=p, 1 <j<N, and 
Re xj > p, N < j < M. Let mj be the order of the zero xj , deJne m = 
max{m, ..., mN}, and assume that H(A, 2m - 1, p) holds. If f E L”[O, T] for 
each T > 0 and (2.14) and H(f, m, p) hold, then the solution u(t) of (5.1) can 
be expressed as in Eq. (4.7). 
Once again, the “0” hypothesis in (2.14) may be weakened to 0(1/p(t)) 
provided the same change is made in (4.7). 
The proof of Theorem 4 (see below) involves a reduction of equation (5.1) 
to a related equation of the form (4.1). This device was used by Miller [4] 
and in a, similar way by Wheeler [lo]. 
In the case that (5.2) has no zeros in Re x > p, Theorem 4, without the 
regularity assumption (2.5), was recently proved by Shea and Wainger [9]. 
As we remarked in the Introduction, Miller [5] has studied in detail the 
asymptotic behavior as t + co of solutions of the system of equations (I .4). 
It is clear that this system of equations is a special case of (5.1) with weight 
function p(t) 3 1 and 
A(t) = J(t) A - iot B(s) ds 
where A is a constant matrix and B(t) ~Ll(0, 00). In order to investigate the 
asymptotic behavior as t -+ 00 of solutions of (1.4) when 
det[zl - A - B(z)] = 0 (5.3) 
has a finite number of solutions in Re z > 0, Miller analyzes the resolvent 
RL(t) defined by the relation (see [5, p. 1301) 
w,(z) = (d - A - B(z))+ 
(Here, &(a) = sr exp[--zt] B(t) dt and &(,a) is defined similarly.) In the 
case of Eq. (1.4) Theorem 4 of this section appears to follow from Theorem 4 
of [5]. However, Theorem 4 of [5] is not correct as stated; the assumption 
there that B(t) has only m moments must be strengthened to the requirement 
that B(t) has 2m moments. One first needs to assume that B(t) has 2m - 1 
moments in order to obtain the expression [5, formula (4.1)] for the principal 
part of (~1 - A - B(z))-~ t a a zero of order m on Re z = 0. Moreover, in 
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order to guarantee that the Laplace transform of the residual resolvent R 
[5, p. 1461 is sufficiently well-behaved near the solutions of (5.3) on Re z = 0, 
one must require another moment condition for a total of 2m moments. Thus, 
by avoiding the introduction of the resolvent we can derive our Theorem 4 
in the case of Eq. (1.4) with the assumption that B(t) has only 2m - 1 
moments instead of 2m moments. 
Finally, we observe that in the case of Theorem 4, unlike Theorem 3, 
we do not need a hypothesis such as (4.5) restricting the size of the singular 
part of A(t). The reason for this will become apparent in the proof of Theorem 
4 which we now give. 
Proof of Theorem 4. Define G(t) = e--(l-oJtI (t > 0) where p is the 
limit in (2.4). Using (2.4), one easily shows that H(G, K, p) and H(G’, k, p) 
hold for K = 1, 2,.... If we convolve both sides of equation (5.1) with G(t), 
we obtain 
u’ * G(t) + u * G @ A(t) = f * G(t) (t 2 0). (5.4) 
Here, f * G(t) = fif(t - S) G(S) ds for 0 < t < co. Integration by parts 
of the first term in equation (5.4) yields 
u(t) + 11 * b(t) = h(t) (t > 0) (5.5) 
where 
b(t) = G’(t) + G @A(t) (t > 0) (5.6) 
W) = f * G(t) + NO) G(t) (t 3 0). 
Clearly, b(t) and h(t) are continuous on [0, co). Moreover, H(R, m, p) 
holds, as does the asymptotic estimate (2.14) with f(t) replaced by h(t). 
If we define B(t) by 
B(t) = J(t) I + f b(s) ds (t > 01, P-7) 
then (5.5) becomes 
u @B(t) = h(t) (t >, 0). (5.8) 
Note that H(B, 2m - 1, p) follows from H(A, 2m - 1, p) and the definition 
of G. In addition, since b(t) is continuous on [0, OO), we have hs(t) = J(t)I 
and sB(t) E 0, where h, and sB denote the discrete and singular parts of B, 
respectively. 
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Finally, by (5.6) and (5.7), 
B”(z) = G(z)[zI + A”(x)] 
in Re x 2 p where 
G9 = Jo* e-ztG(t) dt = (x + 1 - p)-1 I. 
It follows that 
det B”(z) = (Z + 1 - p)-” det[xl + A”(x)] (Rex >p) 
and, thus, det B”(z) and det[zl + A”(z)] have the same zeros with identical 
orders in Re 2: >, p. Since B(t) also satisfies the hypotheses (4.5) and (4.6) of 
Theorem 3, we can apply that theorem to Eq. (5.8) to complete the proof of 
Theorem 4. 
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