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Abstract
In this paper we develop a new model that incorporates inflation expectations
and can be used for the structural analysis of inflation, as well as for forecasting.
In this latter connection, we specifically look into the usefulness of real-time survey
data for inflation projections. We contribute to the literature in two ways. First,
our model extracts the inflation trend and its cycle, which is linked to real economic
activity, by exploiting a much larger information set than typically seen in this
class of models and without the need to resort to Bayesian techniques. The reason
is that we use variables reflecting inflation expectations from consumers and firms
under the assumption that they are consistent with the expectations derived from
the model. Thus, our approach represents an alternative way to shrink the model
parameters and to restrict the future evolution of the factors. Second, the inflation
expectations that we use are derived from the qualitative questions on expected price
developments in both the consumer and the business surveys. This latter source,
in particular, is mostly neglected in the empirical literature. Our empirical results
suggest that overall, inflation expectations in surveys provide useful information for
inflation forecasts. In particular for the most recent period, models that include
survey expectations on prices tend to outperform similar models that do not, both
for Belgium and the euro area. Furthermore, we find that the business survey, i.e.
the survey replies by the price-setters themselves, contributes most to these forecast
improvements.
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1 Introduction
This paper aims to assess whether the accuracy of Belgian and euro area inflation pro-
jections can be improved by explicitly incorporating information on expected price devel-
opments, drawn from the EC consumer and business surveys, into a structural model. In
recent years, inflation has generally been remarkably low in advanced countries. Conven-
tional models have, in particular, mostly failed to predict and explain the very slow pick-up
of price growth after the great recession. The “missing inflation” puzzle has fuelled the
debate in the literature on the slope of the Phillips curve. In addition, the possibility of
changes in the trend or the persistence of inflation has been discussed. Different strands
of the literature have focused on the pass-through of costs or exchange rate movements
to final prices, as well as on the role of inflation expectations and a possible deanchoring
of those expectations. However, as shown by Mankiw et al. (2003), different measures
of inflation expectations can diverge strongly. In the empirical literature, the question of
the usefulness of inflation expectations is mostly addressed by looking at implied expecta-
tions that are derived from financial market indicators and the term structure of interest
rates, as well as at (point or range) forecasts of economist experts and, to a lesser extent,
consumers. In this connection, Carroll (2003) finds that surveys regarding forecasts by
economic experts are more informative for inflation projections than price expectations
of consumer surveys. Ang et al. (2007) show that projection models for US inflation
that include expectations of professional forecasters can outperform structural Phillips
curve models. The same is true for consumer expectations in the University of Michigan
consumer survey but the accuracy gains are smaller. Literature on qualitative inflation
expectations is somewhat scarcer. Scheufele (2011) finds that qualitative inflation ex-
pectations in the ZEW survey can improve inflation forecasts for Germany. Similarly,
Forsells and Kenny (2004) show that the qualitative data on price expectations in the EC
consumer surveys can provide a reasonably accurate predictor of actual inflation. Within
this strand of literature, research on the usefulness of qualitative information provided
by producers is not strongly represented. Yet, as suggested by Bernanke (2007), the
latter can be an even more important source of information for forecasts, as the survey
respondents are the actual price-setters. Hence, we will investigate the role of (qualita-
tive) survey information on both consumers’ and producers’ inflation expectations that
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we take from the EC consumers and business surveys. To the best of our knowledge only
a few papers have specifically used these survey data for inflation projections. One ex-
ample is Stockhammar and O¨sterholm (2016) who find that the inflation expectations in
the Swedish National Institute of Economic Research’s Business Tendency Survey (that,
however, also includes consumers as respondents, in addition to firms) improve model
forecast precision for Swedish inflation in a meaningful way, in particular for the shorter
horizons. Remarkably, this is much less the case for the TNS Sifo Prospera’s inflation
survey – which is conducted on behalf of the Sveriges Riksbank – that is restricted to
businesses and does not include consumers. The Federal Reserve Bank of Atlanta on the
other hand routinely uses price expectations from its business surveys to shape its views
on future inflation developments.2
This paper contributes to the literature in multiple ways. First of all, we follow the
path traced by Coibion and Gorodnichenko (2015) and Coibion et al. (2018) and add to
the scarce literature on the role of qualitative real-time survey data on inflation forecasting.
More specifically, we incorporate information from both consumers and firms and look
into their information content for both headline and core inflation. To the best of our
knowledge, no similar exercise was ever performed for Belgium or the euro area. We also
investigate which of the two surveys offers the most added value in terms of forecasting
accuracy. Furthermore, by assuming that the survey information is consistent with the
expectations derived from our proposed model, we offer a method to impose cross-equation
restrictions on the model parameters and the future evolution of the factors.
The model used is inspired by Stella and Stock (2013) and belongs to the class of
unobserved components models (UCM). Our dataset contains up to ten variables that
range from (core and total) inflation to oil prices, the import deflator, real GDP, the
unemployment rate, the mark-up, a global sentiment indicator and two variables reflecting
inflation expectations from consumers and businesses. Fluctuations of headline and core
inflation are given by a trend and a cyclical component. The latter could co-move with
the cyclical component of real activity, which is the common factor for all variables,
providing a linkage between real and nominal economic activity. This way, our model
is larger than others belonging to the same class, with the advantage that due to the
assumed model-consistency of the survey information, we do not need to specify priors
2Please refer to: https://www.frbatlanta.org/research/inflationproject/bie
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for the multiple parameters, as done for example in Chan et al. (2016), who use bounds
to improve estimation of the trend, or in Hasenzagl et al. (2018), who propose a model
of the same class as ours.
The remainder of the paper is organised as follows. Following a description of the
motivation and context of this paper, the data that are used in the model will be described,
focusing in particular on the survey data that we incorporate. In Section 4, the unobserved
components model will be described. First, a basic version of the model is considered,
which is then extended to also include the oil price and the mark-up, among others.
In both cases, it is verified whether adding the price expectations from both the relevant
business surveys and the consumer survey in a model-consistent manner improves forecast
accuracy. Results are presented in Section 5, where forecasting accuracy of the different
models is evaluated. We compare the Root Mean Squared Errors of the models that
do not include surveys, with the ones that do. It turns out that survey information
generally improves the accuracy, at least for Belgium. However, Section 6 shows that
survey information may matter for euro area inflation projections as well, if only the
more recent period would be considered. We also investigate whether this result is mostly
due to information coming from businesses or consumers. The last section concludes.
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2 Motivation: recent inflation projections for Bel-
gium and the euro area
We explicitly chose to juxtapose Belgium and the euro area, as both seem to be polar
cases of the recent difficulties faced by inflation projection models. While the projections
made for the euro area by the ECB tended to overestimate inflation, the opposite holds
for those for Belgium, that were typically too low. In the latter case the pass-through
of the Belgian policies to significantly curb unit labour costs to final prices may have
been different than predicted by benchmark macro models. In this connection, survey
data from firms (i.e. price-setters) on expected price developments could inform inflation
projections, as respondents are likely to take into account envisaged changes in mark-ups.
Figure 1: Macroeconomic projections of core inflation over time: from the December 2013
to the June 2018 exercise
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Not only the forecast (errors), also the actual inflation rates in Belgium and in the
euro area have recently diverged significantly. While the euro area was burdened by (the
risk of) deflation, the overall inflation rate according to the Harmonised Consumer Price
Index (HICP) in Belgium has been almost consistently rising from 2015 to 2017. The
left-hand side of figure 2 shows how the Belgian total inflation rate has been diverging
away from the euro area average since early 2015, and has only recently come closer to
6
the euro area average again.
Figure 2: YoY total and core inflation rate in Belgium and the euro area, based on the
HICP (quarterly data, seasonally adjusted, in %)
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The difference can be partly explained by diverging evolutions in the energy compo-
nent, which was partly related to government interventions.3 However, part of the higher
overall price increases can be traced back to the level of core inflation, which represents
the total inflation excluding energy and food items. Ever since 2013, Belgian core inflation
has consistently hovered around 1.5 % - between 2015 and 2016 it was even between 1.5
% and 2 % - while the euro area average has been on a downward trend since 2012 (cf.
right-hand side of figure 2).
The recent persistence in Belgian core inflation is all the more remarkable given the
very moderate growth in unit labour costs (ULC)4 (see figure 3). Persistent core inflation
in Belgium can largely be attributed to the service and retail sector, where firms have more
possibilities to maintain or even raise prices, due to lack of (international) competition.
3In 2015, the Belgian government reversed the reduction of the VAT rate on electricity. In March
2016, the Flemish regional government decided to pass on to final consumers the sizeable debt overhang
from supporting renewable energy. This was reversed again in January 2018.
4This is the result of specific government policies to improve cost competitiveness. These policies
included constraints on centralised real wage bargaining, a temporary suspension of the indexation mech-
anisms that link wage growth to inflation, as well as various cuts in employers’ social security contributions
in the context of the pluriannual taxshift.
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Thum-Thysen and Canton (2015) found the Belgian retail trade sector to have one of
the largest mark-ups among EU countries in 2013. A key feature in this regard is the
lower-than-expected pass-through of changes in costs by firms, as witnessed by changes in
firms’ mark-ups and profit margins. As business leaders dispose of more information on
their costs and hence on their future price setting, this motivated the choice to incorporate
survey data, in particular for businesses.
Figure 3: YoY core inflation rate in Belgium (SA) and YoY growth of ULC (quarterly
data, in %)
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Core inflation Belgium¹ (left-hand axis) ULC growth (right-hand axis)
Source: EC, NAI, NBB.
1 This series is seasonally adjusted.
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3 Data description
3.1 Survey data on price expectations
Measures of consumers’ and producers’ inflation perceptions can be derived from surveys.
In some cases, that are referred to as quantitative survey data, respondents are asked
to put an exact figure on the expected change or on their expected level of inflation.
Besides these exact measures, surveys may also ask for a general tendency only, allowing
respondents to reply by using more general, qualitative statements, for example on whether
they expect prices to rise or drop. This is the case in the monthly consumer and producer
survey used in this paper. These surveys are harmonised across EU countries and data
are available via the website of the European Commission. For Belgium, the surveys are
conducted by the National Bank of Belgium among a fixed panel of about 6000 firms and
a sample of 1850 households.
As regards the business survey, respondents from four different sectors (manufacturing,
services, trade, construction) indicate each month how they expect their selling prices to
change over the next three months (increase, remain unchanged or decrease). An analysis
of qualitative survey responses can be conducted by synthesizing the survey information
using balances. The balance is calculated per sector by subtracting the share of negative
replies (decrease) from the fraction of positive replies (increase). For Belgium, survey
responses for all four industries are only available as of 2000. Before that date, there
are no survey data available for the construction industry. However, as the construction
industry is not directly represented in the basket of goods that is used to compose the
HICP index, the survey replies from this industry were deemed irrelevant as a predictor
of HICP headline and core inflation. Hence, we continue with a simple average5 of the
results of three industries, available as of 1995. At the euro area level, data for all three
industries are only available as of mid-2003. In order to have sufficiently long series, the
series was prolonged using only data from the manufacturing industry between 1995 and
2003.
On the consumer side, one of the questions pertains to the inflation outlook, and
consumers need to indicate how they expect consumer prices to evolve over the next
5Other weighting schemes (that aim to capture the industry’s weight for the consumption basket)
were considered but turned out not to deviate much from the simple average.
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twelve months, in comparison with the past twelve months. Consumers may indicate
that prices are increasing more rapidly, increasing at the same rate, increasing at a slower
rate, stay about the same or fall. The net balance is calculated by giving the full weight
to the extreme cases (i.e. increase more rapidly or fall) and half the weight to the less
extreme case (i.e. increasing at the same rate and stay about the same). Consumer survey
results on inflation are available since 1985 for Belgium and the euro area.
It should be stressed that the relevant horizon for the price questions in each survey
is different: while consumers are being asked about their inflation perspectives for the
coming year, business owners are requested to comment on the expected evolution in the
next three months. It may be considered a specific advantage of this survey dataset that
replies pertain to a fixed time period (i.e. the next three/twelve months), which is not the
case in, for example, the Consensus Forecast, where respondents provide their expected
inflation rate for a certain year (but hence, with a varying forecasting horizon, depending
on the moment at which the forecast is conducted). The business and consumer surveys
are available on a monthly basis, but are converted to a quarterly frequency. In order to
exploit their information as early as possible, the value for any specific quarter is proxied
by using the value of the first month of that quarter.
Although no point forecast of the expected rate of inflation can be directly obtained
from the survey data, there is some literature that suggests that the aggregate difference
between the fraction of experts that expect an increase in the inflation rate and those
that expect a decrease (i.e. the balance that was constructed earlier) can still be used to
construct an aggregate measure of inflation expectations (Scheufele, 2011; Carlson and
Parkin, 1975).
In this paper, the approach is to use the seasonally adjusted series of the balance,
to be linked with the seasonally adjusted quarter-on-quarter inflation rates. In line with
the time period of the question asked in the survey, in our model, the consumer survey
is linked to the factors underlying year-on-year (YoY) inflation (a cumulated sum of the
factors underlying quarter-on-quarter (QoQ) inflation), whereas the business survey is
linked to the factors underlying QoQ inflation. Figure 4 displays the balance of net
replies to the question in the business survey, combined with, respectively, quarterly total
and core inflation rates. Figure 5 shows the net balance of replies in the consumer survey,
plotted against year-on-year total and core inflation rates. These figures already show
10
that the movements of the balance of survey replies and the headline inflation seem to be
correlated, to some extent.
Figure 4: QoQ total and core inflation rate in Belgium and the business survey on inflation
(quarterly data)
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Source: EC, NBB.
1 The value of the first month of the quarter is taken as a proxy for the quarterly average.
It should be acknowledged that it is definitely not guaranteed that respondents have
the HICP in mind when making their assessment of the future price evaluation. More
specifically, producers are inquired about “selling” prices, while consumers are expected
to think in terms of “consumer prices”. Furthermore, the average survey respondent can
never be expected to take into account the same (amount of) information as is being
incorporated in the HICP (ECB, 2007). More specifically, the literature suggests that
consumer inflation expectations, for example, can be quite sensitive to media reporting on
rising prices (Carroll, 2003), which, in turn, is mostly related to gasoline prices (Ehrmann,
Pfajfar and Santoro, 2017). According to Souleles (2004), consumer expectations are
known to be biased and inefficient, while forecast errors are found to be systematically
correlated with demographic characteristics.
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Figure 5: YoY total and core inflation rate in Belgium and the consumer survey on
inflation
(quarterly data)
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Consumer surveys net balance¹ (LHS)
YoY total inflation (RHS)
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Source: EC, NBB.
1 The value of the first month of the quarter is taken as a proxy for the quarterly average.
3.2 Other variables
Besides the inflation variables and survey measures on price expectations, some macro-
economic variables will be added to our unobserved components model. They are listed
in table 1. Even though some variables are available on a monthly basis, those will be
converted to a quarterly frequency in order to have a consistent database.
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Table 1: Specification of the variables that are used in the model
Name Description Source
Total inflation (pit) Total Harmonised Index of Consumer Prices
(HICP), all items, seasonally adjusted (quar-
terly average)
Eurostat
Core inflation (picoret ) Harmonised Index of Consumer Prices, all
items excluding energy and food, seasonally
adjusted (quarterly average)
Eurostat
Import deflator (piMt ) QoQ growth rate of the import deflator
(quarterly)
Eurostat
Oil (in euros) (piOilt ) Average of the daily price of a barrel of Brent
oil in dollars, divided by the euro/dollar ex-
change rate (quarterly)
ECB
Real GDP (yt) Gross Domestic Product at market prices
(quarterly)
Eurostat
Unemployment rate (ut) Unemployment rate as a % of the labour force
(quarterly)
Eurostat
Mark-up (µt) YoY growth of GDP deflator minus YoY
growth of unit labour costs (quarterly)
Eurostat
BS Global; Belgium (Syt ) Overall business sentiment indicator using a
panel of about 6000 business leaders in Bel-
gium. The survey is harmonised at the Euro-
pean level. Monthly indicator, last month of
the quarter taken
NBB
ESI; Euro area (Syt ) Economic sentiment indicator. The monthly
survey is harmonised at the European level
(last month of the quarter is taken)
DG ECFIN
Inflation Surveys (SBt , S
C
t ) Business and consumers surveys harmonised
at the European level. As regards the price
survey variable, we use the businesses’ and
consumers’ assessment on future price devel-
opments, seasonally adjusted, monthly avail-
able but first month of the quarter taken
DG ECFIN
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4 Unobserved component models with expectational
variables
4.1 Model set-up
Our model aims to capture the inter-linkages among ten variables that are very different
in nature. One the one hand, we have observables directly related to inflation: head-
line inflation, core inflation, oil prices and the import deflator. On the other hand, we
have two variables related to economic activity apart from the unemployment rate that
is traditionally used to model price-activity relationships (in e.g. the Phillips curve): real
output and an economic sentiment indicator. We aim to extract the relevant cyclical
component of economic activity by aggregating information from those three macro vari-
ables. Additionally, we exploit data on price mark-ups, which is a measure of the degree
of competition in the market, and ultimately, a determinant of output and unemployment
deviations from their potential level.
The building blocks of our approach are based on the structural time series models of
Harvey (1985). Our application is inspired by Stella and Stock (2013), who propose an
unobserved components model for unemployment and inflation. Apart from our proposal
to extract the unobserved components from a larger information set, a key innovation
with regard to the existing literature lies in the particular way we filter the informative
content of data reflecting inflation expectations. We use business and consumer surveys
regarding inflation expectations one and four quarters ahead, respectively. The extent
to which these variables can help to improve our estimates of the inflation trend and
its cyclical component in our model depends on the compatibility of those surveys with
the expectations derived from the model. Although we focus on qualitative surveys,
our approach can be applied to both quantitative and qualitative surveys, as well as to
financial variables that contain information regarding inflation expectations.
This section will make a distinction between unobserved components models that
exploit either a limited or a broad information set (see table 2). In the smallest version,
only four ’basic’ variables are included. In the next step, the Small model is expanded with
two additional (survey) variables on expectations and will be labelled as Small X. These
survey variables could potentially help to improve the identification of the trend and the
14
cyclical component of inflation, which was so far only determined by the output gap. The
Large model contains four additional variables, including imports and oil prices. We will
show that in this larger model, the cyclical component of inflation is determined by both
the output gap and a factor that is also present in oil prices. Thus, when the inflation
surveys are added to this model (Large X), we can potentially improve the identification
of both (i) the output gap and (ii) the oil prices component.
The fully model consistent approach, which will be described below, is labelled as X. It
imposes cross-equation restrictions that help us to deal with the curse of dimensionality.
In turn, the X2 approach has the same reduced form, but the parameters that link the
surveys to the unobserved components are not restricted, so parameter uncertainty is
higher. Such distinction will be clarified below.
Table 2: Six UCMs estimated for the euro area and for Belgium
Limited Information Set Broad Information Set
No inflation surveys Small Large
Surveys (model consistent: exact) Small X Large X
Surveys (model consistent: reduced form) Small X2 Large X2
4.2 Small model
In the most simple version of the model, four variables are included: total inflation (pit),
core inflation (picoret ), the unemployment rate (ut) and real GDP (yt). Inflation is repre-
sented as the sum of a trend, a cyclical component that is common to the real activity
variables, and a measurement error. As opposed to Stella and Stock (2013), we consider
both core and headline inflation (i.e. total HICP inflation). In particular, we link core
inflation to the fourth lag of the cyclical component, acknowledging the predictive value
of the business cycle on inflation in the medium term. Thus, the cyclical component of
inflation (δt) is in our case an unobserved factor that is common to unemployment and
output. The equations describing the small model follow:
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pit = τ
pi
t + λpiδt + η
pi
t (1)
picoret = τ
pi
t + λcoreδt−4 + η
core
t (2)
ut = τ
u
t + κuδt + η
u
t (3)
yt = τ
y
t + κyδt + η
y
t (4)
where the measurement errors ηit are i.i.d.N(0, ri) and uncorrelated with each other
and the common trend for the inflation series follows a random walk without drift:
τpit = τ
pi
t−1 + 
pi
t (5)
The trend in inflation is therefore assumed to be driven by shocks that are i.i.d.N(0, σpi)
and uncorrelated with the cyclical component. Thus, the factors affecting inflation will
have a permanent effect only if they stem from the innovations underlying the trend
component, pit . Those innovations are also independent from the trends for output and
unemployment:
τut (1− L)2 = ut (6)
τ yt (1− L)2 = yt (7)
where we impose the presence of two unit roots with the only purpose of obtaining a
smooth trend. Note that the widely used Hodrick and Prescott (HP) filter yields a trend
that minimizes the variance of its second differences, so in a sense, we are emulating the
HP filter. However, our approach is more flexible than the HP filter not only because
we do not impose any restriction on the variance of the innovations, but also because of
our multivariate approach. The assumption that all trends are independent, i.e. each
innovation is i.i.d.N(0, σi) and uncorrelated with each other, ensures that the dynamic
correlation patterns between inflation and economic activity are driven by the cyclical
component, which is specified as an autoregressive process of order two:
δt = α1δt−1 + α2δt−2 + ζt (8)
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where ζt is i.i.d.N(0, σζ) and σζ has been normalized to one.
Our model, even in its simplest form, aims to obtain an estimate of the economic cycle
δt, which is the common factor among all series. Dynamic factor models were introduced
in macroeconomics by Sargent and Sims (1977) and Geweke (1977), and in our current
framework, increasing the number of variables may help to obtain sharper estimates of
the unobserved factors. Chan et al. (2016) use a similar model with Bayesian restrictions
for the estimation of the trend components and time-varying parameters to investigate
whether there are periods of time where the ECB has been more tolerant of inflation or
less. However, our paper is very different to theirs because we consider the use of variables
reflecting expectations, which could absorb part of the time-variation, and because our
focus on recent data. The next subsection describes how we incorporate inflation surveys.
4.3 Small X
The model presented above contains the key elements of a New-Keynesian Philips Curve
(NKPC) if one interprets the trend as long term inflation expectations and the cyclical
component as a measure of activity that is correlated with the unemployment rate. In
this framework, we raise the question of how the survey variables should be introduced
in the model. As these survey questions are supposed to reflect both short and long-
term inflation expectations, they are added in a model consistent way. That implies
that the variables are included in separate measurement equations, allowing for their
informative content to improve the estimation of the underlying factors and thereby, the
overall forecasting accuracy of the model.
Surveys as rational expectations forecasts
Given that the business survey asks respondents about inflation expectations for the
next quarter and the consumer survey refers to one year ahead expected change in prices,
the business (SBt ) and consumer (S
C
t ) survey information could be represented as follows:
SBt ∝ E[pitotalt+1 |Ωt] (9)
SCt ∝ E[pitotalt+1 + pitotalt+2 + pitotalt+3 + pitotalt+4 |Ωt] (10)
Those surveys are qualitative, so respondents are asked whether they believe prices
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will increase or decrease and, as a result, a sum of balances is obtained. Thus, we assume
that the surveys reflect inflation expectations up to a multiplicative constant, αB for the
business survey and αC for the consumer survey. The possibility that surveys represent
an imperfect measure of those inflation forecasts is represented by the additive i.i.d.
measurement error components ηBt and η
C
t .
Equations (9) and (10) represent surveys as variables that are proportional to a rational
expectations forecast, although they are contaminated with measurement errors. Those
errors could capture deficiencies in the way information is communicated and processed.
As suggested by Coibion et al. (2018), firms may update their beliefs in a Bayesian manner
when presented with new information about the economy, but inflation expectations are
not always a key determinant of their business decisions, so there may be a rational
inattention motive affecting the quality of their replies. This would imply that the variance
of the survey data compiled by the statistical agency may be smaller than what we would
expect from a rational expectations forecast and as a result, their correlation with the
expectations derived from the model would be smaller than one.
Introducing surveys in a model-consistent way
The trend of inflation follows a random walk, so E[τpit+1|Ωt] = τpit . As the cyclical
component is assumed to follow an AR(2), the one-step-ahead prediction of the cycle can
be formalized as E[δt+1|Ωt] = α1δt+α2δt−1. By taking into account the forecasts for both
the trend and the cycle, it turns out that the one-step-ahead forecast for inflation can
be written as E[pit+1|Ωt] = τpit + λpiα1δt + λpiα2δt−1. The arguments above regarding the
rationality of the surveys lead to specify them in the measurement equation in terms of
the expected value of the factors and (white noise) measurement components ηBt and η
C
t :
SBt = αBτ
pi
t + αBλpiα1δt + αBλpiα2δt−1 + η
B
t ⇐⇒ SBt = αBτpit + φ1δt + φ2δt−1 + ηBt (11)
SCt = αCτ
pi
t + αCλpiα
∗
1δt + αCλpiα
∗
2δt−1 + η
C
t ⇐⇒ SCt = αCτpit + φ∗1δt + φ∗2δt−1 + ηCt (12)
where α∗1 and α
∗
2 that appear in the left-hand side of expression (12) are a non-linear
combination of the parameters α1 and α2. Thus, the measurement equation for both
surveys is partially determined by parameters that also appear in the so-called transition
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equation. The right-hand side of expression (12) represents what will be referred to as the
reduced form of the measurement equations. When the parameters φ1, φ2, φ
∗
1 and φ
∗
2 are
estimated directly, i.e. without taking into account their dependence on α1, α2 and δpi, we
refer to this case as the reduced form of our model with consistent expectations (i.e. the
X2-model in table 2). This formulation would not allow the surveys to impose the kind
of cross equation restrictions implied by the formulation in equation (12). Hasenzagl et
al. (2018) use this approach to integrate quantitative consumer surveys and professional
forecasts. Although they use a model of the same class as ours, they do not impose the
same cross equation restrictions implied by our definition of model consistency. Instead,
they shrink the parameter space through the use of Bayesian priors.
Note that αB and αC are scaling factors that multiply all the factors, including the
trend. Survey respondents do not decompose their forecasts in terms of trend and cycle.
They simply answer whether they believe inflation will increase, stay the same, or increase.
Hence, it is not obvious that the balance of responses could be informative about the trend,
i.e. long-term expectations, as is nonetheless implied by equation (12). If, for example,
inflation would be expected to follow a very clear decreasing path with small cyclical
fluctuations around that path, the fact that all respondents will respond systematically
according to their belief that inflation will keep on decreasing will never yield a decreasing
pattern for the survey. The reason is that the number of respondents is finite and therefore
the surveys have a clear lower (and upper) bound. This fact makes the surveys unsuitable
to help us to quantify a measure of the trend in inflation. For this reason, and given
the fact that they represent short- and medium-run inflation expectations, respectively,
we assume that those surveys will only be linked to the cyclical component of inflation,
which is going to drive short- and medium-term inflation expectations. Thus, the trend
will disappear from the equations above.6
Coibion and Gorodnichenko (2015) defend the use of consumer surveys because con-
sumers are very sensitive to changes in oil prices, which is a variable missing in the Small
model. The Large model described in the next section contains additional variables, in-
cluding oil prices. Thus, the cyclical component of inflation will be given by both the
output gap, and oil prices. We will show that surveys can affect inflation forecasts via
6It can be shown that introducing the trend in the measurement equation for the surveys does not
yield any improvements in forecasting accuracy.
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two separate channels: (i) the economic slack expectations, (ii) the oil price expectations.
4.4 Large X
The Small model is extended in a straightforward manner by adding four more variables:
two variables are directly related to inflation (oil prices and the import deflator) and
two variables are tied to the real side of the economy (the mark-up and global business
survey). First, oil prices and the import deflator are assumed to have their own trend and
are driven by the common cyclical component (δt), as well as by a new factor (ϑt), that
is common across the inflation variables. This factor may be considered to represent the
oil cycle. The resulting equations related to inflation become:
pit = τ
pi
t + λpiδt + ζpiϑt + η
pi
t (13)
picoret = τ
pi
t + λcoreδt−4 + η
core
t (14)
piMt = τ
M
t + λMδt + ζMϑt + η
M
t (15)
P oilt = τ
Oil
t + λOilδt + ζOilϑt + η
Oil
t (16)
where the measurement errors ηit are i.i.d.N(0, ri) and uncorrelated with each other
and the trends are specified as follows:
τpit = τ
pi
t−1 + 
pi
t (17)
τMt = τ
M
t−1 + 
M
t (18)
τOilt = cOil + τ
Oil
t−1 + 
Oil
t (19)
and the cyclical components of output (δt) and of oil prices (ϑt) follow a stationary AR(2)
process:
δt = α1δt−1 + α2δt−2 + ζδt (20)
ϑt = ρ1δt−1 + ρ2δt−2 + ζϑt (21)
where ζt is i.i.d.N(0, σζ).
Note that the import deflator piMt is allowed to have its own independent trend τ
M
t .
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Oil prices enter the model in logarithms, and their trend is given by a random walk with
drift. As opposed to Hasenzagl et al. (2018), we allow for the possibility that the cyclical
component (δt) informs oil prices, recognizing that their evolution depends strongly on
the business cycle. The main difference with respect to the smaller model is that the
new oil component, ζMt, which is independent from the output gap, loads on headline
inflation. Thus, the measurement equations of headline inflation, import deflator and oil
prices have a similar structure.
While the import deflator and oil prices should help with the identification of imported
inflation, the two other new variables (the overall business confidence indicator and the
mark-up) are likely to improve the identification of the economic cycle, represented by
δt. The advantage of the business confidence indicator is that it is published before the
end of each month, and as shown by de Antonio Liedo (2015) and Basselier et al. (2018),
it has a relevant contribution at nowcasting GDP growth in Belgium and the euro area.
Thus, the inclusion of this synthetic variable can help to improve the estimation of GDP’s
cyclical component in real time.7
Although much less timely than the business surveys, the mark-up is a widely mon-
itored variable for economists following inflation developments as it relates to the GDP
deflator and the so-called unit labour cost, which measures the wages per capita and turns
out to be a proxy for labour productivity. In practice, the mark-up variable measures the
extent to which aggregate price levels in the economy are higher or lower than labour pro-
ductivity, leading to inflationary and deflationary pressures. In this paper, this variable
will be directly linked to the changes in the economic cycle, which is a key unobserved
component of our model. By doing so, we assume that when the economy grows be-
yond potential, there will be an equivalent increase in the mark-up. Figure 6 reveals that
the mark-up observed for Belgium and the euro area seems to be highly correlated with
the changes in the output gap. Intuitively, this suggests that by including the mark-up
variable, it will be possible to obtain a more precise estimate of the economic cycle.
The equations for the business survey and the mark-up do not require additional trend
7We assume these data are linked to the year-on-year growth rate of real GDP, as suggested by de
Antonio Liedo (2015) and Basselier et al. (2018). Although this survey aggregates questions regarding
expectations for economic activity two quarters ahead, we could not link them to the expected factors
derived from the model because such kind of specifications turned out to be at odds with the data. In
other words, this variable cannot be introduced in a model consistent way, as we do for the inflation
surveys.
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Figure 6: Mark-up and change in the output gap
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1 This output gap was obtained by HP-filtering the real GDP series as a proxy for potential output.
2 The mark-up is defined by the YoY growth of unit labour cost growth – YoY growth of GDP deflator.
components. They are both informed by the economic cycle δt:
SYt = mS + κS(δt − δt−4) + ηSt
µt = mµ + κµ(δt − δt−4) + ηµt (22)
In addition to the four variables mentioned above, our Large X-model will be charac-
terized by the model-consistent introduction of the business and consumer survey question
on price expectations in the measurement equation. In other words, the surveys will be
linked to the expectation of the factors derived from the model. For the business survey,
which we assume to be linked to inflation expectations one quarter ahead, we have:
SBt = αBτ
pi
t + αBλpiα1δt + αBλpiα2δt−1 + αBζpiρ1ϑt + αBζpiρ2ϑt−1 + η
B
t
⇐⇒
SBt = αBτ
pi
t + φ1δt + φ2δt−1 + ω1δt + ω2δt−1 + η
B
t (23)
The surveys should now help us to obtain a sharper estimate of the cyclical component
22
of inflation, which is given by both the economic slack δt and oil developments ϑt. The
consumer survey, which is assumed to represent one year ahead inflation projections, is
introduced into the measurement equation as follows :
SCt = αCτ
pi
t + αCλpiα
∗
1δt + αCλpiα
∗
2δt−1 + αCζpiρ
∗
1ϑt + αCζpiρ
∗
2ϑt−1 + η
C
t
⇐⇒
SCt = αCτ
pi
t + φ
∗
1δt + φ
∗
2δt−1 + ω
∗
1δt + ω
∗
2δt−1 + η
C
t (24)
where φ∗1 = αCλpiα
∗
1. Note that α
∗
1 is a non-linear combination of coefficients α1, α2, λpi
resulting from cumulating the forecasts for δt+1, δt+2, δt+3 and δt+4. Equivalently, ω
∗
1 =
αCζpiρ
∗
1, where ρ
∗
1 is also a non-linear combination of coefficients ρ1, ρ2, λpi. Hence, adding
this variables has a very small cost in terms of new parameters to estimate. On the
contrary, they help to better identify the Philips curve coefficient λpi and the cyclical
component parameters ρ1, ρ2, α1, α2.
Please refer to the Annex for the complete state-space representation of the Large
X-model, which encompasses the Simple X-model described before (see expressions A.1
and A.2).
4.5 Estimation
All models are written in state-space form. For didactic purposes, we have used the
representation of the expectations-augmented UCM in expressions A.1 and A.2. This
expression highlights that the factor loadings in the measurement equation of the surveys
depend on the parameters of the transition equation. It is important to underline that the
incorporation of surveys imposes cross-equation restrictions that can potentially improve
the estimation of the parameters and the factors.
From a computational point of view, however, we use a very different (but equivalent)
state-space representation, inspired by the traditional recursions used for the estimation
of ARIMA models (see for example Brockwell and David, 1987). Instead of deriving the
expectation of the factors in terms of the transition equation matrices and the current and
lagged factors, as suggested in the annex, we incorporate those forecasted factors directly
in the state vector. Thus, the state vector contains both forecasts of the factors, current
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and lagged factors.
Estimation is conducted maximizing the marginal likelihood with optimization meth-
ods (Levenberg–Marquardt algorithm) after normalizing all the series. The marginal
likelihood definition by Francke et al. (2010) is used instead of the more usual diffuse
likelihood because the latter could potentially lead to invalid inference in a model like ours,
where the parameters of the measurement equation cannot be made independent from the
non-stationary factors. In our expectations-augmented model, however, we have assumed
that the cyclical component is stationary and the inflation trend does not appear in the
measurement equation of the surveys, so the diffuse and the marginal likelihood turn out
to yield equivalent results. The R code required to specify our model and estimate it
through the state-space framework developed in Java for JDemetra+ can be accessed via
GitHub.
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5 Results
5.1 Set-up of the forecasting evaluation
We perform a pseudo real-time forecasting exercise, during which we take into account
the publication lags of the different series, but not the presence of data revisions.8 Table
3 represents our dataset, as it would look like at the time when the first out-of-sample
forecast is made. It features a ragged edge because we assume that at the time of calcu-
lating the forecasts, we are at the end of the first month of a given quarter. At this point,
an out-of-sample forecast will be performed for inflation in the current quarter and up to
four more quarters ahead. The evaluation period for the out-of-sample forecasting exer-
cise was chosen in order to include the great recession, so we start at the end of October
2007. At this point, inflation data until September 2007 are already published and data
from 1995 up to the third quarter of 2007 can be considered as known. The same holds
for GDP and the unemployment rate, where data for 2007Q3 would be published 30 days
after the end of that quarter. As regards the mark-up and the import deflator, however,
they are available with a delay of two months and data for Q3 would only be published
at the end of November. Hence, in our specific set-up, where we consider the forecast to
be made already at the end of October, this implies that we have two unknown quarters
for these variables. For oil, we always take the average of the full quarter except for the
current quarter (which is, in our example case, 2007Q4). That is, at the end of October,
we only dispose of data of that first month. For the global sentiment indicator, the set-up
is similar for the current quarter. For the previous quarters, however, we take the last
month of the quarter instead of the average of the quarter, since the correlation of the
last month’s datapoint with GDP growth is slightly higher. As regards the surveys on
inflation, we always take the first month of each quarter.
Coefficients are estimated based on an expanding dataset, that starts in 1995Q1 and
runs – at least – until 2007Q4.
8Inflation data, our inflation expectations data, and the global business survey, which is important to
determine the output gap, are not revised after the initial release, so the issue of data revisions may be
less relevant in our context than in nowcasting applications focusing on real economic activity.
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Table 3: Dataset used for the first out-of-sample forecast
Note: This table shows how our (ragged) dataset looks like at the end of October 2007 (i.e. the first month of the
quarter).
5.2 A first look: one-step-ahead forecasts
This section shows the one-step-ahead forecasts that have been generated by the models
in this paper, against the true outcome. In the next section, results will be discussed
more formally, by means of Root Mean Squared Errors (RMSE).
Belgium
Figure 7 shows the QoQ-rates for Belgian total inflation and the 1-step ahead forecasts
produced by three different models depicted in table 2 . The left-hand side of the graph
already allows us to state that the Small and Large model can yield quite different fore-
casts. Furthermore, we see that the forecast produced by the Large model is generally a
bit closer to the true outcome than the Small, especially in the periods of 2008-2009 and
2013-2015. Figure 8 allows for a decomposition of the difference between the two fore-
casts, into oil, the cycle and the inflation trend. The left-hand side of this figure confirms
that, since 2011, the Large forecast has generally been lower than the Small. The decom-
position shows that this difference was largely due to a different cycle in both models.
Indeed, the inclusion of survey information may have an impact on the estimation of the
unobserved components and the estimate of δt, the economic cycle, may change between
different models.9
To assess the difference between forecasts for total inflation made by the Large and
Large X-model, we refer to the right-hand-sides of figures 7 and 8. These forecasts lie
closer together and more detailed calculations are required to verify which one fits the
actual inflation best (cf. Section 5.3). If anything, it is possible to deduct that the Large
X-model tends to yield a smoother forecast as it does not reach the same peaks and dips
9This is demonstrated by the recursive estimation of the output gaps (i.e. filtered output gaps) that
are available in figure A.1). The smoothed output gaps estimated by all six models are also available in
Annex (figure A.2).
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as the Large model. More specifically, one noticeable dip in the Large forecast, which is
not produced by Large X (nor by Small), is situated in the first quarter of 2015. Figure
8 demonstrates that the forecast difference at this point is clearly driven by oil. At this
specific point, oil prices dropped by almost 40% on a quarterly basis; the strongest drop
observed since the great recession. Obviously, this oil price movement will not be captured
by the Small model, as it does not include oil among its dependent variables. What is
more remarkable, however, is that the Large X-model incorporates a less negative impact
from oil on the forecast, causing it to remain more stable than the Large. Hence, it seems
that, due to the inclusion of survey information, the short-term forecasts for total inflation
would become less sensitive to oil.
Turning to Belgian core inflation, the left-hand side of figure 9 immediately shows
some interesting results. From 2011 to 2013, the Small forecast lies at the upper confidence
bound of the Large forecast. It is thus consistently higher during this period and, as it
would seem, also closer to the actual outcome for core inflation. The decomposition of
the difference between the forecasts can be found in figure 10. It shows that the Large
forecast has a more negative contribution from the cycle, as well as from the trend, from
2011 onwards. The part of oil prices that is independent from the business cycle does
not have a direct influence on core inflation by construction (cf. equation (14)), which
explains why oil does not appear in the decomposition of the forecast (difference). From
the right-hand side of these figures, we deduct that the forecasts produced by the Large
and the Large X-model are quite similar as of 2012. From 2010 to 2012, however, the
forecast made by Large X demonstrates some more volatility, which relates better to the
actual core inflation.
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Figure 7: Belgium: 1-step ahead forecast for total inflation
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Total inflation Large LargeX
Source: NBB.
Note: the gray, shaded area shows the 95% confidence band for the Large model. The dotted lines show the upper
and lower confidence bounds for, respectively, the Small model on the left side and the Large X-model on the right
side.
Figure 8: Belgium: decomposition of difference between forecasts for total inflation
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
2
0
0
7
2
0
0
8
2
0
0
9
2
0
1
0
2
0
1
1
2
0
1
2
2
0
1
3
2
0
1
4
2
0
1
5
2
0
1
6
2
0
1
7
oil cycle trend Difference Large - Small
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
2
0
0
7
2
0
0
8
2
0
0
9
2
0
1
0
2
0
1
1
2
0
1
2
2
0
1
3
2
0
1
4
2
0
1
5
2
0
1
6
2
0
1
7
oil cycle trend Difference LargeX - Large
Source: NBB.
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Figure 9: Belgium: 1-step ahead forecast for core inflation
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Source: NBB.
Note: the gray, shaded area shows the 95% confidence band for the Large model. The dotted lines show the upper
and lower confidence bounds for, respectively, the Small model on the left side and the Large X-model on the right
side.
Figure 10: Belgium: decomposition of difference between forecasts for core inflation
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Euro area
As regards the 1-step-ahead forecasts for total inflation in the euro area, figure 11
indicates that the Large forecast lies closer to the actual series than the Small forecast.
Remarkably, figure 12 reveals that the difference between these two forecasts is to a
large extent driven by a different estimate for trend inflation, which would have been
generally lower according to the Large model. The forecasts produced by the Large and
Large X-models lie quite close together, although the confidence band around the survey-
augmented model is clearly more moderate. The main differences between the two point
forecasts occur in 2008, 2014 and 2015. For the latter two periods it holds that the Large
forecast incorporates a more negative impact from oil prices. The conclusion is therefore
the same as for Belgium: including survey information appears to temper the weight of oil
changes on the short-term inflation forecast. Turning to core inflation, it is immediately
clear that the forecast made by the Large model is difficult to beat (cf. figure 13). While
the forecasts produced by the Small, the Large and the Large X differ very little in the
recent period, there is a wide gap during the great recession. In the course of 2009-2010,
both the Small and Large X-model predicted euro area core inflation to be very low,
while this wasn’t actually the case. According to the decomposition (figure 14), this large
difference is mainly due to a different assessment of the cyclical component.
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Figure 11: Euro area: 1-step ahead forecast for total inflation
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Source: NBB.
Note: the gray, shaded area shows the 95% confidence band for the Large model. The dotted lines show the upper
and lower confidence bounds for, respectively, the Small model on the left side and the Large X-model on the right
side.
Figure 12: Euro area: decomposition of difference between forecasts for total inflation
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Figure 13: Euro area: 1-step ahead forecast for core inflation
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Note: the gray, shaded area shows the 95% confidence band for the Large model. The dotted lines show the upper
and lower confidence bounds for, respectively, the Small model on the left side and the Large X-model on the right
side.
Figure 14: Euro area: decomposition of difference between forecasts for core inflation
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5.3 Quantifying forecasting accuracy
The Root Mean Squared Errors (RMSE) can be calculated for the forecast outcomes of
all the models. As a benchmark, the RMSE is calculated for a na¨ıve forecast, similar to
the one put forward by Atkeson and Ohanian (2001), where the expected rate of inflation
equals the sum of observations over the past h quarters. Results will be shown relative
to the na¨ıve RMSE. Ideally, all lines should lie below ’1’, which would indicate that
they perform relatively better than the na¨ıve. It is interesting to note that even if the
corresponding RMSE sometimes lie very close together and their differences are unlikely
to be statistically significant. the previous section has demonstrated some qualitative
differences in the forecasts produced by the models (for example, between the Large and
Small model in figure 9). This may imply that combining certain forecasts may yield
additional information and could further lower the RMSE.
Belgium
Results for Belgium are shown in figure 15, relative against the na¨ıve benchmark for
different horizons, so values smaller than one imply that our model is more accurate
than the benchmark. When it comes to total inflation, the gain from including survey
information in the forecasting model seems limited at first sight, as the most accurate
forecasts are produced by the large model without survey expectations. However, keep in
mind that the graph displays expected inflation cumulated over the forecasting horizon
and the accuracy of the Large and Large X-models mainly (or only) differs at the shortest
horizon. This suggests that the two-steps-ahead forecast from Large X is actually more
accurate than the one coming from Large.
Forecasts for core inflation, on the other hand, could benefit more clearly from the
inclusion of survey information, as the dotted lines (expectations-augmented models) lie
beneath the full lines (models that include no surveys).
Euro area
Figure 16 shows the relative forecasting accuracy of the models for the euro area
inflation rates. For both total and core inflation, Large delivers the most accurate forecasts
over the evaluation period. The usefulness of survey information seems less clear than in
the Belgian case: models augmented with expectations (X or X2) are generally unable
to further improve the forecasting accuracy. Also, as indicated by the right-hand side of
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Figure 15: Belgium: relative RMSE for six models for total and core inflation
0.6
0.7
0.8
0.9
1.0
1.1
0Q 1Q 2Q 3Q 4Q
Total inflation
Small SmallX SmallX2 Large LargeX LargeX2
0.6
0.7
0.8
0.9
1.0
0Q 1Q 2Q 3Q 4Q
Core inflation
Source: NBB.
Note: the forecast evaluation period runs from 2007Q4 to 2017Q4.
the graph, only the Large model manages to outperform the na¨ıve benchmark for core
inflation.
5.4 Adding noise: AR(1) measurement errors in the two survey
equations
Model consistency may impose a very strict restriction on the way survey data is exploited.
First, in the presence of model misspecification, it may not be a good idea to link the
surveys with forecasts coming from the (possibly misspecified) model. Second, even if
model misspecification would be small, our qualitative measures of inflation expectations
are a sum of balances where the respondents are simply asked to produce a binary output,
i.e. “prices will go up” vs “prices will go down”. In this context, it may be too much to
expect that the balance of responses will exactly match a quantitative measure of inflation
expectations that can be made consistent with the model.
By including autocorrelated measurement errors that are orthogonal to all factors,
we aim to re-interpret the fluctuations in the surveys according to their correlation with
the model factors. This way, less weight would be attributed to fitting the surveys in a
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Figure 16: Euro area: relative RMSE for six models for total and core inflation
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Note: the forecast evaluation period runs from 2007Q4 to 2017Q4.
model-consistent way.
As shown by the blue line in figure 17, for Belgium, this new specification (called “X
noise”) does typically not improve the accuracy of the Large X-model, with the exception
of the current period forecast for total inflation. It is likely that, in the alternative model,
by allowing for more noise in the measurement equation of the surveys, the role of the
surveys decreases in favour of the hard data on oil prices, which in Belgium is highly
correlated with headline inflation. This would explain why the current-quarter forecast
of the model with noise is more accurate for total inflation, where we found earlier that
surveys tend to diminish the weight given to oil price changes (cf. Section 5.2).
For the euro area, the alternative model allowing for persistent measurement errors
consistently outperforms the Large X-model, while it only manages to outperform the
Large model without any survey information at the horizons 0 and 1 (figure 18).
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Figure 17: Belgium: sensitivity analysis of large models
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Figure 18: Euro area: sensitivity analysis of large models
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6 Focus on the recent period and interpretation
6.1 A change in the forecast evaluation sample
Our pseudo out-of-sample evaluation suggests that the reported differences in accuracy
are related to a few outliers during the great recession period. Figure 13, in particular,
illustrated the large differences in performance over three consecutive quarters alone. This
section evaluates how our results (and conclusions) may change if we focus on the most
recent period only and start evaluating the forecasts as of 2012. After all, this is the
period that is of most interest to us: due to the appearance of inflation (forecast) puzzles,
we wanted to investigate the usefulness of surveys. Results are shown in figures 19 and
20.
For Belgian core inflation, the conclusion remains that the survey-augmented models
are more accurate. However, while before the Large and Small models were found to be
equally accurate, the Small model prevails when focusing on the shorter evaluation sample.
For Belgian total inflation, the shorter evaluation sample could lead us to conclude that
adding surveys could be beneficial (in case of the Large model).
Turning to the euro area, the survey-augmented X2-models for total inflation seem
to beat the Large model, when the forecasting horizon reaches at least 1 quarter ahead.
Also for core inflation, the Large X2-model is found to be somewhat more accurate than
the Large over this specific evaluation sample.
As the differences in RMSE’s can be very little, it is worth looking at the actual
forecasts. More specifically, we investigate 4-steps-ahead forecasts for total and core
inflation, for Belgium and the euro area respectively. Inflation rates and forecasts are
cumulated over 4 periods, in order to make the differences clear on a graph. Figure 21
is mainly interesting from the perspective of core inflation (on the right-hand side of the
graph). It is visually immediately clear that the Large model performs best during the
great recession. However, in the most recent period, say as of early 2013, the Large X2-
model is actually consistently (much) closer to the actual core inflation in Belgium. This
figure thereby also illustrates the “missing low inflation puzzle” for Belgium, because all
forecasts were significantly below the actual outcome in the recent period. One would
have expected (core) inflation to be much lower than it turned out. While the puzzle
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Figure 19: Belgium: relative RMSE for six models for total and core inflation (robustness)
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Note: the forecast evaluation period for the robustness exercise runs from 2012Q1 to 2017Q4.
Figure 20: Euro area: relative RMSE for six models for total and core inflation (robust-
ness)
0.4
0.5
0.6
0.7
0.8
0.9
0Q 1Q 2Q 3Q 4Q
Total inflation (EA)
Small SmallX SmallX2 Large LargeX LargeX2
0.5
0.8
1.1
1.4
0Q 1Q 2Q 3Q 4Q
Core inflation (EA)
Source: NBB.
Note: the forecast evaluation period for the robustness exercise runs from 2012Q1 to 2017Q4.
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cannot be completely solved using survey information, adding this source of information
does help. For Belgian total inflation, the forecasts incorporating survey information only
clearly prevail as of 2015.
For the euro area, total inflation as of 2011 is best approximated by models containing
surveys; either in a model-consistent way (X) or in a looser way (X2). The forecasting
puzzle here is different than for Belgian core inflation: forecasts for euro area inflation
were generally too positive during 2013-2016 and inflation surprised on the downside. For
euro area core inflation, there is no obvious forecasting puzzle, yet forecasts made by the
Large X2-model seem to end up closest to the actual inflation rates between 2012 and
2015 (figure 22).
Figure 21: Belgium: 4-steps ahead inflation forecasts (cumulated figures)
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6.2 Businesses or consumers?
Now that the previous sections have established that, at least for certain periods, survey
information may be useful for the purpose of inflation forecasting, one may wonder which
of the two surveys is yielding the most relevant information: is it the business or the
consumer survey?
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Figure 22: Euro area: 4-steps ahead inflation forecasts (cumulated figures)
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Figure 23: Belgium: relative RMSE of survey-augmented models (business versus con-
sumer surveys)
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Note: The forecast evaluation period runs from 2007Q4 to 2017Q4. Bonly and Conly represent the case in which
the model is augmented with survey information from businesses, respectively consumers, only.
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For Belgian core inflation, accuracy gains realized by Large X mostly come from the
short-term price expectations in the business surveys. The model that includes business
expectations only (“Bonly” in figure 23) is about as accurate as the normal Large X-model,
while the model that includes consumer expectations only (“Conly”) clearly delivers a less
accurate forecast. This suggests that disregarding the readily available survey information
from price-setters leads to sub-optimal inflation projections.
While for the euro area, the added value from surveys is less clear than for Belgium,
figure 24 yields the same conclusion as in the Belgian case. If anything, survey information
from businesses (“Bonly”) tends to improve the forecasting accuracy most.
Figure 24: Euro area: relative RMSE of survey-augmented models (business versus con-
sumer surveys)
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Note: The forecast evaluation period runs from 2007Q4 to 2017Q4. Bonly and Conly represent the case in which
the model is augmented with survey information from businesses, respectively consumers, only.
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7 Conclusion
The motivation for this paper can be traced back to the recent difficulties in correctly
forecasting inflation developments, in particular using models based on the Phillips Curve.
In this connection, the euro area and Belgium are interesting cases as inflation typically
turned out lower than expected in the euro area, while the opposite was true for Belgium.
Several studies have tried to gauge the usefulness of including measures of inflation
expectations in forecasting models and have found mixed results. However, the literature
has mostly focused on indicators derived from financial markets, inflation estimates of
professional forecasters and, to a lesser extent, expectations in consumer surveys. In this
paper we use qualitative information from both consumer and business surveys that are
harmonised at the EU level. Consumers are asked about the development of consumer
prices over the next twelve months while respondents to the business survey have to
indicate whether or not they expect increases in selling prices over the next quarter. We
argue that, in both cases, the balance of replies can provide useful information, on a
monthly basis, regarding inflation expectations.
With a view to formally testing the information content of these survey indicators for
inflation projections, we develop a suite of unobserved component models for both the euro
area and Belgium. In some models, surveys are linked to the expectations derived from the
model, while in others, they are simply added to the information set while imposing weaker
forms of model consistency. We specifically include headline as well as core inflation and
assess whether adding the survey information on expected price changes leads to accuracy
gains. Results are mixed if one considers the whole evaluation period covering the last
ten years. For Belgium, surveys do not help to explain total inflation: the larger models
that also explicitly take into account the oil price and the price mark-up, but not the
survey information on prices are the most accurate. As regards core inflation estimates,
surveys do seem to matter and we specifically show that it is the business survey that is
driving this result. However, for the euro area, adding price expectations from surveys to
the models does not improve their accuracy. All in all, we do not find convincing evidence
that shows that survey information can always inform inflation projections.
However, a focus on the most recent period alters the conclusion. If the evaluation
sample is restricted to the period starting in 2012 only, models that include the survey
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expectations on prices tend to outperform similar models that don’t, both for Belgium
and the euro area. This may suggest that, specifically in periods where structural models
fail to account for actual developments, such as in the recent ones, price expectations from
business surveys in particular could provide information that can be used to improve the
forecasts. Our paper just presents one modelling approach that allows to combine struc-
tural drivers of inflation with survey information. Further research is definitely necessary
to assess the best manner to include survey information in actual forecasting models (the
design and structure of which may depend on the horizon considered). Our results suggest
that it may be worthwhile to explore that option.
Another avenue for further research relates to the more formal identification of the
periods for which survey information could improve the accuracy of the projections, or –
to put it differently – for which the accuracy of the traditional models is particularly low.
One tentative interpretation of the recent episode is that this may pertain to significant
changes in underlying cost drivers and the misspecification of the pass-through to final
prices. At least for the Belgian case, a slower pass-through of the policy-driven moderation
in labour costs (as also evidenced by very dynamic profit margins around that time) has
definitely contributed to keeping inflation high. To the extent that the business survey
measures the expectations of the actual price-setters, they could specifically inform about
the planned pass-through of changes in costs that may be different from the one included
in the structural models that are routinely used for forecasting.
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