The aim of this work is to study the effects induced by climate changes in the framework of the stochastic resonance approach. First, a wavelet cross-correlation analysis on Earth temperature data concerning the last 5,500,000 years is performed; this analysis confirms a correlation between the planet's temperature and the 100,000, 41,000, and 23,000-year periods of the Milankovitch orbital cycles. Then, the stochastic resonance model is invoked. Specific attention is given to the study of the impact of the registered global temperature increase within the stochastic model. Further, a numerical simulation has been performed, based on: (1) A double-well potential, (2) an external periodic modulation, corresponding to the orbit eccentricity cycle, and (3) an increased value of the global Earth temperature. The effect of temperature increase represents one of the novelties introduced in the present study and is determined by downshifting the interaction potential used within the stochastic resonance model. The numeric simulation results show that, for simulated increasing values of the global temperature, the double-well system triggers changes, while at higher temperatures (as in the case of the absence of a global temperature increase although with a different threshold) the system goes into a chaotic regime. The wavelet analysis allows characterization of the stochastic resonance condition through the evaluation of the signal-to-noise ratio. On the basis of the obtained findings, we hypothesize that the global temperature increase can suppress, on a large time scale corresponding to glacial cycles, the external periodic modulation effects and, hence, the glacial cycles.
Introduction
Climate occurs as a result of processes operating on multiple scales, some of which are slow, as in the Earth's glacial cycles, and others of which are fast, such as daily weather fluctuations [1] . Glacial cycles, on the order of tens of thousands of years, start with a gradual temperature decrease, which gives rise to an increase of sea ice, polar cap volume, and total global area occupied by ice, increasing Earth's overall albedo and the amount of the sun's energy reflected away from the Earth. With less energy entering the Earth's system, temperatures decrease further, creating positive feedback. Furthermore, as more ocean water is converted to ice, the overall water volume of the oceans decreases, allowing continental submerged portions to emerge [2] [3] [4] [5] . The equilibrium global average temperature reached by this process represents a lower stationary regime of the overall climate during that period. Glacial ages end with a temperature increase reversing the water transfer from the cryosphere back to stationary regime. On the other hand, climate variations can give rise to harsh conditions that are of interest for the study of extremophile organisms [10] [11] [12] [13] for biotechnological applications [14] [15] [16] [17] [18] [19] [20] [21] [22] .
Temperature determinations performed at the Vostok scientific station ( Figure 1 ) revealed a strong correlation with the Milankovitch cycles [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] , and are shown in Figure 2 Figure 1. Temperature as a function of time during the last 5,500,000 years [31] .
In particular, the cycles correspond to: (1) an eccentricity variation of the Earth's orbit around the Sun over a period of about 100,000 years; (2) a variation in the inclination of the Earth's axis from a minimum of 21°55′ to a maximum of 24°20′, over a period of approximately 41,000 years; and (3) a variation of the Earth's axis during a double-conic motion, called solar-precession, over a period of about 23,000 years [33] [34] [35] [36] [37] [38] [39] [40] [41] . Several mathematical procedures are reported in the literature to correlate in order to compare different data sets through a spectral comparison. Wavelet transform (WT) analysis is powerful tool for analysing variations of spectral power within given data series. By decomposing data sets into wavelet components, it is possible to compare the dominant signal spectral modes as well as their correlation degree. In particular, in order to highlight the correlation between the registered temperatures of Figure 1 and the mentioned Milankovitch periodicities, in this work the wavelet cross-correlation (XWT) approach has been applied [42] [43] [44] . Furthermore, these glacial cycles can be treated as a slow process or low-frequency climate "signal". At this geological scale, daily temperature fluctuations can be thought of as a fast process, or a much higher-frequency signal superimposed on the glacial signal. Because the variation in solar radiation over the Milankovitch cycles alone is not able to justify temperature variation from interglacial age to glacial age, in 1980, Roberto Benzi introduced the idea that the high-frequency temperature fluctuations were a weak periodic input and a source of "noise" on the glacial signal, creating a small resonance that amplified the signal of the lower glacial frequency. He termed this hypothesis "stochastic resonance" (SR) [45] [46] [47] [48] [49] [50] [51] [52] . Figure 3 shows a typical curve of output performance as a function of input noise magnitude. Temperature as a function of time during the last 5,500,000 years [31] .
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Methodology

Wavelet Analysis
In order to highlight the correlation between the registered temperatures of Figure 1 and the mentioned Milankovitch periodicities, and to characterize the SR condition, in the present work we shall evaluate the wavelet cross-correlation (XWT). It is well known that wavelet tranform (WT) allows the evaluation of signal frequency and time localization. From a general viewpoint, WT assigns to function (x) another function ( , ), where , with 0 denotes the scale and τ a time shift [53] [54] [55] [56] [57] . Thus, WT decomposes ( ) into wavelets components √ , as follows:
where * is the complex conjugate of the wavelet mother [58] [59] [60] [61] . Given two signals ( ) and ( ) , let us indicate ( , ) and ( , ) as their WTs, respectively. It is possible to define the cross-correlation wavelet (XWT) as:
while the wavelet spectrum (WS) is:
Since XWT allows to evaluate the degree of affinity between two signals ( ) and ( ), in order to extract quantitative information from the signal, one can calculate the wavelet crosscorrelation coefficient (CXWT):
where ( ) and ( ) are the wavelet spectrum of the signal ( ) and ( ), respectively. In order to show the effectiveness of the WT approach, the XWT between the signal and the function obtained as a sum of three in phase sinusoidal contributions with periodicities = , = and = has been evaluated. In such a case, XWT, as reported in literature, allows us to highlight existing correlations, both in terms of spectral power and of relative phase, in the time- 
Methodology
Wavelet Analysis
In order to highlight the correlation between the registered temperatures of Figure 1 and the mentioned Milankovitch periodicities, and to characterize the SR condition, in the present work we shall evaluate the wavelet cross-correlation (XWT). It is well known that wavelet tranform (WT) allows the evaluation of signal frequency and time localization. From a general viewpoint, WT assigns to function y(x) another function WT(a, τ), where a, with a > 0 denotes the scale and τ a time shift [53] [54] [55] [56] [57] . Thus, WT decomposes y(x) into wavelets components
, as follows:
where ψ * is the complex conjugate of the wavelet mother ψ [58] [59] [60] [61] . Given two signals y(x) and g(x), let us indicate WT y (a, τ) and WT g (a, τ) as their WTs, respectively. It is possible to define the cross-correlation wavelet (XWT) as:
Since XWT allows to evaluate the degree of affinity between two signals y(x) and g(x), in order to extract quantitative information from the signal, one can calculate the wavelet cross-correlation coefficient (CXWT):
where WS y (a) and WS g (a) are the wavelet spectrum of the signal y(x) and g(x), respectively. In order to show the effectiveness of the WT approach, the XWT between the signal and the function obtained as a sum of three in phase sinusoidal contributions with periodicities T M1 = Figure 4 reports the results of such a XWT evaluation that shows a noticeable level of correlation which increases for the most recent times [62] [63] [64] [65] .
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Let us consider now a system that can be modelled as a particle of mass m whose position is x(t) (particle space coordinate), moving in a potential V(x) and on which a friction force is exerted proportional to its velocity, i.e., f f riction = −ζ dx(t) dt (Stokes force), and a random force, f random = ξ(t), connected with the "heat bath" in which the particle moves. The particle motion equation is:
The term ξ(t) makes this differential equation a stochastic one. We assume the particle moves in the "high friction limit" where the acceleration is negligible, and absorbing the constant γ into the potential function V(x) and the random force ξ(t), one has:
(1) a non-linear system characterized by an energetic activation barrier or, more generally, by a form of threshold; (2) a weak input; (3) a source of noise that is inherent in the system, or that adds to the input.
Given these features, the response of the system undergoes to a resonance-like behaviour as a function of the noise level.
An example of signal performance parameter is furnished by the output signal-to-noise ratio (SNR). In particular, the SNR against input noise amplitude/intensity, as reported in Figure 3 , shows a single maximum at a nonzero value similar to frequency-dependent systems that have a maximum SNR, or output response, for some resonant frequency. However, in the case of SR, the resonance is "noise-induced" rather than at a particular frequency [66, 67] .
It should be stressed that for linear signal-processing systems, the output SNR is maximized in the absence of noise; therefore, noise is not beneficial in a linear system, since only the interactions between nonlinearities and randomness can lead to SR [45] [46] [47] [48] .
In its classical setting, SR applies to bistable nonlinear dynamical systems subject to noise and periodic forcing [68, 69] . Taking into account the Langevin equation, a generic equation form for these types of systems is:
where the periodic forcing term, having a pulsation ω 0 , is given by ε cos(ω 0 t + ϕ); for simplicity, in the following we assume that the phase shift ϕ = 0.
To figure out what SR is, it can be useful to consider the canonical example first put forth by McNamara et al. [70] by introducing the symmetric bistable potential well given by:
This potential shows two stable equilibrium points at x ± = ±c = ± a b , and an unstable equilibrium at x = 0. Let V 0 be the height of the potential when ε = 0; V 1 = εc be the amplitude of the modulation in barrier height when the periodic force is turned on; and ξ(t) be a zero mean Gaussian white noise with intensity D and an autocorrelation function. A delta function, δ(t), is given by:
When no periodic force is present, i.e., when ε = 0, the behaviour of the system is characterized by a x(t) function which, depending on the involved parameter values, can fluctuate around the minima with a variance proportional to D, making random noise-induced hops from one well to the other. As we shall see, under specific circumstances, the introduction of a periodic force makes the transition probability of escaping from each well varying in time.
Slow and Fast Processes of Earth's Energy Balance
Following the Budyko-Sellers model [71] [72] [73] [74] [75] , the Earth's temperature time variation can be evaluated by taking into account the energy balance between the incoming (R in ), and outcoming (R out ), radiation:
where c is the Earth thermal capacity. By R in and R out , one can express Equation (18) in terms of a temperature-dependent potential V:
This implies that the stationary solutions of this equation are the minima or maxima of the potential V, occurring in correspondence to stable and to unstable configurations, respectively. It should be noted that Equation (19) does not take into account fast processes connected to meteorological fluctuations due to atmospheric dynamics and circulation (of the order of months or years). We can
consider these fast variables as noise acting on the slow variables (varying on a time scale of the order of thousands of years); under such circumstances, the slow variable is the temperature, whose overall variation is considered over a time window of million years. Finally, including the fast processes, the equation becomes [45] [46] [47] [48] :
where α represents the intensity of the stochastic noise and η(t) is a stochastic function describing the short time scale processes connected with atmospheric dynamics and circulation.
To simulate the behaviour of such an equation, at first we neglect the stochastic noise and build ∂V ∂T , parameterizing R in and R out ; after this we estimate the intensity of meteorological noise. To take into account the effect of the periodic variation of the eccentricity that varies the solar constant, we use for R in the following formula:
where Q is the solar constant, A is the amplitude of the modulation that as calculated by Milanković, is 5 × 10 −4 and corresponds to an overall variation of Q of 0.1% over a period of about 11 years, and ω = 2π/T with T = 100,000 years. The outgoing radiation, R out , can be parameterized as the sum of two contributions, one corresponding to the reflected solar radiation and one corresponding to the component radiated from the Earth according to its temperature, i.e., E(T) = 4πR 2 σT 4 :
with µ(T) coefficient representing the fraction of incident radiation reflected in all directions known as albedo [4]. Replacing Equations (21) and (22) into Equation (18), it follows that:
Now, we examine some qualitative properties of Equation (15), basing our remarks on the well-established mathematics of Budyko-Sellers models.
Assuming that A = 0, Equation (15) becomes c
Let us compare these two contributions in Figure 5 . Here the dotted-dashed green line represents the black body law, while the continuous pink line represents absorbed radiation, that is, the solar constant modulated by the effect of the albedo. The intersections between the two curves define the equilibrium points of the system in which, by definition dT/dt = 0, while their stability is determined by the potential second derivatives.
Let us assume that T 3 is the actual planet average temperature, which is about 288.6 K; furthermore, be T 1 = 278.6 K and T 2 = 283.3 K the glacial state and the average temperature respectively, the stationary solutions will be determined by the condition Q(1 − µ(T)) = E(T). We introduce the function γ(T) = 
, where β is a constant parameter. Then, by inserting the obtained quantities into Equation (15) , which takes into account the external periodic perturbation, one obtains:
where the potential (see Equation (20) for a comparison) is a time-dependent function. Finally, by adding the noise contribution [45] [46] [47] [48] to Equation (16):
it is possible to study, through Equation (17), the total system response. Then, in the temperature range under investigation, ( ) can be modelled as ( ) = 1 − 1 − 1 − , where is a constant parameter. Then, by inserting the obtained quantities into Equation (15) , which takes into account the external periodic perturbation, one obtains:
where the potential (see Equation 20 for a comparison) is a time-dependent function. Finally, by adding the noise contribution [45] [46] [47] [48] to Equation (16):
it is possible to study, through Equation (17), the total system response. Before proceeding, it is possible to evaluate the temperature variation in the absence of noise i.e., for = 0; in particular, for numerical values 〈 〉 = 8,77 x 10 W and c = 4000 J/K, a variation of 0.3K (compatible with the results of other investigations). Evidently, this result is not compatible with the observed variation of 10K. Therefore, one has to conclude that the only periodical perturbation is not sufficient for the system to pass from one stable state to the another one (i.e., from T3 to T1 and vice versa); furthermore, the astronomical modulations move the curves reported in Figure 5 very little, and therefore the fixed points are kept [45] [46] [47] [48] .
What emerges is that from the simulation of Equation (17) and varying the noise, for certain values of the jump from T3 to T1 and vice versa occurs in sync with the frequency (resonance condition) of the periodic signal; therefore, this result is able to reproduce the characteristic periodicity of the ice ages and the corresponding temperature difference. Furthermore, the noise Before proceeding, it is possible to evaluate the temperature variation in the absence of noise i.e., for α = 0; in particular, for numerical values E = 8.77 × 10 −3 W and c = 4000 J/K, a variation of 0.3 K (compatible with the results of other investigations). Evidently, this result is not compatible with the observed variation of 10K. Therefore, one has to conclude that the only periodical perturbation is not sufficient for the system to pass from one stable state to the another one (i.e., from T 3 to T 1 and vice versa); furthermore, the astronomical modulations move the curves reported in Figure 5 very little, and therefore the fixed points are kept [45] [46] [47] [48] .
What emerges is that from the simulation of Equation (17) and varying the noise, for certain values of α the jump from T 3 to T 1 and vice versa occurs in sync with the frequency (resonance condition) of the periodic signal; therefore, this result is able to reproduce the characteristic periodicity of the ice ages and the corresponding temperature difference. Furthermore, the noise value is compatible with the current temperature fluctuations around the climatic average which is about 0.1 K 2 /year [45] [46] [47] [48] . The transition between the two stable configuration rests is a probabilistic event; this implies that if the transition between the two states does not occur, the system has to wait for another cycle to obtain the same resonant condition.
Results
In the following we will present at first the outputs of a numerical simulation investigation for a system characterized by a double well potential to which is added a small periodic contribution; the study is performed by taking into account different weights for the noise. Then, to simulate the effects of the temperature rise in the framework of the stochastic resonance approach, we will show the results of a simulation for a system characterized by a down-shifted double well potential.
Let us first introduce a simple double-well potential which now includes the small periodic contribution:
Then Equation (6) can be written as:
where α and η(t), describe the stochastic noise. As above stated, depending on the α values, this latter contribution can amplify the Milankovic cycle signal. The simulation of Equation (19) has been performed by varying the intensity of the noise while keeping the periodic signal constant. As a result, we observe that there is a certain noise value, i.e., a value for α, for which the jump of the system from one hole to the other is synchronized with the frequency of the external signal as reported in Figure 6 (i.e., the so-called resonance condition). More precisely, Figure 6 reports the solution of Equation (19) for a = 0.3 and α = 0.10, 0.25, 0.40, 0.55. For α = 0.10, the system is confined in the left well while for α = 0.25 it jumps to the right well, starting a periodic oscillation between the two wells; for α = 0.40 and α = 0.55, the resonance efficiency decreases.
where and ( ), describe the stochastic noise. As above stated, depending on the values, this latter contribution can amplify the Milankovic cycle signal. The simulation of Equation (19) has been performed by varying the intensity of the noise while keeping the periodic signal constant. As a result, we observe that there is a certain noise value, i.e., a value for , for which the jump of the system from one hole to the other is synchronized with the frequency of the external signal as reported in Figure 6 (i.e., the so-called resonance condition). More precisely, Figure 6 In order to characterize the stochastic resonance condition, we have evaluated the WT scalograms (see Figure 7) relative to the solutions of Equation (19) (19) for a = 0.3 and α = 0.10, 0.25, 0.40, 0.55. In abscissa the displacement x(t) in arbitrary units and in ordinate time steps is reported. For α = 0.10, the system is confined in the left well, while for α = 0.25 it jumps to the right well, starting a periodic oscillation between the two wells; for α = 0.40 and α = 0.55, the resonance efficiency decreases.
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Furthermore, by means of WT it is possible to extract quantitatively the value of the signal-tonoise ratio, shown in Figure 8 . What it emerges is that the SNR shows a maximum for = 0.3 and = 0.25 ( ) . Furthermore, by means of WT it is possible to extract quantitatively the value of the signal-to-noise ratio, shown in Figure 8 . What it emerges is that the SNR shows a maximum for a = 0.3 and α = 0.25 (b). In the following we shall investigate in this scenery the outcomes of the stochastic model for increasing values of the global planet temperature. More specifically, it is well known that temperature determinations in the Earth's atmosphere, in oceans, and on our planet's surface indicate an increased warming process starting from the nineteenth century [76, 77] . Figure 9 shows the global In the following we shall investigate in this scenery the outcomes of the stochastic model for increasing values of the global planet temperature. More specifically, it is well known that temperature determinations in the Earth's atmosphere, in oceans, and on our planet's surface indicate an increased warming process starting from the nineteenth century [76, 77] . Figure 9 shows the global temperature trend which shows how, starting from 1970, the slope of the regression line is undergoing a substantial increase, which brings the heating values between 1970 and 2017 to about 0.17 • C/decade. It is therefore meaningful to investigate which effects can be generated by such a global temperature rise in the framework of the above discussed SR model. Figure 8 . Signal-to-noise ratio (SNR) versus noise level for = 0.3 as obtained from the data reported in Figure 7 .
In the following we shall investigate in this scenery the outcomes of the stochastic model for increasing values of the global planet temperature. More specifically, it is well known that temperature determinations in the Earth's atmosphere, in oceans, and on our planet's surface indicate an increased warming process starting from the nineteenth century [76, 77] . Figure 9 shows the global temperature trend which shows how, starting from 1970, the slope of the regression line is undergoing a substantial increase, which brings the heating values between 1970 and 2017 to about 0.17 °C/decade. It is therefore meaningful to investigate which effects can be generated by such a global temperature rise in the framework of the above discussed SR model. In order to simulate the effects of the temperature rise in the framework of the stochastic resonance approach, we have performed a new numerical simulation for a system characterized by a down-shifted double-well potential to which a small periodic contribution is added, i.e., ( , ) = − − + cos( ); again the study is performed by taking into account different weights for the noise. In order to simulate the effects of the temperature rise in the framework of the stochastic resonance approach, we have performed a new numerical simulation for a system characterized by a down-shifted double-well potential to which a small periodic contribution is added, i.e., V(x, t) = x 4 − x 2 − V 0 + ax cos(ωt); again the study is performed by taking into account different weights for the noise. Figure 10 shows the solution of Equation (19) for V 0 = 2 when the amplitude of the external periodic perturbation is a = 0.3 and the noise level is α = 0.10, 0.40, and 0.80. On the top of the figure the potential double-well is shown, while on the respective bottom, the particle position (horizontal axis) as a function of time (vertical axis) is shown. As can be seen, for α = 0.10 (case a), the system is confined in the left well; however, for α = 0.40 (case b), the particle jumps from the one well to the other one in synchrony with the external perturbation a cos(ωt); a further noise increase, i.e., at α = 0.8, (case c), gives rise to a diminishing of the resonance efficiency.
periodic perturbation is = 0.3 and the noise level is α = 0.10, 0.40, and 0.80. On the top of the figure the potential double-well is shown, while on the respective bottom, the particle position (horizontal axis) as a function of time (vertical axis) is shown. As can be seen, for α = 0.10 (case a), the system is confined in the left well ; however, for α = 0.40 (case b), the particle jumps from the one well to the other one in synchrony with the external perturbation a cos(ωt); a further noise increase, i.e., at α = 0.8, (case c), gives rise to a diminishing of the resonance efficiency. The present study clearly shows that the registered planet temperature increase could give rise to effects similar to those connected with a high noise value. Therefore, in the framework of the SR approach, the global temperature increase corresponds to a downshift of the system potential energy, which in turn can justify the registered increase in the frequency of the planet extreme weather events, such as extreme heat, intense precipitation, and drought, which have become more frequent and severe in recent decades. The present study clearly shows that the registered planet temperature increase could give rise to effects similar to those connected with a high noise value. Therefore, in the framework of the SR approach, the global temperature increase corresponds to a downshift of the system potential energy, which in turn can justify the registered increase in the frequency of the planet extreme weather events, such as extreme heat, intense precipitation, and drought, which have become more frequent and severe in recent decades.
In particular, the evidence of global climate change based on the analysis of the long-term variability that affects the different components of the climate system (atmosphere, oceans, cryosphere, etc.) indicates unequivocally that since the nineteenth century the planet has undergone a warming process. In fact, in recent decades, soil and ocean temperatures have increased not homogeneously, but with greater warming near polar latitudes, especially in the Arctic region. The ice and snow coverage has decreased in different areas of the planet. The atmospheric water vapor content has increased everywhere due to the higher temperature of the atmosphere while sea level has also increased. Furthermore, changes in other climatic indicators have also been observed, such as seasonal elongation in many places on the planet, often accompanied by an increase in the tendency of extreme events such as heat waves or heavy rainfall and a general decrease in extreme cold events. Most of the warming observed globally over the last 50 years, as well as the increase of the registered extreme events, could be explained if one considers the effect produced by human activities and in particular both the emissions from fossil fuels and the deforestation process in the framework of the stochastic resonance effect in the presence of augmented thermal energy on the planet.
Conclusions
Climate change phenomena connected to the registered global increase of temperature within the framework of the SR approach are analysed by means of XWT and numeric simulations and then discussed.
In particular, a XWT analysis was performed to highlight the correlation between the planet's temperature and the 10 5 -, 41 × 10 3 -, and 23 × 10 3 -year periodicities of the Milankovitch orbital cycles. Then, the well-known SR model applied to the interpretation of climate cycles is discussed. In this framework, the WT analysis allows us to characterize the stochastic resonance condition through the evaluation of the signal-to-noise ratio. Furthermore, a specific study of the feedbacks induced by a global temperature increase on SR previsions has been performed by taking into account a downshift of the system's potential well within the SR model. In particular, a mathematical simulation was performed taking into account a double-well potential, an external periodic modulation corresponding the Milankovitch's cycle, and increasing values of thermal energy values for the planet. The study puts into evidence different triggering between the two regimes and suggests that the higher Earth temperature values, mainly attributed to human activities, could induce an increase both in the number and intensity of extreme weather events. Future directions of study will concern the global warming of the Earth's climate system due to human activities, i.e., global warming, when triggered by internal forcing mechanisms, i.e., periodic internal parameter variations.
