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ABSTRACT
This thesis has two themes. One is missing data analysis, and the other is spatial data
analysis.
Missing data frequently occur in many statistics problems. It can arise naturally in many
applications. For example, in many surveys there are data that could have been observed are
missing due to non-response. It can also be a deliberate modeling choice. For example, a mixed
effects model can include random variables that are not observable (called latent variables or
random effects). Imputation is often used to facilitate parameter estimation in the presence
of missing data, which allows one to use the complete sample estimators on the imputed data
set. Parametric fractional imputation (PFI) is an imputation method proposed by Kim (2011),
which simplifies the computation associated with the EM algorithm for maximum likelihood
estimation with missing data. In this thesis we study four extensions of the PFI methods:
1. The use of PFI to handle non-ignorable non-response problem in linear and generalized
linear mixed models. 2. Application of PFI method for quantile estimation with missing data.
3. Likelihood-based inference for missing data using PFI. 4. A semiparametric fractional
imputation method for handling missing covariate.
The second theme is spatial data analysis. Estimation of the covariance structure of spa-
tial processes is of fundamental importance in spatial statistics. The difficulty arises when
spatial process exhibits non-stationarity or the observed spatial data is irregularly spaced. We
propose estimation methods targeting to solve these two difficulties. 1. We propose a non-
stationary spatial modeling, study the theoretical properties of estimation and plug-in kriging
prediction of a non-stationary spatial process, and explore the connection between kriging un-
der non-stationary models and spatially adaptive non-parametric smoothing methods. 2. A
vii
semiparametric estimation of spectral density function for irregular spatial data.
1CHAPTER 1. OVERVIEW
Inference in the presence of missing data is a widely encountered and difficult problem in
statistics. Imputation is often used to facilitate parameter estimation, which allows one to use
the complete sample estimators on the imputed data set. In Chapter 2, We develop a parametric
fractional imputation (PFI) method proposed by Kim (2011), which simplifies the computation
associated with the EM algorithm for maximum likelihood estimation with missing data. We
first consider the problem of parameter estimation for linear mixed models with non-ignorable
missing values, which assumes that missingness depends on the missing values only through
the random effects, leading to shared parameter models (Follmann and Wu,1995). In the M-
step, the restricted or adjusted profiled maximum likelihood method is used to reduce the
bias of maximum likelihood estimation of the variance components. Results from a limited
simulation study are presented to compare the proposed method with the existing methods,
which demonstrates that imputation can significantly reduce the non-response bias and the
idea of adjusted profiled maximum likelihood works nicely in PFI for the bias correction in
estimating the variance components. Variance estimation is also discussed. We next extend PFI
to generalized linear mixed model and the flexibility of this method is illustrated by analyzing
the infamous salamander mating data (McCullagh and Nelder, 1989).
In Chapter 3, we propose a fractional hot deck imputation which produces a valid variance
estimator for quantiles. In the proposed method, the imputed values are chosen from the set of
responses and are assigned with proper fractional weights that use a density function for the
working model. In addition, we consider a nonparametric fractional imputation method based
on nonparametric kernel regression method, avoiding a parametric distribution assumption and
2thus giving more robustness. The resulting estimator can be called nonparametric fractionally
imputation estimator. Valid variance estimation is also discussed. A limited simulation study
compares the proposed methods favorably compared with other existing methods.
Chapter 5 is devoted to parameter estimation in parametric regression models with co-
variates missing at random in survey data. A semiparametric maximum likelihood approach is
proposed which requires no parametric specification of the marginal covariate distribution. We
obtain an asymptotic linear representation of the semiparametric maximum likelihood estima-
tor (SMLE) using the theory of von Mises calculus and V Statistics, which allows a consistent
estimator of asymptotic variance. An EM-type algorithm for computation is discussed. We
extend the methodology for general parameter estimation, which is not necessary confined
to MLE. Simulation results suggest that the SMLE method is robust, whereas the parametric
maximum likelihood method is subject to severe bias under model misspecification.
Chapter 6 is devoted to another theme which is the modeling of non-stationary spatial
data. We study the theoretical properties of estimation and plug-in kriging prediction of a non-
stationary spatial process. We assume the process has smoothly varying variance function with
an additive independent measurement error to account for the heterosexuality in the data. A
difference-based kernel estimators of the variance function and a modified likelihood estimator
of the measurement variance are proposed for parameter estimation. Asymptotic properties of
these estimators and the plug-in kriging predictor are established. Simulation studies are pre-
sented to test our estimation-prediction procedure and the performance of krigging predictor
is compared with the spatial adaptive local polynomial regression estimator proposed by Fan
and Gijbels (1995).
Chapter 7 is devoted to estimation of the covariance structure of spatial processes in spatial
statistics. In the literature, several nonparametric and semi-parametric methods has been de-
veloped to estimate the covariance structure based on the spectral representation of covariance
functions. However, they either ignore the high frequency properties of the spectral density,
which is essential to determine the performance of interpolation procedures such as kriging,
3or lack theoretical justifications. We propose a new semi-parametric method to estimate spec-
tral densities of isotropic Gaussian processes with irregular observations. The spectral density
function at low frequencies is estimated using smoothing spline, while a parametric model is
used for the spectral density at high frequencies and the parameters estimated using method-
of-moment based on empirical variogram at small lags. We derive the asymptotic bounds
for bias and variance of the proposed estimator, and simulation results show that our method
outperforms the existing nonparametric estimator by several performance criteria.
4CHAPTER 2. PARAMETRIC FRACTIONAL IMPUTATION FOR
MIXED MODELS WITH NONIGNORABLE MISSING DATA
A paper is published in Statistics and Its Interface1
Shu Yang2, Jae Kwang Kim3, and Zhengyuan Zhu4
Abstract
Inference in the presence of non-ignorable missing data is a widely encountered and dif-
ficult problem in statistics. Imputation is often used to facilitate parameter estimation, which
allows one to use the complete sample estimators on the imputed data set. We develop a
parametric fractional imputation (PFI) method proposed by Kim (2011), which simplifies the
computation associated with the EM algorithm for maximum likelihood estimation with miss-
ing data. We first consider the problem of parameter estimation for linear mixed models with
non-ignorable missing values, which assumes that missingness depends on the missing values
only through the random effects, leading to shared parameter models (Follmann and Wu,1995).
In the M-step, the restricted or adjusted profiled maximum likelihood method is used to reduce
the bias of maximum likelihood estimation of the variance components. Results from a lim-
ited simulation study are presented to compare the proposed method with the existing methods,
which demonstrates that imputation can significantly reduce the non-response bias and the idea
of adjusted profiled maximum likelihood works nicely in PFI for the bias correction in esti-
1Reprinted with permission of Statistics and Its Interface,2013,6, 339–347.
2Primary researcher and author.
3Author for correspondence.
4Author for correspondence.
5mating the variance components. Variance estimation is also discussed. We next extend PFI
to generalized linear mixed model and the flexibility of this method is illustrated by analyzing
the infamous salamander mating data (McCullagh and Nelder, 1989).
2.1 Introduction
Mixed models are the statistical models containing both fixed effects and random effects.
These models are particularly useful in settings where repeated measurements are made on the
same statistical units, or where measurements are made on the clustered elements.
However, missing data frequently occurs in mixed models and destroys the representative-
ness of the remaining sample. There are several assumptions about the missing mechanism.
If the missing probability is unrelated to the missing value after adjusting for the observed
auxiliary information, the missing mechanism is called missing at random (MAR) or ignor-
able; whereas if the missing probability is related to the missing value even after adjusting for
the auxiliary information, the missing mechanism is called missing not at random (MNAR)
or nonignorable. To model the nonignorable missing mechanism we considered the selec-
tion model (Diggle and Kenward, 1994) approach. Specially, we consider a special case of
the selection model, where missingness depends only on the random effects, which yields the
so-called shared parameter models, considered by Wu and Carroll (1988), Follmann and Wu
(1995) and Ten Have et al. (1998). Wu and Carroll (1988) considered a linear mixed effects
model and a discrete-time survival model for the drop-out process that share a random effect
structure. Follmann and Wu (1995) considered a conditional model to approximate the shared
parameter binary response model conditional on missing data patterns. Ten Have et al. (1998)
proposed mixed effects logistic regression models for longitudinal binary response data with
informative drop-out.
To carry out the likelihood-based inference under the nonignorable missing, we may need
to obtain the marginal density of the observed data, which involves integrating out the missing
6part of the data. Except for a few special cases this is analytically infeasible and thus requires
numerical integration. Usually, the marginal likelihood involves a high dimensional integral
and numerical integration may not be feasible or reliable. One solution to this problem is im-
putation. By imputation, one can construct a complete data set by assigning reasonable values
for the missing data. It has several advantages. First, it facilitates the parameter estimation by
simply applying the complete-sample estimators to the imputed data set. Second, it ensures
different analyses are consistent with one another. Also, proper choice of imputation method
often reduces the non-response bias.
Integration approximated by imputation under nonignorable missing was considered by
many authors, Greenlees et al. (1982) considered the normal-theory linear regression model
using a version of EM algorithm. Ibrahim et al. (1999) considered continuous variable using a
Monte Carlo EM method of Wei and Tanner (1990) to compute the E-step of the EM algorithm
in a generalized linear mixed model. Booth and Hobert (1999) used an automated Monte Carlo
EM algorithm to compute the E-step of the EM algorithm to speed up the convergence rate.
Chan and Kuk (1997) applied Gibbs sampling in the E-step to obtain maximum likelihood
estimates for the probit normal model for binary data. McCulloch (1997) proposed a Monte
Carlo Newton-Raphson algorithm in the maximum likelihood algorithm for generalized linear
mixed models. For Monte Carlo EM algorithm, in each E-step, the imputed values are regen-
erated and thus the computation can be quite heavy. Also the convergence of Monte Carlo
sequence of the estimators is not guaranteed for fixed Monte Carlo sample size (Booth and
Hobert, 1999).
In this paper, we develop a parametric fractional imputation (PFI) method proposed by Kim
(2011) which can be used to simplify the Monte Carlo implementation of the EM algorithm, for
linear mixed models with the shared parameter response model and for the generalized linear
mixed model. The main idea in PFI is to produce a complete data set by imputation and each
imputed value is associated with a fractional weight, by which the observed likelihood can be
approximated by the weighted average of the imputed data likelihood. The resulting estimator
7is close to the maximum likelihood estimator and has very nice asymptotic properties, such as
efficiency and asymptotic normality.
PFI can also be extended to generalized linear mixed model. The flexibility of this method
is illustrated by analyzing the infamous salamander mating data (McCullagh and Nelder,
1989). The data is challenging since the response variable is binary and the experimental
design is crossed which causes serious limitations due to the intensive computations to ap-
proximate the intractable joint distribution.
In Section 2, we introduce linear mixed model with nonignorable missing and develop the
PFI method for this model. In Section 3, we discuss incorporation of adjusted profile likelihood
estimation in PFI to reduce the bias in estimating variance components. In Section 4, results
from a limited simulation study is presented. Section 5 demonstrates PFI in a generalized linear
mixed model setting by analyzing the salamander mating data. We conclude with discussion
in Section 6.
2.2 Linear mixed model with nonignorable missing values
2.2.1 Basic setup
In this section we introduce the data model and the missing mechanism model considered
in the paper. We consider the linear mixed model
yij = β0 + β1xij + bi + eij, i = 1, . . . , n, j = 1, . . . ,m, (2.1)
where i indexes individual, j indexes the repeated measurement within each individual, bi
are i.i.d. from N(0, τ 2) specifying the unobserved individual effects and eij are i.i.d. from
N(0, σ2), which are the measurement errors within individuals.
Let yi = (yi1, . . . , yim)′ be the complete measurements on the ith individual if they are fully
observed. The observed and missing components are denoted as yobs,i, ymis,i respectively, so
yi = (yobs,i,ymis,i). Let ri = (ri1, . . . , rim)′ be vector of indicators of response status, so
8rij = 1 if yij is observed, otherwise, rij = 0. As a motivating example, consider a disease
longitudinal study. When patients experience an increase in pain, they might decide not to
show up at some of the scheduled visits for disease evaluation. In the above cases, if we
simply ignore the missingness process and use the standard procedure to analyze the data,
the inference will be seriously biased. To take care of such an informative nonresponse, joint
modeling of disease measurement and missing process is necessary.
To model the missing mechanism, we consider the selection model
f(yi, ri, bi) = f(yi|bi)f(ri|yi, bi)f(bi). (2.2)
Furthermore, in the selection model, we assume that nonignorable dropout in longitudinal data
(Molenberghs and Kenward, 2009) where missingness depends on the missing values only
through the random effects f(ri|yi, bi) = f(ri|bi), which leads to nonignorable missingness.
Under this assumption, the joint density becomes
f(yi, ri, bi) = f(yi|bi)f(ri|bi)f(bi),
which is called the shared parameter models. Such assumption on missingness depends on
unobserved individual effect, and may be reasonable if we can assume that ri1, . . . , rim are
identically distributed within subject i. Shared parameter models are convenient and also intu-
itively appealing in ways of joint modeling the disease measurement and missingness process,
where we assume a set of random effects to introduce interdependence.
We further assume that conditional on bi, {rij}mj=1 are independent. Then we have
f(ri|bi, φ) =
m∏
j=1
f(rij|bi, φ)
=
m∏
j=1
{f(rij = 1|bi, φ)}rij{1− f(rij = 0|bi, φ)}1−rij ,
for some unknown parameter φ. For the ith individual, the complete data density of (yi,bi, ri)
9is given by
f(yi, bi, ri|γ) = f(yi|β, σ2, bi)f(ri|bi, φ)f(bi|τ 2)
=
m∏
j=1
{
f(yij|β, σ2, bi)f(rij|bi, φ)
}
f(bi|τ 2),
where γ = (β, σ2, τ 2, φ). The complete log likelihood function of γ is thus given by
lcom(γ) = log f(yi, bi, ri|γ)
=
n∑
i=1
log
[{ m∏
j=1
f(yij |β, σ2, bi)f(rij |φ, bi)
}
f(bi|τ2)
]
=
n∑
i=1
m∑
j=1
log f(yij |β, σ2, bi) +
n∑
i=1
m∑
j=1
log f(rij |φ, bi)
+
n∑
i=1
log f(bi|τ2)
= l1(β, σ
2) + l2(φ) + l3(τ
2).
Under the complete response and assuming that bi’s are fully observed, the maximum like-
lihood estimator of γ can be obtained by maximizing l1(β, σ2), l2(φ), and l3(τ 2), respectively.
When we only observe (yobs, r), the observed density can be obtained by integrating out
the unobserved random effects and missing values of the joint complete density
fobs(yobs; γ) =
n∏
i=1
ˆ ˆ [{ m∏
j=1
p(yij |β, σ2, bi)p(rij |φ, bi)
}
p(bi|τ2)dymis,ij
]
dbi.
Then the observed log likelihood function of γ is specified by
lobs(γ) = log fobs(yobs, γ)
=
n∑
i=1
log
{ ˆ ˆ ( m∏
j=1
f(yij |β, σ2, bi)f(rij |φ, bi)
)
f(bi|τ2)dymis,ijdbi
}
=
n∑
i=1
log fobs,i(yi,obs; γ),
where
fobs,i(yi,obs; γ) =
ˆ ˆ ( m∏
j=1
f(yij |β, σ2, bi)f(rij |φ, bi)
)
f(bi|τ2)dymis,ijdbi.
10
As we can see, since yij depends on bi and rij depends on bi as well, and so (β, σ2), φ, and
τ 2 cannot be separated in lobs(γ) as we do in lcom(γ). Thus parameters γ need to be estimated
simultaneously.
Maximum likelihood estimator γˆ can be obtained by maximizing lobs(γ). Instead of maxi-
mizing lobs(γ), one can also obtain the MLE by maximizing
Q(γ) = E{lcom(γ; yobs, Ymis)| yobs, r}. (2.3)
Computing the MLE using (4.4) will be discussed in the next section.
2.2.2 Parametric fractional imputation maximum likelihood estimation
We develop an EM algorithm by the PFI method of Kim (2011) to linear mixed models
with nonignorable missing. To apply the EM algorithm, write function (4.4) as
Q(γ|γ) = [Q1(β, σ2|γ), Q2(φ|γ)′, Q3(τ 2|γ)],
where
Q1(β, σ
2|γ) = E{l1(β, σ2) | yobs, r; γ},
Q2(φ|γ) = E{l2(φ) | yobs, r; γ},
Q3(τ
2|γ) = E{l3(τ 2) | yobs, r, γ}.
The MLE can be obtained by the EM-type algorithm
γˆ(t+1) ← argmax Q(γ|γˆ(t)). (2.4)
The Monte Carlo EM method (MCEM) computesQ(γ|γˆ(t)) by regenerating the imputed values
of size M for each EM iteration and assigning equal weights 1/M to each imputed value. The
computation is cumbersome because it often requires an iterative algorithm such as Metropolis-
Hastings algorithm for each EM iteration. There is also no guarantee for the MCEM sequence
convergence of fixed M. Alternatively, the PFI modifies the idea of importance sampling to
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implement the Monte Carlo EM algorithm. In the PFI method, we generate the imputed values
only in the beginning of the EM iteration and update the importance weights only using the
updated parameter estimates. Because the imputed values are not regenerated, it is much more
computationally efficient and the convergence of the EM sequence is guaranteed.
We extend the PFI method to nonignorable missing in linear mixed model setup. The
M imputed values b∗(1)i , . . . , b
∗(M)
i ∼ h1(·), y∗(k)ij ∼ h2(·|xij, b∗(k)i ) are generated from initial
densities h1(bi) and h2(yij|xij, bi) with the same support as f(yij). The choice of h1(bi) is
somewhat arbitrary, but a t-distribution with small degrees of freedom seems to work well in
practice. Given the current parameter estimates γˆ(t) and the M imputed values b
∗(1)
i , . . . , b
∗(M)
i
and y∗(1)ij , . . . , y
∗(M)
ij generated above, the joint density of (yi,obs,y
∗(k)
i,mis, b
∗(k)
i ) for each individ-
ual, where y∗(k)i,mis is a vector of imputed values for yi,mis is
f
∗(k)
i (γ) =
m∏
j=1
{
f(y
∗(k)
ij |β, σ2, b∗(k)i )f(rij|φ, b∗(k)i )
}
f(b
∗(k)
i |τ 2). (2.5)
For each individual i, assign the kth imputed data vector y∗(k)i = (yi,obs,y
∗(k)
i,mis) to a fractional
weight as
w
∗(k)
i (γ
(t)) =
f
∗(k)
i (γ
(t))/
{
(
∏
j∈M h2(y
∗(k)
ij |b∗(k)i ))h1(b∗(k)i )
}∑M
l=1 f
∗(l)
i (γ
(t))/
{
(
∏
j∈M h2(y
∗(l)
ij |b∗(l)i ))h1(b∗(l)i )
} . (2.6)
The Monte Carlo approximate of Q(γ|γˆ(t)) in (2.4) is
Q∗(γ|γ(t)) =
n∑
i=1
M∑
k=1
w
∗(k)
i (γ
(t)) log f
∗(k)
i (γ) (2.7)
=
n∑
i=1
M∑
k=1
w
∗(k)
i (γ
(t))
{
log f(y
∗(k)
i |β, σ2)
+ log f(ri|φ) + log f(b∗(k)i |τ2)
}
≡ Q∗1(β, σ2|γ(t)) +Q∗2(φ|γ(t)) +Q∗3(τ2|γ(t)),
where
Q∗1(β, σ
2|γ(t)) =
n∑
i=1
M∑
k=1
w
∗(k)
i (γ
(t))
(− m
2
log(2piσ2)
− 1
2σ2
m∑
j=1
(y
∗(k)
ij − β0 − β1xij − b∗(k)i )2
)
,
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Q∗2(φ|γ(t)) =
n∑
i=1
M∑
k=1
w
∗(k)
i (γ
(t))[
m∑
j=1
{rij(φ0 + φ1b∗(k)i )
− log(1 + exp(φ0 + φ1b∗(k)i ))}],
and
Q∗3(τ
2|γ(t)) =
n∑
i=1
M∑
k=1
w
∗(k)
i (γ
(t)){−1
2
log(2piτ2)− 1
2τ2
(b
∗(k)
i )
2}.
Thus, the PFI method computes the E-step of the EM algorithm using fractional weights in
(2.6). In the M-step, the updated parameters are computed by maximizing the imputed mean
likelihood function. That is, we obtain γˆ(t+1) by maximizing Q∗1(β, σ
2|γ(t)), Q∗2(φ|γ(t)), and
Q∗3(τ
2|γ(t)) for γ = (β, σ2, φ, τ 2).
MaximizingQ∗1, Q
∗
2, Q
∗
3 can be easily implemented by incorporating the fractional weights
in the existing software, such as SAS or R. The EM sequence {γˆ(t); t = 1, 2, . . .} converges to
a stationary point γˆ∗ since the imputed values are unchanged and only the weights are changed.
Under some regularity conditions, specified in Kim (2011), γˆ∗ is asymptotically equivalent to
the maximum likelihood estimator for sufficiently large M.
Now consider estimating general parameters, say η, which can be written as a solution to
E{U(Y,b; η)} = 0. (2.8)
For example, if we are interested in the population mean, then U(Y,b; η) = Y − η.
Under complete response, a consistent estimator of η can be obtained by solving Uˆ(η) ≡
n−1
∑n
i=1 U(yi, bi; η) = 0, for η. Under non-response, we can obtain a fractionally imputed
estimating equation
U¯∗(η) ≡ n−1
n∑
i=1
M∑
k=1
{
w
∗(k)
i U(y
∗(k)
i , bi; η)
}
= 0, (2.9)
where w∗(k)i = limt→∞w
∗(k)
i(t) and w
∗(k)
i(t) is defined in (2.6). Thus, the final fractional weights
w
∗(k)
i are computed by the MLE (or REML) of γ, denoted by γˆ, instead of the t
th EM estimate
of γ in (2.6). By the law of large numbers
p lim
M→∞
M∑
k=1
w
∗(k)
i U(y
∗(k)
i , , bi; η) = E{U(Yi, bi; η)|ri, γˆ}
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and U¯∗(η) converges to U¯(η|γˆ) = E{U(Y,b; η)|yobs, r; γˆ} for sufficiently large M almost
surely. The resulting estimator ηˆ∗ obtained from (2.9) is asymptotically consistent and efficient.
2.3 Adjusted profile likelihood for bias correction
We now consider approaches of reducing the bias in estimating variance components by us-
ing the adjusted profile likelihood. The simplest approach is to maximize out the fixed effects
for the variance components and to construct the profile likelihood. The profile likelihood is
then treated as an ordinary likelihood function for estimation and inference about the variance
components. Unfortunately, with large numbers of nuisance parameters, this procedure can
produce inefficient or even inconsistent estimates. A number of authors proposed the modified
profile likelihood (Barndorff-Nielsen, 1986) and the closely related conditional profile likeli-
hood (Cox and Reid, 1987), in which they correct for the inconsistency of the profile likelihood
which automatically make “degrees of freedom” adjustments in normal theory cases. The ad-
justment can be interpreted as the information concerning the variance components carried by
the fixed effects in the ordinary profile likelihood.
In the normal case, the adjusted profile likelihood matches exactly the restricted maximum
likelihood (REML) (Patterson and Thompson, 1971) using the marginal distribution of the er-
ror term y−Xβˆθ, where θ = (σ2, τ 2). To see this, the data can be divided into two independent
parts, the error term y−Xβˆθ = Sy and Qy, S = I −X(X tΣ−1θ X)−X tΣ−1θ and Q = X tΣ−1θ .
The likelihood l1 can be separated into two parts,
l1(β, θ) = Pβ(l1; θ) + l
′′
1(β, θ),
where
Pβ(l1; θ) = lp(θ)− 1
2
log |X tΣ−1θ X/(2pi)|
with lp(θ) = −12 log |2piΣθ| − 12(y −Xβˆθ)tΣ−1θ (y −Xβˆθ) the profile likelihood function and
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1
2
log |X t∗ Σ−1θ X/(2pi)| the adjustment, and
l′′1(β, θ) = −
1
2
log |X tΣ−1θ X|
−1
2
(y −Xβ)tΣ−1θ X(X tΣ−1θ X)−1XΣ−1θ (y −Xβ). (2.10)
The REML estimate of θ is obtained by maximizing Pβ(l1; θ). The estimate of β is obtained
by maximizing l′′1 , which is given by
βˆ = (X tΣˆ−1X)−1X tΣˆ−1y,
where Σˆ = Σθˆ with fixed θˆ.
In order to obtain REML estimate under missingness, we can re-write function (4.4) as
Q(γ) = E{l1(β, θ) + l2(φ)| yobs, r}
= E{Pβ(l1; θ) + l′′1(β, θ) + l2(φ)| yobs, r} (2.11)
and further write function (2.11) as
Q(γ|γ) = Q′1(β, θ|γ) +Q′′1(β, θ|γ) +Q2(φ|γ),
where
Q′1(β, θ|γ) = E{Pβ(l1; θ) | yobs, r; γ},
Q′′1(β, θ|γ) = E{l′′1(β, θ) | yobs, r, γ},
Q2(φ|γ) = E{l2(φ) | yobs, r; γ}.
The imputed Q functions are given by
Q′∗1 (θ|γ) = −
1
2
log |2piΣθ| − 1
2
log |XtΣ−1θ X/(2pi)|
−1
2
n∑
i=1
M∑
k=1
w
∗(k)
i (γ)
(
(y
∗(k)
i −Xiβˆθ)tV −1i (y∗(k)i −Xiβˆθ)
)
(2.12)
and
Q′′∗1 (β, θ|γ) = −
1
2
log |XtΣ−1θ X| −
1
2
n∑
i=1
M∑
k=1
w
∗(k)
i (γ)
(y
∗(k)
i −Xiβ)tV −1i Xi(XtiV −1i Xi)−1XiV −1i (y∗(k)i −Xiβ). (2.13)
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where the weights w∗(k)i (γ) are given by (2.6). The REML can be obtained by the EM-type
algorithm:
θˆ(t+1) ← argmaxQ′∗1 (θ|γ(t))
βˆ(t+1) ← argmaxQ′′∗1 (β, θˆ(t+1)|γ(t)).
That is,
βˆ(t+1) =
1
n
n∑
i=1
M∑
k=1
w
∗(k)
i (γ
(t))(
X ti (Vˆ
(t+1)
i )
−1Xi
)−1
X ti (Vˆ
(t+1)
i )
−1y∗(k)i
and.
φˆ(t+1) ← argmaxQ∗2(φ|γˆ(t)).
Thus, the EM algorithm using PFI method is directly applicable to REML by replacing the
original likelihood with the adjusted profile likelihood.
2.4 Simulation study of linear mixed model with nonignorable missing
data
To test our theory, we performed a limited simulation study. In the simulation study, B =
2, 000 Monte Carlo samples of sizes n ×m = 10 × 15 = 150 were generated independently
from bi ∼ N(0, τ 2), eij ∼ N(0, σ2), xij = j/m, and yij = β0 + β1xij + bi + eij , with
β0 = 2, β1 = 1, σ
2 = 0.2, τ 2 = 0.2. The response indicator variable rij for missing is
distributed as Bernoulli(piij) where logit(piij) = φ0 + φ1bi with φ0 = 0.5, φ1 = 1. Note that
this response mechanism follows the shared parameter model. Under this model setup, the
average response rate is about 60%. The following parameters are computed.
1. β1, τ 2, σ2: slope and variance components in the linear mixed effect model
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2. µy: the marginal mean of y.
3. Proportion: Pr(Y < 2).
For each parameter, we compute the following estimators:
1. Complete sample estimator,
2. Incomplete sample estimator,
3. Parametric fractional imputation (PFI) for ML estimation with imputed sample size of
M=50,
4. PFI with adjusted profile likelihood estimation with imputed sample size of M=50.
Table 2.1 presents Monte Carlo mean, variance and standardized variances (which is the ratio
of variance and variance of complete sample estimator and times 100) of the point estimators.
The incomplete sample estimators are biased for the mean type of the parameters, as expected.
From the response model, individuals with large bi values are likely to respond; whereas indi-
viduals with small bi values are likely to not respond. Thus the observed mean will tend to be
larger than the true mean (in the simulation study, we know the true mean is 2.53) and the ob-
served proportion of y < 2 will tend to be smaller than the true probability (the true probability
is 0.22). On the other hand, the proposed PFI estimators are essentially unbiased in estimating
the mean type of parameters. Imputation can largely reduce non-response bias. For estimating
variance component τ 2, the imputed ML estimator is biased downward; however the imputed
APL estimator can correct the bias and thus is essentially unbiased for estimating the variance
component. The imputation method works well for estimating the variance parameters after
incorporating the adjusted profile likelihood idea. PFI (either MLE or APL) is efficient, which
can be seen from the Std Var column in Table (2.1) , for µy, Pr(y < 2), and τ 2, the variance
for PFI is even smaller.
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Parameter Method Mean Var Std Var
β1 = 1 Complete 1.00 0.01601 100
Incomplete 1.00 0.02791 174
PFI(MLE) 1.00 0.02735 171
PFI(APL) 1.00 0.02613 163
µy = 2.53 Complete 2.53 0.02157 100
Incomplete 2.60 0.02281 106
PFI(MLE) 2.53 0.02085 97
PFI(APL) 2.53 0.02018 94
Pr(y < 2) = 0.22 Complete 0.22 0.004994 100
Incomplete 0.19 0.004657 93
PFI(MLE) 0.22 0.004837 97
PFI(APL) 0.22 0.004662 93
τ 2 = 0.2 Complete 0.19 0.009033 100
Incomplete 0.19 0.010063 111
PFI(MLE) 0.18 0.007450 82
PFI(APL) 0.19 0.008795 97
σ2 = 0.2 Complete 0.20 0.0005717 100
Incomplete 0.20 0.0009732 170
PFI(MLE) 0.20 0.0009501 166
PFI(APL) 0.20 0.0009019 158
Table 2.1 Mean, variance and standardized variance of the point estimators, based on 2,000
Monte Carlo samples.
Table 2.2 presents the Monte Carlo relative bias and the t-statistics of the variance esti-
mators for APL estimator. Variance estimators of the PFI estimators are computed using the
Louis formula and the linearization method discussed in Appendix. Relative biases of the vari-
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ance estimators were computed by dividing the Monte Carlo bias of the variance estimator
by the Monte Carlo variance of the point estimator. The t-statistics are constructed to test the
significance of the bias of the variance estimators. A justification of the t-statistics is given
in Appendix D of Kim (2004). The variance estimators for PFI are nearly unbiased for the
parameters considered.
Parameter Method R.B. (%) t-statistics
β1 PFI(reml) 3.12 1.03
µy PFI(reml) 2.40 0.87
Pr(y < 2) PFI(reml) 1.31 0.43
Table 2.2 Monte Carlo relative biases and t-statistics of the variance estimator for the impu-
tation, based on 2,000 Monte Carlo samples.
2.5 Generalized linear mixed model
Parametric fractional imputation can be extended to generalized linear mixed models. Here
we consider the data set on salamander mating, which could be modeled as generalized linear
mixed model.
2.5.1 Data description
The salamander data came from the experiment conducted by S. Arnold and P.Verrell
(1989), aimed to study the extent to which mountain dusky salamanders from different popu-
lations would interbreed. The data given here refer to two populations called Rough Butt (R)
and Whiteside (W). Forty animals were used in each of three experiments, one conducted in
the summer of 1986 and two in the Fall of the same year. The forty salamanders available
in each of the three experiments were comprised of 10 Rough Butt males, 10 Rough Butt
females, 10 Whiteside males and 10 Whiteside females. Although there were 400 possible
crosses between the females and males in each experiment, only 120 of these were permitted
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by the design. So totally they observed 360 potential matings. The design of the experiment
permits a comparison of the mating probabilities for the four possible crosses: RR, RW, WR
and WW.
2.5.2 Generalized linear mixed model
For the total 360 observations in the data set, we consider models for the observed data
conditionally on the actual animals used in the experiment. Denote yij to be a random variable
representing the binary response indicator of a successful mating between the ith female and
the jth male for i, j = 1, 2, . . . , 60 where only 360 of the (i, j) pairs are relevant (each i
corresponds to six j’s). Let ufi denote the random effect that the ith female salamander has
cross matings in which she is involved, and define umj similarly for the jth male. Let xij denote
a 4 dimensional vector of covariates indicating the type of cross for the mating pair between
female i and male j . We assume that the y′ijs are all conditionally independent, and assume a
Binomial regression model for the salamander data set, i.e.,
yij|ufi , umj ∼ Bernoulli(piij), (2.14)
and
ηij = g(piij) = logit(piij) = x
T
ijβ + u
f
i + u
m
j , (2.15)
where g(·) is the link function, and we use the canonical link which is the logit link, β =
(βRR, βRW , βWR, βWW )
T is an unknown 4 dimensional regression parameter vector. The pa-
rameter vector β as fixed effects and ufi ’s and u
m
j ’s as random effects. Assume u
f
i ∼ N(0, σ2f )
and umj ∼ N(0, σ2m) , so the resulting model has 6 unknown parameters βRR, βRW , βWR, βWW ,
σ2f and σ
2
m.
Let y denote the full data vector, and let uf , um be two 60-variate random variables
with parametric densities g1(uf |σ2f ) and g2(um|σ2m) respectively. The joint distribution of
(y,uf ,um) is ( 60∏
i=1
i6∏
j=i1
pi
yij
ij (1− piij)1−yij
)
g1(u
f |σ2f )g2(um|σ2m), (2.16)
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wherepiij = g−1(xTijβ + u
f
i + u
m
j ) =
exp(xTijβ+u
f
i +u
m
j )
1+exp(xTijβ+u
f
i +u
m
j )
.
The likelihood function for γ = (β, σ2f , σ
2
m) is
L(γ|y) =
ˆ ˆ ( 60∏
i=1
i6∏
j=i1
pi
yij
ij (1− piij)yij
)
g1(u
f |σ2f )g2(um|σ2m)dufdum. (2.17)
The likelihood function L(γ|y) involves intractable integrals whose dimension depends on
the structure of the random effects (uf ,um) which is a 120-dimensional vector, so likelihood
inference requires numerical evaluation of a high-dimensional integral.
2.5.3 Fractional Imputation
The complete log-likelihood function of γ = (β, σ2f , σ
2
m) is given by
lcom(γ) =
60∑
i=1
i6∑
j=i1
{yij log piij + (1− yij) log(1− piij)}
+ log g1(u
f |σ2f ) + log g2(um|σ2m).
We treat the random effects (uf ,um) as missing data. The maximum likelihood estimator
γˆ can be obtained by maximizing
Q(γ) = E{lcom(γ; y,uf ,um)|y}.
In the above expectation, the reference distribution is the conditional distributionuf ,um|y,
uf ,um|y ∝
( 60∏
i=1
i6∏
j=i1
pi
yij
ij (1− piij)yij
)
g1(u
f |σ2f )g2(um|σ2m).
We consider a 120-dimensional multivariate Student t importance density (suggested by
Booth and Hobert, 1998) with 3 degrees of freedom, whose mean and variance match the
mode and curvature of the target distribution f(u|y; γ), u = (uf ,um). Write f(u|y; γ) =
a exp{l(u)},where a is the normalizing constant. Let l(i)(u) be the ith derivative of l(u), and u˜
denote the maximizer of l(u) satisfying the equation l(1)(u) = 0. The Laplace approximations
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of the mean and variance are u˜ and −l(2)(u˜). See Booth and Hobert (1998) for the formula.
Denote u∗(1), . . . ,u∗(M) as a random sample from h(u|ν, µ,Σ), which is a multivariate Student
t distribution with ν = 3, µ = u˜ and Σ = −l(2)(u˜), the fractional weights are given by
w∗(k)(γ) =
f(y,u∗(k)|γ)/h(u∗(k)|ν, µ,Σ)∑M
l=1 f(y,u
∗(l)|γ)/h(u∗(l)|ν, µ,Σ) .
The Monte Carlo approximate of the observed likelihood function is given by
Q∗(γ|γ(t)) =
M∑
k=1
w∗(k)(γ(t)) log f(y,u∗(k)|γ),
which is maximized in each M-step in the EM algorithm to update the parameter estimates γ(t)
to γ(t+1).
Method βRR βRW βWR βWW σ2f σ
2
m
Pseudo lik 0.78 0.24 -1.48 0.77 0.65 0.58
Imputation 0.97 0.33 -1.81 0.95 1.13 0.89
MLE 1.01 0.31 -1.90 0.99 1.17 1.04
MCEM 1.02 0.32 -1.94 0.99 1.39 1.23
Gibbs 1.03 0.34 -1.98 1.07 1.49 1.37
Table 2.3 Salamander Data set (observations=360)
Table 4.2 shows the results from PFI and various estimation methods, including Pseudo
likelihood method (Arnold and Verrel), MLE from a modified EM algorithm with Laplace ap-
proximation (Steele, 1996), Gibbs sampling method (Karim and Zeger, 1992) and the Monte
Carlo EM method (Vaida and Meng, 2005). Ver Hoef et. al (2010) suggested the Pseudo like-
lihood approach to create a linear mixed pseudo-model where the resulting estimator is called
pseudo likelihood estimator. Pseudo-likelihood estimates can be implemented in SAS GLIM-
MIX procedure. As we can see, the estimates of parameters in the pseudo-likelihood approach
are quite different from other approaches which is caused by the lack of efficiency of pseudo-
likelihood approximation to the original likelihood when a large dimension of random effects
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are involved. Steele (1996) suggests replacing the conditional expectation in the E-step with
a second order approximation and this modified EM algorithm produced accurate estimates of
the fixed effects in generalized linear mixed models. Our imputation method gives estimates
close to MLE. The Gibbs sampling approach and the Monte Carlo EM method tend to produce
larger estimates than MLE. However, as we discussed previously, both methods involve heavy
computation which is not desirable in practice. The PFI samples are created only once in the
beginning of EM algorithm and thus largely reduce the burden of computation. This exam-
ple shows that statistically efficient estimation is possible without requiring a computationally
extensive method.
2.6 Discussion Remark
Parametric fraction imputation is proposed as a general tool for estimation with missing
clustered data. If the parametric fractional imputation is used to construct the score function,
the solution to the imputed score equation is very close to the maximum likelihood estimator
for the parameters in the model. The imputation method is applicable to the restricted maxi-
mum likelihood method or the adjusted profile likelihood method. The variance estimator can
be obtained from a Taylor linearization. PFI can also be easily extended to generalized linear
mixed model, which allows statistically efficient estimation without requiring a computation-
ally extensive method and can be more feasible in practice.
2.7 Appendix section - Variance estimation
Since β and θ are information orthogonal, we can use Louis’s formula to construct the
confidence intervals for β.
Iobs(β) = −
n∑
i=1
E
{
S˙(β; yi)|yi,obs
}− n∑
i=1
V
{
S(β; yi)|yi,obs
}
. (2.18)
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which can be approximated by
−
n∑
i=1
M∑
k=1
w
∗(k)
i S˙(βˆ; y
∗(k)
i )−
n∑
i=1
M∑
k=1
w
∗(k)
i
{
S(βˆ; y
∗(k)
i )− S¯i(βˆ)
}⊗2
. (2.19)
where S(β; y) = ∂ log f(y; β)/∂β, S˙(β; y) = ∂S(β; y)/∂β and S¯i(β) =
∑M
k=1w
∗(k)
i S(β; y
∗(k)
i ).
For variance estimation of ηˆ , based on Taylor linearization obtained from U¯∗(η) = 0 in
(2.9), we can write U¯(η|γˆ) ≈ U¯(η0|γ0) +K ′S¯(γ0), where K is defined as
K = −[E{∂S¯(γ0)/∂γ}]−1E{Smis(γ0)U(η0)}.
If we write
U¯(η|γ) +K ′S¯(γ) = n−1
n∑
i=1
{u¯i(η|γ) +K ′s¯i(γ)} = n−1
n∑
i=1
u˜i.
the plug-in estimator of Var(
∑n
i=1 u˜i) is
∑n
i=1(uˆi− ¯ˆu)(uˆi− ¯ˆu)′ , where uˆi = u¯i(ηˆ; γˆ)+Kˆ ′s¯i(γˆ).
The terms u¯i(ηˆ; γˆ) and s¯i(γˆ) can be computed from fractional imputation with fractional
weights.
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CHAPTER 3. IMPUTATION METHODS FOR QUANTILE
ESTIMATION UNDER MISSING AT RANDOM
A paper is published in Statistics and Its Interface1
Shu Yang2, Jae Kwang Kim3, and Dong Wan Shin4
abstract
Imputation is frequently used to handle missing data for which multiple imputation is a
popular technique. We propose a fractional hot deck imputation which produces a valid vari-
ance estimator for quantiles. In the proposed method, the imputed values are chosen from the
set of respondents and are assigned with proper fractional weights that use a density function
for the working model. In addition, we consider a nonparametric fractional imputation method
based on nonparametric kernel regression, avoiding a parametric distribution assumption and
thus giving more robustness. The resulting estimator can be called nonparametric fractionally
imputation estimator. Valid variance estimation is also discussed. A limited simulation study
compares the proposed methods favorably with other existing methods.
3.1 Introduction
Quantile estimation is frequently used in many disciplines. In industry, a device man-
ufacturer may wish to know what are the 10% and 90% quantiles for some features of the
1Reprinted with permission of Statistics and Its Interface,2013,6, 369–377.
2Primary researcher and author.
3Author for correspondence.
4Author for correspondence.
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production processes to tailor the process to produce 80% of the devices. In finance, for risk
management, a bank may need to estimate a lower bound on the changes in the values of its
portfolio which will hold with high probability.
We consider imputation methods for quantile estimation, where the missing mechanism is
assumed to be missing at random in the sense of Rubin (1987). Under existence of missing
data, imputation is often used for missing data analysis to facilitate the parameter estimation,
which is a process of replacing missing values with pseudo values so that analysis from differ-
ent users will be consistent.
There are various ways to impute missing values which lead to different imputation meth-
ods. Multiple imputation (MI in the sequel), proposed by Rubin (1987), uses a Bayesian
method to generate imputed values to represent the uncertainty about the right value to impute.
Parametric fractional imputation (PFI in the sequel), proposed by Kim (2011), is a frequentist
version of the MI, where fractional weights are assigned to the imputed values to properly
represent the point mass of the imputed values.
Imputation has been widely used for handling missing data because a single imputed data
can be used to estimate several parameters. However, many papers on imputation focused only
on estimating the population mean. Estimating the population quantiles with imputed data
is also an important practical problem but has rarely addressed in the literature. We discuss
the MI and PFI in terms of quantile estimation. Moreover, we propose a new imputation
method which can be called fractional hot deck imputation (FHDI in the sequel). Instead
of generating imputed values, FHDI chooses the imputed values from the set of respondents
and assigns fractional weights to imputed values so that the conditional expectation of the
estimating function is approximated by the imputed estimating function.
The proposed FHDI method has a nonparametric feature which can easily modified to a
fully nonparametric version called nonparametric fractional imputation (NPFI in the sequel).
In NPFI, the whole estimation procedure is fully nonparametric. On the other hand, MI and
PFI rely on the model assumptions. Therefore, the proposed methods, FHDI and NPFI, are
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more robust than the existing methods, MI and PFI, producing less-biased estimators in the
cases of failure of the assumed model.
More important advantage of the fractional imputation methods over the MI method is that
the former allow valid variance estimators for quantile estimates while for the latter variance
estimator using Rubin’s formula is not valid. Valid variance estimation for fractional imputa-
tion is possible because, unlike MI, the effect of estimated nuisance parameter in imputation is
correctly reflected in the replication variance estimation. It is well known that direct applica-
tion of delete-1 observation jackknife variance estimation is not valid for medians or quantiles.
On the other hand, FHDI and NPFI allow a valid two-step variance estimator of quantiles by
combining the linearization method (or test inversion method) and the delete-1 observation
jackknife variance estimation to the empirical distribution function together.
The rest of the paper is organized as follows. In section 2, we introduce multiple imputation
and parametric fractional imputation in quantile estimation with ignorable missing data. In
section 3, we develop FHDI and NPFI for quantile estimation. Delete-1 observation jackknife
variance estimation is discussed in Section 4. Section 5 presents a limited simulation study
and a real data set analysis. Some concluding remarks follow in Section 6.
3.2 Existing Methods
When the study variable y is fully observed in the sample, an empirical distribution function
can be computed from the sample by
Fˆ (y) = n−1
n∑
i=1
I(yi < y),
and the sample quantile is then computed by the inverse of empirical distribution
ξˆp = Fˆ
−1(p) = inf{y : Fˆ (y) ≥ p},
which can also be viewed as a solution to the estimating equation
U(ξp) =
n∑
i=1
U(ξp, yi) = n
−1
n∑
i=1
{I(yi < ξp)− p} = 0.
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The above estimation procedure is robust because it does not require any distribution assump-
tion.
For variance estimation, we consider two types of variance estimators. The first type is the
linearization method estimator which is based on the Bahadur representation (Bahadur, 1966).
Vˆ (ξˆp) ∼= 1
[fˆ(ξˆp)]2
Vˆ (Fˆ (ξˆp,FI)), (3.1)
where f is the marginal density function of Y . The second type is the Woodruff variance
estimator (Woodruff 1952) which is based on the so-called test-inversion method. To compute
the Woodruff variance estimator, we first construct a normal-based 95% asymptotic confidence
interval for p by pˆ± 2
√
Vˆ (pˆ) ≡ (pˆL, pˆU), where pˆ ≡ Fˆ (ξˆp). Since Fˆ is monotone, a normal-
based 95% asymptotic confidence interval for ξp can be obtained by (Fˆ−1(pˆL), Fˆ−1(pˆU)) ≡
(ξˆp,L, ξˆp,U). Thus the Woodruff variance estimator is given by
Vˆ (ξˆp) =
( ξˆp,U − ξˆp,L
4
)2
. (3.2)
We now consider missing cases. Several imputation methods will be adopted to estimate
the quantiles. We assume that the study variable y is subject to missing and an auxiliary
variable x is observed throughout the sample. Properly incorporating x into the estimation of
the quantiles of y can lead to bias correction as well as variance reduction. For simplicity, we
assume that the first r elements have both x and y observed and the remaining n− r elements
have only x observed.
3.2.1 Multiple Imputation (MI)
Multiple imputation (MI) is a popular technique of imputation proposed by Rubin (1987).
In the MI, instead of generating one single value, a set of plausible values are generated to
represent the uncertainty about the right value to impute. The complete sample estimator is
then applied to each of the multiply imputed data sets. Finally the results are combined from
these analysis for inference.
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In MI, Bayesian method is used to generate imputed values. Multiple imputation procedure
for bivariate normal (x, y) is described in Schenker and Welsh (1988). At each repetition of
the imputation (k = 1, ...,m), we can calculate the imputed version of the quantile estimator
ζˆγ,I(k) and its variance estimator VˆI(k). The final quantile estimator is computed by
ζˆγ,MI = m
−1
m∑
k=1
ζˆγ,I(k).
Rubin proposed using the following estimator for the variance of ζˆγ,MI :
VˆMI = Wm,n +
(
1 +m−1
)
Bm,n, (3.3)
where
Wm,n = m
−1
m∑
k=1
VˆI(k), (3.4)
and
Bm,n = (m− 1)−1
m∑
k=1
(
ζˆγ,I(k) − ζˆγ,MI
)2
. (3.5)
In (3.4), VˆI(k) is the variance estimator (3.1) or (3.2) applied to the kth imputed data set.
Validity of the MI variance estimator requires that the congeniality condition of Meng
(1994) holds. Roughly speaking, the congeniality condition means that
V (θˆMI) = V (θˆn) + V (θˆMI − θˆn).
Kim (2011) argues that the congeniality condition does not hold when the parameter of inter-
est is θ = Pr(Y < c) and θˆn = n−1
∑n
i=1 I(yi < c) is used to estimate θ under complete
response. Because the quantile estimator is also obtained from the sample distribution func-
tion, the congeniality condition does not hold for quantiles, which is confirmed numerically in
the simulation study in Section 5.
3.2.2 Parametric Fractional Imputation (PFI)
Parametric fractional imputation (PFI) was proposed by Kim (2011) for general purpose
estimation. In Kim (2011), the PFI method was developed for estimating population mean
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and proportion under ignorable non-response. The PFI method can be developed for quantile
estimation as well. One advantage of the PFI method is that, if the imputed data is applied
to the score function or the estimating function, the resulting estimator is very close to the
maximum likelihood estimator. In the PFI method, m imputed values are generated for yi,
i = r + 1, . . . , n and m fractional weights are assigned to the imputed values so that the mean
score function or the mean estimating function can be approximated by a weighted sum of the
imputed score functions or estimating functions. Let y∗ij be the j
th imputed value of missing
yi and w∗ij be the fractional weight assigned to y
∗
ij . The fractional weights are constructed to
satisfy
m∑
j=1
w∗ij = 1, (3.6)
for each i = 1, 2, . . . , n and
w∗ij ∝
f(y∗ij|xi; θˆ)
h(y∗ij)
, (3.7)
where f(y | x; θ) is the conditional density of y given x, h(y) is the density function of the
distribution from which y∗ij are generated, θˆ is the MLE of θ which is obtained by solving
r∑
i=1
S(θ;xi, yi) = 0,
and S(θ, xi, yi) = ∂ log f(yi|xi, θ)/∂θ is the score function for the i−th observation, f(yi|xi, θ).
Once the fractional weights are constructed, the PFI estimator of ξp is given by
ξˆ∗p,PFI = Fˆ
∗−1
PFI(p) = inf{y : Fˆ ∗PFI(y) ≥ p}, (3.8)
where
Fˆ ∗PFI(y) = n
−1
n∑
i=1
{δiI(yi < y) + (1− δi)
m∑
j=1
w∗ijI(y
∗
ij < y)}. (3.9)
and δi is the response indicator such that δi = 1 for observed yi and δi = 0 for missing yi.
Variance estimation can be obtained by the linearization method as described in Appendix
A.1.
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3.3 Proposed methods
In MI and PFI, the imputed values are generated from a parametric distribution. Instead of
generating imputed values, in the FHDI, the imputed values are taken from the set of respon-
dents. The record providing the value is called the donor and the record with the missing value
is called the recipient. Hot deck imputation is initially proposed by Brick and Kalton (1996) to
reduce imputation variance by random selection of one imputed value among donors. Kalton
and Kish (1984) and Fay (1996) used more than one donor for a recipient to reduce the impu-
tation variance.
3.3.1 Fractional hot deck imputation (FHDI)
In FHDI, for each missing yi, a set of m imputed values {y∗i1, . . . , y∗im} are obtained from
the set of respondents {y1, ..., yr}, i = r + 1, ..., n. Let w∗ij be the fractional weights assigned
to y∗ij , j = 1, 2, . . . ,m. In FHDI, we use m = r, that is, the j-th imputed value of missing yi is
y∗ij = yj , an observed value, j = 1, ..., r. In this case, the fractional weights w
∗
i1, . . . , w
∗
ir are
computed to satisfy
∑r
j=1w
∗
ij = 1 and
r∑
j=1
w∗ijI(yj < y) ∼= Pr(yi < y|xi).
Since we can treat {y1, · · · , yr} as a set of realizations from f(y | δ = 1), the desired
fractional weight assigned to y∗ij = yj for δi = 0 is given by
w∗ij ∝
f(yj|xi; θˆ)
f(yj|δj = 1) , (3.10)
and
∑m
j=1 w
∗
ij = 1, for i = r + 1, . . . , n. Since
f(y | δ = 1) =
ˆ
f(y | x, δ = 1)f(x | δ = 1)dx
=
ˆ
f(y | x)f(x | δ = 1)dx,
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where the second equality follows from MAR, a consistent estimator of f(yj|δj = 1) is given
by
fˆ(yj|δj = 1) =
∑n
k=1 δkf(yj|xk, θˆ)∑n
k=1 δk
,
which uses the empirical distribution for f(x | δ = 1). That is, it uses
fˆ(x | δ = 1) =
∑
δi=1
I(x = xi)∑n
i=1 δi
. (3.11)
Thus, the fractional weight in (3.10) is computed by
w∗ij =
f(yj|xi; θˆ)/{
∑n
k=1 δkf(yj|xk, θˆ)}∑r
l=1[f(yl|xi; θˆ)/{
∑n
k=1 δkf(yl|xk, θˆ)}]
.
Once the weight set {w∗ij} is created, the FHDI estimator ξˆp,FHDI of ξp is computed from
(3.8) - (3.9) with these {w∗ij} replacing that in (3.8) - (3.9). Variance estimation for ξˆp,FHDI
will be discussed in Section 4.
3.3.2 Nonparametric fractional imputation (NPFI)
Fractional imputation can be implemented nonparametrically. Cheng (1994) used kernel
regression estimators to estimate mean functionals through empirical estimation of the miss-
ing pattern. Chen (2001) and Kim and Yu (2011) used a semi-parametric logistic regression
model of mean functionals with non-ignorable missing data. We adopt the kernel regression
idea to obtain fractional weights in FHDI, and the resulting imputation method will be called
nonparametric fractional imputation, NPFI.
Let K(·) be a symmetric density function on the real line and h = hn be a smoothing
bandwidth such that hn → 0 and nhn →∞ as n→∞. A nonparametric regression estimator
of m(x) = E(y|x) can be obtained by finding mˆ(x) that minimizes
n∑
i=1
Kh(xi, x)δi{yi −m(x)}2,
where Kh(u, x) = h−1K{(u − x)/h}. The minimizer is the well-known Nadaraya-Watson
(1964) kernel regression estimator (NW estimator)
mˆ(x) =
n∑
j=1
wj1(x)yj,
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where
wi1(x) =
Kh(x, xi)δi∑n
j=1Kh(x, xj)δj
, (3.12)
which represents the point mass assigned to yi when m(x) is approximated by
∑m
i=1wi1(x)yi.
Consider mˆ(xi) to be a prediction for missing unit i, then
µˆy = n
−1
n∑
i=1
{δiyi + (1− δi)mˆ(xi)}
= n−1
n∑
i=1
{δiyi + (1− δi)
n∑
j=1
wj1(xi)yj}.
The weight w∗ij = wj1(xi) is essentially the fractional weight assigned to j
th imputed value
for missing unit i. Consider implementing fractional hot deck imputation in a nonparametric
fashion. Using (3.10) where f(yj|xi) is nonparametrically estimated by a kernel-based method,
the final fractional weights can be given by
w∗ij =
Kh(xi, xj)/C(xj)∑n
k=1 Kh(xi, xk)δk/C(xk)
,
where
C(xj) =
n∑
i=1
δiKh(xi, xj).
Given the weight set {w∗ij}, the NPFI estimator ξˆp,NPFI is computed from (3.8) - (3.9) with
these {w∗ij} replacing that in (3.8) - (3.9). Variance estimation for ξˆp,NPFI will be discussed in
Section 4.
3.4 Variance estimation
One advantage of FHDI and NPFI is that all imputed values are realized values, which en-
ables us to use the replication method for variance estimation. Delete-1 observation jackknife
variance estimator is considered. It has been shown that delete-1 observation jackknife vari-
ance estimator is valid with smooth differentiable statistics, such as totals, means, proportions
and etc; but not with medians or quantiles.
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In order to get a valid variance estimator in FHDI and NPI, we consider a two-step pro-
cedure using the linearization method or the test inversion method in the first step and the
delete-1 observation jackknife variance estimation with the empirical distribution function in
the second step. This two-step approach makes the delete-1 observation jackknife variance
estimator valid for median or quantile estimators.
Denote HD as either FHDI or NPFI. Based on the linearizaiton method of (3.1) applied to
ξˆp,HD = Fˆ
−1
HD(p), we get
V (ξˆp,HD) ∼= 1
[fˆ(ξˆp,HD)]2
V {FˆHD(ξˆp,HD)},
or the test inversion method of (3.2), we get
V (ξˆp,HD) =
(
ξˆp,U − ξˆp,L
4
)2
,
where (pˆL, pˆU) = FˆHD(ξˆp,HD)± 2
√
V (FˆHD(ξˆp,HD)), and (ξˆp,L, ξˆp,U) = (Fˆ−1(pˆL), Fˆ−1(pˆU)).
In either method, we need a consistent estimate of V (FˆHD(ξˆp,HD)).
Notice that FˆHD(y) = n−1
∑n
i=1{δiI(yi < y) + (1− δi)
∑m
j=1w
∗
ijI(y
∗
ij < y)} is a propor-
tion. Create Zi = I(yi < ξˆp,HD) and Z∗ij = I(y
∗
ij < ξˆp,HD). Then
FˆHD(ξˆp,HD) = Z¯HD = n
−1
n∑
i=1
{δiZi + (1− δi)
m∑
j=1
w∗ijZ
∗
ij}.
So, Jackknife method can be applied to obtain a consistent estimator for the variance of the
average FˆHD(ξˆp,HD) = Z¯HD. Specifically, V {FˆHD(ξˆp,HD)} = V (Z¯HD) is estimated by the
following delete-1 observation jackknife variance estimator
Vˆrep{FˆHD(ξˆp,HD)} = n− 1
n
n∑
k=1
(Z¯
(k)
HD − Z¯HD)2,
where
Z¯
(k)
HD = n
−1
n∑
i=1
{δiw(k)i Zi + (1− δi)
m∑
j=1
w
(k)
j w
∗(k)
ij Z
∗
ij},
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with
w
(k)
i =

(n− 1)−1 if i 6= k
0 if i = k
.
For FHDI, w∗(k)ij are the replicate fractional hot deck weights computed by
w
∗(k)
ij =
w
(k)
j f(yj |xi; θˆ(k))/{
∑n
l=1w
(k)
l δlf(yj |xl; θˆ(k))}∑m
s=1[w
(k)
s f(ys|xi; θˆ(k))/{
∑n
l=1w
(k)
l δlf(ys|xl; θˆ(k))}]
.
The k-th replicate of θˆ, denoted by θˆ(k), satisfies
r∑
i=1
w
(k)
i S(θˆ
(k);xi, yi) = 0.
For NPFI, w∗(k)ij are the replicate nonparametric fractional weights computed by
w
∗(k)
ij =
w
(k)
j Kh(xi, xj)/C
(k)(xj)∑n
l=1{w(k)l Kh(xi, xl)/C(k)(xl)}
,
where C(k)(xj) =
∑n
i=1 δiw
(k)
i Kh(xi, xj).
Once we obtain the delete-1 observation jackknife variance estimator Vˆrep{FˆHD(ξˆp,HD)}
of V {FˆHD(ξˆp,HD)}, we can get a consistent variance estimator of ξˆp,HD. If the linearizaiton
method is used, we get the variance estimator of ξˆp,HD as
Vˆ (ξˆp,HD) ∼= 1
[fˆ(ξˆp,HD)]2
Vˆrep{FˆHD(ξˆp,HD)}. (3.13)
If the test inversion method is used, we get the variance estimator of ξˆp,HD as
Vˆ (ξˆp,HD) =
(
ξˆp,U − ξˆp,L
4
)2
, (3.14)
where (ξˆp,L, ξˆp,U) = (Fˆ−1(pˆL), Fˆ−1(pˆU)), (pˆL, pˆU) = FˆHD(ξˆp,HD)± 2
√
Vˆrep{FˆHD(ξˆp,HD)}.
3.5 Simulation Study
We performed a limited simulation study and a real data analysis. In Section 5.1, we
compared the performance of the proposed method with some other imputation methods in a
correctly specified model and a misspecified model. In Section 5.2, we applied FHDI to a real
data analysis from the Korea Labor and Income Panel Survey (KLIPS).
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3.5.1 Simulation
Two sets of models were considered to generate the observations. In Model A, we used
yi = 1 + xi + ei, where xi ∼ N(0, 1), ei ∼ N(0, 1), xi and ei are independent. In Model B,
we used yi = 1 + xi + ei, where xi ∼ N(0, 1), ei ∼ Exp(1) − 1, xi and ei are independent.
Random samples of size n = 200 were separately generated from the two models. In addition
to (xi, yi), we also generated δi, the response indicator variable, from Bernoulli distributions
with response rate 0.6. Variable xi is always observed but variable yi is observed if and only if
δi = 1. We used B = 2, 000 Monte Carlo samples in the simulation. In each of the samples,
we computed the following five estimators:
1. Full sample (Full) estimator that is computed using the complete observations.
2. Multiple imputation (MI) estimator with imputation size m, where the imputed values
are generated from the normal-theory regression model, as considered in Schenker and
Welsh (1988).
3. Parametric fractional imputation (PFI) estimator with imputation size m.
4. Fractional hot deck imputation (FHDI) estimator using the full set of respondents as
imputation values (m = nr) where nr is the size of respondents.
5. Nonparametric fractional imputation (NPFI) estimator.
In MI and PFI, we set the imputation size m = nr, the same as that in FHDI, for fair compari-
son. In both Model A and B, we used a working model which is the normal density with mean
β0 + β1x and variance σ2 as the imputation model. Thus, the working model is the true model
in model A but not true in model B. In NPFI, the nonparametric kernel regression estimator
was computed using a Gaussian kernel function with bandwidth h = an−2/5, suggested by
Cheng(1994), where a = 0.2.
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We considered four parameters: the mean of y(µy), the 25% quantile(ξ0.25), the median(ξ0.5)
and the 75% quantile(ξ0.75) of y. The full sample estimator was used as a benchmark which is
unbiased for the parameters considered.
Table 3.1 and Table 3.3 present Monte Carlo mean, variance and standardized variance
of the point estimators, based on 2,000 Monte Carlo samples for Model A and Model B, re-
spectively. The standardized variance is calculated as the ratio of variance and the variance
of the full sample estimator multiplied by 100, which measures the increased variance due
to imputation relative to the full sample estimator. Comparing the Monte Carlo means in the
third column, the imputation estimators are essentially unbiased in estimating the parameters
considered in Model A, which is expected since the imputed estimating equations are consis-
tent under the correctly specified model. Comparing the standardized variance in the fourth
column, PFI and MI have smaller standardized variances than FHDI and NPFI, which sug-
gests that PFI and MI are more efficient than FHDI and NPFI. The reason is that in PFI and
MI, the imputed values are generated according to the conditional distribution f(y|x) directly,
whereas in FHDI, the imputed values are taken from the respondents in which case some of
the fractional weights can be large and thus dominate other weights resulting lose of effi-
ciency. FHDI and NPFI lose efficiency in order to gain robustness which is shown in Model
B. In Model B, both MI and PFI show no robustness against model misspecification. MI and
PFI are unbiased for estimating population mean but are biased for estimating quantiles due
to the misspecified imputation model. On the other hand, the FHDI estimator and the NPFI
estimator are essentially unbiased in estimating population mean and quantile. The robustness
of the NPFI estimator against this misspecification is due to the fact that nonparametric models
avoid restrictive assumptions on the functional form of the regression function. Even though
FHDI method is a parametric imputation, it turns out that FHDI estimator is also robust to
model misspecification in this case due to the special structure of fractional weights. Further
discussion of the robustness feature of FHDI is discussed by Yang and Kim.
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For variance estimation, in MI, we can use either linearization variance estimator (3.1)
or Woodruff variance estimator (3.2) in Rubin’s variance function (3.4). It turns out that the
results from these two types of variance estimator are comparable, so we will only present the
results from (3.1). In PFI, we used the variance estimator as described in Appendix A.1. In
FHDI and NPFI, we used two-step Jackknife variance estimator (3.14).
Table 3.2 and Table 3.4 present Monte Carlo relative biases and t-statistics of the vari-
ance estimators to test the significance of the bias of the variance estimators for Model A and
Model B, respectively. The relative bias is calculated as [EMC{Vˆ }−VMC{θˆ}]/VMC{θˆ}, where
EMC{Vˆ } is the Monte Carlo mean of variance estimates Vˆ , and VMC{θˆ} is the Monte Carlo
variance of the point estimates θˆ. A justification of the t-statistics can be found in Appendix
D of Kim (2004), which claims that the bias is not statistically significant if the t-statistics is
less than 2. The relative bias of variance estimator in MI is small (1.2%) for µy, but is quite
large (29.8%, 30.1%, and 30.7%) for quantiles even when the working model is true (Model
A), which is also confirmed by the t-statistics. The t-statistics is small (0.38) for µy and is quite
large (9.22, 9.41, and 9.66) for quantiles, which exceed 2 by a large amount, indicating that
the MI variance estimator is biased for quantile. Rubin’s formula is based on the following
decomposition,
V (θˆMI) = V (θˆn) + V (θˆMI − θˆn) (3.15)
where θˆn is the full sample estimator of θ. Basically, Wm term in (3.3) estimates V (θˆn) and
(1 + m−1)Bm term in (3.3) estimates V (θˆMI − θˆn). The decomposition (3.15) holds when θˆn
is the MLE of θ, which is the congeniality condition of θˆn (Meng, 1994). For general case, we
have
V (θˆMI) = V (θˆn) + V (θˆMI − θˆn) + 2Cov(θˆMI − θˆn, θˆn) (3.16)
and Rubin’s variance estimator can be biased. The congeniality condition holds true for µˆy;
however, it does not hold for the method of moments estimator of quantiles. In PFI, the t-
statistics of the variance estimator (Appendix A.1) for all parameters considered here are less
than 2 in Model A, however exceed 2 in Model B, suggesting that the variance estimator in
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PFI is valid if and only if under the true model. The reason is that the variance estimator is
essentially derived from the observed fisher information which is model dependent. On the
other hand, in FHDI and NPFI, the t-statistics of the variance estimators are less than 2, which
show that the two-step variance estimator is unbiased.
3.5.2 Real Data Analysis
In this section, the proposed FHDI method was applied to a real data. The data set used is
obtained from the Korea Labor and Income Panel Survey (KLIPS). We used the data set of size
(n=2,506) which consists of the regular wage earners in the sample of year 2008. A brief de-
scription of the panel survey can be found at http://www.kli.re.kr/klips/en/about/introduce.jsp.
The study variable (y) is the average monthly income for the current year and the auxiliary
variable (x) is the average monthly income for the previous year. Figure 3.1 reports the his-
togram plot of y in the full sample. The sample distribution of y is skewed to the left and the
sample 25% quantile, the median, and 75% quantile of y is (1.03, 1.6, 2.3)×106 Korean Won.
The sample mean of (x, y) is (1.6643, 1.8504)× 106 Korean Won, the sample correlation be-
tween x and y is 0.8144. Figure 3.2 reports the scatter plot of y versus x. From the figure, the
functional relationship for y in terms of x can be treated as linear.
From the sample described above, we created artificial missing data by deliberately delet-
ing some of the y values according to the response mechanism Bernoulli(pi), where pi(x) =
{1 + exp(−φ0 − φ1x)}−1, with (φ0, φ1) = (−1.1, 1.0). From this response mechanism, the
response rate is roughly 60%. Figure 3.3 reports the histogram plot of y in the respondents.
Compared to the histogram plot of y in the full sample, the sample distribution of y is the re-
spondents is shifted to the right. From the respondents, the sample 25% quantile, the median,
and the sample 75% quantile of y is (1.28, 1.94, 2.7)×106 Korean Won, and the sample mean
of (x, y) is (1.9309, 2.1117)× 106 Korean Won.
In FHDI, the sample is partitioned into 4×2×2 cells by age (< 30, [30, 40), [40, 50),> 50),
gender (1=male and 2=female) and level of education (1= high school or lower, 2=college or
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higher ). The sixteen cells consist of sample of size 99, 130, 91, 193, 250, 406, 107, 141,
241, 202, 179, 49, 207, 85, 115, 11, respectively. In each cell, we applied FHDI using the
imputation model yi = β0 + β1xi + ei, where ei ∼ N(0, σ2) to create imputed values for
missing units. Once the imputed data was created, the usual complete sample estimators can
be applied. For variance estimation, we used the usual delete-1 observation Jackknife variance
estimator for µy and two-step Jackknife variance estimator (3.14) for quantiles .
Table 3.5 presents the estimates for µy, ξ0.25, ξ0.5 and ξ0.75, their estimated variances, and
95% confidence intervals under missing. The full sample mean µˆn , sample quantiles ξˆ0.25,n,
ξˆ0.5,n, and ξˆ0.75,n are successfully captured by the 95% confidence intervals. In conclusion, this
case study demonstrates the empirical effectiveness of the FHDI estimator.
3.6 Concluding remarks
In this paper, four imputation methods were considered for quantile estimation with miss-
ing data. MI, applied to quantile estimation, does not satisfy the congeniality condition of
Meng (1994) and can lead to biased variance estimation. Fractional imputation methods, on
the other hand, do not require the congeniality condition and provide consistent variance esti-
mators.
In the correctly specified model, among the four methods, MI and PFI turn out to be more
efficient in point estimation than FHDI and NPFI. In the misspecified model, the FHDI and
NPFI are shown to be much better than MI and PFI in terms of bias. The PFI is not robust to
misspecification of models in variance estimation. In FHDI, there is no random imputation and
thus fractional weights are deterministically computed, which enables simplified replication
variance estimation. A revised Jackknife variance estimation method produces an essentially
unbiased estimator. Properties of FHDI carry over to NPFI. Furthermore, for NPFI method,
no parametric model assumption is required and hence the resulting estimator is robust. As
with the usual nonparametric methods, the NPFI method may be subject to the curse of dimen-
43
sionality associated with nonparametric estimation, if the dimension is high. More rigorous
theoretical investigation of the NPFI method in the high dimension cases will be a good topic
of future study.
3.7 Appendix section
3.7.1 Variance estimation in PFI
Since β and θ are information orthogonal, we can use Louis’s formula to construct the
confidence intervals for β.
Iobs(β) = −
n∑
i=1
E
{
S˙(β; yi)|yi,obs
}− n∑
i=1
V
{
S(β; yi)|yi,obs
}
, (3.17)
which can be approximated by
−
n∑
i=1
M∑
k=1
w
∗(k)
i S˙(βˆ; y
∗(k)
i )−
n∑
i=1
M∑
k=1
w
∗(k)
i
{
S(βˆ; y
∗(k)
i )− S¯i(βˆ)
}⊗2
, (3.18)
where S(β; y) = ∂ log f(y; β)/∂β, S˙(β; y) = ∂S(β; y)/∂β and S¯i(β) =
∑M
k=1w
∗(k)
i S(β; y
∗(k)
i ).
For variance estimation of ηˆ , based on Taylor linearization obtained from U¯∗(η) = 0, we
can write U¯(η|γˆ) ≈ U¯(η0|γ0) +K ′S¯(γ0), where K is defined as
K = −[E{∂S¯(γ0)/∂γ}]−1E{Smis(γ0)U(η0)}.
If we write
U¯(η|γ) +K ′S¯(γ) = n−1
n∑
i=1
{u¯i(η|γ) +K ′s¯i(γ)} = n−1
n∑
i=1
u˜i,
the plug-in estimator of Var(
∑n
i=1 u˜i) is
∑n
i=1(uˆi− ¯ˆu)(uˆi− ¯ˆu)′ , where uˆi = u¯i(ηˆ; γˆ)+Kˆ ′s¯i(γˆ).
The terms u¯i(ηˆ; γˆ) and s¯i(γˆ) can be computed from fractional imputation with fractional
weights.
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Parameter Method Mean Var Std Var
µy Full 0.998 0.0102 100
MI (m = nr) 0.997 0.0132 129
PFI (m = nr) 0.997 0.0132 129
FHDI (m = nr) 0.996 0.0135 132
NPFI 0.996 0.0134 131
ξ0.25 Full 0.047 0.0178 100
MI(m = nr) 0.046 0.0203 114
PFI (m = nr) 0.046 0.0208 117
FHDI (m = nr) 0.046 0.0266 149
NPFI 0.047 0.0265 149
ξ0.5 Full 0.997 0.0157 100
MI (m = nr) 0.998 0.0166 106
PFI (m = nr) 0.998 0.0173 110
FHDI (m = nr) 0.999 0.0231 147
NPFI 0.998 0.0231 147
ξ0.75 Full 1.951 0.0182 100
MI (m = nr) 1.949 0.0199 109
PFI (m = nr) 1.948 0.0207 113
FHDI (m = nr) 1.949 0.0272 149
NPFI 1.945 0.0281 154
Table 3.1 Mean, variance and standardized variance of the point estimators, based on 2,000
Monte Carlo samples in Model A.
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Parameter Method R.B. (%) t-statistics
µy MI (m = nr) 1.2 0.38
PFI (m = nr) 0.6 0.19
FHDI (m = nr) -4.4 -1.33
NPFI -4.0 -1.25
ξ0.25 MI(m = nr) 29.8 9.22
PFI (m = nr) -0.01 -0.01
FHDI (m = nr) -1.5 -0.45
NPFI -1.4 -0.45
ξ0.5 MI (m = nr) 30.1 9.41
PFI (m = nr) -1.5 -0.49
FHDI (m = nr) -1.6 -0.51
NPFI -1.7 -0.54
ξ0.75 MI (m = nr) 30.7 9.66
PFI (m = nr) 1.5 0.48
FHDI (m = nr) -1.6 -0.49
NPFI -3.2 -1.02
Table 3.2 Monte Carlo relative biases and t-statistics of the variance estimators, based on
2000 Monte Carlo samples in Model A.
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Parameter Method Mean Var Std Var
µy Full 0.995 0.0095 100
MI (m = nr) 1.003 0.0136 145
PFI (m = nr) 1.003 0.0136 145
FHDI (m = nr) 0.996 0.0134 142
NPFI 0.995 0.0133 141
ξ0.25 Full 0.040 0.0125 100
MI(m = nr) 0.051 0.0137 110
PFI (m = nr) 0.052 0.0143 115
FHDI (m = nr) 0.041 0.0175 141
NPFI 0.042 0.0167 134
ξ0.5 Full 0.872 0.0125 100
MI (m = nr) 0.929 0.0145 117
PFI (m = nr) 0.929 0.0149 119
FHDI (m = nr) 0.879 0.0172 138
NPFI 0.872 0.0175 140
ξ0.75 Full 1.800 0.0196 100
MI (m = nr) 1.872 0.0245 125
PFI (m = nr) 1.870 0.0251 128
FHDI (m = nr) 1.803 0.0298 152
NPFI 1.795 0.0299 153
Table 3.3 Mean, variance and standardized variance of the point estimators, based on 2,000
Monte Carlo samples in Model B.
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Parameter Method R.B. (%) t-statistics
µy MI (m = nr) -1.9 -0.59
PFI (m = nr) 9.3 2.87
FHDI (m = nr) -4.7 -1.46
NPFI -3.2 -0.99
ξ0.25 MI(m = nr) 81.2 26.26
PFI (m = nr) 65.5 20.89
FHDI (m = nr) 3.0 0.99
NPFI 4.7 1.48
ξ0.5 MI (m = nr) 45.7 13.95
PFI (m = nr) 31.4 9.66
FHDI (m = nr) 5.2 1.65
NPFI 3.5 1.09
ξ0.75 MI (m = nr) 4.7 1.36
PFI (m = nr) -19.9 -6.17
FHDI (m = nr) -3.8 -1.19
NPFI -0.1 -0.03
Table 3.4 Monte Carlo relative biases and t-statistics of the variance estimators, based on
2000 Monte Carlo samples in Model B.
Est Var Est 95% C.I.
µy 1.883 0.0004987 (1.838, 1.928)
ξ0.25 1.12 0.04730625 (0.68, 1.55)
ξ0.5 1.70 0.00160000 (1.59, 1.75)
ξ0.75 2.38 0.00122500 (2.30, 2.44)
Table 3.5 Point estimates, estimated variance, 95% confidence intervals from FHDI.
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Emprical distribution of y in the full sample
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Figure 3.1 Histogram Plot of Current Year Monthly Income in the Full Sample. Unit (106
Korean Won)
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Figure 3.2 Scatter Plot of Current Year Monthly Income versus Previous Year Monthly In-
come in 2008 Korea Labor and Income Panel Survey. Unit (106 Korean Won)
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Figure 3.3 Histogram Plot of Current Year Monthly Income in the respondents. Unit (106
Korean Won)
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CHAPTER 4. LIKELIHOOD-BASED INFERENCE WITH MISSING
DATA UNDER MISSING-AT-RANDOM
A paper is submitted to Annals of Statistics
Shu Yang1 and Jae Kwang Kim2
abstract
Likelihood-based inference with missing data is a challenging problem because the ob-
served log likelihood is of an integral form. Approximating the integral by Monte Carlo
sampling does not necessarily lead to valid inference because the Monte Carlo samples are
generated from a distribution with a fixed parameter value.
We consider an alternative approach that is based on the parametric fractional imputation
of [12]. In the proposed method, the dependency of the integral on the parameter is properly
reflected through fractional weights. We discuss constructing a confidence interval using the
profile likelihood ratio test. A Newton-Raphson algorithm is employed to find the interval end
points. Two limited simulation studies show the advantage of the likelihood-based inference
over the Wald-type inference in terms of power, parameter space conformity and computational
efficiency. A real data example on Salamander mating ([17]) shows that our method also works
well with high-dimensional missing data.
1Primary researcher and author.
2Author for correspondence.
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4.1 Introduction
Missing data are frequently encountered in practice. Little and Rubin [15], Molenberghs
and Kenward [20], and Kim and Shao [13] provide comprehensive overviews of the area.
Likelihood-based inference plays a central role in the literature on missing data analysis. R.A.
Fisher [5] gave a formula for the maximum likelihood estimator (MLE) of parameters with in-
complete data. See Hartley [7], Dempster, Laird and Rubin [4] and Louis [16]. Most literature
has focused on finding the MLE and calculating standard errors [8, 1, 18].
Since the pioneering work of Wilks [37], likelihood ratio statistics have been used to obtain
confidence regions [25, 30, 24]. Literature on the likelihood ratio test with missing data is
somewhat sparse because the observed likelihood, the marginal density of the observed part of
the data, is an integral expression. Asymptotic properties of the Monte Carlo approximation to
the likelihood have been investigated by Meng and Rubin [19], Rao and Wang [27], Nielsen
[22], and Qin, Zheng and Leung [26]. According to Rao and Wang [27], the likelihood ratio
statistic based on imputed data follows a scaled chi-squared distribution in the limit. Finding
the quantiles of the limiting distribution is very difficult. Thus, instead of the likelihood ratio
confidence interval, Rao and Wang [27] made inferences about θ based on
θˆ ∼ N(θ, Iˆ−1obs), (4.1)
where θˆ is the MLE of θ and Iˆobs is the observed information matrix evaluated at θ = θˆ.
Inference based on (4.1) is often called Wald inference.
We are interested in inference based on a version of Wilks’ theorem:
− 2
{
lobs(θ)− lobs(θˆ)
}
∼ χ2p (4.2)
where lobs(θ) is the observed log likelihood and p is the dimension of θ. The resulting confi-
dence interval respects the parameter space. Also, a likelihood-ratio interval is invariant with
respect to parameter transformation. For example, if (θL, θU) is the 95 % confidence interval
(CI) for θ, then (g(θL), g(θU)) is the 95 % CI for a monotone increasing function g(θ).
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To our knowledge, (4.2) has not been shown for the general case of missing data. Sung and
Gever [32] established the asymptotic normality of the Monte Carlo MLE of θ, but they did
not discuss the likelihood-ratio property (4.2).
In this paper, we propose an approximation for the observed log likelihood, establish a
version of Wilks’ theorem, and give the asymptotic theory for the profile log likelihood. Us-
ing the idea of the parametric fractional imputation (PFI) of Kim [12], the dependency of
the log likelihood on the parameter is reflected through fractional weights. Furthermore, the
proposed method based on fractional imputation is computationally attractive compared to
iterative methods based on Markov Chain Monte Carlo.
The paper is organized as follows: Section 2 presents the basic setup. Section 3 develops a
novel way of constructing an observed log likelihood based on PFI and two theoretical results
for the proposed method are established. Section 4 describes the Newton-Raphson algorithm
for finding the confidence interval endpoints. Section 5 presents two limited simulation studies
of the confidence intervals and likelihood ratio tests for continuous data. Section 6 reports a
real data example using the Salamander mating data [17]. Discussion follows in Section 7.
4.2 Basic setup
Suppose that y1, . . . , yn are n independent realizations of a random variable Y with a para-
metric distribution function F0(y) ∈ {Fθ(y); θ ∈ Θ}, where Θ is in p-dimensional Euclidean
space. Given non-response, the maximum likelihood estimator of θ can be obtained by maxi-
mizing the log likelihood function,
lobs(θ) =
n∑
i=1
log {fobs,i(yi,obs; θ)} =
n∑
i=1
log
{ˆ
f(yi; θ)dyi,mis
}
, (4.3)
where yi,obs and yi,mis denote the observed part and the missing part of yi, respectively, f(yi; θ)
is the joint distribution of yi = (yi,obs, yi,mis), and fobs,i(yi,obs; θ) is the marginal distribution
of yi,obs. To simplify the discussion, we assume the log likelihood in (4.3) has a unique maxi-
mum almost surely. The maximum likelihood estimator is often obtained by solving the score
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equation, which is defined as
Sobs(θ) =
∂
∂θ
lobs(θ) = 0.
Here, we assume that the response mechanism is ignorable or missing at random (MAR)
in the sense of Rubin [28]. Maximizing the observed log likelihood function in (4.3) requires
numerical methods due to the integral. As an alternative, one can consider maximizing
Q(θ) =
n∑
i=1
E {log f(yi; θ)|yi,obs; θ} , (4.4)
with respect to θ, as suggested by Dempster, Laird and Rubin [4]. Louis [16] showed that,
under some regularity conditions, the solution can also be obtained by solving the mean score
equation, which is a conditional expectation defined as
S¯(θ) =
n∑
i=1
E {S(θ; yi)|yi,obs; θ} = 0, (4.5)
where S(θ; yi) = ∂ log f(yi; θ)/∂θ.
Monte Carlo methods can be used to compute the conditional expectation in (4.5). The
Monte Carlo imputation methods for approximating the mean score function in a missing data
model include the Monte Carlo EM (MCEM) algorithm [36, 9] and Multiple imputation [6]. In
the Monte Carlo EM algorithm, imputed values are generated by either ordinary Monte Carlo
or Markov Chain Monte Carlo (MCMC) for each EM iteration, with heavy computation for
both. Moreover, the MCEM sequence of the parameter estimates resulting from each M-step
is not guaranteed to converge for a finite imputation size [2]. Multiple imputation takes the
Bayesian approach in which the imputed values are generated from the posterior predictive
distribution. The convergence to a stable posterior predictive distribution is very hard to check
and often requires tremendous computation time. See Tanner and Wong [33].
Once the solution to (4.5) is obtained, an approximate (1 − α) Wald confidence interval
can be constructed for each element in θ as
θˆj ± z1−α
[
I∗obs(θˆ)
]−1/2
jj
,
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where z1−α is the upper (1− α)-th quantile of the standard normal distribution, and I∗obs(θ) is
the approximate information matrix [16, 23, 29]. The Wald interval is based on the asymptotic
normality of MLE. Wald-type intervals often have poor coverage when the sampling distribu-
tion of the MLE is skewed.
Therefore, instead of Wald confidence intervals, we consider confidence intervals derived
from the asymptotic Chi-square distribution of the likelihood ratio test. If the observed log
likelihood function lobs(θ) is known, an approximate (1 − α) confidence region for θ can be
constructed as {
θ ∈ Θ : −2{lobs(θ)− lobs(θˆ)} ≤ χ2p(1− α)
}
,
where χ2p(1 − α) is the (1 − α)-th quantile of the Chi-square distribution with p degrees of
freedom.
Computing the observed log likelihood lobs(θ) in (4.3) is challenging because the integra-
tion over the random variable yi,mis is often intractable, which implicitly depends on θ. The
EM algorithm can implement Wald-type inference without approximating the observed log
likelihood, but the observed information matrix needs to be computed. Wilk’s confidence in-
terval, on the other hand, does not require computing the observed information matrix, but
requires accurate computation of the observed log likelihood. We focus on approximating the
log likelihood function in the next section.
4.3 Proposed method
For an approximation for the log likelihood in (4.3), write
fobs,i(yi,obs; θ) =
ˆ
f(yi; θ)dyi,mis (4.6)
=
ˆ
f(yi; θ)
f(yi,mis|yi,obs; θ)f(yi,mis|yi,obs; θ)dyi,mis
= E
[
f(yi; θ)
f(yi,mis|yi,obs; θ) |yi,obs; θ
]
.
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Thus, the Monte Carlo approximation for the observed log likelihood is
l˜obs(θ) =
n∑
i=1
log
{
1
m
m∑
j=1
f(y
∗(j)
i ; θ)
f(y
∗(j)
i,mis|yi,obs; θ)
}
(4.7)
where the y∗(j)mis are generated from
y
∗(j)
mis ∼ f(ymis|yobs; θˆ).
The l˜obs(θ) is a good approximation for (4.3) only in the neighborhood of the true parameter
value. Thus, Wilk’s theorem does not hold for likelihood ratio calculated with (4.7).
To correctly account for the dependency of the log likelihood on θ, we use the idea of
importance sampling to remove the dependency of the imputed values of yi,mis on θ.
The parametric fractional imputation (PFI) method proposed by Kim [12], uses importance
sampling to compute the conditional expectation in (4.5). Let y∗ij = (yi,obs, y
∗(j)
i,mis) be the j-
th imputed value of yi, where y
∗(j)
i,mis is generated from a proposal distribution h(·), which is
independent of θ. The Monte Carlo approximation to the mean score equation in (4.5) based
on PFI is
S¯∗(θ) ≡
n∑
i=1
m∑
j=1
w∗ij(θ)S(θ; y
∗
ij) = 0, (4.8)
where
w∗ij(θ) =
f(y∗ij; θ)/h(y
∗(j)
i,mis)∑m
k=1{f(y∗ik; θ)/h(y∗(k)i,mis)}
,
is the fractional weight assigned to y∗ij
Computing the solution to (4.8) can be obtained by either the EM algorithm or the Newton-
Raphson algorithm. In the EM algorithm, the M-step updates the parameter value θˆ(t+1) by
solving
n∑
i=1
m∑
j=1
w∗ij(θˆ
(t))S(θ; y∗ij) = 0
for θ. Note that the imputed values are not re-generated, only the fractional weights are updated
for each EM iteration, thus the EM sequence {θˆ(0), θˆ(1), . . .} converges to a stationary point θˆ∗,
which converges to the MLE θˆ as m→∞.
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Now, write the observed density of yi,obs in (4.6) as
fobs,i(yi,obs; θ) =
ˆ
f(yi; θ)
h(yi,mis)
h(yi,mis)dyi,mis
= Eh
[
f(yi; θ)
h(yi,mis)
]
.
In this expression, the expectation is over the density of h, which is independent of θ, we can
express the marginal density of yi,obs as
fobs,i(yi,obs; θ) ∼=
m−1
∑m
j=1{f(y∗ij; θ)/h(y∗(j)i,mis)}
m−1
∑m
j=1{1/h(y∗(j)i,mis)}
=
1∑m
j=1{w∗ij(θ)/f(y∗ij; θ)}
. (4.9)
In the first approximation, we use m−1
∑m
j=1
{
f(y∗ij; θ)/h(y
∗(j)
i,mis)
}
to approximate
Eh{f(yi; θ)/h(yi,mis)} = fobs,i(yi,obs; θ) and m−1
∑m
j=1{1/h(y∗(j)i,mis)} to approximate 1 in the
denominator. By such an approximation, we can write the marginal density function of yi,obs
using the fractional weight function and the joint density function of yi. Thus, the log likeli-
hood function lobs(θ) can be approximated by
l∗obs(θ) = −
n∑
i=1
log
[
m∑
j=1
{
w∗ij(θ)/f(y
∗
ij; θ)
}]
. (4.10)
Now, the log likelihood (4.10) depends on θ in two places, in f(y∗ij; θ) and in the fractional
weights w∗ij(θ), which takes fully account for the dependency of the log likelihood on θ. Sung
and Gever [32] considered
fˆSGobs,i(yi,obs; θ) = m
−1
m∑
j=1
{f(y∗ij; θ)/h(y∗(j)i,mis)}. (4.11)
Our proposed approximation fˆ ∗obs,i(yi,obs; θ) in (4.9) is a ratio-type estimator, which usually has
smaller variance than fˆSGobs,i(yi,obs; θ) in (4.11). In Section 6, we present some numerical results
comparing two versions of the approximate likelihood.
Now we establish two theoretical results. One is the limiting distribution of the like-
lihood ratio statistic constructed from l∗obs(θ) in (4.10). The other is the limiting distribu-
tion of the profile likelihood ratio statistic. Theorem 1 presents the limiting distribution of
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W1 = −2{l∗obs(θ0) − l∗obs(θˆ)} under the null hypothesis, where θ0 is the true parameter in the
distribution of Y . We show that the Wilk’s theorem holds to l∗obs(θ) under certain regularity
conditions and the likelihood ratio (LR) test can be constructed from l∗obs(θ).
Theorem 1. Under the regularity conditions stated in Appendix A,
W1 = −2
{
l∗obs(θ0)− l∗obs(θˆ)
}
d→ χ2(p),
as m→∞ and n→∞.
The proof of Theorem 1 is presented in Appendix A. By Theorem 1, we reject the null
hypothesis if W1 > χ2p,1−α with α being the significance level. Computing the statistic W1
is easy because l∗obs(θ) is readily computable from the fractionally imputed data. Given the
imputed values y∗ij , only f(y
∗
ij; θ) and h(y
∗
ij) are needed to compute l
∗
obs(θ), which leads to W1.
We now consider the asymptotic properties of the profile likelihood ratio statistics for test-
ing H0 : θ = g(ν), where ν is a (p − q)−vector of unknown parameters and g : Rp−q 7→ Rp
is a continuously differentiable function and satisfies ∂g(ν)/∂ν is of rank (p − q). For ex-
ample, if θ = (θ1, θ2)T ∈ R2, i.e. p = 2 and let H0 : θ1 = 0, then ν = θ2, g(ν) =
(g1(ν), g2(ν))
T = (0, ν)T , and ∂g(ν)/∂ν = (0, 1)T with rank 1. In this case, we can use
W2 = −2
{
l∗obs(g(νˆ)) − l∗obs(θˆ)
}
, where νˆ = arg maxH0 l
∗
obs(g(ν)). Theorem 2 presents the
limiting distribution of W2 under the null hypothesis.
Theorem 2. Let H0 : θ = g(ν), where ν is a (p − q)−vector of unknown parameters and
g : Rp−q 7→ Rp is a continuously differentiable function and satisfies ∂g(ν)/∂ν is of rank
(p− q). Under the regularity conditions of Theorem 1, under H0,
W2 = −2
{
l∗obs(g(νˆ))− l∗obs(θˆ)
}
→ χ2(q),
as m→∞ and n→∞, where νˆ = arg maxH0 l∗obs(g(ν)).
The proof of Theorem 2 is presented in Appendix B. The MLE of νˆ under H0 can be
obtained by solving S¯∗(g(ν)) = 0 for ν, where
S¯∗(g(ν)) =
n∑
i=1
m∑
j=1
w˜∗ij(g(ν))S(g(ν); y
∗
ij),
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and
w˜∗ij(g(ν)) =
f(y∗ij; g(ν))/h(y
∗(j)
i,mis)∑m
k=1{f(y∗ik; g(ν))/h(y∗(k)i,mis)}
.
Example 4.3.1. To illustrate the proposed method, consider bivariate data (xi, yi). Assume
that yi = β0 + β1xi + i, where i ∼ N(0, σ2), and we are interested in testing H0 : β1 = 0.
Under MAR, the maximum likelihood estimator of θ = (β0, β1, σ2) is computed from the
complete observations. That is, assuming that the first r units are observed in (x, y) and the
remaining n− r units are missing y, we have
βˆ0 = y¯r − βˆ1x¯r
βˆ1 = Sxy,r/Sxx,r
σˆ2 = r−1
r∑
i=1
(
yi − βˆ0 − xiβˆ1
)2
,
where (x¯r, y¯r) = r−1
∑r
i=1(xi, yi) and
(Sxx,r, Sxy,r) = r
−1
r∑
i=1
(xi − x¯r)(xi, yi).
Once the MLE θˆ is obtained, m imputed values of missing yi, denoted by y
∗(1)
i , · · · , y∗(m)i ,
can be generated from f(y | xi; θˆ) and the imputed values are assigned fraction weights w∗ij =
1/m. Thus, the maximum of the observed log likelihood under the full hypothesis can be
approximated by
l∗obs(θˆ) = −
n∑
i=1
log
{
m∑
j=1
w∗ij(θˆ)/f(y
∗(j)
i |xi, θˆ)
}
= −
n∑
i=1
log
(
m∑
j=1
[1/{mf(y∗(j)i |xi, θˆ)}]
)
Under the null hypothesis, β1 = 0, the MLE of θ is θˆ(0) = (βˆ0(0), βˆ1(0), σˆ2(0)), where βˆ0(0) =
y¯r, βˆ1(0) = 0, and σˆ2(0) = r
−1∑r
i=1 (yi − y¯r)2. Thus, the maximum of the observed log
likelihood under the null hypothesis can be approximated by
l∗obs(θˆ(0)) = −
n∑
i=1
log
{
m∑
j=1
w∗ij(θˆ(0))/f(y
∗(j)
i |xi, θˆ(0))
}
,
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where
w∗ij(θˆ(0)) =
f(y
∗(j)
i | xi; θˆ(0))/f(y∗(j)i | xi; θˆ)∑m
k=1{f(y∗(k)i | xi; θˆ(0))/f(y∗(k)i | xi; θˆ)}
.
The test statistic for testing H0 : β1 = 0 is computed from the PFI data as
W2 = −2
{
l∗obs(θˆ(0))− l∗obs(θˆ)
}
.
If W2 > χ21,1−α, we reject the null hypothesis.
Example 3.1 does not necessarily involve the EM algorithm. The next two examples illus-
trate the use of the EM algorithm for inference with PFI data.
Example 4.3.2. Consider the following bivariate normal distribution y1i
y2i
 ∼ N

 µ1
µ2
 ,
 σ21 ρσ1σ2
ρσ1σ2 σ
2
2


for i = 1, . . . , n. We are interested in testing H0 : µ1 = µ2. The joint distribution and the
score function are given by
f(yi; θ) =
1√
2pi|Σ| exp
{
−1
2
(yi − µ)TΣ−1(yi − µ)
}
,
and
S(θ; yi) =

Σ−1 (yi − µ)2×1
−1
2
[tr(Σ−1Σ1)− (yi − µ)TΣ−1Σ1Σ−1(yi − µ)]
−1
2
[tr(Σ−1Σ2)− (yi − µ)TΣ−1Σ2Σ−1(yi − µ)]
−1
2
[tr(Σ−1Σ3)− (yi − µ)TΣ−1Σ3Σ−1(yi − µ)]

5×1
,
respectively, where θ = (µ1, µ2, σ1, σ2, ρ)T , yi = (y1i, y2i)T , µ = (µ1, µ2)T , Σ = σ21 ρσ1σ2
ρσ1σ2 σ
2
2
 , Σ1 =
 2σ1 ρσ2
ρσ2 0
 , Σ2 =
 0 σ1σ2
σ1σ2 0
, and Σ3 = 0 ρσ1
ρσ1 2σ2
. Suppose that there are some missing values in y1i and y2i and the original
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sample is partitioned into four sets:
H = both y1and y2are observed
K = only y1is observed
L = only y2is observed
M = both y1and y2are missing.
Let nH , nK , nL, and nM denote the size of H , K, L, and M respectively. Under MAR,
from set H , we can obtain some initial values of the parameters θ(0) = (µ(0)1 , µ
(0)
2 , σ
(0)
1 , σ
(0)
2 ,
ρ(0))T . For i ∈ K, m imputed values of missing y2i, denoted by y∗(1)2i , . . . , y∗(m)2i , can be
generated from h(y2i|y1i, θ(0)), where h(y2i|y1i, θ(0)) is the distribution of N(µ(0)2 + (σ(0)2 /
σ
(0)
1 )ρ
(0)(y1i − µ(0)1 ), (1 − ρ(0)2)σ(0)21 ), and the fractional weights in the t-th EM iteration are
given by
w∗ij(θ
(t)) =
f(y
∗(j)
i ; θ
(t))/h(y
∗(j)
1i |y2i, θ(0))∑m
k=1{f(y∗(k)i ; θ(t))/h(y∗(k)1i |y2i, θ(0))}
.
For i ∈ L, m imputed values of missing y1i, denoted by y∗(1)1i , . . . , y∗(m)1i , can be generated
from h(y1i|y2i, θ(0)), where h(y1i|y2i, θ(0)) is the distribution of N(µ(0)1 + (σ(0)1 /σ(0)2 )ρ(0) (y2i−
µ
(0)
2 ), (1− ρ(0)2)σ(0)22 ), and the fractional weights in the t-th EM iteration are given by
w∗ij(θ
(t)) =
f(y
∗(j)
i ; θ
(t))/h(y
∗(j)
2i |y1i, θ(0))∑m
k=1{f(y∗(k)i ; θ(t))/h(y∗(k)2i |y1i, θ(0))}
.
For i ∈ M , m imputed values of missing yi = (y1i, y2i), denoted by y∗(1)i = (y∗(1)1i , y∗(1)2i ),
. . . ,y
∗(m)
i = (y
∗(m)
1i , y
∗(m)
2i ), can be generated from h(yi; θ
(0)), where h(yi; θ(0)) is bivariate
normal with mean (µ(0)1 , µ
(0)
2 )
T and variance Σ(0), where
Σ(0) =
 σ2(0)1 ρ(0)σ(0)1 σ(0)2
ρ(0)σ
(0)
1 σ
(0)
2 σ
2(0)
2
 ,
and the fractional weights in the t-th EM iteration are given by
w∗ij(θ
(t)) =
f(y
∗(j)
i ; θ
(t))/h(y
∗(j)
i ; θ
(0))∑m
k=1{f(y∗(k)i ; θ(t))/h(y∗(k)i ; θ(0))}
.
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The parameter is updated from θ(t) to θ(t+1) by solving
n∑
i=1
w∗ij(θ
(t))S(θ; y
∗(j)
i ) = 0.
The maximum of the observed log likelihood under the full model can be approximated by
l∗obs(θˆ) = −
n∑
i=1
log
{
m∑
j=1
w∗ij(θˆ)/f(y
∗(j)
i ; θˆ)
}
,
where θˆ is the convergent point of the EM sequence {θ(t)}. Under H0 : µ1 = µ2, the score
function of θ2 = (µ2, σ1, σ2, ρ) becomes
S˜(θ2; yi) =

1TΣ−1 (yi − µ21)
−1
2
[tr(Σ−1Σ1)− (yi − µ21)T Σ−1Σ1Σ−1 (yi − µ21)]
−1
2
[tr(Σ−1Σ2)− (yi − µ21)T Σ−1Σ2Σ−1 (yi − µ21)]
−1
2
[tr(Σ−1Σ3)− (yi − µ21)T Σ−1Σ3Σ−1 (yi − µ21)]

4×1
,
For i ∈ K, m imputed values of missing y2i, denoted by y∗(1)2i , . . . , y∗(m)2i , can be generated
from h(y2i|y1i, θ(0)), and the fractional weights in the t-th EM iteration are given by
w˜∗ij(θ
(t)
2 ) =
f(y
∗(j)
i ; θ
(t)
2 )/h(y
∗(j)
1i |y2i, θ(0))∑m
k=1{f(y∗(k)i ; θ(t)2 )/h(y∗(k)1i |y2i, θ(0))}
.
For i ∈ L, m imputed values of missing y1i, denoted by y∗(1)1i , . . . , y∗(m)1i , can be generated from
h(y1i|y2i, θ(0)), and the fractional weights in the t-th EM iteration are given by
w˜∗ij(θ
(t)
2 ) =
f(y
∗(j)
i ; θ
(t)
2 )/h(y
∗(j)
2i |y1i, θ(0))∑m
k=1{f(y∗(k)i ; θ(t)2 )/h(y∗(k)2i |y1i, θ(0))}
.
For i ∈ M , m imputed values of missing yi = (y1i, y2i), denoted by y∗(1)i = (y∗(1)1i , y∗(1)2i ),
. . . ,y
∗(m)
i = (y
∗(m)
1i , y
∗(m)
2i ), can be generated from h(yi; θ
(0)), and the fractional weights in
t-th EM iteration are given by
w˜∗ij(θ
(t)
2 ) =
f(y
∗(j)
i ; θ
(t)
2 )/h(y
∗(j)
i ; θ
(0))∑m
k=1{f(y∗(k)i ; θ(t)2 )/h(y∗(k)i ; θ(0))}
.
PFI creates a weighted data set. Under the full model, for i ∈ K, the missing value y2i is
represented by {(y∗(j)2i , w∗ij) : j = 1, . . . ,m}; for i ∈ L, the missing value y1i is represented by
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{(y∗(j)1i , w∗ij) : j = 1, . . . ,m}; and for i ∈ M , the missing value yi = (y1i, y2i) is represented
by {(y∗(j)i , w∗ij) : j = 1, . . . ,m}. Under the null model, the fractional weights are given by
w˜∗ij .
The parameter is updated from θ(t)2 to θ
(t+1)
2 by solving
n∑
i=1
w˜∗ij(θ
(t)
2 )S˜(θ2; y
∗(j)
i ) = 0.
The MLE of θ is θˆ(0) = (µˆ1(0), θˆ2(0)), where µˆ1(0) = µˆ2(0) and θˆ2(0) is the convergent point of
the EM sequence {θ(t)2 }. The maximum of the observed log likelihood under the null model
can be approximated by
l∗obs(θˆ(0)) = −
n∑
i=1
log
{
m∑
j=1
w˜∗ij(θˆ2(0))/f(y
∗(j)
i ; θˆ2(0))
}
.
The test statistic for testing H0 : µ1 = µ2 is computed from the PFI data as
W2 = −2
{
l∗obs(θˆ(0))− l∗obs(θˆ)
}
.
If W2 > χ21,1−α, then we reject the null model.
Example 4.3.3. For a categorical data example, we consider a 2 × 2 table with supplemental
margins for both the classification variables Y1and Y2, presented in Table 1. Let piij = Pr(Y1 =
i, Y2 = j). For orthogonal parametrization, we use θ = (pi1|1, pi1|2, pi+1)T where pi1|1 = P (y2 =
1|y1 = 1), pi1|2 = P (y2 = 1|y1 = 2), pi+1 = P (y1 = 1). We are interested in testing H0 : Y1
and Y2 are independent, which is the same as testing H0 : pi1|1 = pi1|2. Therefore this is a full
versus reduced model problem. In PFI, given the parameter values θ(t), we take the possible
values as the imputed values for n11,K and compute the conditional probability of n∗11,K = l as
the fractional weight w∗l11,K = P (n
∗
11,K = l|n1+,K , θ(t)), which is the probability mass function
of a Bernoulli distribution with size n1+,K and probability pi
(t)
11 /pi
(t)
1+, where pi
(t)
1+ =
∑2
j=1 pi
(t)
1j .
Similarly we can impute the missing values in other cells. Update the parameters by
pi
(t+1)
i|j =
n
∗(t)
ij
n
∗(t)
+j
,
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Table 4.1 A 2× 2 table with supplemental margins for both variables
Set y1 y2 Count
1 1 n11,H = 100
H 1 2 n12,H = 50
2 1 n21,H = 75
2 2 n22,H = 75
K 1 n1+,K = 30
2 n2+,K = 60
L 1 n+1,L = 28
2 n+2,L = 60
where n∗(t)ij = nij,H +
∑
i∈K w
∗l(t)
ij,K +
∑
i∈Lw
∗l(t)
ij,L and n
∗(t)
+j =
∑2
i=1 n
∗(t)
ij . The maximum of the
observed log likelihood under the full model can be approximated as
l∗obs(θˆ) =
∑
H
nij,H log pˆiij +
∑
K
ni+,K log pˆii+ +
∑
K
n+j,L log pˆi+j,
where θˆ is the convergent point of the EM sequence {θ(t)}.
Under the null model where H0 : pi1|1 = pi1|2, the MLE of θ is θˆ(0) = (pˆi1|1(0), pˆi1|2(0),
pˆi+1(0))
T where pˆi1|1(0) = pˆi1|2(0) = (n11,H + n12,H)/n++,H and pˆi+1(0) = (n+1,H + n+1,L)/
(n++,H + n++,L). The maximum of the observed log likelihood under the full model can be
approximated as
l∗obs(θˆ(0)) =
∑
H
nij,H log pˆiij(0) +
∑
K
ni+,K log pˆii+(0) +
∑
K
n+j,L log pˆi+j(0).
The test statistic for testing H0 : pi1|1 = pi1|2 is computed from the PFI data as
W2 = −2
{
l∗obs(θˆ(0))− l∗obs(θˆ)
}
.
If W2 > χ21,1−α, then we reject the null model.
Under the full model, pˆi11 = 0.279, pˆi12 = 0.174, pˆi21 = 0.238 and pˆi22 = 0.308. The
maximum of the observed log likelihood under the full model is l∗obs(θˆ) = −532. Under
the null model, pˆi11(0) = 0.262, pˆi12(0) = 0.238, pˆi21(0) = 0.262 and pˆi22(0) = 0.238. The
maximum of the observed log likelihood under the null model is l∗obs(θˆ(0)) = −538. Thus,
W2 = 12 > χ
2
1,0.95 and the null hypothesis is rejected.
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4.4 Computation details
We now discuss computing Wilk intervals based on the profile likelihood ratio test in the
presence of nuisance parameters from the results in Section 3. Specifically, we consider the
case of θ = (θ1, θ2) when θ1 is a scalar and θ2 is a vector of parameters and discuss constructing
a Wilk confidence interval for θ1 based on the profile log likelihood. Under a complete data
setting, the profile log likelihood for θ1 is defined as
lp(θ1) = l
(
(θ1, θˆ2(θ1))
)
,
where l(θ) is the log likelihood function of θ and θˆ2(θ1) maximizes l(θ) for each fixed θ1. An
approximate (1−α) Wilk confidence interval for θ1 is {θ1 : 2{l(θˆ)− lp(θ1)} ≤ χ21,1−α} where
χ21,1−α is the (1− α)-th upper quantile of the χ21 distribution.
Obtaining profile confidence interval often requires repeated computation of lp(θ1) over a
grid of values of θ1, or a systematic search procedure such as the bisection of the interval. Both
approaches are cumbersome. We now discuss a more efficient way of computing the endpoints
of the confidence interval by finding the roots of the equation
lp(θ1)− h = 0, (4.12)
where h = l(θˆ)−χ21,1−α/2. Venzon and Moolgavkar [35] showed that the solution to equation
(4.12) can be obtained by solving the following system of equations lp(θ1)− h
∂l
∂θ2
(θ)
 = 0. (4.13)
To use a Newton-Raphson algorithm to solve the system of equations, we need to calculate the
derivative of each element in (4.13). Note that (4.13) specifies
lp(θ1) = l(θ1, θ2(θ1)), (4.14)
and
∂l
∂θ2
(θ1, θ2(θ1)) = 0. (4.15)
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By the chain rule, from (4.14), we have
dlp(θ1)
dθ1
=
∂l
∂θ1
+
∂l
∂θT2
dθ2
dθ1
, (4.16)
and from (4.15), we have
∂2l
∂θ1∂θ2
+
∂2l
∂θ2∂θT2
dθ2
dθ1
= 0. (4.17)
Solving dθ2/dθ1 from (4.17) and substituting in (4.16), we have
dlp(θ1)
dθ1
=
∂l
∂θ1
− ∂l
∂θT2
(
∂2l
∂θ2∂θT2
)−1
∂2l
∂θ1∂θ2
.
Then, apply the Newton-Raphson algorithm, and the solution to the system of equations (4.13)
can be obtained as follows, θ(t+1)1
θ
(t+1)
2
 =
 θ(t)1
θ
(t)
2
−
 ∂l∂θ1 − ∂l∂θT2
(
∂2l
∂θ2∂θT2
)−1
∂2l
∂θ1∂θ2
0
∂2l
∂θ1∂θT2
∂2l
∂θ2∂θT2

−1 l − h
∂l
∂θ2
∣∣(θ=θ(t)), (4.18)
where the superscripts (t) on θ1, θ2 and θ denote values at the tth iteration. Under a missing
data setting, by Theorem 1, l∗obs(θ) well approximates lobs(θ) and a similar result holds for the
corresponding profile log likelihood for θ1. Thus (4.18) can be computed as
 θ(t+1)1
θ
(t+1)
2

=
 θ(t)1
θ
(t)
2
−
 ∂l∗obs∂θ1 − ∂l∗obs∂θT2
(
∂2l∗obs
∂θ2∂θT2
)−1
∂2l∗obs
∂θ1∂θ2
0
∂2l∗obs
∂θ1∂θT2
∂2l∗obs
∂θ2∂θT2

−1 l∗obs − h∗
∂l∗obs
∂θ2
∣∣(θ=θ(t))
=
 θ(t)1
θ
(t)
2
−
 S¯∗1 − S¯∗2
(
∂2l∗obs
∂θ2∂θT2
)−1
∂2l∗obs
∂θ1∂θ2
0
∂2l∗obs
∂θ1∂θT2
∂2l∗obs
∂θ2∂θT2

−1 l∗obs − h∗
S¯∗2
∣∣(θ=θ(t)),
where h∗ = l∗obs(θˆ) − χ21,1−α/2, ∂2l∗obs/(∂θ1∂θT2 ) and ∂2l∗obs/(∂θ2∂θT2 ) are the (1, 2)th and
(2, 2)th partitions in I∗obs(θ), respectively.
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4.5 Simulation Study
To test our theory, we performed two simulation studies, one on constructing confidence
intervals and the other one on hypothesis testing.
4.5.1 Profile likelihood confidence interval
The first simulation study tested the construction of the Wilk confidence interval based on
the Newton-Raphson algorithm. The simulation samples were generated from yi = 2+xi+ei,
xi ∼ N(1, 1), ei ∼ N(0, 1), xi and ei were independent, with xi fully observed, and yi subject
to missing. In addition, δi
iid∼ Bernoulli(0.6). Variable yi was observed if δi = 1 and missing
if δi = 0. Monte Carlo samples were independently generated for B = 2, 000 times. Here
θ = (β0, β1, σ
2), and we constructed the 95% confidence intervals for β1 and σ2 using two
different methods: the Wald method based on asymptotic normality and the Wilk method
based on the result of Theorem 2. In the proposed Wilk method, we used the imputation size
m = 100. Table 4.3 shows the Monte Carlo average length and coverage of the 95% confidence
intervals for β1 and σ2, respectively.
If the sampling distribution of the estimator is approximately normal, the Wald confidence
interval and the Wilk confidence interval are comparable. This is the case for βˆ1. Figure
4.1, 4.2, and 4.3 show the sampling distributions of the PFI estimator of β1 with sample sizes
n = 20, 50 and 100. The sampling distributions of βˆ1 are quite symmetric across the sample
sizes. In such cases, the Wald confidence intervals and the Wilk confidence intervals perform
equally well.
However, the Wilk confidence interval shows advantage over the Wald confidence interval
if the distribution of the parameter estimates is skewed, which is typically the case with small
sample sizes. Figure 4.4, 4.5, and 4.6 show the sampling distributions of σˆ2 with sample
sizes n = 20, 50 and 100, respectively. The sampling distribution of σˆ2 is skewed to the left
when n = 20, which explains the low coverage of the Wald confidence interval with n = 20
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in Table 4.3. As the sample size n increases, the sampling distribution of σˆ2 becomes more
symmetric and the coverage becomes closer to the nominal coverage. In the simulation study,
when n = 20, about 8% of Monte Carlo Wald confidence intervals have negative values for
σ2.
The Wilk confidence intervals are generally free from the problems described above. Though
Wilk confidence intervals are slightly wider than the Wald confidence intervals, the Wilk con-
fidence intervals feature a closer proximity to the nominal coverage level. At a fixed level of
coverage, a Wilk confidence interval is shorter than its Wald counterpart.
4.5.2 Likelihood ratio test
4.5.2.1 Robustness of LRT’s against non-normality
We first investigated the robustness of Wilk inference based on LRT. Samples of size n =
100 were generated from yi = β0 + β1x1i + β2x2i + ei, where
xi =
 x1i
x2i
 ∼ N

 0
0
 ,
 1 0.5
0.5 1

 ,
and ei ∼ (χ2(2)− 2)/2, with xi and ei being independent. In addition to (x1i, x2i, yi), we also
generated δi, the response indicator variable of yi from a Bernoulli distribution with response
rate 0.6. Monte Carlo samples were generated independently for B = 2, 000 times. We were
interested in testing the null hypothesis H0 : β2 = 0 using LRT of Fractional Imputation (FI)
and Wald inference when the true parameter values (β0, β1) = (−2, 1) and β2 is either 0 or
0.5. In FI, the imputation size m is 100.
Table 4.4 shows the Monte Carlo power of Wilk inference based on LRT and Wald infer-
ence based on asymptotic normality. Power under the null hypothesis becomes the size of the
test. The Monte Carlo power is calculated as the probability of rejecting the null hypothesis
in Monte Carlo samples. In the case of β2 = 0, the sizes of Wilk inference are close to the
significant levels; however, the sizes of Wald inference are 0.0274 and 0.0569 for α = 0.05 and
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α = 0.1, respectively. Thus, Wald inference does not provide correct coverage under depar-
ture from the normality assumption. Figure 4.7 shows the histograms of p-values from Wilk
inference and Wald inference computed from the samples generated from the null model. As
we can see in Figure 4.7, p-values from Wilk inference (right panel) are uniformly distributed;
however, p-values from Wald inference (left panel) are not, which demonstrates that Wilk in-
ference is more robust than Wald inference against non-normality. The robustness of Wilk
inference has been discussed by Kent [11]. Moreover, in the cases of β2 6= 0, Wilk inference
shows more power in detecting β2 6= 0 than Wald inference and the power of Wilk inference
increases as β2 increases.
4.5.2.2 Bivariate Normal with missing values
This simulation tested the performance of LRT of FI compared to existing methods. Sam-
ples of sizes n = 100 and n = 200 samples were generated from bivariate normal distribution xi
yi
 indpt∼ N

 µx
µy
 ,
 σxx σxy
σxy σyy

 .
In addition to (xi, yi), we also generated δi, the response indicator variable of yi, from Bernoulli
(pi), where logit(pi) = −4 + 1.5xi. Under this response model, the missing mechanism
is missing at random. Monte Carlo samples were independently generated for B = 2, 000
times. We were interested in testing the null hypothesis H0 : µx = µy using LRT of full
sample (FULL), Complete Case (CC), Multiple Imputation (MI) (Meng and Rubin [19]) with
m = 100 and Fractional Imputation (FI) with m = 100. FULL is based on the full sample
data, which serves as a benchmark for comparison. The true parameter values were set to
be (σxx, σxy, σyy) = (1,−0.5, 1), and we considered (µx, µy) to be (0, 0), (0,−0.1), (0, 0.1),
(−0.1, 0.1).
Table 4.5 shows the Monte Carlo power of LRT of FULL, CC, MI and FI. Under the null
model where µx = µy = 0, the sizes of FI are close to the significant levels; however, the sizes
of CC are 0.0895 and 0.116 for α = 0.05 with sample sizes n = 100 and n = 200, respectively
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and the sizes of CC are 0.144 and 0.183 for α = 0.1 with sample sizes n = 100 and n = 200,
respectively. Thus, CC does not provide correct coverage with missing data. Figure 4.8 shows
the histograms of p-values from CC and FI under the null hypothesis. As we can see in Figure
4.8, p-values from FI (right panel) are uniformly distributed; however, p-values from CC (left
panel) are not. Thus, FI controls type 1 error correctly.
When µx 6= µy, FI is more powerful than MI consistently in all cases and the power of
FI is close to that of FULL, which suggests that FI is a powerful method. Moreover, as the
difference between µx and µy increases, the power of FI also increases.
4.6 Real data example
The salamander data of [17] came from the experiment aimed to study the extent to which
mountain dusky salamanders from different populations would interbreed. The data given here
refer to two populations called Rough Butt (R) and Whiteside (W). Forty animals were used
in each of three experiments, one conducted in the summer of 1986 and two in the Fall of the
same year. The forty salamanders available in each of the three experiments were comprised of
10 Rough Butt males, 10 Rough Butt females, 10 Whiteside males and 10 Whiteside females.
Although there were 400 possible crosses between the females and males in each experiment,
only 120 of these were permitted by the design. So totally they observed 360 potential matings.
The design of the experiment permits a comparison of the mating probabilities from the four
possible crosses: RR, RW, WR and WW.
For the total 360 observations in the data set, we consider models for the observed data
conditionally on the actual animals used in the experiment. Denote yij to be a random variable
representing the binary response indicator of a successful mating between the ith female and
the jth male for i, j = 1, 2, . . . , 60 where only 360 of the (i, j) pairs are relevant (each i
corresponds to six j’s). Let ufi denote the random effect that the ith female salamander has
cross matings in which she is involved, and define umj similarly for the jth male. Let xij denote
72
a 4 dimensional vector of covariates indicating the type of cross for the mating pair between
female i and male j. We assume that the y′ijs are all conditionally independent.
We assume a Binomial regression model for the salamander data set, i.e.,
yij|ufi , umj ∼ Bernoulli(piij), (4.19)
and
ηij = g(piij) = logit(piij) = x
T
ijβ + u
f
i + u
m
j , (4.20)
where g(·) is the link function, the canonical link would be the logit link, β = (βRR, βRW ,
βWR, βWW )
T is an unknown 4 dimensional regression parameter vector. The parameter vector
β is fixed effects and ufi ’s and u
m
j ’s are random effects. Assume u
f
i ∼ N(0, σ2f ) and umj ∼
N(0, σ2m) , so the resulting model has 6 unknown parameters βRR, βRW , βWR, βWW , σ
2
f and
σ2m.
Let y denote the full data vector, and let uf and um be two 60-variate random variables
with parametric densities g1(uf |σ2f ) and g2(um|σ2m), respectively. The joint distribution of
(y,uf ,um) is { 60∏
i=1
i6∏
j=i1
pi
yij
ij (1− piij)1−yij
}
g1(u
f |σ2f )g2(um|σ2m), (4.21)
where piij = exp(xTijβ + u
f
i + u
m
j )/
{
1 + exp(xTijβ + u
f
i + u
m
j )
}
.
The likelihood function for γ = (β, σ2f , σ
2
m) is then
L(γ|y) =
ˆ ˆ { 60∏
i=1
i6∏
j=i1
pi
yij
ij (1− piij)yij
}
g1(u
f |σ2f )g2(um|σ2m)dufdum. (4.22)
The likelihood function L(γ|y) involves intractable integrals whose dimension is 120, so like-
lihood inference requires numerical evaluation of a high-dimensional integral.
The complete log likelihood function of γ = (β, σ2f , σ
2
m) is given by
lcom(γ) =
60∑
i=1
i6∑
j=i1
{yij log piij + (1− yij) log(1− piij)}+ log g1(uf |σ2f ) + log g2(um|σ2m).
We treat the random effects (uf ,um) as missing data.
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To apply the PFI method, we consider a 120-dimensional multivariate Student t importance
density, as suggested by Booth and Hobert [2], with 3 degrees of freedom, whose mean and
variance match the mode and curvature of the target distribution f(u|y; γ), u = (uf ,um).
Write f(u|y; γ) = a exp{l(u)},where a is the normalizing constant. l(i)(u) is the ith deriva-
tive of l(u). Let u˜ denote the maximizer of l(u) satisfying the equation l(1)(u) = 0. The
Laplace approximations of the mean and variance are u˜ and −l(2)(u˜). See Booth and Hobert
[2] for the formula. Denote u∗(1), . . . ,u∗(M) as a random sample from h(u|ν, µ,Σ), which is a
multivariate Student t distribution with ν = 3, µ = u˜ and Σ = −l(2)(u˜), the fractional weights
are given by
w∗(k)(γ) =
f(y,u∗(k)|γ)/h(u∗(k)|ν, µ,Σ)∑M
l=1 f(y,u
∗(l)|γ)/h(u∗(l)|ν, µ,Σ) ,
and the proposed estimator is obtained by maximizing the imputed observed log likelihood,
l∗(γ) = − log
[
M∑
k=1
{
w∗(k)(γ)/f(y,u∗(k)|γ)}] .
Table 4.2 shows the results from the proposed estimator and various other estimation meth-
ods, including MLE given by Booth and Hobert [2], MLE from a modified EM algorithm with
Gibbs sampling method [10], and the Monte Carlo MLE method [32]. The Gibbs sampling ap-
proach tends to produce larger estimates than MLE. Moreover, Gibbs sampling involves heavy
computation which is not desirable in practice. Using the importance sampling significantly
reduces the computation time. Based on Monte Carlo sample size 107, Monte Carlo MLE from
Sung and Gever [32] is βˆ = (1.00, 0.53,−1.78, 1.27) and (σˆ2f , σˆ2m) = (1.10, 1.17). Our pro-
posed method improves the estimation of Sung and Gever [32] to βˆ = (1.00, 0.34,−1.85, 0.95)
and (σˆ2f , σˆ
2
m) = (1.13, 1.04), which is close to MLE.
4.7 Discussion
We developed an approximation for the log likelihood function under ignorable missing
data using the idea of parametric fractional imputation of Kim [12]. In the proposed method,
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Table 4.2 Parameter estimates from Salamander Data set (observations = 360).
Method βRR βRW βWR βWW σ2f σ
2
m
MLE 1.03 0.32 -1.95 0.99 1.18 1.12
Gibbs 1.03 0.34 -1.98 1.07 1.49 1.37
MCMLE 1.00 0.53 -1.78 1.27 1.10 1.17
Proposed 1.00 0.34 -1.85 0.95 1.13 1.04
the fractional weights are functions of unknown parameters. The proposed observed log likeli-
hood can be used to perform the likelihood ratio tests or to construct the likelihood-ratio confi-
dence intervals. Computation of observed information matrix is not necessary for the proposed
likelihood ratio test. Only the functional form of the fractional weight and the density of full
set of observation are needed.
The proposed method of computing the observed log likelihood can be directly applied to
model selection or model comparison with missing data. For example, the Bayesian Informa-
tion Criterion (BIC) of Schwarz [31] under missing data can be computed by
BIC(M) = 2lobs(θˆ|M)− (log n) dim(M),
for each candidate model M, where lobs(θˆ|M) is the value of the log likelihood evaluated at
θ = θˆ, the MLE of θ under modelM , dim(M) is the number of parameters estimated in model
M , and n is the sample size of the complete data. Thus, model selection using AIC or BIC is a
straightforward extension of this research. Further investigation on this topic will be presented
elsewhere.
Appendix
A. Regularity conditions and proof of Theorem 1
LetQ denote the probability measure induced by fobs andQn denote the empirical measure
induced by Y1,obs, ..., Yn,obs, which are i.i.d. from Q. Similarly, let P denote the probability
measure induced by the importance sampling density h, and let Pm denote the empirical mea-
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sure introduced by Y ∗(1)i,mis, ..., Y
∗(m)
i,mis , which are i.i.d. from P . In this notation, for any mea-
surable function h(·), Qh(Yobs) =
´
h(yobs)dQ(yobs) and Qnh(Yobs) = 1/n
∑n
i=1 h(yi,obs).
Similar definitions apply for P and Pm. The observed log likelihood function in (4.3) can be
written as lobs,n(θ) = nQn logPf(Yobs, Ymis; θ) and our approximation to lobs(θ) as
l∗obs(θ) = nQn log
Pm {f(Yobs, Ymis; θ)/h(Ymis)}
Pm {1/h(Ymis)} .
Let {f(Y ; θ) : θ ∈ Θ}, where Θ ⊂ Rp, be a family of densities with respect to a σ−finite
measure µ × ν on Ymis × Yobs, let Y ∗(1)mis , ..., Y ∗(m)mis be i.i.d. from a probability distribution
P that has a density h with respect to µ, and let Y1,obs, Y2,obs, ... be i.i.d. from a probability
distribution Q that has a density f(yobs; θ0) with respect to ν. Suppose:
(C1) The true value of the parameter θ0 is in the interior of the parameter space Θ such that
f(y; θ) is three times differentiable on Θ, and 1 =
´
f(y; θ)dµ× ν(y) can be differenti-
ated twice with respect to θ under the integral at θ0.
(C2) The solution θˆ in (4.5) is unique and converges to θ0 in probability such that
√
min(m,n)
∂
∂θ
lobs(θˆ)
p→ 0
as m,n→∞.
(C3) Yobs is a separable metric space and yobs 7−→ ∂f(ymis|yobs; θ0)/∂θ is continuous for each
ymis;
(C4) There exists a neighborhood V of θ0 such that F1 = {∂2 log f(·; θ)/∂θ∂θT : θ ∈ V } is
Q−Glivenko-Cantelli;
(C5) F2 = {f(·|yobs; θ0)/h(·) : yobs ∈ Yobs}is P−Glivenko-Cantelli;F3 = {∂ log f(·|yobs; θ0)/
∂θ/h(·) : yobs ∈ Yobs} is P−Donsker with square-integrable envelop function; F4 =
{∂2 log f(·| yobs; θ)/∂θ∂θT : yobs ∈ Yobs, θ ∈ V } is P−Glivenko-Cantelli.
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Conditions (C1) and (C2) are the the usual regularity conditions for asymptotic normal-
ity of the MLE. Conditions (C1) provides conditions about the partial derivatives of the log
likelihood function. Note that differentiability under the integral sign implies
Q∂ log f(Yobs; θ0)/∂θ = 0
where Q is Fisher information regular at θ0, and
I(θ0) = −Q∂2 log f(Yobs; θ0)/∂θ∂θT
= V arQ {∂ log f(Yobs; θ0)/∂θ} ,
which is the Fisher information at θ0. The main argument of the proof relies on the decompo-
sition of n−1∂l∗obs(θ)/∂θ into two terms,
n−1
∂
∂θ
l∗obs(θ) = Qn
∂
∂θ
log f(Yobs; θ) +Qn
∂
∂θ
logPm {f(Ymis|Yobs; θ)/h(Ymis)} ,
where the first term mainly depends on the data generation process and the second term mainly
depends on the imputation process. Condition (C3) is needed to ensure the empirical process
Qn induced from the observed data converges Q almost surely. The “almost surely” means
for almost all sample paths of the data observations. We also need to restrict the sizes of the
collections of the functions ∂ log f(·|yobs; θ)/∂θ/h(·) and ∂2 log f(·|yobs; θ)/∂θ∂θT , so as to
make them manageable. These conditions are expressed in the language of empirical pro-
cesses as in conditions (C5). Donsker condition for a set of functions means that empirical
processes indexed by these classes converges weakly to a certain Gaussian process. Glivenko-
Cantelli condition for a set of functions means the uniform strong law of large numbers holds.
Essentially they ensure the functional central limit theorem.
Proof of Theorem 1. Use Taylor expansion of ∂l∗obs(θˆ)/∂θ at θ0, we have
n−1
{
∂
∂θ
l∗obs(θˆ)−
∂
∂θ
l∗obs(θ0)
}
= −I∗(θˆ − θ0), (4.23)
where
I∗ = −n−1 ∂
2
∂θ∂θT
l∗obs (θ
∗) , (4.24)
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where θ∗ lies in between θ0 and θˆ.
We show that the left-hand side of (4.23) when properly scaled has normal distribution. We
use the empirical process notation and write
l∗obs(θ) = nQn log
Pm {f(Yobs, Ymis; θ)/h(Ymis)}
Pm {1/h(Ymis)} .
= nQn [log f(Yobs; θ)Pm {f(Ymis|Yobs; θ)/h(Ymis)} − logPm {1/h(Ymis)}]
= nQn [log f(Yobs; θ) + logPm {f(Ymis|Yobs; θ)/h(Ymis)} − logPm {1/h(Ymis)}] ,
thus
n−1
∂
∂θ
l∗obs(θ) = Qn
∂
∂θ
log f(Yobs; θ) +Qn
∂
∂θ
logPm {f(Ymis|Yobs; θ)/h(Ymis)} . (4.25)
The decomposition of (4.25) into two terms essentially separates the data generation process
and the imputation process. We show that the two terms have asymptotically independent
normality, which makes intuitively sense since we generate the imputed values independent of
the data generation process.
The asymptotic for the first term follows by the central limit theorem,
√
nQn∂ log f(Yobs; θ0)/∂θ
d→ N(0, I)
where I = V arQ∂ log f(Yobs; θ0)/∂θ.
We show the asymptotic for the second term by first letting m → ∞ and then n → ∞.
By condition (C5), Pm
a.s.→ P uniformly in l∞(F2), and Gm L→ GP in l∞(F3), where Gm =
√
m(Pm − P ) and GP is a tight Gaussian process in l∞(F3) with zero mean and covariance
function E (GPf ·GPg) = Pfg − PfPg. By Slutsky’s theorem, (Pm, Gm) L→ (P,GP ) in
D = l∞(F2)×l∞(F3). Thus supyobs∈Yobs |(Pm−P )f(·|yobs; θ)/h(·)| → 0 and supyobs∈Yobs |(Gm−
GP )∂f(·|yobs; θ)/∂θ/h(·)| → 0. Note that
√
m
∂
∂θ
logPmf(·|Yobs; θ0)/h(·) =
Gm
∂
∂θ
f(·|yobs; θ0)/h(·)
Pmf(·|yobs; θ0)/h(·) ,
therefore
sup
yobs∈Yobs
|√m ∂
∂θ
logPmf(·|Yobs; θ0)/h(·)−GP ∂
∂θ
f(·|yobs; θ0)/h(·)| → 0. (4.26)
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Under condition (C5),
QnGP
∂
∂θ
f(Ymis|Yobs; θ0)/h(Ymis)→ QGP ∂
∂θ
f(Ymis|Yobs; θ0)/h(Ymis),
almost surely, as n→∞. Combine with (4.26), it leads to
√
mQn
∂
∂θ
logPmf(Ymis|Yobs; θ0)/h(Ymis)→ QGP ∂
∂θ
log f(Ymis|Yobs; θ0)/h(Ymis). (4.27)
which is normal distributed with mean zero and variance J = V arpQ∂f(Ymis|Yobs)/h(Ymis).
Since
√
nQn
∂
∂θ
log f(Yobs; θ0) only depends the data generation process, andQGP ∂∂θ log f(
Ymis|Yobs; θ0)/h(Ymis) only depends on the imputation process, the asymptotic of the two terms
in the right-hand size of (4.25) are independent.
We now show that, I∗
p→ I , where I = −Q∂2 log f(Yobs; θ)/∂θ∂θT and I∗ is defined in
(4.24). It is sufficient to show that for any θ∗
p→ θ0
− ∂
2
∂θ∂θT
l∗obs(θ
∗)
p→ I (4.28)
as m,n→∞. Note that
− ∂
2
∂θ∂θT
l∗obs(θ
∗) = −Qn ∂
2
∂θ∂θT
log f(Yobs; θ
∗)
−QnPm∂
2 log f(·|Yobs; θ∗)/∂θ∂θT /h(·)
Pmf(·|Yobs; θ∗)/h(·) −
+Qn
{Pm∂ log f(·|Yobs; θ∗)/∂θ/h(·)}{Pm∂ log f(·|Yobs; θ∗)/∂θ/h(·)}T
{Pmf(·|Yobs; θ∗)/h(·)}2 .
To simplify the proof, we state the following Lemma. A similar statement the following lemma
can be found in Van der Vaart [34], Chapter 19. The proof of Lemma C is given in Appendix
C.
Lemma C. Let Y1, Y2, ..., be i.i.d. random variables with values in a measurable space
Y . Let {fθ : θ ∈ Θ} be a collection of measurable functions from Y toRk indexed by a subset
Θ ⊂ Rp which contains an open neighborhood Θ0 of θ0. Suppose that θ 7→ fθ(y) is continuous
on Θ0 for every y ∈ Y . Suppose also that there exists a measurable function F on Y such that
||fθ|| ≤ F for every θ ∈ Θ0 an such that EF (X1) exists. Then if θˆ converges in probability to
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θ0,
Pnfθˆ
p→ Efθ0(Y1),
where Pn indicates the empirical distribution of Y1, Y2, ..., Yn.
Use the condition (C5) and Lemma C, the first term on the right-hand size converges to
zero almost surely. The second term converges to zero becauseF4 is P−Clivenko-Cantelli, as
in condition (C5) and Lemma C. The third therm converges to zero becauseF3 is P−Donsker,
and therefore is also P−Glivenko-Cantelli. Combining (4.23), the asymptotic of (4.26), and
the facts above, by Slutsky’s theorem we have(
I
n
+
J
m
)−1/2
I(θˆ − θ0) d→ N(0, Ip) (4.29)
as n,m → ∞, where Ip is the p−dimensional identity matrix. Next, use Taylor expansion of
l∗obs(θ0) at θˆ to obtain
l∗obs(θ0) = l
∗
obs(θˆ) +
∂
∂θT
l∗obs(θˆ)(θ0 − θˆ)
+
1
2
(θ0 − θˆ)T
(
∂2
∂θ∂θT
l∗obs(θˆ)
)
(θ0 − θˆ) + op(1),
Since by definition of θˆ, ∂l∗obs(θˆ)/∂θ = 0, so
2
{
l∗obs(θˆ)− l∗obs(θ0)
}
= (θ0 − θˆ)T
(
∂2
∂θ∂θT
l∗obs(θˆ)
)
(θ0 − θˆ) + op(1). (4.30)
From (4.30), we can write
2
(
l∗obs(θˆ)− l∗obs(θ0)
)
=
{
(θ0 − θˆ)T I
(
I
n
+
J
m
)− 12}{( I
n
+
J
m
) 1
2
(
∂2
∂θ∂θT
l∗obs(θˆ)
)(
I
n
+
J
m
) 1
2
}
·{(
I
n
+
J
m
)− 12
I(θ0 − θˆ)
}
+ op(1)
Note that from (4.28), the middle part converges to Ip in probability, together with (4.29), we
have 2
(
l∗obs(θˆ)− l∗obs(θ0)
)
d→ χ2p.
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B. Proof of Theorem 2
In the proof of Theorem 2, for simplicity we assume m = ∞. Use Taylor expansion
technique, we obtain
√
nI(θ)(θˆ − θ) = n−1/2 ∂
∂θ
l∗obs(θ) + op(1),
and
−2
{
l∗obs(θ)− l∗obs(θˆ)
}
= n(θ − θˆ)T I(θ)(θ − θˆ) + op(1),
where I(θ) is the Fisher information of θ. Therefore, we can write
−2
{
l∗obs(θ)− l∗obs(θˆ)
}
= n−1
{
∂
∂θ
l∗obs(θ)
}T
I(θ)−1
{
∂
∂θ
l∗obs(θ)
}
+ op(1),
Similarly under H0 : θ = g(ν),
−2 {l∗obs(g(ν))− l∗obs(g(νˆ))}
= n−1
{
∂
∂ν
l∗obs(g(ν))
}T
I˜(ν)−1
{
∂
∂ν
l∗obs(g(ν))
}
+ op(1),
where
∂
∂ν
l∗obs(g(ν)) =
{
∂
∂ν
g(ν)
}{
∂
∂θ
l∗obs(θ)|θ=g(ν)
}
,
and
I˜(ν) =
{
∂
∂ν
g(ν)
}
I(g(ν))
{
∂
∂ν
g(ν)
}T
is the Fisher information of ν. So under H0 : θ = g(ν),
−2
{
l∗obs(g(νˆ))− l∗obs(θˆ)
}
= n−1
{
∂
∂θ
l∗obs(θ)|θ=g(ν)
}T
B(ν)
{
∂
∂θ
l∗obs(θ)|θ=g(ν)
}
+ op(1)
=
{
n−1/2I(θ)−1/2
∂
∂θ
l∗obs(θ)
}T
I1(g(ν))
1/2B(ν)I1(g(ν))
1/2
×
{
n−1/2I(θ)−1/2
∂
∂θ
l∗obs(θ)
}
+ op(1)
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where
B(ν) =
{
I(g(ν))−1
}−{ ∂
∂ν
g(ν)
}T {
I˜(ν)−1
}{ ∂
∂ν
g(ν)
}
.
We show that I1(g(ν))1/2B(ν)I1(g(ν))1/2 is an idempotent matrix with rank q. Let A =
I1(g(ν)), B = B(ν), C = I˜(ν), and D = ∂∂ν g(ν), notice that C = DAD
T , then
(A1/2BA1/2)2 = A1/2BABA1/2
= A1/2(A−1 −DTC−1D)A(A−1 −DTC−1D)A1/2
= (Ip − A1/2DTC−1DA1/2)(Ip − A1/2DTC−1DA1/2)
= Ip − 2A1/2DTC−1DA1/2 + A1/2DTC−1DADTC−1DA1/2
= Ip − A1/2DTC−1DA1/2
= A1/2BA1/2,
and
trace(A1/2BA1/2) = trace(Ip − A1/2DTC−1DA1/2)
= trace(Ip −DTC−1DA)
= p− trace(C−1DADT )
= p− trace(C−1C)
= p− (p− q)
= q.
By the fact that n−1/2I(θ)−1/2∂l∗obs(θ)/∂θ is asymptotically normal with mean 0 and covari-
ance matrix Ip, we have
−2
{
l∗obs(g(νˆ))− l∗obs(θˆ)
}
→d χ2q,
as n→∞.
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C. Proof of Lemma C
By triangle inequality, we have
||Pnfθˆ − Efθ0(Y1)|| ≤ ||Pnfθˆ − Efθˆ(Y1)||+ ||Efθˆ(Y1)− Efθ0(Y1)||.
We show the first term converges to zero in probability. Choose a compact subset Θ1 ⊂ Θ0,
which contains an open neighborhood of θ0.Under the condition above, from Example 19.8 of
Van der Vaart [34], we have
sup
θ∈Θ1
||Pnfθ − Efθ(Y1)|| a.s.→ 0.
Sinceθˆ
p→ θ0, the first term goes to zero in probability.
We show the second term coverages to zero in probability by showing that Efθ(Y1) is
a continuous function of θ. Since θ 7→ fθ(y) is continuous on Θ0 for every y ∈ Y ., and
||fθ|| ≤ F for every θ ∈ Θ0, by Lebesgue’s dominated convergence theorem, Efθ(Y1) is
continuous in θ.
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Table 4.3 Monte Carlo length and coverage of the Wald confidence intervals and Wilk confi-
dence intervals.
Wald C.I. Wilk C.I.
parameter sample size length coverage length coverage
n = 20 0.895 0.895 0.900 0.910
β1 n = 50 0.719 0.928 0.740 0.934
n = 100 0.504 0.932 0.511 0.936
n = 20 1.345 0.743 1.644 0.883
σ2 n = 50 0.952 0.866 1.041 0.928
n = 100 0.499 0.940 0.503 0.943
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Figure 4.1 Sampling distribution of βˆ1 for n = 20.
Table 4.4 Monte Carlo type 1 error and power of Wilk inference and Wald inference for con-
tinuous data with sample size n = 100.
α = 0.05 α = 0.1
Parameter Value Wilk Wald Wilk Wald
β2 = 0 0.0632 0.0274 0.1138 0.0569
β2 = 0.3 0.5374 0.4077 0.6533 0.5173
β2 = 0.5 0.9136 0.7755 0.9452 0.8514
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Figure 4.2 Sampling distribution of βˆ1 for n = 50.
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Figure 4.3 Sampling distribution of βˆ1 for n = 100.
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Figure 4.4 Sampling distribution of σˆ2 for n = 20.
n=50
D
en
si
ty
0.5 1.0 1.5
0.
0
0.
5
1.
0
1.
5
Figure 4.5 Sampling distribution of σˆ2 for n = 50.
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Figure 4.6 Sampling distribution of σˆ2 for n = 100.
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Figure 4.7 Histograms of p-value form Wald- and Wilk- inference.
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Figure 4.8 Histogram of p-value form LRT.CC and LRT.FI.
Table 4.5 Monte Carlo type 1 error and power of Likelihood Ratio Test (LRT)
α = 0.05 α = 0.1
n (µx, µy) FULL CC MI FI FULL CC MI FI
(0, 0) 0.052 0.0895 0.049 0.053 0.102 0.144 0.1045 0.104
100
(0,−0.1) 0.088 0.049 0.089 0.092 0.158 0.097 0.154 0.163
(0, 0.1) 0.079 0.173 0.069 0.081 0.142 0.27 0.129 0.145
(−0.1, 0.1) 0.223 0.376 0.188 0.228 0.333 0.506 0.294 0.337
(0, 0) 0.0504 0.116 0.0495 0.0504 0.104 0.183 0.104 0.104
200
(0,−0.1) 0.127 0.059 0.106 0.129 0.202 0.101 0.182 0.205
(0, 0.1) 0.133 0.322 0.119 0.143 0.229 0.450 0.191 0.229
(−0.1, 0.1) 0.388 0.633 0.297 0.382 0.511 0.739 0.413 0.502
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CHAPTER 5. A SEMIPARAMETRIC INFERENCE TO
REGRESSION ANALYSIS WITH MISSING COVARIATES IN
SURVEY DATA
A paper is planned to submit to Statistical Journal
Shu Yang1 and Jae Kwang Kim2
abstract
Abstract We consider parameter estimation in parametric regression models with covari-
ates missing at random in survey data. A semiparametric maximum likelihood approach is
proposed which requires no parametric specification of the marginal covariate distribution. We
obtain an asymptotic linear representation of the semiparametric maximum likelihood estima-
tor (SMLE) using the theory of von Mises calculus and V Statistics, which allows a consistent
estimator of asymptotic variance. An EM-type algorithm for computation is discussed. We
extend the methodology for general parameter estimation, which is not necessary confined
to MLE. Simulation results suggest that the SMLE method is robust, whereas the parametric
maximum likelihood method is subject to severe bias under model misspecification.
1Primary researcher and author.
2Author for correspondence.
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5.1 Introduction
This is an extensive literature on the analysis of survey data (Cochran, 1977; Chambless
and Boyle, 1985; Skinner et al. 1989; Skinner and Coker, 1996). Missing data frequently occur
in survey studies due to multiple reasons, either by happenstance or by survey designs. For
example, in the case control study, certain covariates are very difficult or expensive to measure
for the full sample. A validation sample of much smaller size can be obtained to obtain the
measurements on these covariates. Thus, the covariates information is not fully observed for
the whole sample, resulting a missing covariate problem in regression analysis.
There are three approaches to handle missing covariates in regression analyses. The first
approach is the complete-case analysis that discards the observations with missing values.
Such method may suffer a efficiency loss and a biased estimation when data are missing in a
systematic way, such as missing at random (MAR) in the sense of Rubin (1976).
The second approach is the model-based adjustment which postulates parametric models
for the covariates and then use a maximum likelihood approach to obtain estimates for the
models. The resulting estimator is efficient if the covariate distribution is correctly specified,
but can be biased under model misspecification. In presence of missingness, it is often difficult
to specify a model for the covariate distribution that is nearly correct .
The third approach is the imputation method, which fills the missing covariates with pesudo
values and the analysis is carried out as if the imputed values were observed data. In the
case of missing covariates, Pepe and Fleming (1991) and Reilly and Pepe (1995) suggested
imputing missing covariates using the empirical distribution of the covariate. It avoids the
model specification of covariates. However, under MAR, the empirical distribution obtained
from the completely observation is not consistent to the marginal covariates distribution, and
thus the resulting estimator is not consistent.
In this paper, we consider imputing the missing covariate using nonparametric maximum
likelihood estimates of the density of the covariate, which requires no parametric specifica-
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tion of the marginal covariate distribution and therefore enjoys a robustness feature. We show
that under regularity conditions, the semiparametric maximum likelihood estimates (SMLE)
of the regression coefficient θ, obtained by jointly maximizing θ and empirical density of the
marginal covariate distribution, are consistent and asymptotically normal. The use of nonpara-
metric maximum likelihood estimates of the density of the covariate complicates the variance
estimation of θˆ. We obtain an asymptotic linearization representation of SMLE of θ using
von Mises calculus (Fernholz, 1983) theory and V-statistics (von Mises, 1947) theory, which
allows for consistent variance estimation. In the imputation paradigm, to put our method in
perspective, imputed values for each missing value are the observed covariates and associated
with fractional weights calculated by incorporating the regression model and the nonparamet-
ric maximum likelihood estimates of the density of the covariate. The resulting fractionally
imputed data set enables general purpose parameter estimation. The simulation study shows
that SMLE is robust, whereas the parametric maximum likelihood method is subject to severe
bias under model misspecification.
5.2 Basic setup and proposed method
Suppose that we are interested in estimating θ in a regression model f(yi | xi; θ) and
covariate xi are subject to missingness from a sample obtained by a probability sampling. Let
wi be the sampling weight of unit i in the sample such that
∑
i∈Awiyi is unbiased for the
population mean µY = N−1
∑N
i=1 yi, where A is the index set of the sample. Under simple
random sampling, the sampling weight is 1/n. Let δi = 1 if (xi, yi) is observed and δi = 0 if xi
is missing. In this case, the population-level log-likelihood of θ and the marginal distribution
of X , denoted by PX , is
l(θ, PX) =
N∑
i=1
δi
{
log f(yi | xi; θ) + logPX(xi)
}
+
N∑
i=1
(1− δi) log f(yi; θ, PX),
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where f(yi; θ, PX) = PXf(yi|x; θ) =
´
f(yi|x; θ)dPX(x). Thus, the observed pseudo log-
likelihood for θ and PX is
lobs(θ, P
X) =
∑
i∈A
wiδi
{
log f(yi|xi; θ) + logPX(xi)
}
+
∑
i∈A
wi(1− δi) log f(yi; θ, PX). (5.1)
The global maximization of lobs(θ, PX) over the parameter space Rd × G is infinite-
dimensional, where θ ∈ Rd andG is the set of all probability measures onX . For simpler max-
imization, We restrict that PX be supported by the observed values of X . Let pik = P (x = xk)
be the point mass assigned to the observed xk such that
∑r
k=1 pik = 1. We focus on the
observed pseudo log-likelihood for θ and pi = (pi1, · · · , pir) given by
lobs(θ, pi) =
∑
i∈A
wiδi {log f(yi|xi; θ) + log pii}
+
∑
i∈A
wi(1− δi) log
{∑
j∈A
δjf(yi|xj; θ)pij
}
, (5.2)
where the second term
∑
i∈Awi(1 − δi) log{
∑
j∈A δjf(yi|xj; θ)pij} in (5.2) can be viewed as
an approximation to
∑
i∈Awi(1 − δi) log f(yi; θ, PX) in (5.1) by restricting PX be supported
by the observed values of X .
The observed likelihood is semiparametric in the sense that we have a parametric compo-
nent θ and a non-parametric component pi. Such semiparametric likelihood has been consid-
ered in Lawless, Kalbfleisch, and Wild (1999), Robins, Hsieh, and Newey (1995) and Scott
and Wild (2001, 2002).
5.3 Main theoretical results
In this section, we establish asymptotic properties of the proposed SMLE θˆ. We choose to
present theory here and leave all proof in Appendix.
Let
h(z; θ, PX) = I(δ = 1) log f(y|x; θ) + I(δ = 0) logPXf(y|x; θ),
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where z = (δ, δx, y), PXf(x) =
´
f(x)dPX(x), and PX(x) is the distribution of x. Then, the
SMLE θˆ maximizes PZn h(z; θ, P
X
n ), where P
X
n represents the nonparametric maximum like-
lihood distribution of x, and PZn denotes the empirical distribution induced by Z1, Z2, . . . , Zn
that are independent sampled from PZ according a sampling scheme with first order inclu-
sion probability Pr(i ∈ A). Given a measurable function f : X → R, we write PXn f(X)
for the expectation of f under PXn , i.e. P
X
n f(X) =
∑n
i=1 δipiif(Xi). Given a measur-
able function g : Z → R, we write PZn g(Z) for the expectation of g under PZn . Note that
PZn g(Z) =
∑n
i=1 wig(Zi) is just another notation for a weighted sample average, weighted by
sampling weight, where wi = 1/Pr(i ∈ A)/
∑n
i=1{1/Pr(i ∈ A)}. Under simple random
sampling, it reduces to a sample mean PZn g(Z) = n
−1∑n
i=1 g(Zi).
Lemma 1 Let θˆ be SMLE estimator of θ, and θ0 is the true parameter value of θ. Under
the regularity conditions
(C1) For some 0, supθ,||PXn −PX ||<0 |
∑n
i=1wih(θ, P
X
n ; zi) − E{h(θ, PX ; z)}| → 0, as n →
∞.
(C2) E{h(θ, PXn ; z)−h(θ, PX ; z)} → 0, for any PXn such that ||PXn −PX || → 0, as n→∞.
Then θˆ − θ0 → 0 in probability, as n→∞.
See Appendix A for the proof. Next, we show the SMLE θˆ is asymptotic normal.
Theorem 3. Let θˆ be SMLE of θ, and θ0 is the true parameter value of θ. Under the regularity
conditions (C1), (C2) specified in Lemma 1 and the following conditions
(C3) h(z; θ, PX) is continuously twice differentiable with respect to θ and satisfies
|| ∂
2
∂θ∂θT
h(z; θ, PX)− E
{
∂2
∂θ∂θT
h(z; θ, PX)
}
|| → 0
in probability, uniformly in θ andE
{
∂2h(z; θ, PX)/∂θ∂θT
}
is continuous and nonsigu-
lar at θ0.
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(C4) There exists a positive q such that E
{
S(θ, PX ; z)2+q
}
< ∞ where S(θ, PX ; z) =
∂h(z; θ, PX)/∂θ.
Then θˆ has the asymptotic linear representation,
θˆ − θ0 =
∑n
i=1wi κ(zi; θ0, P
X) + op(n
−1/2), (5.3)
where κ(zi; θ0, PX) is defined in (5.18) in Appendix. Thus
Σ−1/2(θˆ − θ0) d→ N(0, Id)
as n→∞, Σ = V ar (∑ni=1 wiκ(Zi; θ0, PX)) .
The proof of Theorem 1 can be found in Appendix, which relies on theory of von Mises
calculus (Fernholz, 1983) and V-statistics (von Mises, 1947). For large sample inference of θˆ,
the use of PXn complicates the variance estimation of θˆ. The asymptotic linearization repre-
sentation (5.3) can be considered for variance estimation. Let
Σˆ =
n∑
i=1
n∑
j=1
∆ijκ(zi; θˆ, P
X
n )κ(zj; θˆ, P
X
n )
T
be a consistent estimator for the variance of θˆ under complete response, where ∆ij are coeffi-
cients. Under simple random sampling, ∆ij = −1/{n2(n− 1)} for i 6= j and ∆ii = 1/n2.
5.4 Computation
For computing SMLE of θ, we can use Newton-Raphson algorithm to maximize the like-
lihood function. However, it involves calculation the inverse of large matrices and thus can
be numerically unstable and computationally intensive. Alternatively, we propose an EM-type
algorithm to obtain the SMLE of θ. For simplicity of the notation, assume that we have full
response in the first r elements and partial response in the remaining n − r elements. As-
sume that x takes values on the realized sample support Sx = {x1, · · · , xr}. Maximizing the
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observed log-likelihood
lobs(θ, pi) =
r∑
i=1
wi [log f(yi|xi; θ) + log pii]
+
n∑
i=r+1
wi log
[
r∑
j=1
δjf(yi|xj; θ)pij
]
. (5.4)
subject to
∑r
i=1 pii = 1 with respect to (θ, pi) can be obtained by applying Lagrange multiplier
method. The solution to this optimization is given by
r∑
i=1
wiS(θ;xi, yi) +
n∑
i=r+1
wi
{∑r
j=1 pijf(yi | xj; θ)S(θ;xj, yi)∑r
j=1 pijf(yi | xj; θ)
}
= 0 (5.5)
and
pik =
wk +
∑n
i=r+1wiw
∗
ik(θ)∑n
i=1 wi
, (5.6)
where w∗ij(θ) = pijf(yi|xj; θ)/
∑r
k=1 pikf(yi|xk; θ).
To obtain the solution to (5.5) - (5.6), the following EM algorithm using fractional imputa-
tion method can be applied:
Step 0. For each unit with δi = 0, r imputed values of x are assigned with x∗ij = xj . Let
pi
(0)
k = 1/r.
Step 1. At the t-th EM iteration, compute the fractional weight
w∗ij(t) =
f(yi | x∗ij; θ(t))pi(t)j∑r
k=1 f(yi | x∗ik; θ(t))pi(t)k
where θ(0) is the MLE of θ using only full respondents.
Step 2. Using w∗ij(t) and (x
∗
ij, yi), update the parameters by solving the imputed score equa-
tion:
r∑
i=1
wiS(θ;xi, yi) +
n∑
i=r+1
wi
r∑
j=1
w∗ij(t)S(θ;x
∗
ij, yi) = 0 (5.7)
and
pi
(t+1)
k =
wk +
∑n
i=r+1wiw
∗
ik(t)∑n
i=1wi
. (5.8)
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Step 3. Set t = t+ 1 and go to Step 1. Continue until convergence.
Step 1 is an E-step in the EM algorithm. Step 2 is an M-step, which uses (5.7) and (5.8) to
update the parameters. The weights w∗ij(θˆ) after convergence assigned to imputed values can
be called fractional weights. Note that the imputed values are not changed but only fractional
weights are updated for each EM iteration. The proposed method is an application of the
parametric fractional imputation, but instead of assuming a parametric model for the marginal
distribution of x, we use a fully nonparametric model. Paik (2000) proposed the same method
in the context of missing covariates in the logistic regression.
The resulting fractionally imputed data set {(w∗ij(θˆ), x∗ij, yi)} enables a general purpose
parameter estimation.
5.5 Extensions to general parameter estimation
We consider an extension where the parameter of interest is not necessarily estimated from
the maximum likelihood method, but is estimated by solving an estimating equation. Suppose
that, under complete response, a parameter of interest, denoted by η, is estimated as the unique
solution to the estimating equation
U(η) ≡
n∑
i=1
wiu(η;xi, yi) = 0, (5.9)
for some function u(η;xi, yi) of η with continuous partial derivatives.
Under nonresponse, a consistent estimator of η0 can be obtained as a solution to the fol-
lowing estimating equation
U¯(η|θˆ) ≡
n∑
i=1
wiE
{
u(η;xi, yi)|zi, θˆ
}
= 0, (5.10)
where zi = (δi, δixi, yi), and θˆ is the SMLE of θ.
Using the fractional imputation approach discussed in Section 4, we can construct a Monte
Carlo approximation to the estimating equation
ηˆ∗ = arg
{
r∑
i=1
wiu(η;xi, yi) +
n∑
i=r+1
wi
r∑
j=1
w∗ij(θˆ)u(η;x
∗
ij, yi) = 0
}
. (5.11)
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The following theorem presents the asymptotic properties of the estimator that is the solu-
tion to (5.11).
Theorem 4. Let θˆ be SMLE of θ, and ηˆ∗ be the solution to (5.11). Under some regularity
conditions, we have
(ηˆ∗ − η0)/σ∗η d→ N(0, 1),
where
σ∗2η = τ
−1Ω∗τ−1T .
Here τ = E{∂u(η0;x, y)/∂η},
Ω∗ = V ar[
n∑
i=1
wi{u¯∗(η0|zi; θ0) +K∗Tκ(zi; θ0PX)}], (5.12)
K∗T = E[
∑n
i=r+1wi
∑r
j=1 w
∗
ij{s(θ;x∗ij, yi)−s¯∗(θ; yi)}u(η0;x∗ij, yi)], s¯∗(θ; yi) =
∑r
j=1w
∗
ijs(θ;
x∗ij, yi), u¯
∗(η|zi; θ) = u(η;xi, yi) if δi = 1 and u¯∗(η|zi; θ) =
∑r
j=1w
∗
ij(θ)u(η;x
∗
ij, yi) if δi = 0,
and κ(z; θ0, PX) is defined in Theorem 1.
The result in Theorem 2 can be used to derive a variance estimator for ηˆ∗ that is a solution
to (5.11). The crucial part is to estimate the variance of the linearized term (5.12). If we write
U¯∗l (η|θ) =
n∑
i=1
wi{u¯∗(η|zi; θ) +K∗Tκ(zi; θPX)},
a plug-in estimator of V ar[U¯∗l (η|θ)] is
n∑
i=1
n∑
j=1
∆ij(uˆi − ¯ˆu)(uˆj − ¯ˆu)′
where
uˆi = u¯
∗(ηˆ|zi; θˆ) + Kˆ∗Tκ(zi; θˆPXn ).
The terms u¯∗(ηˆ|zi; θˆ) and Kˆ∗ are easily computed from the fractional imputation with frac-
tional weights. The linearization method may involve heavy algebra and specialized program-
ming for different models. In contrast, the jackknife method of variance estimation may be
implemented much more simply, such as delete-a-group jackknife variance estimation (See
Appendix D).
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5.6 Simulation study
5.6.1 Simulation one - Linear model
In this section, in order to evaluate the performance of the proposed estimator, we conduct
a Monte Carlo simulations. A finite population of size N = 2000 samples were generated
according to the following mechanism:
xi ∼ Beta(α, β), (5.13)
yi|xi ∼ Normal(β0 + β1xi, σ2). (5.14)
Each unit in the finite population is associated with a size variable, denoted by zi ∼ Gamma(xi
+|yi| + 1, 1). We generate the sample by probability proportional to sampling (PPS) method.
Let pi be the inclusion probability, where pi = nzi/
∑N
i=1 zi. If pi > 1, we set pi = 1. The
sampling weight is wi = 1/pi. The sampling mechanism is informative.
In the sample, we also generated δi the response indicator variable of xi from Bernoulli(ri),
with ri = 0.75(MCAR) and logit(ri) = φ0+φ1yi(MAR). The parameters φ0 and φ1 are chosen
such that the response rate is 0.75. The parameters are chosen as follows, n = 400, (α, β) =
(0.5, 1), β0 = 0, β1 = 5, σ2 = 1. We are interested in estimating five parameters including the
regression parameters β0, β1, σ2, the marginal mean of x, η1 = E(x); the proportion of x less
than 0.5, η2 = Pr(x < 0.5).
We compare the semiparametric maximum likelihood estimator (SMLE), proposed in the
paper, over 1000 datasets, to four estimators: (1) Full, which uses the full sample as if all
data were observed. (2) CC, which is the complete case analysis discarding all the incomplete
cases. (3) MLE w is maximum likelihood estimator (MLE) under the wrong model of covari-
ate distribution assuming xi ∼ N(µx, σ2x). (4) MLE t is the MLE under the true model of
covariate distribution (5.13) and (5.14).
Tables 5.1 and 5.2 present numerical results for the linear regression with MCAR, and
MAR, respectively. Each method gives for each parameter a point estimate, a variance esti-
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mate, and a 95% confidence interval. The Monte Carlo mean (Mean) and variance (S.D.2) are
mean and variance for the point estimates over the Monte Carlo samples. S.E.2 is the Monte
Carlo mean of the variance estimates over the Monte Carlo samples. The empirical coverages
are calculated for 95% confidence intervals. Under MCAR, CC is unbiased in estimating all
parameters. However, it loses quite a bit efficiency compared to other methods. Under MAR,
CC is shown to be invalid. It is associated with a large bias in all parameters considered. This
indicates that the analysis ignoring missing values can be misleading. If the covariate distri-
bution if correctly specified, MLE (MLE t) is both unbiased and efficient. However, if the
covariate distribution is misspecified, MLE (MLE w) can be severely biased. Under MCAR,
MLE w is biased in estimating the proportion. Under MAR, MLE w is biased in estimating
all parameters of interest. In all scenarios, SMLE is unbiased. On the other hand, MLE t is
more efficient than SMLE, but the efficiency gain is not significantly large. In practice, it is
often difficult to specify a parametric model that is nearly correct in presence of missingness.
SMLE is attractive since it completely avoids model speculation. Moreover, the Monte Carlo
coverage of SMLE is close to the nominal coverage, which indicates that SML inference is
valid. Therefore, we suggest the SMLE analysis when the covariate distribution is difficult to
model.
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Table 5.1 Linear regression under MCAR. FULL: the full sample estimator; CC: the complete
case estimator; MLE t:MLE under the true model; MLE w: MLE under model
misspecification; SMLE:Semiparametric MLE.
β0 β1 σ
2 µx Pr(x < 0.5)
COM 0.00 5.00 0.99 0.33 0.707
CC 0.00 5.00 0.99 0.33 0.707
Mean MLE t 0.00 5.00 0.99 0.33 0.707
MLE w 0.00 5.00 0.99 0.33 0.683
SMLE 0.00 5.00 0.99 0.33 0.707
COM 0.0063 0.0292 0.0053 0.0002 0.0005
CC 0.0086 0.0395 0.0069 0.0003 0.0006
S.D.2 MLE t 0.0073 0.0330 0.0063 0.0002 0.0004
MLE w 0.0075 0.0343 0.0067 0.0002 0.0004
SMLE 0.0073 0.0335 0.0064 0.0002 0.0005
COM 0.0065 0.0301 0.0054 0.0002 0.0005
S.E.2 CC 0.0089 0.0415 0.0070 0.0003 0.0007
MLE t 0.0075 0.0343 0.0065 0.0002 0.0005
MLE w 0.0078 0.0353 0.0069 0.0002 0.0004
SMLE 0.0075 0.0345 0.0066 0.0002 0.0006
COM 0.94 0.94 0.93 0.95 0.96
CC 0.94 0.95 0.93 0.94 0.95
Coverage MLE t 0.95 0.94 0.93 0.94 0.95
MLE w 0.95 0.94 0.93 0.94 0.84
SMLE 0.94 0.95 0.92 0.94 0.95
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Table 5.2 Linear regression under MAR. FULL: the full sample estimator; CC: the complete
case estimator; MLE t:MLE under the true model; MLE w: MLE under model
misspecification; SMLE:Semiparametric MLE.
β0 β1 σ
2 µx Pr(x < 0.5)
COM 0.00 5.00 0.99 0.33 0.707
CC 0.10 4.93 0.97 0.36 0.666
Mean MLE t 0.00 5.00 0.99 0.33 0.707
MLE w 0.04 4.92 0.97 0.33 0.668
SMLE 0.00 5.01 0.99 0.33 0.707
COM 0.0063 0.0292 0.0053 0.0002 0.0005
CC 0.0093 0.0384 0.0065 0.0003 0.0007
S.D.2 MLE t 0.0072 0.0319 0.0065 0.0002 0.0004
MLE w 0.0074 0.0317 0.0063 0.0002 0.0004
SMLE 0.0072 0.0322 0.0065 0.0002 0.0005
COM 0.0065 0.0301 0.0054 0.0002 0.0005
S.E.2 CC 0.0096 0.0404 0.0067 0.0003 0.0007
MLE t 0.0074 0.0333 0.0067 0.0002 0.0005
MLE w 0.0076 0.0327 0.0065 0.0002 0.0004
SMLE 0.0074 0.0332 0.0067 0.0002 0.0006
COM 0.95 0.94 0.93 0.95 0.95
CC 0.51 0.83 0.9 0.82 0.79
Coverage MLE t 0.94 0.94 0.93 0.94 0.95
MLE w 0.85 0.78 0.9 0.92 0.81
SMLE 0.94 0.93 0.94 0.94 0.95
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5.6.2 Simulation two - Poisson regression model
In Simulation two, we consider a Poisson regression model with canonical link including
an intercept. The complete data pseudo log-likelihood is
lobs(θ, P
X) =
∑
i∈A
wi {yix′iθ − exp(x′iβ)}+
∑
i∈A
log{PX(xi)}.
The data generating process is the same as in Simulation one except that a finite population
of size N = 2000 samples were generated according to the following mechanism:
xi ∼ Beta(α, β),
yi|xi ∼ Poisson(µi),
where log µi = log{E(yi|xi)} = β0 + β1xi. The parameters are chosen as follows, n = 100,
(α, β) = (0.5, 1), β0 = 0, β1 = 1. Tables 5.3 and 5.4 summarize numerical results obtained
for the Poisson regression with MCAR, and MAR, respectively. The discussion for Simulation
one remain the same here.
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Table 5.3 Poisson regression under MCAR. FULL: the full sample estimator; CC: the com-
plete case estimator; MLE t:MLE under the true model; MLE w: MLE under
model misspecification; SMLE:Semiparametric MLE.
β0 β1 µx Pr(x < 0.5)
COM 0.00 1.00 0.33 0.71
CC 0.00 0.99 0.33 0.71
Mean MLE t 0.00 0.99 0.33 0.71
MLE w -0.02 0.98 0.50 0.70
SMLE 0.00 1.00 0.33 0.71
COM 0.0207 0.0715 0.0009 0.0019
CC 0.0267 0.0962 0.0011 0.0027
S.D.2 MLE t 0.0234 0.0884 0.0007 0.0016
MLE w 0.0253 0.0957 0.0014 0.0024
SMLE 0.0237 0.0901 0.0011 0.0026
COM 0.0201 0.0720 0.0009 0.0021
S.E.2 CC 0.0274 0.0997 0.0012 0.0028
MLE t 0.0236 0.0914 0.0007 0.0016
MLE w 0.0254 0.0988 0.0015 0.0024
SMLE 0.0239 0.0928 0.0012 0.0027
COM 0.95 0.95 0.96 0.95
CC 0.96 0.94 0.95 0.95
Coverage MLE t 0.95 0.94 0.96 0.95
MLE w 0.95 0.94 0.01 0.95
SMLE 0.95 0.94 0.95 0.95
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Table 5.4 Poisson regression under MAR. FULL: the full sample estimator; CC: the complete
case estimator; MLE t:MLE under the true model; MLE w: MLE under model
misspecification; SMLE:Semiparametric MLE.
β0 β1 µx Pr(x < 0.5)
COM 0.00 1.00 0.33 0.71
CC 0.11 0.95 0.35 0.69
Mean MLE t 0.00 0.98 0.33 0.71
MLE w 0.00 0.95 0.53 0.69
SMLE 0.00 0.99 0.33 0.71
COM 0.0207 0.0715 0.0009 0.0019
CC 0.0257 0.0841 0.0012 0.0028
S.D.2 MLE t 0.0227 0.0852 0.0006 0.0015
MLE w 0.0260 0.0966 0.0014 0.0023
SMLE 0.0229 0.0867 0.0011 0.0026
COM 0.0201 0.0720 0.0009 0.0021
S.E.2 CC 0.0258 0.0851 0.0013 0.0030
MLE t 0.0227 0.0903 0.0007 0.0016
MLE w 0.0262 0.1000 0.0015 0.0025
SMLE 0.0230 0.0916 0.0012 0.0028
COM 0.95 0.95 0.96 0.95
CC 0.87 0.91 0.95 0.95
Coverage MLE t 0.95 0.95 0.96 0.96
MLE w 0.95 0.89 0.00 0.94
SMLE 0.95 0.95 0.96 0.96
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5.7 Concluding remarks
In this paper, a semiparametric maximum likelihood procedure is proposed to handle miss-
ing covariates in survey data. This method requires on parametric specification of the covrari-
ate distribution, and thus enjoys a ruboustness feature compared to parametric model adjust-
ment method. An EM-type algorithm is also described for computation resulting in a fraction-
ally imputed data set, which enables a general parameter estimation. Simulation compares the
proposed method (SMLE) with the CC analysis, maximum likelihood method (MLE) based on
parametric models for the covariate distribution. The CC analysis tends to lose efficiency and
bias in estimation under MAR. The MLE is efficient under the true model and can be severely
biased under a wrong model. SMLE is shown to be unbiased and produces valid inference.
In practice it is usually difficult to specify a covariate distribution that is nearly correct. We
recommend the semiparamtric approach to handling missing covariates in these situations.
The proposed semiparametric approach is not confined to one missing covariate problem.
In the case of multiple covariate that is subject to missingness, the proposed method adopt-
ing the exponential titling technique (Kim and Yu, 2011) can be developed accordingly. The
methodology will be investigated in the future work.
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Appendix
Appendix A. Proof of Lemma 1
Since
θˆ = arg max
θ
n∑
i=1
wih(θ, P
X
n ; zi)
= arg max
θ
{
n∑
i=1
wih(θ, P
X
n ; zi)− Eh(θ, PXn ; z)|PX=PXn
}
+Eh(θ, PX ; z)|PX=PXn
= op(1) + arg max
θ
{
Eh(θ, PX ; z)|PX=PXn − Eh(θ, PX ; z)
}
+Eh(θ, PX ; z) by (C1)
= op(1) + arg max
θ
Eh(θ, PX ; z) by (C2)
= op(1) + θ0,
θˆ converges to θ0 in probability as n→∞.
Appendix B. Proof of Theorem 1
Let
h(z; θ, PX) = I(δ = 1) log f(y|x; θ) + I(δ = 0) logPXf(y|x; θ),
where z = (δ, δx, y). The corresponding score equation is given by
S(θ, PX ; z)
=
∂
∂θ
h(z; θ, PX)
= I(δ = 1)
fθ(y|x; θ)
f(y|x; θ) + I(δ = 0)
PXfθ(y|x; θ)
PXf(y|x; θ) ,
where fθ(y|x; θ) = ∂f(y|x; θ)/∂θ. The SMLE θˆ solves PZn S(θ, PXn ; z) = 0, where
PZn S(θ, P
X ; z)
=
n∑
i=1
wiI(δi = 1)
fθ(yi|xi; θ)
f(yi|xi; θ) +
n∑
i=1
wiI(δi = 0)
PXfθ(yi|x; θ)
PXf(yi|x; θ) .
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By Lemma 1, θˆ − θ0 → 0 in probability as n→∞, we have that
0 = PZn S(θˆ, P
X
n ) = P
Z
n S(θ0, P
X
n , z) + P
Z
n Sθ(θ0, P
X
n , z)(θˆ − θ0) + op(θˆ − θ0).
Then
θˆ − θ0
= E(−Sθ)−1PZn S(θ0, PXn ) + op{(θˆ − θ0)}
= E(−Sθ)−1
[
PZn S(θ0, P
X) + PZn
{
S(θ0, P
X
n )− S(θ0, PX)
}]
+op{(θˆ − θ0)}, (5.15)
where Sθ = ∂S/∂θT . The quantity PZn
{
S(θ0, P
X
n )− S(θ0, PX)
}
in the above expression
quantifies the discrepancy of using PXn instead of the true distribution P
X in the score func-
tion. To calculate this term, let δx be the Dirac function with point mass one at x. By Taylor
expansion and von Mises calculus (Fernholz, 1983), we have that
S(θ0, P
X
n )− S(θ0, PX)
= SP (θ0, P
X)(PXn − PX) + op(n−1/2)
=
n∑
i=1
Sp(θ0, P
X)(piiδxi − PX) + op(n−1/2)
=
n∑
i=1
dS(θ0, (1− t)PX + tpiiδxi)
dt
|t=0 + op(n−1/2). (5.16)
Since
S(θ, (1− t)PX + tpiiδxi)
= I(δ = 1)
fθ(y|x; θ)
f(y|x; θ) + I(δ = 0)
{
(1− t)PX + tpiiδxi
}
fθ(y|x; θ)
{(1− t)PX + tpiiδxi} f(y|x; θ)
,
we have
dS
(
θ0, (1− t)PX + tpiiδxi
)
dt
|t=0
= I(δ = 0)
(piiδxi − PX)fθ(y|x; θ0)
PXf(y|x; θ0)
−I(δ = 0)(piiδxi − P
X)f(y|x; θ0)PXfθ(y|x; θ0)
{PXf(y|x; θ0)}2 .
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Thus, equation (5.16) becomes
I(δ = 0)
[
(PXn − PX)fθ(y|x; θ0)
PXf(y|x; θ0) −
(PXn − PX)f(y|x; θ0)PXfθ(y|x; θ0)
{PXf(y|x; θ0)}2
]
+ op(n
−1/2).
Then
PZn {S(θ0, PXn )− S(θ0, PX)}
=
n∑
i=1
wiI(δi = 0)[
(PXn − PX)fθ(yi|x; θ0)
PXf(yi|x; θ0)
−(P
X
n − PX)f(yi|x; θ0)PXfθ(yi|x; θ0)
{PXf(yi|x; θ0)}2 ]
=
n∑
i=1
n∑
j=1
wiwjI(δi = 0)I(δj = 1)
1
wj
[fθ(yi|xj; θ0)pij
PXf(yi|x; θ0)
−f(yi|xj; θ0)pijP
Xfθ(yi|x; θ0)
{PXf(yi|x; θ0)}2
]
+ op(n
−1/2)
=
n∑
i=1
n∑
j=1
wiwjv(zi, zj) + op(n
−1/2)
≡ Vn + op(n−1/2)
where the second equality follows from evaluating
PXn f(yi|x; θ0) =
n∑
j=1
δjf(yi|xj; θ0)pij
and
PXn fθ(yi|x; θ0) =
n∑
j=1
δjfθ(yi|xj; θ0)pij;
and Vn =
∑n
i=1
∑n
j=1 wiwjv(zi, zj) is a V-statistics with the following kernel function,
v(zi, zj)
=
1
2
{I(δi = 0)I(δj = 1)fθ(yi|xj; θ0)pij
wjPXf(yi|x; θ0)
−I(δi = 0)I(δj = 1)f(yi|xj; θ0)pijP
Xfθ(yi|x; θ0)
wj{PXf(yi|x; θ0)}2
+
I(δj = 0)I(δi = 1)fθ(yj|xi; θ0)pii
wiPXf(yj|x; θ0)
−I(δj = 0)I(δi = 1)f(yj|xi; θ0)piiP
Xfθ(yj|x; θ0)
wi{PXf(yj|x; θ0)}2
}
.
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Let
v1(zi; θ0, P
X)
= E [v(zi, zj)|zi]
=
1
2
P (δj = 1)E
[
E
{ fθ(yi|xj; θ0)pij
wjPXf(yi|x; θ0)
−f(yi|xj; θ0)pijP
Xfθ(yi|x; θ0)
wj{PXf(yi|x; θ0)}2 |δj = 1
}|δi = 0, yi]
+
1
2wi
P (δj = 0)E
[
E
{fθ(yj|xi; θ0)pii
PXf(yj|x; θ0)
−f(yj|xi; θ0)piiP
Xfθ(yj|x; θ0)
{PXf(yj|x; θ0)}2 |δj = 0
}|δi = 1, xi].
From the theory of V-statistics (von Mises, 1947), we have
Vn =
n∑
i=1
wi{2v1(zi; θ0, PX)}+ op(n−1/2). (5.17)
Combine (5.15) and (5.17), we have
θˆ − θ0 =
∑n
i=1 wiκ(zi; θ0, P
X) + op(n
−1/2)
where
κ(zi; θ0, P
X) = E(−Sθ)−1
{
S(θ0, P
X ; zi) + 2v1(zi; θ0, P
X)
}
(5.18)
Therefore, Σ−1/2(θˆ − θ0) d→ N(0, Id), where
Σ = V ar
(
n∑
i=1
wiκ(Zi; θ0, P
X)
)
.
Appendix C. Proof of Theorem 2
Let ηˆ∗ be the solution to the following expected estimating equation
U¯∗(η|θˆ) ≡
r∑
i=1
wiu(η;xi, yi) +
n∑
i=r+1
wi
r∑
j=1
w∗ij(θˆ)u(η;x
∗
ij, yi) = 0,
where θˆ is the SMLE of θ. Using the linearization technique, we have
U¯∗(η|θˆ) ∼= U¯∗(η|θ0) + E
{
∂
∂θ
U¯∗(η|θ0)
}
(θˆ − θ0), (5.19)
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where we use An ∼= Bn to denote AnB−1n = 1 + Rn and Rn converges to zero in probability.
From Theorem 1, we have a asymptotic linear representation (5.3) for θˆ. Combining (5.19)
and (5.3), we have
U¯∗(η|θˆ) ∼=
n∑
i=1
wi
[
u¯∗(η|zi; θ0) + E
{
∂
∂θ
U¯∗(η|θ0)
}
κ(zi; θ0, P
X)
]
,
where u¯∗(η|zi; θ) = u(η;xi, yi) if δi = 1 and u¯∗(η|zi; θ) =
∑r
j=1 w
∗
ij(θ)u(η;x
∗
ij, yi) if δi = 0,
and κ(zi; θ0, PX) is defined in Theorem 1. Let
K∗T ≡ E
{
∂
∂θ
U¯∗(η|θ0)
}
= E
[
n∑
i=r+1
wi
r∑
j=1
w∗ij
{
s(θ;x∗ij, yi)− s¯∗(θ; yi)
}
u(η0;x
∗
ij, yi)
]
where s¯∗(θ; yi) =
∑r
j=1w
∗
ijs(θ;x
∗
ij, yi). Thus, writing
U¯∗l (η|θ0) =
n∑
i=1
wi
[
u¯∗(η|zi; θ0) +K∗Tκ(zi; θ0, PX)
]
,
=
n∑
i=1
wiq
∗(η|θ0; zi),
where q∗(η|θ0; zi) ≡ u¯∗(η|zi; θ0)+K∗Tκ(zi; θ0, PX), the variance of U¯∗(η|θˆ) is asymptotically
equal to the variance of U¯∗l (η|θ0). Thus, the sandwich-type variance estimator of ηˆ∗ is
σ∗2η = τ
−1Ω∗τ−1T
where Ω∗ = V ar[
∑n
i=1wiq
∗(η|θ0; zi)].
Appendix D. The Delete-A-Group Jackknife Variance Estimator
The delete-a-group jackknife variance estimator provides a very useful tool to calculate
variances under complex sampling designs. The goal of replication methods is to replicate
the design in a series of subsamples that reflect the overall sample. Each of these subsamples
retain all of the design features of the original design.
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In jackknife replication, the basic idea is to delete “one”, reweight the rest, estimate, repeat
for the next, where “one” depends on the survey design. In Poisson sampling, we can drop
one single unit at a time to define each replicate, but in practice that would be computationally
intensive or even impossible.
Therefore, we can divides the sample into several mutually exclusive and nearly equal
variance groups. In Possion sampling, we can random select units into one group. A given
replicate would then be defined by dropping one group from the sample. Then, variance esti-
mation can be obtained in the following manner: Estimate the quantities of interest based on
the k−th replicate, denoted by θˆk, and compute the variance across those estimates to obtain an
estimate of the full-sample variance. Formally, the delete-a-group jackknife variance estimator
is,
Vˆ (θˆ) =
G− 1
G
G∑
k=1
(θˆk − θˆ)2
where G is the number of replicates, θˆk and θˆ are the estimate from the k−th replicate and
from whole sample, respectively.
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CHAPTER 6. VARIANCE ESTIMATION AND KRIGING
PREDICTION FOR A CLASS OF NON-STATIONARY SPATIAL
MODELS
A paper is accepted by Statistica Sinica
Shu Yang1 and Zhengyuan Zhu2
abstract
This paper discusses the estimation and plug-in kriging prediction of a non-stationary spa-
tial process assuming a smoothly varying variance function with an additive independent mea-
surement error. A difference-based kernel smoothing estimator of the variance function and
a modified likelihood estimator of the measurement error variance are used for parameter es-
timation. Asymptotic properties of these estimators and the plug-in kriging predictor are es-
tablished. A simulation study is presented to test our estimation-prediction procedure. Our
kriging predictor is shown to perform better than the spatial adaptive local polynomial regres-
sion estimator proposed by Fan and Gijbels (1995) when the measurement error is small.
6.1 Introduction
Stationary spatial models play an important role in such areas as mining, environmental
monitoring, meteorology, soil science, economics, and epidemiology. It has long been recog-
1Primary researcher and author.
2Author for correspondence.
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nized that the assumption of stationarity is often violated, and the problem is more pronounced
when one has high resolution spatial data over large spatial domain. With the influx of such
large spatial data in recent years, there has been a substantial amount of research directed at
modeling and estimating non-stationarity in spatial data. Examples of non-stationary mod-
els include process deformation models (Guttorp and Sampson (1992); Bornn, Shaddick, and
Zidek (2012)), kernel convolution models (Higdon (1998); Paciorek and Schervish (2006)), a
spectral approach (Fuentes (2002ab); Porcu, Gregori, and Mateu (2009)), a wavelet approach
(Nychka, Wikle, and Royle (2002); Matsuo, Misu, Sakaida, and Shishikui (2011)), and many
more. Examples of estimation methods include moment-based methods (Nychka and Saltz-
man (1998); Nychka, Wikle, and Royle (2002); likelihood-based methods (Anderes and Stein
(2011)), and Bayesian methods (Higdon, Swall, and Kern (1999); Damian, Sampson, and
Guttorp (2001); Schmidt and O’Hagan (2003); Sanso, Schmidt, and Nobre (2005); Schmidt,
Schelten, and Roth (2011)). After adopting a non-stationary spatial model, kriging can be used
to make predictions at locations where measurements of the process are not available.
Alternatively, one can model non-stationary spatial data using nonparametric methods, and
make spatial predictions using smoothing with spatially adaptive bandwidth. For kernel re-
gression, Fan and Gijbels (1996) developed a method to estimate smoothly varying bandwidth,
and discussed local polynomial models with adaptive window widths. For smoothing splines,
Cummins, Filloon, and Nychka (2001) developed local generalized cross validation (GCV) to
fit spatially adaptive smoothing splines, and Luo and Wahba (1997) proposed a hybrid adap-
tive spline approach. More recently, Pintore, Speckman, and Holmes (2006) treated spatially
adaptive smoothing splines as a function minimization problem.
When the process is stationary in space, it is well known that there is a close connection
between kriging and nonparametric regression methods. Wahba (1985) and Stein (1990, 1993)
showed kriging under certain simple stationary models is equivalent to smoothing splines, and
the restricted maximum likelihood (REML) estimator of the smoothing parameter is more effi-
cient than the GCV estimator if the underlying model is correctly specified. However, a similar
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connection between kriging under non-stationary models and spatially adaptive nonparametric
regression methods has not been established so far.
In this paper, we study this connection under the simple model
Zi = Z(xi) = σ(xi)W (xi) + i, (6.1)
i = 1, . . . , n, where xi = i/n ∈ [0, 1], σ(x) is a smoothly varying function, and W (x) is
a Brownian motion. Here σ(x)W (x) accounts for the heteroscedasticity and spatial corre-
lation in the data. The i’s are independent normal errors with zero mean and variance σ2 ,
representing measurement error. This model is a generalization of one in Stein (1990) that
assumed that σ(x) = σ is a constant. We consider kriging with estimated parameters under
this non-stationary model. One objective is to develop an estimation and prediction method
for this non-stationary model, and to derive corresponding asymptotic results, with the goal of
comparing them to those from spatially adaptive non-parametric methods.
To estimate the variance function σ2(x), we consider a difference-based kernel smoothing
estimator, which is essentially a Method-of-Moment approach. Similar techniques had been
investigated by many authors for variance function estimation in heteroscedastic nonparamet-
ric regression models. See for example, Von Neumann, Kent, Bellinson, and Hart (1941),
Gasser, Sroka, and Jennen-Steinmetz (1986), Hall, Kay, and Titterington (1990, 1991), Brown
and Levine (2007), Hipple and Eubank (2007), Cai and Wang (2008), Cai, Levine, and Wang
(2009), Duran, Hardle, and Osipenko (2012). In the context of non-parametric regression, the
motivation for taking the differences is to eliminate the effect of the mean function and turn
the problem of estimating the variance function in the model into a conventional regression
problem of estimating the mean function. We draw heavily on Brown and Levine (2007) to de-
velop the estimation method and derive asymptotic results. The novelty here is that we assume
a model in which the observations are spatially dependent. A kernel smoothing technique is
applied to squared differences to obtain the variance function estimator. To estimate σ2 , a
modified likelihood estimator is proposed, similar to the profile likelihood estimator except
that when profiling the variance function σ2(x) we use the difference-based kernel smoothing
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estimator instead of the maximum likelihood estimator. The estimator of σ2 is then obtained
by maximizing the modified likelihood function.
We derive the asymptotic mean squared error bound of the variance function estimator
and establish its asymptotic normality. The asymptotic bias of the plug-in kriging predictor is
also obtained. Our theoretical results indicate that both the kernel smoothing estimator of the
variance function σ2(x) and the modified likelihood function of σ2 are consistent with small
measurement error. The convergence rate deteriorates as the variance of measurement error
increases, and when measurement error variance is too large, variance estimation is no longer
consistent. This is seen in our simulation results, where we compare the kriging prediction
with estimated parameters with a spatially adaptive local polynomial regression estimator (Fan
and Gijbels (1995)). The kirging predictor out-performs the local polynomial estimator when
measurement error is small, and under-performs it when the measurement error is large.
The rest of the paper is organized as follows. Section 2 describes the difference-based
kernel estimator of the variance function, the modified likelihood estimator of the measurement
error variance, and the plug-in kriging predictor with the unknown parameters replaced by their
estimates. A bandwidth selection procedure is also included. Section 3 presents the asymptotic
mean squared error bound of the variance function estimator and the asymptotic bias of the
plug-in kriging predictor. In Section 4 we provide a limited-scope simulation study to show
the finite sample performance of our estimation procedure. Discussion is in Section 5, and
proofs can be found in the supplementary document online.
6.2 Methodology
6.2.1 Difference-based kernel estimator
Our estimation method for the variance function is similar to that of Brown and Levine
(2007) for estimating the variance function in a nonparametric regression model. They use
the difference squares of observations, transforming variance function estimation into mean
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function estimation, which is easier to handle. The estimation procedure has two steps: take
the square of the first-order differences of the observations, apply local polynomial regression
estimation with squared differences to obtain a smoothed estimator of σ2(x).
Let Dh(Z(x)) = Z(x+h)−Z(x) and Dh,i = Z(xi +h)−Z(xi). For a Brownian motion
W , Cov(W (xi),W (xi + h)) = xi for h ≥ 0. Under some regularity conditions
E(D2h,i) = σ
2(xi)h+ {σ(1)2(xi)xi + σ2(1)(xi)}h2 + 2σ2 + o(h2),
where the notation f (k)(·) denotes the k-th derivative of f(·). We can write
E(D2h,i) = σ
2(xi)h+ 2σ
2
 + o(h).
σ2(xi) is what we wish to estimate, σ2 is the measurement error variance, and o(h) is a higher
order bias term caused by heteroscedasticity. If variances at different locations are constant,
the higher order bias term is zero. The correlation of the differences is negligible. Here except
for successive differences which share a observation at the same location. Thus σ(xi+1) at xi,
Z(xi+1)− Z(xi) = σ(xi)(W (xi+1)−W (xi))
+{σ(1)(xi)h+ o(h)}W (xi+1) + i+1 − i.
And, due to independent increments, for j − i > 1,
Cov(Dh,i, Dh,j) = σ
(1)(xi)σ
(1)(xj)xi+1h
2 + o(h2). (6.2)
A number of nonparametric regression procedures for estimating the mean function can
be applied to estimate the variance function. Here we consider a local polynomial regression
estimator. That automatically adjusts boundary effects, preserving the asymptotic order of the
bias (Fan and Gijbels (1996)). The local polynomial regression estimator Dˆ2h,λ(x) of D
2(x) =
σ2(x)h+ 2σ2 based on D
2
h,i is
Dˆ2h,λ(x) = aˆ0, where
(aˆ0, aˆ1, . . . , aˆp) =
arg min
a0,a1,...,ap
n−1∑
i=1
[
D2h,i − a0 − a1(x− xi)− · · · − ap(x− xi)p
]2
K(
x− xi
λ
),
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with K(·) the kernel function and λ the bandwidth.
Definition 1. K(·) is a kernel function of order p + 1 if K(x) ≥ 0 with support [−1, 1]
satisfies
´ 1
−1K(x)dx = 1, and
´ 1
−1K
2(x)dx < ∞; ´ 1−1K(x)xjdx = 0, for j = 1, 2, . . . , p;´ 1
−1K(x)x
p+1dx > 0.
The local polynomial regression estimator Dˆ2h,λ(x) can be expressed as a weighted average
of D2h,i’s,
Dˆ2h,λ(x) =
n−1∑
i=1
Kn(
x− xi
λ
)D2h,i,
where Kn(x−xiλ ) are the kernel weights, satisfying the discrete moment conditions
∑n−1
i=1
Kn(
x−xi
λ
) = 1;
∑n−1
i=1 (x − xi)jKn(x−xiλ ) = 0, for any j = 1, . . . , p; Kn(x−xiλ ) = 0 for all
|x− xi| > λ.
The local polynomial regression estimator of σ2(x) is given by
σˆ2λ(x;σ
2
 ) = (Dˆ
2
h,λ(x)− 2σ2 )/h
=
n−1∑
i=1
Kn(
x− xi
λ
)∆i, (6.3)
where ∆i = (D2h,i − 2σ2 )/h.
6.2.2 Modified likelihood estimator of σ2
Note that σˆ2λ(x;σ
2
 ) depends on σ
2
 , which in general is unknown and needs to be estimated
from the data. We consider a modified likelihood approach to estimate σ2 , similar to profile
likelihood estimation except that when profiling σ2(x) we use the kernel smoothing estimator
instead of the maximum likelihood estimator. Take
P (σ2 ) = l(σˆ
2
λ(x;σ
2
 ), σ
2
 ; d) (6.4)
where d = (Z(x2)−Z(x1), Z(x3)−Z(x2), . . . , Z(xn)−Z(xn−1)) is the difference vector, and
l(σ2(x), σ2 ; d) is the log likelihood function of σ
2(x) and σ2 based on d. Since the correlation
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of non-overlapping differences is negligible, the joint distribution of d can be approximated
by a multivariate normal distribution with mean 0 and variance
Σ =

σ2(x1)h+ 2σ
2
 −σ2 · · · 0
−σ2 σ2(x2)h+ 2σ2 · · · 0
...
...
. . .
...
0 0 σ2(xn−2)h+ 2σ2 −σ2
0 · · · −σ2 σ2(xn−1)h+ 2σ2

.
As a result, we have
P (σ2 ) = −
1
2
log |Σˆ(σ2 )| −
1
2
dT{Σˆ(σ2 )}−1d, (6.5)
where
Σˆ(σ2 ) =

Dˆ2h,λ(x1) −σ2 · · · 0
−σ2 Dˆ2h,λ(x2) · · · 0
...
... . . .
...
0 0 Dˆ2h,λ(xn−2) −σ2
0 · · · −σ2 Dˆ2h,λ(xn−1)

,
with the diagonal elements σ2(xi)h + 2σ2 in Σ replaced by the kernel smoothing estimator
Dˆ2h,λ(xi). The modified likelihood estimator of σ
2
 is obtained by maximizing (6.5).
Replacing σ2 in (6.3) by σˆ
2
 , the kernel smoothing estimator σˆ
2
λ(x) is
σˆ2λ(x) = σˆ
2
λ(x; σˆ
2
 )
=
n−1∑
i=1
Kn(
x− xi
λ
)∆ˆi, (6.6)
where ∆ˆi ≡ 1|h|(D2h,i− 2σˆ2 ). The impact of using σˆ rather than σ2 on the asymptotic behavior
of σˆ2λ(x) will be discussed in Section 3.
6.2.3 Bandwidth selection
A kernel smoothing estimator requires a choice of bandwidth. Two popular methods here
are the plug-in-type procedure such as the Akaike information criterion (AIC) and Bayesian
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information criterion (BIC) methods, and the data-driven procedure based on minimizing an
estimator of the mean squared error (MSE) such as the cross validation (CV) method. We use
the K-fold cross-validation approach suggested by Levine (2006). Since the sequence {D2h,i}
has a relatively small correlations, we expect the K-fold cross-validation to perform well.
Randomly divide {D2h,i, i = 1, . . . , n} into K subsets; leave out one fold, say Ks, estimate
the parameters using the remaining data K−s; predict the omitted points in the leave-out fold.
A good summary criterion is the mean of the squared prediction errors. Here we use the
discrete mean and refer to it as cross-validated discrete mean squared error (CDMSE),
CDMSE(λ) = n−1
n∑
i=1
(D2h,i − Dˆ2h,−s,i)2,
where Dˆ2h,−s,i = Dˆ
2
h,−s(xi) for i ∈ Ks, Dˆ2h,−s(x) is the difference-based kernel smoothing es-
timator of D2(x) fitted to the remaining data K−s, Dˆ2h,−s(x) = n
−1
−s
∑
k∈K−s Kn−s(
x−xk
λ
)D2h,k,
with n−s being the sample size of K−s. The cross-validation bandwidth is
λCV = arg minCDMSE(λ).
6.2.4 Kriging prediction
Consider the kriging prediction of the underlying process f(x0) = σ(x0)W (x0) for x0 ∈
[0, 1] based on the observations z = (Z(x1), · · · , Z(xn)). For simplicity we suppress the
dependence of σˆ(x) on λ. When the parameters are known, the best linear unbiased predictor
of f(x0) is the conditional expectation of f(x0) conditional on z,
p(x0) = Cov(f(x0), z)
TΣ−1z z
= σ(x0)Cov(W (x0), z)
TΣ−1z z,
where Σz is the covariance matrix of z. The plug-in kriging predictor replaces the unknown
parameters σ(x) and σ2 in p(x0) with the kernel smoothing estimator of σ(x) and the modified
likelihood estimator of σ2 .
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6.3 Theoretical Results
In this section, we establish the asymptotic properties of the variance function estimators
and the plug-in kriging predictor. Proofs can be found in the on-line supplementary document.
We need some smoothness condition on σ2(x). We make the standard assumption (see for
example, Brown and Levine (2007)) that σ2(x) belongs to Lipschitz classes C+β (M) for β > 0
and M > 0.
Definition 2. The Lipschitz class Cβ(M) =
{
g : for all 0 ≤ x, y ≤ 1, k = 0, . . . , xβy−
1, |g(k)(x)| ≤ M and |g(xβy)(x) − g(xβy)(y)| ≤ M |x − y|β′}, where xβy is the largest integer
less than β and β′ = β − xβy.
Definition 3. C+β (M) =
{
g : g ∈ Cβ(M) and ∃δ > 0, s.t. for all 0 ≤ x ≤ 1, g(x) >
δ
}
.
Theorem 5. In model (6.1), assume σ2(x) belongs to the functional classes C+β for β > 0
and the variance of measurement error σ2 is O(n
−α) with α > 1/2. The estimator σˆ2λ(x;σ
2
 )
at (6.3) is consistent for σ2(x) for any x ∈ [0, 1], with bias O(max(n−1, λβ)) and variance
O((nλ)−1 max(1, n2−2α)).
When α ≥ 1, the optimal bandwidth is λ = O(n−1/(1+2β)), and the mean squared error is
O(n−2β/(1+2β)) . When 1/2 < α < 1, the optimal bandwidth is λ = O(n−(2α−1)/(1+2β)), and
the mean squared error is O(n−(2α−1)2β/(1+2β)).
Remark 1. Wang, Brown, Cai, and Levine (2008) derived the minimax rate of convergence
for variance function estimation in a heterogeneous nonparametric regression model. They
characterized explicitly how the smoothness of the unknown mean function influences the rate
of convergence of the variance estimator and showed that the minimax rate of convergence un-
der both pointwise MSE and global MISE is max{n−4α, n−2β/(2β+1)} if the mean function has
α derivatives and the variance function has β derivatives. One goal is to establish asymptotic
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bounds of the bias and variance of the variance function estimator for non-stationary spatial
processes and study how the magnitude of measurement error influences the variance function
estimation. Here α differs from that of α in Wang, Brown, Cai, and Levine (2008). The op-
timal bandwidth and mean squared error can be obtained accordingly. For α ≥ 1 the rate of
convergence of the variance function estimator is n−2β/(2β+1), which coincides with the min-
imax rate of the convergence of variance function estimator in heterogeneous nonparametric
regression. For 1/2 < α < 1, the rate of the convergence of the variance function estima-
tor depends on the variability of the measurement error, and deteriorates as α → 1/2. This
is consistent with the intuition that, when the variability of the measurement error increases,
the differences of observations are dominated by measurement error and therefore carry little
information about the variance function under estimation. For α < 1/2, the asymptotic theory
for the difference-based kernel smoothing method breaks down and it is no longer possible to
have consistent estimates of the variance function.
Theorem 6. In model (6.1), assume σ2(x) belongs to the functional classes C+β for β > 0 and
the variance of measurement error σ2 is O(n
−α) with α > 1/2. For σˆ2λ(x;σ
2
 ) at (6.3), α ≥ 1,
and λ = O(n−1/(1+2β)) (the optimal bandwidth),
nβ/(1+2β)(σˆ2λ(x;σ
2
 )− σ2(x)−O(λβ))→d Z1,
as λ→ 0, n→∞, and nλ→∞. For 1/2 < α < 1, and λ = O(n−(2α−1)/(1+2β)) (the optimal
bandwidth),
n(2α−1)β/(1+2β)(σˆ2λ(x;σ
2
 )− σ2(x)−O(λβ))→d Z2,
as λ → 0, n → ∞ and nλ → ∞, where Z1 and Z2 are normal distributions with mean zero
and variance σ21 and σ
2
2 , respectively, 0 < σ
2
1, σ
2
2 <∞.
Remark 2. Brown and Levine (2007) proposed difference-based estimators for nonparametric
regression model and established their asymptotic normality. The asymptotic normality of the
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variance function estimator in our model can be established by using similar arguments. The
proof of Theorem 2 relies on Theorem 2.2 in Peligrad and Utev (1997).
Theorems 1 and 2 assumes σ2 is known, while in most applications, σ
2
 is unknown. We
first estimate σ2 using the modified likelihood estimator, then plug in σˆ
2
 to obtain the variance
function estimator. In Theorem 3 and 4, we establish asymptotic properties of the modified
likelihood estimator of σ2 , and the plug-in variance function estimator σˆ
2
λ(x, σˆ
2
 ).
Theorem 7. In model (6.1), assume σ2(x) belongs to the functional classes C+β for β > 0 and
the variance of measurement error σ2 is O(n
−α) with α > 1/2. If σˆ2 is the modified likelihood
estimator of σ2 , limn→∞ σˆ
2
 = σ
2
 in probability. For α > 1, σˆ2 = σ2 + Op(n−3/2). For
1/2 < α < 1, σˆ2 = σ
2
 +Op(n
−(1+2α)/2).
Remark 3. Theorem 3 shows that σˆ2 converges to σ2 at rate n−3/2 when the measurement
error is of order n−α with α > 1/2. If α ≥ 3/2, the convergent rate of σˆ2 is slower than the rate
of the measurement error going to zero. In such cases the measurement error is too small to
have any impact on the estimation of σ2(x). Conversely, if 1/2 < α < 1, then the convergence
rate of σˆ2 depends on α, with larger α corresponds to slower convergence rate.
Theorem 8. In model (6.1), for the kernel smoothing estimator at (6.6), α ≥ 1, and λ =
O(n−1/(1+2β)) (the optimal bandwidth),
nβ/(1+2β)(σˆ2λ(x, σˆ
2
 )− σ2(x)−O(λβ))→d Z1,
as λ→ 0, n→∞, and nλ→∞. For 1/2 < α < 1, and λ = O(n−(2α−1)/(1+2β)) (the optimal
bandwidth),
n(2α−1)β/(1+2β)(σˆ2λ(x, σˆ
2
 )− σ2(x)−O(λβ))→d Z2,
as λ → 0, n → ∞, and nλ → ∞, where Z1 and Z2 are normal with mean zero and variance
σ21 and σ
2
2 , respectively, 0 < σ
2
1, σ
2
2 <∞.
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To prove Theorem 4, we have ∆ˆi = ∆i + Op(max(n−1/2, n−(2α−1)/2)) from Theorem 3,
and thus
σˆ2λ(x; σˆ
2
 ) =
n−1∑
i=1
Kn(
x− xi
λ
)∆ˆi
=
n−1∑
i=1
Kn(
x− xi
λ
){∆i +Op(max(n−1/2, n−(2α−1)/2))}
= σˆ2λ(x;σ
2
 ) +Op(max(n
−1/2, n−(2α−1)/2))
= σ2(x) +Op(λ
β) +Op(max(n
−1/2, n−(2α−1)/2)). (6.7)
When α ≥ 1, the optimal bandwidth is λ = O(n−1/(1+2β)), under which the third therm is
negligible. When 1/2 < α < 1, the optimal bandwidth is λ = O(n−(2α−1)/(1+2β)), under
which O(λβ) = O(n−(2α−1)β/(1+2β)). Since (2α− 1)/2 > (2α− 1)β/(1 + 2β) always holds,
the third term is again negligible compared to the second term in (6.7). By Theorem 2 and
Slutsky’s theorem, the results in Theorem 4 follow.
Remark 4. According to Theorem 4, substituting σ2 with σˆ2 in estimating σ2(x) has negligible
effect, and the asymptotic property of σˆ2λ(x, σˆ
2
 ) is the same as σˆ
2
λ(x;σ
2
 ).
Theorem 9. The plug-in kriging predictor pˆ(x0) is asymptotically unbiased for σ(x0)W (x0).
When α > 1,
E {pˆ(x0)} = σ(x0)W (x0) +O(n−β/(1+2β)),
and when 1/2 < α < 1,
E {pˆ(x0)} = σ(x0)W (x0) +O(n−(2α−1)/(1+2β)).
Remark 5. Theorem 5 shows that the bias of the plug-in kriging predictor is small when
α ≥ 1, and it is dependent on α when α < 1. The bias term becomes non-negligible when α is
close to 1/2, due to the deterioration of the variance function estimator as shown in Theorem 1.
The performance of the kriging prediction using the estimated variance function deteriorates as
the variability of measurement error increases, and it becomes harder to recover the underlying
variance function in the estimation stage.
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6.4 Simulation studies
In this section, we report the results of two simulation studies. In the first, we tested our
variance estimation algorithm using data simulated with three sample sizes and two variance
functions. In the second study we compared the prediction performance of our plug-in kriging
predictor with those of the spatially adaptive local polynomial estimator and the local polyno-
mial estimator with a global bandwidth.
6.4.1 Simulation One - Variance estimation
In Simulation One, we tested the performance of our proposed method for recovering the
underlying variance function. B = 100 Monte Carlo samples of sizes n were generated from
zi = z(xi) = σ(xi)W (xi)+i on a regular grid xi = i/n on [0, 1], whereW (x) is the Brownian
motion on [0, 1], and i i.i.d. ∼ N(0, σ2 ). Consider the variance of the measurement error to
be σ2 = 0.1/n. We considered the following parameter values n = 200, 500 and 1000, and
used the variance functions σ2(x) = 16(x− 1/2)2 + 1/2 and σ2(x) = 0.2 sin(x/0.15) + 1.0.
We chose the optimal bandwidth by K-fold cross validation with K=10. The performance of
the difference-based kernel smoothing estimator was measured using discrete mean squared
error
DMSE = n−1
n∑
i=1
{σˆ2λCV (xi)− σ(xi)}2,
where λCV is the K-fold cross-validation bandwidth.
Table 6.1 and Table 6.2 show the median DMSE for the difference-based kernel smooth-
ing estimator, the median bandwidth, and the mean of σˆ2 over 100 Monte Carlo samples for
σ2(x) = 16(x−1/2)2 +1/2 and σ2(x) = 0.2 sin(x/0.15)+1.0, respectively. The performance
of the variance estimator improves as n increases, which is consistent with Theorem 4. Simi-
larly from the column “Mean σˆ2 ”, one can see that the bias of σˆ
2
 gets smaller as n increases,
as predicted by Theorem 3.
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Variance function:16(x− 1/2)2 + 1/2
n Median DMSE Median Bandwidth Mean σˆ2
200 0.201 1.00 0.00050
500 0.095 1.00 0.00017
1000 0.053 1.00 9.9e-05
Table 6.1 Performance of variance function estimator and σˆ2 with a quadratic variance func-
tion.
Variance function:2 sin(x/0.15) + 2.8
n Median DMSE Median Bandwidth Mean σˆ2
200 0.694 0.26 0.00070
500 0.429 0.22 0.00023
1000 0.274 0.21 0.00012
Table 6.2 Performance of variance function estimator and σˆ2 with a sine variance function.
6.4.2 Simulation Two - Kriging versus spatially adaptive local polynomial fitting
In Simulation Two, we compared the performance of our proposed method of plug-in
kriging to non-parametric methods. B = 100 Monte Carlo samples of sizes n = 200 were
generated from zi = z(xi) = σ(xi)W (xi) + i on a regular grid xi = i/n on [0, 1], with
σ2(x) = 1.6(x − 0.5)2 + 0.8, W (x) the Brownian motion on [0, 1], and i i.i.d. ∼ N(0, σ2 ).
We took σ2 to be 0.1/n, 1/n, and 10/n. The plug-in kriging predictor was compared with the
spatially adaptive local polynomial regression estimator (ALPRE), and the local polynomial
regression estimator (LPRE) with a global bandwidth. In ALPRE, the adaptive bandwidth
was obtained by a procedure similar to the one proposed by Fan and Gijbels (1995). The
interval[0, 1] was split into [1.5n/(10 log(n))] sub intervals, and a leave-one-out cross vali-
dation method is used in each interval to obtain a local bandwidth. These bandwidths are
then smoothed to obtain the bandwidth for each point.The performance of the prediction was
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measured using the discrete mean squared error (DMSE).
Table 6.3 shows the median of DMSE over 100 Monte Carlo samples for the plug-in kriging
predictor(Kriging), adaptive local polynomial regression estimator(ALPRE) and local polyno-
mial estimator(LPRE) with a global bandwidth. When σ2 = 0.1/n, Kriging outperformed
ALPRE. When σ2 = 1/n, the performance of Kriging and that of ALPRE are comparable.
When σ2 = 10/n, Kriging underperformed ALPRE. When the measurement error is small,
the realized process is very close to the underlying true process, and all three methods did well
in predicting the underlying process. Nevertheless, kriging outperforms the other two meth-
ods, with its median DMSE less than 1/4 of ALPRE. As the measurement error increases, the
realized process is subject to more noises, and at some point, the measurement error is too
large for our method to estimate reliably the underlying variance function. Kriging did poorly
in recovering the underlying true process compared with ALPRE and LPRE. (See Figures in
the supplementary material for the support of the above argument). It is also interesting to
note that in this case ALPRE is no better than LPRE. From Table 6.3, when σ2 is large, the
median DMSE of LPRE with a global bandwidth is 14% better than ALPRE. This suggests
that a global bandwidth is enough.
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σ2 Methods Median DMSE
0.1/n Kriging 0.00048
ALPRE 0.0022
LPRE 0.0038
1/n Kriging 0.0032
ALPRE 0.0039
LPRE 0.0045
10/n Kriging 0.032
ALPRE 0.014
LPRE 0.012
Table 6.3 Performance of plug-in kriging, adaptive local polynomial regression estima-
tor(ALPRE) and local polynomial estimator(LPRE).
6.5 Discussions
In this paper we developed a difference-based estimation method to estimate the vari-
ance function of a non-stationary spatial process based on one realization, whereas, the non-
stationary model is usually fit to spatial temporal data where there are time replications of
spatial process or spatial replications of time series, see Fonseca and Steel (1998), Bornn,
Shaddick, and Zidek (2012), among others. spatial process is an advantage of our method.
The estimation procedure we developed can be applied to more flexible non-stationary
spatial processes. For example, Brownian motion can be replaced by a Gaussian process with
Matern covariance structure that allows for a fairly flexible class of non-stationary covariance
structure. The variance function estimation under such models can be done similarly, though
it would be more difficult to derive asymptotic results.
We have limited our attention to non-stationary spatial processes on R1. In principle, our
methodology can be applied to the estimation of variance function of non-stationary spatial
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process in higher dimensions. For example, Hall, Kay, and Titterington (1991) discussed es-
timation of noise variance in two-dimensional signal processing using a difference-based ap-
proach. A similar approach can be used to estimate the variance function of a two-dimensional
non-stationary spatial process. We also restricted our difference-based estimator to the first-
order difference to limit the technical derivations. Properties of the estimator based on higher
order differences will be addressed in a future work.
6.6 Supplementary Materials
Proof of Theorem 1
To prove Theorem 1, we need the following lemma to simplify the calculation.
Lemma1: If (X, Y ) ∼ N

 0
0
 ,
 σ21 ρσ1σ2
ρσ1σ2 σ
2
2

, then Cov[X2, Y 2] = 2(Cov[X,
Y ])2.
Proof: Since X|Y ∼ N(ρσ1
σ2
Y, (1− ρ2)), E[X2|Y ] = (1− ρ2)σ21 + (ρσ1σ2 Y )2
Cov[X2, Y 2] = E[X2Y 2]− E[X2]E[Y 2]
= E{E[X2Y 2|Y ]} − σ21σ22
= E[Y 2{(1− ρ2)σ21 + (
ρσ1
σ2
Y )2}]− σ21σ22
= (1− ρ2)σ21σ22 + (
ρσ1
σ2
)23σ42 − σ21σ22
= 2ρ2σ21σ
2
2
= 2
(
Cov[X, Y ]
)2
.
To establish the asymptotic results for the local polynomial regression estimator, which will be
in Section 3, we rely on the following analytical properties of Kn(x−xiλ ),
1.
∑n−1
i=1 Kn(
x−xi
λ
) = 1,
2.
∑n−1
i=1 (x− xi)jKn(x−xiλ ) = 0, for any j = 1, . . . , p,
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3. Kn(·) = 0 for all |x− xi| > λ,
4. Kn(x−xiλ ) = O((nλ)
−1) uniformly for all x ∈ [0, 1],
5.
∑n−1
i=1
(
Kn(
x−xi
λ
)
)2
= O((nλ)−1).
Property 5 can be derived from property 4 and the Cauchy-Schwartz inequality.
Proof of Theorem 1, recall ∆i = h−1(D2h,i − 2σ2 ), where Dh,i = Z(xi)− Z(xi + h). So
E[D2h,i] = σ
2
i h+ {σ(1)2i xi + σ2(1)i }h2 + 2σ2 + o(h2),
Thus
E[∆i] = E[h
−1(D2h,i − 2σ2 )]
= h−1[σ2i h+ {σ(1)2i xi + σ2(1)i }h2 + o(h2)]
= σ2i + {σ(1)2i xi + σ2(1)i }h+ o(h).
The bias of σˆ2λ(x;σ
2
 ) =
∑n−1
i=1 Kn(
x−xi
λ
)∆i can be calculated as
E[σˆ2λ(x;σ
2
 )− σ2(x)] =
n−1∑
i=1
Kn(
x− xi
λ
){E[∆i]− σ2(x)}
=
n−1∑
i=1
Kn(
x− xi
λ
){σ2i − σ2(x) + (σ(1)2i xi + σ2(1)i )h+O(h2)}
=
n−1∑
i=1
Kn(
x− xi
λ
){
xβy∑
j=1
σ2(j)(x)
j!
(xi − x)j +O(|xi − x|β)
+(σ
(1)2
i xi + σ
2(1)
i )h+O(h
2)}
=
n−1∑
i=1
Kn(
x− xi
λ
){O(|xi − x|β) + (σ(1)2i xi + σ2(1)i )h+O(h2)},
where the third equality is obtained by Taylor expansion of σ2i = σ
2(xi) at x and the assump-
tion that σ2 ∈ C+β , and the last equality follows by Property 2 of Kn(x−xiλ ). Note that∣∣ n−1∑
i=1
Kn(
x− xi
λ
)|xi − x|β
∣∣ ≤ n−1∑
i=1
|Kn(x− xi
λ
)||xi − x|β
≤
∑
i;|x−xi|<λ
|Kn(x− xi
λ
)|λβ
= O(λβ)
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where the second inequality comes from Property 3 ofKn(x−xiλ ). So Bias term isO(max(h, λ
β)).
To simplify the notation, let σi,h = σ(xi + h), σi,2h = σ(xi + 2h),
V ar[D2h,i] = V ar[(Z(xi + h)− Z(xi))2]
= 2{σ2i xi + σ2i,h(xi + h)− 2σiσi,hxi + 2σ2}2
= 2{σ2i h+ (σ(1)2i xi + σ2(1)i )h2 +O(h3) + 2σ2}2,
where the second equality follows from Lemma 1. For j = i+ 1,
Cov[∆i,∆j] = h
−2Cov[D2h,i, D
2
h,j]
= 2h−2[Cov{Dh,i, Dh,j}]2
= 2h−2σ4 ,
For j ≥ i+ 2, Cov[∆i,∆j] = 0. Thus
V ar[σˆ2λ(x;σ
2
 )] =
n−1∑
i=1
n−1∑
j=1
Kn(
x− xi
λ
)Kn(
x− xj
λ
)Cov[∆i,∆j]
=
n−1∑
i=1
Kn(
x− xi
λ
)2V ar[∆i]
+2
n−1∑
i=1
n−1∑
j>i
Kn(
x− xi
λ
)Kn(
x− xj
λ
)Cov[∆i,∆j]
=
n−1∑
i=1
Kn(
x− xi
λ
)2h−22{σ2i h+ (σ(1)2i xi + σ2(1)i )h2 +O(h3) + 2σ2}2
+2
n−2∑
i=1
Kn(
x− xi
λ
)Kn(
x− xi+1
λ
)2h−2σ4
= O
(
(nλ)−1 ·max{1, n2−2α}) ,
where the last equality is obtained by Property 5 of Kn(x−xiλ ). If α ≥ 1, the bias term is
O(max(h, λβ)) and the variance term isO((nλ)−1), the optimal bandwidth is λ = O(n−1/(1+2β)),
under which the mean squared error is O(n−β/(1+2β)) .
If 1
2
< α < 1, the bias term is O(max(h, λβ)) and the variance term is O((nλ)−1n2−2α),
the optimal bandwidth is λ = O(n−(2α−1)/(1+2β)), under which the mean squared error is
O(n−2(1+β−α)/(1+2β)). Theorem 1 follows.
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Proof of Theorem 2
Proof: Let ani = Kn(x−xiλ ) and ξi = ∆i. Check the following conditions as in Theorem
2.2 in Peligrad and Utev (1997).
1. max1≤i≤n |ani| → 0 as n→∞ and this condition holds since
Kn(
x− xi
λ
) = O((nλ)−1),
2. supn
∑n
i=1 a
2
ni <∞ and this condition holds since
n−1∑
i=1
(
Kn(
x− xi
λ
)
)2
= O((nλ)−1),
3. For a certain δ > 0, {|ξi|2+δ} is uniformly integrable and this condition can be easily
verified by the fact that
∆i = h
−1(D2h,i − 2σ2 )
and
Dh,i = Zi − Zi+1 ∼ N(0, ui),
where ui = σ2i h + (σ
(1)2
i xi + σ
2(1)
i )h
2 + O(h3) + 2σ2 . So E{D6h,i} = 15u3i , then it is
easy to check that
sup
1≤i≤n
E{|ξi|3} <∞,
which guarantees that {|ξi|2+δ} is uniformly integrable.
The CLT in Theorem 2 follows.
Proof of Theorem 3
To prove Theorem 3, we can write
Uˆ(σ2 ) =
∂
∂σ2
(−1
2
log |Σˆ| − 1
2
dT Σˆ−1d)
= −1
2
tr(Σˆ−1B) +
1
2
dT Σˆ−1BΣˆ−1d, (6.8)
138
where B =

0 −1 · · · 0 0
−1 0 · · · 0 0
...
... . . .
...
...
0 0 · · · 0 −1
0 0 · · · −1 0

, and
Σˆ =

Dˆh,λ(x1) −σ2 · · · 0 0
−σ2 Dˆh,λ(x2) · · · 0 0
...
... . . .
...
...
0 0 · · · Dˆh,λ(xn−2) −σ2
0 0 · · · −σ2 Dˆh,λ(xn−1)

.
Since σˆ2 satisfies Uˆ(σˆ
2
 ) = 0, by the mean value theorem, we have
0 = Uˆ(σˆ2 )
= Uˆ(σ2,0) + U˙(σ
2∗
 )(σˆ
2
 − σ2,0),
where σ2∗ is the value between σ
2
,0 and σˆ
2
 , and
U˙(σ2 ) = ∂Uˆ(σ
2
 )/∂σ
2

=
1
2
tr{(Σˆ−1B)2} − dT Σˆ−1BΣˆ−1BΣˆ−1d. (6.9)
So
σˆ2 − σ2,0 = −{U˙(σ2∗ )}−1Uˆ(σ2,0). (6.10)
Follow the same argument in proof of Theorem 1, we can establish
Dˆh,λ(x) = Dh,λ(x) +Op
(
n−1−β/(1+2β)
)
.
So we have
Σˆ = Σ +Op
(
n−1−β/(1+2β)
)
D,
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where D is some constant diagonal matrix. Using the property of matrix inverse, if  is a small
number then
(V + F )−1 = V −1 − V −1FV −1 +O(2).
We have
Σˆ−1 = Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1.
Replacing Σˆ−1 by the above expression in terms of Σ−1 in (6.8) and (6.9), we obtain
Uˆ(σ2 ) = −
1
2
tr
({Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1}B)
+
1
2
dT{Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1}B{Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1}d,
and
U˙(σ2 ) =
1
2
tr
(
[Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1}B]2
)
− dT{Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1}B{Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1}
· B{Σ−1 +Op(n−1−β/(1+2β))Σ−1DΣ−1}d.
Now we will discuss the order of (6.10) case by case.
1. α > 1: Σ−1 = O(n) and Op(n−1−β/(1+2β))Σ−1DΣ−1 = Op(n1−β/(1+2β)), thus Uˆ(σ2 ) ∼=
−1
2
tr (Σ−1B) + 1
2
dTΣ−1BΣ−1d, and U˙(σ2 ) ∼= 12tr{(Σ−1B)2} − dTΣ−1BΣ−1BΣ−1d.
So
σˆ2 − σ2,0 ∼= −E
{
U˙(σ2 )
}−1
{−1
2
tr
(
Σ−1B
)
+
1
2
dTΣ−1BΣ−1d}
=
{
1
2
tr{(Σ−1B)2}
}−1
{−1
2
tr
(
Σ−1B
)
+
1
2
dTΣ−1BΣ−1d}.
We claim that
[tr{(Σ−1B)2}]−1{tr(Σ−1B)− dTΣ−1BΣ−1d} = Op(n−3/2)
in probability as n→∞. Since
E
(
[tr{(Σ−1B)2}]−1{tr(Σ−1B)− dTΣ−1BΣ−1d}) = 0
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and
V ar
(
[tr{(Σ−1B)2}]−1{tr(Σ−1B)− dTΣ−1BΣ−1d})
=[tr{(Σ−1B)2}]−2V ar (dΣ−1BΣ−1d)
=[tr{(Σ−1B)2}]−2tr {(Σ−1B)2}
=[tr{(Σ−1B)2}]−1
=O(n−3)
2. α < 1: Σ−1 = O(nα) and Op(n−1−β/(1+2β))Σ−1DΣ−1 = Op(n2α−1−β/(1+2β)). The
inequality 2α− 1−β/(1 + 2β) < α always holds in case of α < 1, regardless of β > 0.
So
σˆ2 − σ2,0 ∼= −E
{
U˙(σ2 )
}−1
{−1
2
tr
(
Σ−1B
)
+
1
2
dTΣ−1BΣ−1d}
=
{
1
2
tr{(Σ−1B)2}
}−1
{−1
2
tr
(
Σ−1B
)
+
1
2
dTΣ−1BΣ−1d}.
We claim that
[tr{(Σ−1B)2}]−1{tr(Σ−1B)− dTΣ−1BΣ−1d} = Op(n−(1+2α)/2)
in probability as n→∞. Since
E
(
[tr{(Σ−1B)2}]−1{tr(Σ−1B)− dTΣ−1BΣ−1d}) = 0
and
V ar
(
[tr{(Σ−1B)2}]−1{tr(Σ−1B)− dTΣ−1BΣ−1d})
=[tr{(Σ−1B)2}]−2V ar (dΣ−1BΣ−1d)
=[tr{(Σ−1B)2}]−2tr {(Σ−1B)2}
=[tr{(Σ−1B)2}]−1
=O(n−(1+2α)).
Thus
σˆ2 − σ2,0 = Op(n−(1+2α)/2).
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Proof of Theorem 4
Recall
p(x0) = C(σ∼
)T{V (σ
∼
)}−1z,
where σ
∼
= (σ1, . . . , σn, σ0, σ), σ0 = σ(x0),
C(σ
∼
) =

σ1σ0 min(x1, x0)
σ2σ0 min(x2, x0)
...
σnσ0 min(xn, x0)

, z =

z1
z2
...
zn

,
and
V (σ
∼
) =

σ21x1 + σ
2
 σ1σ2x1 · · · σ1σnx1
σ1σ2x1 σ
2
2x2 + σ
2
 · · · σ2σnx2
...
... . . .
...
σ1σnx1 σ2σnx2 · · · σ2nxn + σ2

.
The plug-in kriging predictor is given by
pˆ(x0) = C(σˆ∼
)T{V (σˆ
∼
)}−1z,
where σˆ
∼
= (σˆ1, . . . , σˆn, σˆ0, σˆ). Using Taylor expansion technique, we have
C(σˆ
∼
) ∼= C(σ∼) + σ0

min(x1, x0)(σˆ1 − σ1)
min(x2, x0)(σˆ2 − σ2)
...
min(xn, x0)(σˆn − σn)

+

σ1 min(x1, x0)
σ2 min(x2, x0)
...
σn min(xn, x0)

(σˆ0 − σ0)
= C(σ
∼
) +O(n−p)E,
Similarly, we can have
V (σˆ
∼
) ∼= V (σ∼) +O(n
−q)F,
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where p is the convergent rate of σˆ, in the case when α > 1, p = β/(1 + 2β), and in the case
when 1/2 < α < 1, p = (2α− 1)/(1 + 2β), q is the minimum convergent rate of σˆ and σˆ, i.e.
q = min{p, 2α} = p considering 2α > p always holds, E and F are constant matrices. Using
the property of matrix inverse, if  is a small number then
(V + F )−1 = V −1 − V −1FV −1 +O(2),
We have
(V (σˆ
∼
))−1 = V (σ
∼
)−1 +O(n−q)V (σ
∼
)−1FV (σ
∼
)−1.
So
pˆ(x0) = {C(σ∼) +O(n
−p)E}−T{V (σ
∼
) +O(n−q)F}−1z
= C(σ
∼
)TV (σ
∼
)−1z +O(max(n−p, n−q))
= p(x0) +O(n
−p).
Furthermore, we know the simply kriging predictor p(x0) is consistent to σ(x0)W (x0) with
convergence rate O(n−1/2). Combine the above two facts, we have
pˆ(x0) = σ(x0)W (x0) +O(max{n−p, n−1/2}).
In our consideration, p < 1/2 always holds. So the convergence rate is O(n−p). Theorem 4
follows.
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Figure 6.1 Plot of prediction and smoothing with σ2 = 0.1/n; grey= true process σ(x)W (x),
red=kriging, blue=ALPRE, and green=LPRE.
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Figure 6.2 Plot of prediction and smoothing with σ2 = 1/n, grey= true process σ(x)W (x),
red=kriging, blue=ALPRE, and green=LPRE.
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CHAPTER 7. SEMIPARAMETRIC ESTIMATION OF SPECTRAL
DENSITY FUNCTION FOR IRREGULAR SPATIAL DATA
A paper is planned to submit to Statistical Journal
Shu Yang1 and Zhengyuan Zhu2
abstract
Estimation of the covariance structure of spatial processes is of fundamental importance
in spatial statistics. In the literature, several nonparametric and semi-parametric methods has
been developed to estimate the covariance structure based on the spectral representation of
covariance functions. However, they either ignore the high frequency properties of the spec-
tral density, which is essential to determine the performance of interpolation procedures such
as kriging, or lack theoretical justifications. We propose a new semi-parametric method to
estimate spectral densities of isotropic Gaussian processes with irregular observations. The
spectral density function at low frequencies is estimated using smoothing spline, while a para-
metric model is used for the spectral density at high frequencies and the parameters estimated
using method-of-moment based on empirical variogram at small lags. We derive the asymp-
totic bounds for bias and variance of the proposed estimator, and simulation results show that
our method outperforms the existing nonparametric estimator by several performance criteria.
1Primary researcher and author.
2Author for correspondence.
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7.1 Introduction
Kriging, a spatial prediction method widely used by the geophysical community, relies on
the covariance function of the random process (Krige, 1951). The covariance function has to
be positive definite in order to ensure that the variance of any linear combinations of values of
the process at various locations is positive, i.e.
n∑
i=1
n∑
j=1
aiajC(si − sj) ≥ 0,
for any finite number n of real numbers {a1, . . . , an}, and spatial locations {s1, . . . , sn}. A
common solution to this problem is to use parametric family of covariance function that are
positive definite. Weighted least squares methods (Cressie, 1985) or likelihood-based methods
(Stein et al. 2004) can be used to estimate the parameters. However, there is no clear choice of
parametric forms and model misspecification may lead to bad kriging performance (reference
here).
In nonparametric community, many estimation methods for covariance function have been
proposed based on the spectral representation of the covariance function. Bochner’s Theorem
(Yaglom, 1987) provides a wide class of positive definite functions and claims that a function is
continuous and positive definite if and only if it is the Fourier transform of a positive bounded
measure F on Rd, i.e.
C(x) =
ˆ
Rd
exp(iωx)F (dω). (7.1)
In the case where F has a density f , which is called spectral density, (7.1) can be rewritten as
C(x) =
ˆ
Rd
exp(iωx)f(ω)dω.
For example, for isotropic processes (7.1) can be reduced to a one-dimensional integral
C(r) = 2(d−2)/2Γ(d/2)
ˆ ∞
0
(ru)−(d−2)/2J(d−2)/2(ru)f(u)du, (7.2)
where Γ(·) is the Gamma function, and Jν(·) is the Bessel function of the first kind of order
ν(Abramowitz and Stegun, 1965, pg.355). The positive definiteness of the covariance func-
tion is generally difficult to verify directly. However, in the spectral representation, the only
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requirement is a non-negative spectral density function. Some nonparametric modeling of the
covariance function and its spectrum include Shapiro and Botha (1991), Genton and Gorsich
(2002), Hall et al. (1994), Garcia-Soidan et al. (2004), Huang et al. (2011ab). However,
an unavoidable issue associated with nonparametric estimation of the spectral density is that
the nonparametric estimator fˆ(ω) can only take value on a bounded interval [0, ωc], for some
cutoff value ωc. In other words, fˆ(ω) ≡ 0 for ω > ωc. It is well known that the high frequency
property of the spectral density has great impact on the performance of kriging (Stein, 1999,
pg.65). To see this, the estimated covariance function is a finite-range integral
Cˆ(h) = 2
ˆ ωc
0
cos(hω)fˆ(ω)dω,
which leads to {d2mCˆ(h)/dh2m}|h=0 exists and is finite for any m > 0. A random process
X(s) with such a covariance function is infinitely smooth. Stein (1999, pg. 30) argues that such
smoothness is unrealistic for physical processes under normal circumstances. The resulting
nonparametric estimator of the covariance function can be problematic in kriging.
In the semiparametric community, Im et al. (2007) propose a flexible family of models
for the spectral density that is a linear combination of cubic splines up to a cutoff frequency
ωc and an algebraically decaying tail from ωc to infinity. They use a likelihood-based method
to estimate the cutoff value and the decay rate parameter assuming the process is a Gaussian
random field. Simulation studies indicate the estimator proposed by Im et al. (2007) can
perform well empirically; however no formal justification for their method has been developed
to date. Therefore, following Im et al. (2007), we consider a semiparametric method for
estimating spectral densities of isotropic Gaussian random process. In our proposed method,
the spectral density function is modeled by smoothing splines for low frequencies up to a cutoff
frequency, and by a truncated algebraic tail for high frequencies.
We use smoothing splines method in estimating the spectral density function at low fre-
quencies, which enjoys flexible functional forms. See Huang et al. (2011b). We consider
a Method-of-Moment based approach to estimate the delay rate in the algebraic tail for high
frequencies, which is shown to be both statistically and computationally efficient. Our method
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provides a closed form solution, which allows for theoretical consideration. We derived asymp-
totic bounds for the bias and variance of the spectral density estimator.
The rest of the paper is organized as follows. Section 2 provides our methodology. In this
section, we describe our estimation procedure and provide a closed-form solution. Sections 3
contains the asymptotic results. In Section 4 we report the results of a small simulation study.
Section 5 concludes. Proofs are provided in an appendix.
7.2 Methodology
Consider an isotropic Gaussian random process X(s) at s = si, 1 ≤ i ≤ N , where
{s1, . . . , sN} ⊂ R are irregularly spaced but are randomly scattered in [s1, sN ]. The spectral
density function is modeled by smoothing splines for low frequencies up to a cutoff frequency
ωc, and by a truncated algebraic tail for high frequencies, i.e.
f(ω|γ) = f(ω)I[0,ωc](ω) + f(ωc)
(
ω
ωc
)−γ
I(ωc,∞)(ω),
where γ is the decay rate. The decay rate γ and the smoothness parameter of the covariance
function are closely related. In Matrn class, γ = 2ν + d where ν is the Matrn smoothness
parameter and d is the dimension of space. For simplicity, we consider an isotropic random
process and d = 1; however, the methodology can be adapted to intrinsically stationary process
and d > 1.
For estimation of spectral density at low frequencies up to the cutoff ωc, we first set a grid
on the range [s1, sN ] with grid size ∆ = pi/ωc and project the irregularly observed points on the
nearest grid. We refer to this preprocess step as gridization. Note that the resulting gridized
data is still different from time series in that some grids may have zero observations while
some grids may have multiple observations. Thus the classical spectral density estimation
methods based on the periodograms in time series (Bartlett, 1950; Grenander and Rosenblatt,
1953; Parzen, 1957; Jenkins and Watts, 1968; and among others) are not suitable. We con-
sider a smoothing spline estimation method though a regularized inverse problem, introduced
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in Huang et al. (2011b) (HHC11b from hereon), which provides a closed-form formula. How-
ever, the price we pay by projecting irregular data onto a grid is that the estimand in focus, the
spectral density function based on the gridized data denoted by f∆(ω), is different from the
true spectral density function f(ω). The relationship between f∆ and f is given by
f∆(ω) =
∞∑
j=−∞
f(ω + 2jωc) (7.3)
for ω ∈ [0, ωc]. This issue is called aliasing. The equation (7.3) allows us to correct the aliasing
problem if we know the tail behavior of the spectral density.
For estimation of the tail behavior, we focus on estimation of the decay rate γ. The decay
rate γ and the smoothness parameter of the variogram function γ(h) are closely related. Using
Taylor expansion technique, we have
γ(h) = C|h|α0 +O (|h|α0+α1) , (7.4)
where α0 ∈ (0, 2), α1 > 0, and 2−α0/2 is the fractal dimension of the process. The parameter
α0 and the decay rate γ are linked by α0 = γ− 1. Researchers have been proposed methods in
estimation of the fractal dimension of the sample path of a random process based on an equally
spaced sample. See for example, Taylor and Taylor, 1991; Constantine and Hall, 1994; Hall,
1995; Chan, Poskitt and Hall, 1995; Kent and Wood, 1997, and Istas and Lang, 1997. We
consider estimating α0 based on empirical variograms constructed from the irregularly spaced
data. Let γˆ(h) be empirical variogram at small lag h. From equation (7.4), we expect
γˆ(h)
p→ Chα0 , (7.5)
and
log γˆ(h)
p→ c+ α0 log h, (7.6)
where c = logC, asN →∞. In this regard, the estimation of α0 is the conventional regression
problem. Let αˆ0 be a least square estimate from (7.5) or a regression estimate of log γˆ(h) on
log h, it is expected that αˆ0
p→ α0, as N →∞.
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We describe the proposed estimating procedure explicitly and the mathematical formula-
tions in the rest of Section 2.
7.2.1 Smoothing spline estimation of spectral density at low frequencies
We first set a grid {k∆, k = 1, 2, · · · } with grid size ∆ = pi/ωc (ωc > 0) in the range of the
observations and project the irregularly observed points onto the nearest grid. A reasonable
choice for cutoff is ωc = ρpi, where ρ is the average sampling rate (Broersen and Bos, 2006;
Eyer and Bartholdi, 1999; and Press et al., 1992). From the gridized observations, we can es-
timate the spectral density f∆ on [0, ωc]. Following HHC11b, we consider the spectral density
function estimator belonging to the Sobolev space W1 = {g on [0, ωc); g, g′ are absolutely
continuous and
´ ωc
0
[g′(ω)]2dω < ∞}. Consider the following minimization problem over the
functions in W1,
∑
1≤i,j≤N
[
X(ti)X(tj)− 2
ˆ ωc
0
cos((si − sj)ω)g(ω)dω
]2
+ λ
ˆ ωc
0
[g(m)(ω)]2dω. (7.7)
Since the product X(si)X(sj) is an unbiased estimator of
C(si − sj) = 2
ˆ ∞
0
cos((si − sj)ω)f∆(ω)dω,
the first term in the above objective function (7.7) is small for a function g close to f∆. The
second term is a roughness penalty term as a way to regularize the ill-posed inverse problem.
λ is the smoothing parameter. Without the penalty term the solution is unstable and often
non-unique. The first-step gridization and the regularized inverse problem give a closed form
solution as
fˆ∆,λ(ω) =
1
ωc
1
n0
S0 +
2
ωc
K∑
k=1
cos(kpiω/ωc)
nk + 2(kpi)2λ
Sk (7.8)
where Sk =
∑
(si,sj)∈Lk X(si)X(sj), nk = |Lk|, and Lk = {(si, sj) : si ∈ kipi/ωc ±
pi/(2ωc), sj ∈ kjpi/ωc ± pi/(2ωc), |ki − kj| = k}. To simplify the presentation, we refer the
readers to HHC11b for derivation of the solution (7.8).
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A data-driven method of choosing the smoothing parameter λ was discussed in HHC11b
where a generalized cross validation approach for smoothing splines proposed by Villalobos
and Wahba (1987) is utilized.
Note that based on (7.8), we can derive a closed-form formula for the covariance function
estimator as
Cˆ(h) =
ˆ ∞
0
fˆ∆,λ(ω) cos(ωh)dω (7.9)
=
ˆ ωc
0
(
1
ωc
1
n0
S0 +
2
ωc
K∑
k=1
cos(kpiω/ωc)
nk + 2(kpi)2λ
Sk
)
cos(ωh)dω
=
S0
n0
sin(ωch)
ωch
+
K∑
k=1
Sk
nk + 2(kpi)2λ
(
sin(kpi + ωch)
kpi + ωch
+
sin(kpi − ωch)
kpi − ωch
)
.
It is easy to see that
[
d2mCˆ(h)/dh2m
]
0
exists and is finite for any m > 0. A random field
Z(s) with such covariance function is infinitely smoothness and thus unrealistic for physical
processes. We refer to (7.8) and (7.9) as HHC spectral density estimator and HHC covariance
function estimator from hereon.
7.2.2 Estimation of the decay rate
We consider estimating α0 in (7.4) based on empirical variograms constructed from the
irregularly spaced data. Let γˆ(h) be empirical variogram at small lag h. For irregularly lo-
cated data, there is rarely the same distance between a pair of observations. The method-
of-moments empirical variogram estimates usually involves using tolerance regions (Cressie,
1993). Specifically, for a given spatial lag hm, we define a tolerance region Tm which includes
all pairs with hm− δm ≤ ||si−sj|| ≤ hm+ δm where δm is a prespecified tolerance size which
satisfies δm/hm = o(1). Let the empirical variogram estimate at lag hm be
um =
1
Nm
N∑
i,j=1,hi,j∈Nm
zi,j, (7.10)
where zi,j = [x(si)− x(sj)]2, and Nm is the number of pairs of observations in the tolerance
region Tm. After going through all spatial lags hm : m = 1, . . . ,M , we obtain a sequence
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{(hm, um, Nm) : m = 1, . . . ,M}, which stands for the spatial lag, empirical variogram esti-
mate, and the number of pairs at this lag. The choice of the size δm of the tolerance region
affects the bias and variance of the empirical variogram um. If δm is small, the bias of um is
small, however the variance of um can be large due to the the small sample size. If δm is large,
there are more sample used to construct um and thus the variance of um is small however the
bias can be large. To see this, for individual term zi,j in (7.10), since |hi,j − hm| < δm by
Taylor expansion, we have
E [zi,j] = γ(hi,j)
= γ(hm) +O
(
hα0−1m δm
)
= Chα0m +O
(
hα0+α1m
)
+O
(
hα0−1m δm
)
.
Thus
E [um] = Chm
α0 +O
(
hα0+α1m
)
+O
(
hα0−1m δm
)
. (7.11)
The approximated variance of the variogram estimate (Cressie, 1985)is
V ar [um] ≈ 2u
2
m
Nm
. (7.12)
The expectation (7.11) and variance (7.12) of um explain the fact we mentioned above and
determine the large sample properties of our proposed estimator of α0.
From equation (7.6), we have turned the estimation of α0 to the conventional regression
problem. Let αˆ0,OLS be a regression estimator of α0 by regressing log um on log hm, m =
1, . . . ,M , i.e.
αˆ0,OLS =
∑M
m=1 log um
(
log hm − log hM
)∑M
m=1
(
log hm − log hM
)2 (7.13)
where log hM = M−1
∑M
m=1 log hm. We derive the asymptotic bound for the mean square
error of αˆ0,OLS , which depends on the construction of the empirical variograms, as in Theorem
1.
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7.2.3 Adjusting for Aliasing and the final spectral density estimator
Analysis based on the gridized data focus on estimation of f∆(ω), which is different from
the true spectral density f(ω), known as the Aliasing problem. We have obtained fˆ∆(ω) for
ω ∈ [0, ωc] and an estimated algebraic form for high frequencies φ(ω/ωc)−γˆ for ω ∈ [ωc,∞),
where γˆ = αˆ0 + 1. We can adjust for aliasing using equation (7.3). Let the spectral density
estimator be
fˆ(ω) = fˆ∆(ω)−
∑
j 6=0
fˆ(ω + 2jωc) (7.14)
= fˆ∆(ω)− φ
∑
j 6=0
(
ω + 2jωc
ωc
)−γˆ
,
for ω ∈ [0, ωc]. The parameter φ is the value of spectral density evaluated at ωc, which is
chosen to guarantee that the semiparametric estimator of spectral density is continuous at the
cutoff point ωc. After some algebra, φ is given by
φ =
fˆ∆(ωc)∑∞
j=−∞(1 + 2j)
−γˆ .
Thus, our final estimator of spectral density, denoted as YZ estimator, takes the form
fˆ(ω) =

fˆ∆(ω)− φ
∑
j 6=0
(
ω+2jωc
ωc
)−γˆ
, ω ∈ [0, ωc]
φ
(
ω
ωc
)−γˆ
, ω > ωc
.
By plugging in the form of fˆ∆(ω) and φ and grouping several terms, we obtain a closed form
of YZ estimator, as
fˆ(ω) ≡

(1− a(ω)) 1
ωc
S0
n0
+ 2
ωc
∑K
k=1
cos(kpiω/ωc)−a(ω) cos(kpi)
nk+2(kpi)2λ
Sk, ω ∈ [0, ωc]
φ
(
ω
ωc
)−γˆ
, ω > ωc
(7.15)
where
a(ω) =
∑
j 6=0
(
|ω+2jωc|
ωc
)−γˆ∑∞
j=−∞ |1 + 2j|−γˆ
.
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The closed-form solution allows us to study the large sample properties of the proposed esti-
mator, which is presented in Theorem 2.
Lastly, from (7.15), it is possible for fˆ(ω) to have negative values. To remove the negativity,
a practical solution is to consider
fˆ+(ω) = max{fˆ(ω), 0}.
From simulation study, we found this is not a big concern. In addition, fˆ(ω) is shown to be
consistent, so that when we have more sample, fˆ(ω) is guaranteed to be positive.
7.3 Asymptotic Results
We consider general conditions specified in HHC12b (See Appendix for details). All proof
are given in the Appendix.
Theorem 1. For some 0 < b ≤ b′ < 1, let αˆ0 be given by (7.13), then
E
[
(αˆ0 − α0)2
]
= O
(
max
(
N−2bα1 , N b
′−1
)
(logN)−2
)
. (7.16)
Remark 1. The constant b and b′ are chosen to balance the bias term and the variance
of the empirical variograms in (7.11) and (7.12), respectively. Specifically, we assume there
exist 0 < b ≤ b′ < 1 such that ∃hm ∼ N−b, and Nm ∼ N1−b′ , where the notation ∼ can be
read as the same order as. The assumption is reasonable for randomly scattered observations
in that for homogeneous Poisson Point Process on a fix domain, E [Nm]=E[# of observations
in hm ± δm]=2λ|δm| ∼ Nδm = N1−b′ , if we choose δm ∼ N−b′with 0 < b ≤ b′ < 1.
Remark 2. The mean-squared error of αˆ0 is the sum of two terms: a squared bias term,
given first; a variance term, given second. The first term is due to misspecification: specifically,
it is because of the high order term O(hα0+α1) in equation (7.4) is ignored in the estimation
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procedure. The second term is the variance term, which is derived under a very general as-
sumption in Remark 1. If the number of pairs with small lag hm is of order N1−b
′ , the variance
of the empirical variogram um is of order O(N b
′−1), contributing to the second term.
Remark3 . From (7.16), it turns out that the rate of convergence for α1 close to zero is
disappointing. The convergence rate for αˆ0 deteriorate as α1 → 0; We have done simulation
study that the variance is quite stable for all α1 ∈ (0, 2], which confirms that the variance term
O(N b
′−1(logN)−2) doesn’t depend on α1, and the deteriorative rate is due to the bias term
O(N−2bα1(logN)−2). Kent and Wood (1997) discuss a similar problem and the simulation
anomaly and propose new estimators based on higher order difference of observations on grids.
We can possibly generalize their results to irregular spaced data. For now, with α1 not close to
zero, the convergence rate of αˆ0 is satisfactory. In the most commonly used Matrn class, α1 is
not close to zero. For example, the exponential covariance function and other cases with the
smoothing parameter ν = m+ 1/2 for some integer m, α1 = 1.
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Theorem 2. Assume that (C1) and (C2) hold. Suppose there exits a constant such that
for ω ∈ [0, ωc], N satisfying (7.20), and λ ∈ [N−1, N ], we have
bias
(
fˆ(ω)
)
≤ C
{
λω2c
N
+
(ωc
N
)α
+
1
ωc
+
max(N−bα1 , N b
′−1)
logN
}
, (7.17)
and
var
(
fˆ(ω)
)
≤ C
{
1√
Nλ
+
N b
′−1
(logN)2
+
N−bα1N (b
′−1)/2
(logN)2(Nλ)1/4
}
. (7.18)
Corollary 3. Assume that (C1) and (C2) hold. Consider α1 = 1, b = b′ = 1/2, and
λ = N3/5/ω
8/5
c . Then there exists a constant C such that for all ω ∈ [0, ωc], N satisfying
(7.20),
MSE(fˆλ(ω)) ≤ C
[(ωc
N
)4/5
+
1
ω2c
+
1√
N(logN)2
]
. (7.19)
Remark 4. We assume α1 = 1 to simplify the discussion. For α1 = 1, it covers the
general covariance model, see Remark 3. The first term and the second term are the same as
that derived in HHC11b. The extra term of O(N−1/2(logN)−2) is due to the estimation of the
tail behavior. The implications for (7.19) is following. As discussed in HHC11b, by assuming
that X(s) is continuously observed for s ∈ [0, T ] and taking N = [Tωc] observations, where
ωc satisfies ω−2c ≤ T−4/5, and for λ given byN3/5/ω8/5c , we obtain that the first two terms have
asymptotic bound CT−4/5, which coincides the optimal rate of convergence of the smoothed
periodogram estimator (Priestley, 1981; Grenander and Rosenblatt, 1984). Following these
assumptions, from (7.19), the third term doesn’t dominate the other two terms, and thus we
still obtain the optimal rate of convergence. Introducing estimation of the tail behavior of
the spectral density not only retains the optimal rate of convergence of the spectral density
estimator at low frequencies but also resolves the issue of infinitely differentiability for the
covariance function estimator.
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7.4 Simulation study
7.4.1 Simulation setup
We consider estimation of the spectral density of a Gaussian process on R, whose values
are observed at random locations. Specifically, we assumed the covariance function to be
C(h) = σ2
1
2ν−1Γ(ν)
(
h
φ
)ν
Kν(
h
φ
),
and the corresponding spectral density is
f(ω) = σ2
Γ(ν + 1/2)
Γ(ν)pi1/2
(
1
φ
)2ν (
(
1
φ
)2 + ω2
)−(ν+d/2)
,
where φ = 1,ν = 0.5 and σ2 = 1.
In the simulation, we use different sample sizes of {250, 500, 1000}. The process is ob-
served at n locations that are i.i.d. uniformly distributed on [0, n].
7.4.2 Estimation
We consider two estimation methods; one is the smoothing spline approach as proposed in
HHC11b, denoted by HHC, and the other one is our proposed method including a smoothing
spline plus a parametric tail which is denoted by YZ. The HHC estimator is fitted on the
frequency interval [0, ωc] with smoothing parameter λ selected by G˜CV (λ). In YZ method, we
use smoothing splines to fit on the interval of [0, ωc] and fit the parametric tail for frequencies
higher than ωc. We use cutoff frequency ωc = ρpi with ρ = 1 in the simulation study. The
empirical variograms are constructed with lags h < n/1000, which serves as the building
blocks in the regression estimator αˆ.
We compare the integrated squared error (ISE) for two methods (Yu et al., 2007)
ISE(f) =
ˆ ωc
0
{fˆ(ω)− f(ω)}2dω,
and
ISE(C) =
ˆ hc
0
{Cˆ(h)− C(h)}2dh,
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which characterize the fitting performance of the spectral density and covariance function. We
set hc = 100.
7.4.3 Spatial kriging
To compare the prediction performance based on the covariance estimates, we consider
Npred = 100 equally spaced interpolation sites inside the observation region for prediction
using IPE(s), the increase in prediction error at location s, defined by Im et al. (2007), which
represents the extra mean squared prediction error introduced by predicting with an estimated
(possibly misspecified) covariance function instead of the true one,
IPE(s) =
E0e
2
i (s)
E0e20(s)
− 1 = E0(Zˆi(s)− Zˆ0(s))
2
E0e20(s)
,
where Zˆ0(s) is the predicted value at location s using the true covariance function C0, and
Zˆi(s) is the predicted value with covariance function Ci (which may be misspecified). Let
ei(s) = Z(s) − Zˆi(s) be the prediction error. E0 is the expectation under the true covariance
function C0. Then E0e20 is the mean squared prediction error (MSPE) of the best linear unbi-
ased predictor (BLUP) or the kriging variance. Smaller IPE value indicates a better kriging
performance for the corresponding covariance function.
We conduct 100 Monte Carlo simulations. For each simulation, we compute the median
IPE (mIPE) as
mIPE(j) = median
{
[Zˆ
(j)
i (s)− Zˆ(j)0 (s)]2|s = 1, . . . , Npred
}
for j = 1, . . . , 100. Table 7.1 presents Monte Carlo means of ISE(f), ISE(C), and median
IPE for two methods. The performance of estimating spectral density for HHC and YZ are
comparable. Figure 7.1, and 7.3 visualize the performance of spectral density estimation for
n = 250, and n = 1000, respectively, which confirms the numerical results. However, YZ
method outperforms HHC method in terms of estimating covariance function and spatial krig-
ing (mIPE for YZ is much smaller than HHC), which is expected. By (7.9), the covariance
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function estimates from HHC method are infinitely differentiable at original and is a com-
bination of sin function, which contains isolation. Figure 7.2, and 7.4 show the covariance
function estimates for n = 250, and 1000, respectively. As we can see, the covariance function
estimates from HHC method exhibit isolation even when sample size is increased. Whereas,
the covariance function estimate from our proposed method coverage to the true covariance
function when sample size increases.
Table 7.1 Monte Carlo Simulation Result
ISE(f) ISE(C) mIPE
n HHC YZ HHC YZ HHC YZ
250 0.0080 0.0077 0.1901 0.0595 56.6501 0.1633
500 0.0073 0.0070 0.1836 0.0558 3.0119 0.1133
1000 0.0035 0.0023 0.1834 0.0242 1.3037 0.1104
(1)HHC: the smoothing spline approach as proposed in HHC11b; (2)YZ: the proposed estimator in the paper (initial of the authors); (A)
ISE(f):the integrated squared error of spectral density function estimator; (B) ISE(C): the integrated squared error of covariance function
estimator; (C) mIPE: the Monte Carlo median of the increase in prediction error .
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Figure 7.1 Spectral Density Estimation n=250.
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Figure 7.2 Covariance Estimation n=250.
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Figure 7.3 Spectral Density Estimation n=1000.
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Figure 7.4 Covariance Estimation n=1000.
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7.5 Discussion Remarks
In this paper we proposed a semiparametric method to estimate spectral densities of isotropic
Gaussian processes with irregular data, with the parameter estimated by a Method-of-Moment
estimator. The methodology can be adapted for spectral density estimation of spatial processes
that are stationary or intrinsic random processes on Rd with d > 1. Such extension can be
interesting and can be the future work.
We have derived asymptotic bounds for the bias and variance of the proposed estimator,
which show that our method is both computationally and statistically efficient. Our simulation
results showed that our method outperforms HHC estimator in HHC11b in terms of L2norm
of the spectral density functions, L2norm of the covariance functions, and IPE. The reason
for the better prediction properties is that the tail properties of the spectral function play a
fundamental role in the prediction. Our method does well because it directly estimates the
tail property, while it also offers more flexibility for modeling the spectral density at lower
frequencies.
Appendix
Assumptions
1. First, X has the linear process representation,
X(s) =
ˆ
a(s− t)dZ(t), s ∈ R,
where
´
a2(s)ds < ∞, and Z has stationary independent increments with mean zero.
E [Z (ds)]2 = ds and E [Z (ds)]4 = µ4ds for µ4 <∞.
2. Secondly, for some ζ, δ ∈ (0, 1)
inf
k≤ζN
nk ≥ δN (7.20)
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This condition ensures that there are sufficiently many pairs of data associated with each
“small” space lag compared with the sample size.
3. Suppose the following regularity conditions are satisfied,
(C1) Let B be a bounded, symmetric function on R with B(s) decreasing for t > 0,
such that for some α > 2 and C > 0,
B(s) ≤ Cs−α−1, for all large s.
Let β(t) = sup|δ|≤pi/ω0 |a(t+ δ)|, for some ω0 > 0. Then B satisfies
ˆ
|β(u)β(u+ s)|du ≤ B(s), for all s;
sup
ω≥ω0
ω−1
∑
k
|β(kpi
ω
+ u)β(
kpi
ω
+ u+ s)| ≤ B(s), for all u, s.
(C2) The covariance function C(h) = E [X(0)X(h)] is differentiable. Let Q(s) =
sup|δ|≤pi/ω0 |C(1)(s+ δ)|,
´
Q(s)ds <∞
Proof of Theorem 1. Since in the estimator (), we have involved log of the empirical var-
iogram estimate instead of the empirical variogram estimate itself, we first derive the moment
property for log um. By Taylor expansion technique, we have
E [log um] ' logE [um]− 1
2 (E [um])
2E
[
(um − E [um])2
]
= α0 log hm +O (h
α1
m ) +O
(
N−1m
)
.
The second equality follows from (7.11) and (7.12). Combining M individual terms, we have
E
[
M∑
m=1
log um
(
log hm − log hM
)]
'
M∑
m=1
{
α0 log hm +O(h
α1
m ) +O
(
N−1m
)} (
log hm − log hM
)
.
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Therefore, the square bias term can be derived as
{E (αˆ0 − α0)}2 = [
∑M
m=1 {O(hα1m ) +O (N−1m )}
(
log hm − log hM
)∑M
m=1
(
log hm − log hM
)2 ]2
= O
(
N−2bα1(logN)−2
)
+O
(
N2b
′−2(logN)−2
)
= O
(
max(N−2bα1 , N2b
′−2)(logN)−2
)
,
and the variance term as
V ar [αˆ0] =
V ar
[∑M
m=1 log um
(
log hm − log hM
)]
{∑M
m=1
(
log hm − log hM
)2}2
=
∑M
m=1
∑M
l=1Cov (log um, log ul)
(
log hm − log hM
) (
log hl − log hM
){∑M
m=1
(
log hm − log hM
)2}2
'
∑M
m=1
∑M
l=1
Cov(um,ul)
E(um)E(ul)
(
log hm − log hM
) (
log hl − log hM
){∑M
m=1
(
log hm − log hM
)2}2
≤
∑M
m=1
∑M
l=1
√
V ar(um)V ar(ul)
E(um)E(ul)
|(log hm − log hM)(log hl − log hM)|{∑M
m=1
(
log hm − log hM
)2}2
'
∑M
m=1
∑M
l=1
2γ(hm)γ(hl)√
|Nm||Nl|E(um)E(ul)
|(log hm − log hM)(log hl − log hM)|{∑M
m=1
(
log hm − log hM
)2}2
= O
(
N b
′−1 (logN)−2
)
.
Combining the squared bias term and the variance term, we have
E
[
(αˆ0 − α0)2
]
= O
(
max
(
N−2bα1 , N b
′−1
)
(logN)−2
)
.
Proof of Theorem 2. Write the spectral density based on the gridized data as
f∆(ω) =
1
ωc
∞∑
k=−∞
cos(
kpiω
ωc
)C(
kpi
ωc
),
for ω ∈ [0, ωc]. From the aliasing problem, we also have f∆(ω) =
∑∞
j=−∞ f(ω + 2jωc).
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Firstly, we consider the bias of the spectral density estimator at the cutoff value ωc. From
(7.8), we have
|E[fˆ∆,λ(ωc)]− f∆(ωc)|
=
1
ωc
|C(0) + 2
K∑
k=1
nk
nk + k2λ
cos(kpi)E[Sk]−
∞∑
k=−∞
cos(kpi)C(
kpi
ωc
)|. (7.21)
By Taylor expansion technique, we have
E[Sk] =
∑
(ti,tj)∈Lk
E[X(si)X(sj)]
=
∑
(ti,tj)∈Lk
C(|si − sj|)
=
∑
(ti,tj)∈Lk
{C(kpi
ωc
) + C(1)(ξi,j,k)(|si − sj| − kpi
ωc
)}
where ξi,j,k ∈ kpi/ωc ± pi/ωc. Therefore (7.21) becomes
|E[fˆ∆,λ(ωc)]− f∆(ωc)|
=
1
ωc
|C(0) + 2
K∑
k=1
nk
nk + k2λ
cos(kpi)C(
kpi
ωc
)−
∞∑
k=−∞
cos(kpi)C(
kpi
ωc
)
+2
K∑
k=1
nk
nk + k2λ
∑
(ti,tj)∈Lk
C(1)(ξi,j,k)(|si − sj| − kpi
ωc
)|
≤ 2
ωc
{
K∑
k=1
k2λ
nk + k2λ
|C(kpi
ωc
)|+
∞∑
k=K+1
|C(kpi
ωc
)|+
K∑
k=1
nk
nk + k2λ
∑
(ti,tj)∈Lk
|C(1)(ξi,j,k)(|si − sj| − kpi
ωc
)|}
≤ C
{
λω2c
N
+
(ωc
N
)α}
+ C
{
2
ωc
∞∑
k=K+1
(
kpi
ωc
)−α−1}
+ C
{
1
ωc
}
≤ C
{
λω2c
N
+
(ωc
N
)α
+
(ωc
K
)α
+
1
ωc
}
≤ C
{
λω2c
N
+
(ωc
N
)α
+
1
ωc
}
, (7.22)
where the third term in the second last inequality follows from the regularity condition (C2)
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and
K∑
k=1
nk
nk + k2λ
∑
(ti,tj)∈Lk
|C(1)(ξi,j,k)(|si − sj| − kpi
ωc
)|
≤ C
ωc
K∑
k=1
nk
nk + k2λ
Q(
kpi
ωc
)
=
C
ωc
{∑
k<ωC
nk
nk + k2λ
Q(
kpi
ωc
) +
∑
k≥ωC
nk
nk + k2λ
Q(
kpi
ωc
)
}
≤ O(1).
So the bias of φ, which is the estimator of spectral density at the cut-off value can be derived
as
|E[φ]− f(ωc)| = |
E
[
fˆ∆,λ(ωc)
]
∑∞
j=−∞ |1 + 2j|−γ
− f(ωc) +O
(
max(N−bα1 , N b
′−1)
logN
)
|
= |
{
E
[
fˆ∆,λ(ωc)
]
− f∆(ωc)
}
+
∑∞
j=−∞ f((1 + 2j)ωc)∑∞
j=−∞ |1 + 2j|−γ
− f(ωc)
+O
(
max(N−bα1 , N b
′−1)
logN
)
|
≤ C
{
λω2c
N
+
(ωc
N
)α
+ (
1
ωc
) +
max(N−bα1 , N b
′−1)
logN
}
(7.23)
since E[γˆ] = γ + O
(
max
(
N−bα1 , N b
′−1) (logN)−1) from Theorem 1 and 0 <∑∞j=−∞ |1 +
2j|−γ <∞.
Finally, to derive asymptotic bound for the bias of spectral density for ω ∈ [0, ωc], we
decompose the bias into three terms as follows,
|bias
(
fˆ(ω)
)
| = |E
[
fˆ(ω)
]
− f(ω)|
= |
{
E[fˆ∆,λ(ω)]− f∆(ω)
}
+
{
f∆(ω)−
∞∑
j=∞
f(ω + 2jωc)
}
+
{∑
j 6=0
f(ω + 2jωc)− E[φ]
∑
j 6=0
( |ω + 2jωc|
ωc
)−γ}
|
≤ U1 + U2 + U3,
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where
U1 = |E[fˆ∆,λ(ω)]− f∆(ω)|
≤ C
{
λω2c
N
+
(ωc
N
)α
+
1
ωc
}
,
by the same argument in (7.22), U2 = f∆(ω)−
∑∞
j=∞ f(ω + 2jωc) = 0, and by (7.23)
U3 = |
∑
j 6=0
f(ω + 2jωc)− E[φ]
∑
j 6=0
( |ω + 2jωc|
ωc
)−γ
|
≤ C
{
λω2c
N
+
(ωc
N
)α
+
1
ωc
+
max(N−bα1 , N b
′−1)
logN
}
.
Thus, we have the first part result in Theorem 2,
|bias
(
fˆ(ω)
)
| ≤ C
{
λω2c
N
+
(ωc
N
)α
+
1
ωc
+
max(N−bα1 , N b
′−1)
logN
}
.
To derive asymptotic bound for the variance of fˆ(ω) , we first consider the variance of
fˆ(ω) when γ is known. Let
a(ω, γ) =
∑
j 6=0
(
|ω+2jωc|
ωc
)−γ∑∞
j=−∞ |1 + 2j|−γ
.
Write
var
(
fˆ(ω|γ)
)
=
K∑
k1=0
K∑
k2=0
bk1bk2cov (Sk1 , Sk2) ,
where bk = (cos(kpiω/ωc)− a(ω) cos(kpi)) / (nk + 2(kpi)2λ). Note that for all ω ∈ [0, ω],
|a(ω)| < 1, use the same derivation in HHC11b ,
var
(
fˆ(ω|γ)
)
≤ C√
Nλ
.
Now consider variance of fˆ(ω) = fˆ(ω|γˆ), since by Taylor expansion,
fˆ(ω|γˆ) = fˆ(ω|γ) + ∂
∂γ
fˆ(ω|γ)|γ=γ′(γˆ − γ),
where γ′ is between γ and γˆ. Let V1 = ∂fˆ(ω|γ)/∂γ|γ=γ′ = Cfˆ∆,λ(ωc), V2 = γˆ − γ, when V1
and V2 are normally distributed,
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V ar(V1V2) = [E(V1)]
2V ar(V2) + [E(V2)]
2V ar(V1)
+2E(V1)E(V2)Cov(V1, V2) + V ar(V1)V ar(V2) + Cov(V1, V2)
2
≤ O
(
N b
′−1 (logN)−2
)
+O
(
max(N−2bα1 , N2b
′−2)(logN)−2(Nλ)−1/2
)
+O
(
max(N−bα1 , N b
′−1)(logN)−1N (b
′−1)/2 (logN)−1 (Nλ)−1/4
)
+O
(
N b
′−1 (logN)−2 (Nλ)−1/2
)
≤ O
(
N b
′−1 (logN)−2
)
+O
(
max(N−bα1 , N b
′−1)(logN)−2N (b
′−1)/2(Nλ)−1/4
)
≤ O
(
N b
′−1 (logN)−2
)
+O
(
N−bα1(logN)−2N (b
′−1)/2(Nλ)−1/4
)
Thus
V ar
(
fˆ(ω|γˆ)
)
= V ar
(
fˆ(ω|γ) + V1V2
)
= V ar(fˆ(ω|γ)) + 2Cov(fˆ(ω|γ), V1V2) + V ar(V1V2))
≤ C
{
1√
Nλ
+
N b
′−1
(logN)2
+
N−bα1N (b
′−1)/2
(logN)2(Nλ)1/4
}
.
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CHAPTER 8. CONCLUDING REMARKS
In the preceding chapters, we present statistical methods and models for missing data
(Chapter 2, Chapter 3, Chapter 4, and Chapter 5) and spatial data (Chapter 6, and Chapter
7). We summarize the main contributions and discuss proposed methods for the thesis work.
For the main contribution,
• We generalized the PFI method to the linear mixed model with non-ignorable miss-
ing data, and adapted the restricted maximum likelihood method or the adjusted profile
likelihood method to correct the bias in estimating the variance components in MLE.
The variance estimation is obtained from Taylor linearization for this model. We also
extended this method to the generalized linear mixed model, which allows statistically
efficient estimation without requiring a computationally extensive method and can be
more feasible in practice.
• We compared four imputation methods, multiple imputation (MI), PFI, fractional hot
deck imputation (FHDI) and Nonparametric fractional imputation (NPFI) were consid-
ered for quantile estimation with missing data. The conclusions are the following
– MI, applied to quantile estimation, does not satisfy the congeniality condition of
Meng (1994) and can lead to biased variance estimation. Fractional imputation
methods, on the other hand, do not require the congeniality condition and provide
consistent variance estimators
– In the correctly specified model, among the four methods, MI and PFI turn out
to be more efficient in point estimation than FHDI and NPFI. In the misspecified
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model, the FHDI and NPFI are shown to be much better than MI and PFI in terms
of bias. The PFI is not robust to misspecification of models in variance estimation.
– In FHDI, there is no random imputation and thus fractional weights are determin-
istically computed, which enables simplified replication variance estimation. A
revised Jackknife variance estimation method produces an essentially unbiased es-
timator.
• We approximated the observed likelihood function under the ignorable missing data us-
ing the idea of PFI. In the proposed method, the fractional weights are functions of un-
known parameters, which enables computing the observed likelihood from the imputed
data correctly. The proposed observed likelihood likelihood can be used to perform the
likelihood ratio tests or to construct the likelihood-ratio confidence intervals.
• We proposed a semiparametric approach to handle missing covariate problem in regres-
sion analysis in complex survey design. We establish the consistency and asymptotic
normality for the proposed estimator. The simulation study shows that the proposed
estimator enjoys a robustness feature compared to model based adjustment method. In
practice, the proposed method is attractive.
• We have proposed parameter estimation and prediction method for a simple non-stationary
process and the asymptotical properties are established. This method outperformed spa-
tially adaptive local polynomial regression estimator (ALPRE) in our simulations when
the measurement error is small.
• we proposed a semiparametric method to estimate spectral densities of isotropic Gaus-
sian processes with irregular data, with the parameter estimated by a Method-of-Moment
estimator. The methodology can be adapted for spectral density estimation of spatial
processes that are stationary or intrinsic random processes on Rd with d > 1. Such
extension can be interesting and can be the future work.
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We have derived asymptotic bounds for the bias and variance of the proposed estimator,
which show that our method is both computationally and statistically efficient. Our
simulation results showed that our method outperforms HHC estimator in HHC11b in
terms of L2norm of the spectral density functions, L2norm of the covariance functions,
and IPE. The reason for the better prediction properties is that the tail properties of
the spectral function play a fundamental role in the prediction. Our method does well
because it directly estimates the tail property, while it also offers more flexibility for
modeling the spectral density at lower frequencies.
