ABSTRACT Gray code application in distributed video coding (DVC) has been studied in the literature and it was claimed that DVC performance could be improved by Gray code because of stronger bitplane correlation presented. However, two factors are ignored in the literature, which renders the aforementioned claim untenable. These factors are log-likelihood ratio (LLR) computation and robustness to wrongly decoded bits, which may influence the DVC performance when different bit representations are used. This paper comprehensively evaluates the performances of Gray code in different DVC schemes, such as feedback channel-based transform domain Wyner-Ziv (FC_TDWZ) video coding, parallel pixel domain Wyner-Ziv video coding, and encoder rate control-based TDWZ (ERC_TDWZ). Experimental results suggest that the Gray code does not always improve the DVC performance, although stronger bitplane correlation is presented. In particular, the performance of FC_TDWZ with Gray code is exactly the same as that with natural bit code, because the same magnitudes of LLRs are obtained. Moreover, the reconstruction quality of the WZ frames in ERC_TDWZ is improved by Gray code not because of stronger bitplane correlation but because Gray code is more robust to wrongly decoded bits induced by rate underestimation. However, these RD gains are quite limited when the rate is controlled accurately at the encoder.
I. INTRODUCTION
Available predictive video coding techniques, such as MPEG-4 and H.264/AVC [1] , use block-based motion compensation and transform at the encoder to exploit the statistics of source signals. Thus, encoding complexity is significantly higher than decoding complexity. These techniques are relatively suitable for applications, such as broadcast and video streaming, in which the video is encoded only once while it is decoded several times. However, these traditional coding techniques are unsuitable for emerging applications, such as sensor networks and wireless video surveillance, in which low complexity and low power consumption are required and the encoder-decoder ratio is many to one.
To fulfill the demands of these applications, a novel video coding paradigm, known as distributed video coding (DVC), has been developed [2] , [3] . The theoretical foundations of DVC are credited to Slepian-Wolf [4] and Wyner-Ziv [5] theorems. The Slepian-Wolf theorem states that correlated signals can be independently encoded and jointly decoded at the same rate as those in a joint-encoding joint-decoding system. And the Wyner-Ziv theorem is the lossy extension of the Slepian-Wolf theorem, which states that the same rate-distortion (RD) function would also be obtained if the correlated signals are jointly Gaussian distributed and a mean-squared error distortion measure is used. In the DVC paradigm, the task of correlation exploitation is shifted from the encoder to the decoder, thereby inducing a considerably lower encoding complexity than decoding complexity.
Until recent 20 years, two practical DVC solutions have been developed. Puri et al at Berkeley proposed a DVC solution characterized by block based coding with decoder motion estimation(no feedback channel), known as Power-efficient, Robust, hIgh-compression, Syndromebased Multimedia (PRISM) coding [6] . Girod et al at Stanford proposed a DVC solution characterized by framebased coding with feedback channel including pixel-domain Wyner-Ziv (PDWZ) [7] and transform-domain WynerZiv (TDWZ) [8] video coding. For various reasons, the research community mostly adopted the Stanford WynerZiv video coding architecture which has significantly evolved in the last years [9] . Therefore this Stanford Wyner-Ziv coding architecture is also adopted in this paper to evaluate the effect of Gray code. Furthermore, feedback channelbased TDWZ (FC_TDWZ) has superior performance compared with PDWZ owing to spatial correlation exploitation by DCT. It was subsequently improved by the DISCOVER (DIStributed COding for Video sERvices) [10] group. DISCOVER codec has become a benchmark for DVC research owing to its good performance [11] . In PDWZ and TDWZ video coding, aside from side information (SI), previously decoded bitplanes are also used as the conditions in the current bitplane decoding, thereby requiring the serial decoding of bitplanes. To accelerate decoding time, bitplanes are decoded in a parallel way without the assistance of previously decoded bitplanes [12] . This PDWZ video codec with parallel bitplane decoding is referred to as PARA_PDWZ, and its RD performance is inferior to PDWZ. Furthermore, feedback channels are always used to control the rate at the decoder in PDWZ and TDWZ video coding; that is, the decoder requests parity bits via the feedback channel until the bitplanes are correctly decoded. Although optimal performance achieved, these feedback channel-based PDWZ and TDWZ video codecs are unsuitable for application fields in which a feedback channel is unavailable or real-time transmission is required. To make DVC more practical, hybrid rate control solutions were proposed to reduce the feedback request [13] , [14] , but the feedback channel still existed. To totally remove the feedback channel, encoder rate control (ERC) solutions have been proposed [15] , [16] . The correlation between source and side information is unknown at the encoder, which induces difficulty in accurately estimating the rate at the encoder, and the rate may be overestimated or underestimated. Therefore, the RD performance of ERC-based TDWZ (ERC_TDWZ) is inferior to FC_TDWZ. To further narrow the performance gap. iterated decoding with side information refinement [17] and mode decision [18] were also introduced in ERC_TDWZ.
Gray code can map two consecutive integers into two codewords with a Hamming distance of one [19] . Compared with natural bit code (NBC), stronger bitplane correlation is presented when the source is Gray coded. Therefore, Gray code is used to improve the DVC performance in the literature [15] , [17] , [20] - [26] , in which the same conclusion was obtained that Gray code could improve the DVC performance because stronger bitplane correlation presented. However, some of the conclusions are untenable and not all of the DVC performance mentioned in the literature can be improved by Gray code. We will verify in this paper that Gray code has the same performance as NBC in the most mainstream FC_TDWZ video coding. And to the best of our knowledge, no references considered the robustness of Gray code to wrongly decoded bits. Reference [17] improperly attributed the RD gains brought by Gray code in ERC_TDWZ to stronger bitplane correlation between WZ and SI data. In fact it is because Gray code is more robust to wrongly decoded bits when rate is underestimated. These untenable claims may mislead readers. Therefore the effect of Gray code on the DVC performance must be extensively evaluated once again although Gray code and its application in DVC seem to be trivial. This paper comprehensively evaluates the effect of Gray code in three DVC schemes, including FC_TDWZ, PARA_PDWZ, and ERC_TDWZ. The contribution of this paper is twofold:
(1)The effect of Gray code in these three typical DVC systems is re-evaluated in this paper to correct the untenable claims for fear of misleading readers. Although the effects of Gray code in these three DVC systems have been reported in the literature, the conclusions obtained in some literature are untenable because only correlation between the current bitplanes in WZ and SI data was considered.
(2) The effect of Gray code in three typical DVC systems is comprehensively analyzed and evaluated. These three typical DVC systems are quite different, and these differences would induce different effects of Gray code on the performance. Through comparing these differences, it can be concluded on which condition and for which reason Gray code can improve the RD performance.
The rest of this paper is organized as follows. Section II describes the basic DVC scheme in which performances with different bit representations are evaluated. Section III introduces Gray code and reviews the related work about Gray code application in DVC. Section IV evaluates the effects of Gray code in different DVC schemes (i.e., FC_TDWZ, PARA_PDWZ, and ERC_TDWZ) and presents the detailed experimental results. Finally, Section V provides the conclusions.
II. BASIC DVC SCHEME
The basic DVC scheme used in this paper is TDWZ video coding. The evaluated DVC schemes are all based on TDWZ video coding with some minor modifications. The basic DVC scheme is depicted in Fig. 1 .
Video sequences are split into key frames and WZ frames. The key frames are intra coded by H.264/AVC, whereas the WZ frames are coded by a Wyner-Ziv encoder. In the Wyner-Ziv encoder, an integer 4×4 DCT is applied to the WZ frames if they are encoded in transform domain. DCT coefficients C X are grouped into bands according to their positions in the DCT blocks. The DC and AC bands are quantized by uniform and dead-zone quantizers respectively with a number of levels predetermined by a quantization matrix. If the WZ frame is encoded in the pixel domain, the pixel values are directly quantized. Bitplanes are subsequently extracted from the quantized symbols and sent to the rate-compatible LDPC Accumulate (LDPCA) encoder [27] . When Gray code is applied, the quantized symbols are Gray encoded before being sent to the LDPCA encoder. The obtained accumulated syndrome bits are stored in the encoding buffer. To assist the decoder in detecting decoding errors, an 8-bit CRC is also computed for each encoded bitplane and transmitted to the decoder. If the encoder rate control (ERC) is used to remove the feedback channel, the ERC module estimates an appropriate rate for each bitplane, and the corresponding syndrome bits are sent to the decoder directly.
In the Wyner-Ziv decoder, a motion-compensated temporal interpolation process [28] is performed to generate an SI frame Y and a motion-compensated residual frame R. An integer 4×4 DCT is then applied to Y and R to obtain the DCT coefficients C Y and C R . Given C Y and C R , the correlation noise between C X and C Y is modeled and the loglikelihood ratio (LLR) for each bitplane is computed. In the LLR computation, the previously decoded bitplanes can be used to help with decoding; by contrast, in PARA_PDWZ, they are not used to facilitate parallel decoding [12] . Given the received syndrome bits and computed LLRs, the LDPCA decoder is implemented to recover each bitplane. The convergence is verified by an 8-bit CRC check to establish whether decoding is successful. If a feedback channel is used to control the rate at the decoder, then the Wyner-Ziv decoder iteratively requests a fraction of the syndrome bits from the encoder buffer to perform the LDPCA decoding until the CRC bits are matched. Otherwise, if ERC is used, then the received syndrome bits are used to decode once and no more bits can be requested. After all of the bitplanes in one DCT band are LDPCA decoded, the decoded bitplanes are regrouped together to form decoded quantized bands. An optimal reconstruction [29] is applied to all of the decoded quantized bands using SI coefficients C Y . Finally, an integer 4×4 inverse DCT is applied over the reconstructed DCT coefficients to obtain the decoded WZ frames.
III. GRAY CODE AND ITS APPLICATION IN DVC
Gray code can map two consecutive integers into two codewords with a Hamming distance of one. For instance, two consecutive integers are equal to 7 and 8, respectively. If NBC is used, these integers are represented as 0111 and 1000, and their Hamming distance is 4 (i.e., 4 different bits exist). However, if Gray code is used, these integers are represented as 0100 and 1100, and their Hamming distance is 1 (i.e., only 1 different bit exists).
Suppose an integer coded by NBC is
then converted from NBC as follows.
where M denotes the total number of bitplanes, and b M −1 and b 0 denote the most and least significant bits, respectively. NBC is converted from Gray code as follows.
Due to this interesting property, Gray code has been adopted in the DVC systems in the literature [15] , [17] , [20] - [26] . Hua et al proposed an FC_TDWZ coding scheme with zero motion skip and Gray code in [20] , and their experimental results revealed that the RD performance was improved by 0.5-1.0 dB with Gray code. Anantrasirichai et al proposed an enhanced spatially interleaved DVC framework in [21] based on FC_TDWZ with Gray code, and their experimental results suggested that roughly 15% bitrate savings were obtained by Gray code. A PARA_PDWZ scheme was proposed in [12] that independently treated each bitplane and used Gray code to improve the performance; their results indicated that approximately 3 dB gains were achieved by Gray code. In the work of [22] , correlated non-binary sources were converted to Gray code prior to the Wyner-Ziv coding; performance was also significantly improved via Gray code. Brites et al first applied Gray code in an ERC-based TDWZ VOLUME 4, 2016 architecture and similarly reported an improvement in the RD performance because of stronger bitplane correlation [17] . In the above literature the same conclusion was obtained that Gray code could improve the DVC performance because stronger bitplane correlation was presented. For instance, reference [17] justified the performance improvement brought by Gray code through comparing the Pearson coefficients with Gray code and NBC which is a metric to measure the correlation between corresponding bitplanes of WZ and SI data. And the comparison results are shown in Fig.2 . However, whether Gray code can improve the DVC performance does not depend on the bitplane correlation only. In fact, bit representations would affect the DVC performance from two factors, namely, LLR computation and robustness to wrongly decoded bits. And LLR computation does not only depend on the current bitplane correlation when previously decoded bitplanes are used as the condition in FC_TDWZ. Moreover, the robustness of different bit representations must be considered in ERC_TDWZ since these exist a few wrongly decoded bits induced by rate underestimation. Therefore the claims are untenable that Gray code can improve the DVC performance just because stronger bitplane correlation is presented.
IV. PERFORMANCE EVALUATION
In this section, we will evaluate the effects of Gray code in FC_TDWZ, PARA_PDWZ, and ERC_TDWZ respectively from the two factors, i.e., LLR computation and robustness to wrongly decoded bits. Detailed experimental results are also presented for each DVC system.
A. PERFORMANCE EVALUATION ON FC_TDWZ
In the FC_TDWZ codec, a feedback channel is used to control the rate at the decoder. Fractions of syndrome bits are sent to the LDPCA decoder upon request via the feedback channel until the bitplanes are verified to be correct using the CRC check. Aside from SI coefficient C Y , previously decoded bitplanes are also used as the conditions in the current bitplane decoding.
Only LLR computation is considered in FC_TDWZ since all the bitplanes are correctly decoded. But it should be noted that previously decoded bitplanes must be considered in the LLR computation since they are used as the decoding condition, which was ignored in the related literature.
1) LLR COMPUTATION
To compute the LLR, the conditional bit probability (CBP)
are also used as the conditions in the CBP computation as follows.
where
) is the interval determined by previously decoded bitplanes
. The correlation noise between WZ and SI coefficients C X and C Y is modeled by a Laplacian distribution, and f (C X |C Y ) is the conditional probability density function (pdf).
where α is the distribution parameter that is estimated online in the coefficient level [30] . LLR is subsequently computed from the CBP in (5) .
The CBPs with different bit representations are contrasted by comparing pdf f (C X |C Y ) and the integral intervals, respectively. First, the same distribution pdf f (C X |C Y ) would be obtained no matter Gray code or NBC is used because f (C X |C Y ) represents the distribution of the whole coefficients that are the same regardless of their bit representations.
Second
is determined by the previously decoded bitplanes, which confines C X from the entire dynamic range into one small possible range [L
) to help with decoding. Take coefficients in DC band for example,
is the combination of the previously decoded bits with NBC, and is the Qstep. The possible range [L (k)
Gray code is used, the previously decoded bits (
) should be the same as that represented by NBC. Furthermore, the current bit g k should be converted to NBC 
Therefore, we can conclude that
and further conclude that
As (8) shows, the magnitudes of LLRs with Gray code are the same as those with NBC, and the signs of LLRs depend on whether g k equals b k . The preceding deduction indicates that the obtained LLRs with Gray code have the same magnitudes as those with NBC when previously decoded bitplanes are used as the conditions in the CBP computation because they confine the encoded coefficients into one possible range which is the same regardless of their bit representations. A specific example is depicted in Fig. 3 to further verify our conclusion. The quantized symbols range from 0 to 7 and are expressed by 3 bits. The symbols are natural binary represented in Fig. 3(a) and Gray coded in Fig. 3 (b) . The WZ and SI data locate in the quantized intervals 3 and 4, respectively. Pr indicates the conditional probability
According to (3) and (5), CBP and LLR can be computed. For the most significant bitplane (MSB) (k = 2), Gray code is the same as NBC; therefore, the same CBP and LLR are obtained, namely, 
2) PERFORMANCE EVALUATION a: TEST CONDITIONS
As mentioned in Section I, DISCOVER DVC codec has become a benchmark in the DVC research. Moreover, the test conditions defined in the evaluation of the DISCOVER DVC codec are extensively used in the DVC literature for performance assessment [10], [11] . Therefore, similar test conditions are also used in the performance evaluation, notably:
(1) Test video sequences: soccer, foreman, coastguard and hall monitor. They present different types of motion content. One sample frame of each video sequence is shown in Fig. 4 . (2) Spatial and temporal resolution: The resolution is QCIF at 15 Hz, which is most commonly adopted in the DVC literature.
(3) Frames for each sequence: All of the frames including key frames and WZ frames in each video sequence are evaluated (i.e., 149 frames for soccer, foreman, coastguard respectively, and 165 frames for hall monitor).
(4) GOP sizes: GOP sizes of 2 and 4 are both considered, although the GOP size of 2 is mostly used in the literature.
(5) WZ frame RD points: Eight RD points are considered that correspond to the eight 4×4 quantization matrices depicted in Fig. 5 . The values within each 4×4 matrix indicate the number of quantization levels associated with the various DCT coefficients bands.
(6) Key frame coding: Key frames are encoded by H.264/AVC intra mode. The reference software JM9.6 is used with RD optimization on and all intra modes enabled. The QPs for key frame coding are selected so that the average PSNR of the WZ frames is similar to that of the key frames. For comparison purposes, the same QPs used by the DISCOVER project are adopted in this paper as shown in Table 1 .
(7) Bitrate and PSNR: Only the luminance component of each frame is used to compute the bitrate and PSNR. 
b: RD PERFORMANCE ASSESSMENT
The overall RD performances of FC_TDWZ with different bit representations and with GOP sizes of 2 and 4 are listed in Tables 2 and 3 , respectively. It can be seen from the tables that the RD performance (i.e., rate and PSNR) of FC_TDWZ with Gray code is exactly the same as that with NBC. According to the preceding analysis and experimental results it can be concluded that Gray code cannot improve the performance of FC_TDWZ, notably its RD performance remains the same regardless of bit representations because the same magnitudes of LLRs are obtained when previously decoded bitplanes are used as conditions.
B. PERFORMANCE EVALUATION ON PARA_PDWZ
Different from FC_TDWZ in Section IV-A, PARA_PDWZ video codec encodes the WZ frames in the pixel domain and previously decoded bitplanes are not used as conditions in LDPCA decoding so that every bitplane can be decoded in a parallel manner.
The effect of Gray code is re-evaluated in this section although this problem has been issued in [12] and the similar conclusion is obtained. The reason for the re-evaluation is twofold. Firstly PARA_PDWZ is re-evaluated to compare with FC_TDWZ and ERC_TDWZ, and make our study more comprehensive. The differences among these three DVC systems will generate different conclusions about the influence of Gray code. Secondly, the performance evaluation in this section is more complete than that in [12] . Two more video sequences and GOP size of 4 are also evaluated in this section so that the influences of video content and GOP size on the performance improvement can be discussed.
1) LLR COMPUTATION IN PARA_PDWZ
Given that no decoded bitplanes are used as the condition, CBP p(b k = 0|Y ) is computed in (9) , which is used to compute the LLRs. 
The aforementioned deduction suggests that the integral intervals represented with Gray code are quite different from those with NBC, which will yield different CBPs and LLRs. Since only the current bitplane is considered in LLR computation of PARA_PDWZ, obviously greater magnitudes of LLR would be obtained if stronger bitplane correlation is presented. Therefore, greater LLRs would be obtained with Gray code in PARA_PDWZ. 
2) EXPERIMENTAL RESULTS
In this subsection, the performance of PARA_PDWZ with different bit representations is evaluated under similar test conditions specified in Section IV-A. The numbers of the WZ coded bitplanes are set to 1, 2, 3, and 4 MSBs as commonly used in the PDWZ video coding literature. The QPs for key frame coding listed in Table 4 are selected so that the average PSNR of the WZ frames is similar to that of the key frames. The RD performances of PARA_PDWZ using different bit representations (i.e., NBC and Gray code) are illustrated in Figs. 6 and 7 with GOP sizes of 2 and 4, respectively. PARA_PDWZ with Gray code obviously outperforms that with NBC. The bitrate is saved by roughly 20% on average with Gray code. At the lowest RD points, the RD performance with Gray code is the same as that with NBC because only one MSB is encoded, which is the same regardless of bit representation. The RD gains increase as the bitrate because more MSBs benefit from Gray code application.
Greater bitrate savings are obtained for video sequences with regular motion contents, such as coastguard and hall monitor. That could be expected because with Gray code, the temporal correlation between the WZ and SI frames is significantly stronger, and more bits in the WZ and SI data are equal. Thus, greater magnitudes of LLRs can be obtained. In addition, more RD gains are achieved for larger GOP, for instance, GOP=4; that is because more WZ frames benefit from Gray code application.
The analyses and experimental results indicate that Gray code can improve the performance of PARA_PDWZ codec because greater magnitudes of LLRs are obtained with Gray code when only the current bitplane is considered in LDPCA decoding.
C. PERFORMANCE EVALUATION ON ERC_TDWZ
Compared with the FC_TDWZ video codec in Section IV-A, ERC_TDWZ removes the feedback channel and controls the rate at the encoder. The encoder rate control method used by [15] is adopted in our ERC_TDWZ codec. The RD performance of ERC_DWZ is inferior to FC_TDWZ because the rate may be underestimated or overestimated.
Since the rate may be underestimated and some bits may be wrongly decoded, the robustness of the bit representations should be considered which was ignored in [17] . We will verify that ERC_TDWZ can be improved by Gray code not because stronger bitplane correlation is presented but because Gray code is more robust to the wrongly decoded bits.
In this section, the influence of Gray code on the RD performance of ERC_TDWZ is discussed in the following two cases according to whether all the bitplanes can be decoded.
CASE 1: All of the bitplanes are correctly decoded. The estimated rate is sufficient for correctly decoding each bitplane. In this case, the bit representation methods would only affect the CBP and LLR computation process. The CBP and LLR computation in ERC_TDWZ is exactly the same as that in FC_TDWZ if all of the bitplanes are correctly decoded. In this case, the RD performance of ERC_TDWZ with Gray code is the same as that with NBC as FC_TDWZ verified in Section IV-A. CASE 2: Some bitplanes are wrongly decoded due to rate underestimation.
In this case, the reconstruction quality would be degraded. On the one hand, the wrongly decoded bits themselves would directly degrade the reconstruction quality; on the other hand,
) in the CBP computation determined by the wrongly decoded bits would deviate from the true range of the WZ coefficients, which would yield unreliable LLRs. Furthermore, the unreliable LLRs would negatively affect the subsequent bitplane decoding. In this case, the effects of these wrongly decoded bits on reconstruction quality would vary with different bit representations.
Gray code is typically used in digital communications because it is less sensitive to tansmission errors [19] . An experiment is simulated to verify the robustness of different bit representations to bit errors. In this experiment, 100 quantized DCT coefficients bands including DC and AC are extracted as experimental data from various frames in four testing video sequences. The error bit is modeled by a binomial distribution with an error probability of 0.002 spreading all over the bitplanes. Finally, the MSE between original data and data with errors is computed. Fig. 8 plots the MSE with NBC and Gray code; it shows that the MSE with Gray code is obviously smaller than that with NBC for most of the coefficient bands. The average MSEs with NBC and Gray code are 2.57 and 1.78 respectively. Therefore, Gray code is more robust to bit errors than NBC. Specifically in the ERC_TDWZ applications, the wrongly decoded bits would have a smaller effect on the reconstruction quality and LLR computation for the subsequent bitplanes if Gray code is used. The effects of the wrongly decoded bits with different bit representations will be evaluated on the ERC_TDWZ RD performance. The rate should be compared first because it is completely controlled at the encoder. In our ERC_TDWZ codec, rate R k for bitplane b k is computed in (10) [15] as follows.
is the conditional entropy for the bitplane computed from the CBP at the encoder.
with Gray code is the same as that with NBC since CBP with Gray code has been proved to be exactly equal to that with NBC in Section IV-A. Furthermore, p is the relevant error probability given by the ratio between the number of different bits presented in the i th bitplane in the WZ and SI data but absent in the previous bitplanes and the bitplane length. In p computation, given that g i = b i ⊕ b i+1 and b i+1 in WZ equals that in the SI data, the number of different bits in g i is equal to that in b i . Therefore, the relative error probability p has the same value regardless of the bit representations. Thus Rate R k with Gray code is totally the same as that with NBC. To compare the influence of the wrongly decoded bits on reconstruction quality, Fig. 9 plots the temporal PSNR of WZ frames in ERC_TDWZ with NBC and Gray code. These plots are obtained for soccer and hall monitor sequences. The GOP is set to 2, and the largest quantization matrix index Q8 is used in quantization.
As shown in Fig. 9 , in ERC_TDWZ, some WZ frames inevitably exist whose reconstruction quality is degraded due to rate underestimation. For these quality-degraded WZ frames, the performance of ERC_TDWZ with Gray code is different from that with NBC, whereas the performance remains the same for other WZ frames when all of the bitplanes are correctly decoded. Moreover, the PSNR of the WZ frame with Gray code is mostly greater than that with NBC when the reconstruction quality is degraded. For example, the reconstruction quality of the first WZ frame in soccer is degraded due to rate underestimation [see Fig. 9(a) ]. The PSNR with NBC is only 23.54 dB, whereas the PSNR with Gray code is improved to 26.67 dB. Additionally, with NBC, the PSNR of the 15 th WZ frame in the hall monitor is only 35.97 dB, and Gray code improves the PSNR to 39.11 dB [see Fig. 9(b) ]. It is also reasonable that a few WZ frame (e.g. the 1 st frame in Fig. 9(b) ) with Gray code have inferior quality compared with NBC because occasionally the robustness of Gray code is worse than NBC as shown in Fig. 8 (i.e., there are a few coefficient bands whose MSE with Gray code are higher than that with NBC).
The overall RD performance of ERC_TDWZ with Gray code is also compared to that with NBC in Figs. 10 and 11 with GOP sizes of 2 and 4, respectively. The experimental conditions are exactly the same as those in FC_TDWZ in Section IV-A. As shown in Fig. 9 , the overall RD performance with Gray code is nearly the same as that with NBC when GOP=2, although some degraded WZ frames are improved by Gray code. That is because the rate estimation at the encoder is quite accurate when GOP=2 and only a few WZ frames are VOLUME 4, 2016 degraded, whose influence on the overall RD performance on average can be neglected.
But it becomes more difficult to estimate rate accurately when GOP=4, and more WZ frames are degraded due to rate underestimation. In this case, the overall RD performance of ERC_TDWZ is obviously improved by Gray code as shown in Fig. 10 . With Gray code, the average PSNR is improved by roughly 0.5 dB to 1 dB. Additionally, the largest RD gains are obtained for video sequences with more complex motion content such as soccer. This could be expected because it is more difficult to control rate accurately at the encoder for high motion sequences, and more WZ frames are degraded due to rate underestimation, which can benefit from Gray code.
The preceding analysis indicates that the overall RD performance in ERC_TDWZ can be improved by Gray code not because of stronger bitplane correlation presented but because of its robustness to wrongly decoded bits induced by rate underestimation. However these RD gains are quite limited when the rate is controlled accurately at the encoder.
V. CONCLUSIONS
Some conclusions are untenable in the related literature that Gray code can improve the DVC performance because stronger bitplane correlation is presented. The aim of this paper is to correct these untenable claims about the effect of Gray code on DVC performance. In this paper, the performance of Gray code is evaluated from LLR computation and robustness of bit representations in different DVC schemes, including FC_TDWZ, PARA_PDWZ, and ERC_TDWZ. Different conclusions are drawn for various DVC schemes as follows.
1) Although stronger bitplane correlation is presented by Gray code, the performance of FC_TDWZ with Gray code is exactly the same as that with NBC because the same magnitudes of LLRs are obtained when all the bitplanes are correctly decoded using previously decoded bitplanes as conditions.
2) Gray code can improve PARA_PDWZ; in particular, the bitrate of PARA_PDWZ can be reduced by approximately 20% on average with Gray code because greater magnitudes of LLRs are obtained when all the bitplanes are decoded in a parallel manner without the assistance of previously decoded bitplanes.
3) The overall RD performance in ERC_TDWZ can be improved by Gray code not because of stronger bitplane correlation but because of its robustness to wrongly decoded bits when the rate is underestimated. However, the RD gains are quite limited when the rate is controlled accurately at the encoder. He is the author of over 100 articles. His research interests include cyberphysical systems, Internet of Things, cloud computing, big data analytics, connected vehicle, wireless communications and networking, and optical communications and networking.
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