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Abstract
We deal with convolution semigroups (not necessarily symmetric) in Lp(RN) and provide a general
perturbation theory of their generators by indefinite singular potentials. Such semigroups arise in the theory
of Lévy processes and cover many examples such as Gaussian semigroups, α-stable semigroups, relativistic
Schrödinger semigroups, etc. We give new generation theorems and Feynman–Kac formulas. In particular,
by using weak compactness methods in L1, we enlarge the extended Kato class potentials used in the theory
of Markov processes. In L2 setting, Dirichlet form-perturbation theory is finely related to L1-theory and
the extended Kato class measures is also enlarged. Finally, various perturbation problems for subordinate
semigroups are considered.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
The present work is an extension in various directions of a previous one [29] devoted to
Schrödinger operators − + V with singular negative potentials V . In the latter paper, besides
some abstract perturbation theorems for positive semigroups in ordered Banach spaces with addi-
tive norms (e.g. L1 spaces), we provided a general perturbation theory of Schrödinger operators
E-mail address: mmokhtar@univ-fcomte.fr.0022-1236/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
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the present paper was to extend the previous formalism to relativistic Schrödinger operators√
− +m2 −m+ V.
It turned out that both  and −√− +m2 + m fall within a much larger class of pseudo-
differential operators: the generators of convolution semigroups
Sp(t) :f ∈ Lp
(
RN
)→ ∫ f (x − y)mt (dy) ∈ Lp(RN )
where {mt }t0 are Borel sub-probability measures on RN such that m0 = δ0 (Dirac measure
at zero), mt ∗ ms = mt+s and mt → m0 vaguely as t → 0+. That is why we will instead deal
with this whole class of operators. Such convolution semigroups are in the heart of the theory of
(stochastically continuous) stochastic processes with independent and stationary increments, the
so-called Lévy processes, and cover many examples of practical interest such as Gaussian semi-
groups, α-stable semigroups, relativistic Schrödinger semigroups, relativistic α-stable semigroup
to cite only a few (see [21, Chapter 3] and [23, Appendices D and E]). We aim here at providing a
general perturbation theory of their generators by indefinite singular (i.e. unbounded) potentials
V = V+ − V− with applications to some important examples. Before explaining the content of
the paper, it is useful to recall briefly some basic objects related to convolution semigroups.
Note first that {Sp(t)}t0 is a positive (i.e. leaves invariant the positive cone Lp+(RN)) con-
traction semigroup on Lp(RN) and is strongly continuous for 1 p < +∞. We denote by Tp its
generator. On the other hand, {S∞(t)}t0 leaves invariant C0(RN) the space continuous functions
on RN vanishing at infinity and is strongly continuous for the maximum norm; (i.e. its restriction
to C0(RN) is a Feller semigroup). The sub-probability measures {mt }t0 are characterized by
the fundamental relation
m̂t (ζ ) := (2π)−N2
∫
e−iζ.x mt (dx) = (2π)−N2 e−tF (ζ ), ζ ∈ RN
where F(.), the so-called characteristic exponent, is a continuous negative definite function
(see [21, Definition 3.6.6, p. 123 and Theorem 3.6.16, p. 127]). The latter admits a Lévy–
Khinchine representation
F(ζ ) = c + id.ζ + ζ.Cζ +
∫
RN\{0}
[
1 − e−iζ.x − iζ.x
1 + |x|2
]
μ(dx)
where c ∈ R+, d ∈ RN , C is a real symmetric matrix such that ζ.Cζ  0, ∀ζ ∈ RN (C need not
be positive definite) and μ, the so-called Lévy measure, is a positive Borel measure on RN \ {0}
such that ∫
min
(
1, |x|2)μ(dx) < +∞.
A characteristic exponent has a nonnegative real part and at most a quadratic growth
ReF(ζ ) 0 and
∣∣F(ζ )∣∣ cF (1 + |ζ |2).
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F(ζ ) = c + ζ.Cζ +
∫
RN\{0}
[
1 − cos(x.ζ )]μ(dx) (1)
where μ is symmetric with respect to the origin. All the properties above can be found e.g. in [21,
Chapter 3]. Plancherel’s theorem shows easily that
T2ϕ = −(2π)−N2
∫
eiζ.xF (ζ )ϕ̂(ζ ) dζ
with domain
D(T2) =
{
ϕ ∈ L2(RN ); F ϕ̂ ∈ L2(RN )}
and that T2 is self-adjoint for real characteristic exponents. The case p = 2 is more involved but
S(RN) (the Schwartz space) is contained in D(Tp) and
Tpϕ = −(2π)−N2
∫
eiζ.xF (ζ )ϕ̂(ζ ) dζ, ϕ ∈ S(RN )
while the domain D(Tp) can be described in terms of F -Bessel potential spaces [15]. (Note
that a priori the symbols of such pseudo-differential operators need not be smooth, see e.g.
F(ζ ) = |ζ |α with 0 < α < 2.) Finally, we mention that for real characteristic exponents and
smooth functions ϕ say in C∞c (RN) (the C∞ functions with compact supports) we have the
representation of the generator
Tpϕ = cϕ + divC(ϕ)+ 12
∫
RN\{0}
[
f (x + y)+ f (x − y)− 2f (x)]μ(dy)
while the Dirichlet bilinear form (
√−T2ϕ,√−T2ψ) is given for smooth real functions by
c
∫
ϕ(x)ψ(x)dx +
∫
ϕ(x).Cψ(x)dx
+ 1
2
∫ ∫
(RN×RN)
(
ϕ(x)− ϕ(x + y))(ψ(x)−ψ(x + y))μ(dy)dx, (2)
see e.g. [21, p. 408]. More information on Dirichlet forms, sub-Markovian semigroups and their
connection to Markov processes can be found e.g. in [21, Chapter 4] and [23].
The generators of convolution semigroups cover a wealth of pseudo-differential opera-
tors (see [21, Chapter 3] and [23, Appendices D and E]). Among the known symbols we
note for instance: F(ζ ) = id.ζ + ζ.Cζ (Gaussian semigroup with drift), F(ζ ) = |ζ |α with
0 < α < 2 (symmetric α-stable semigroup) or even its anisotropic version F(ζ ) = ∑ |ζi |αi
with 0 < αi < 2, F(ζ ) = Log(1 + |ζ |α) with 0 < α  2 (symmetric geometric α-stable semi-
group), F(ζ ) = (|ζ |2 + m2) 12 − m (relativistic Schrödinger semigroup) or more generally
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definite functions is a convex cone [21, Lemma 3.6.7, p. 123] and if ψ is a negative definite
function and f a Bernstein function then f ◦ψ is also a negative definite function (see Section 8
below on the subordination in the sense of Bochner). One can see thus the amount of new ex-
amples we can obtain by simply combining known examples of negative definite functions and
Bernstein functions! We refer again the reader to N. Jacob’s treatise [21–23] for a systematic pre-
sentation of the analytical and probabilistic aspects of convolution semigroups and their various
ramifications and also for a comprehensive bibliography.
Our main goal here is to provide general functional analytic results on perturbation theory of
−Tp by real potentials V = V+ − V− where V+, V− are singular, i.e. unbounded, nonnegative
measurable (finite almost everywhere) functions; note that V+ and V− need not be the positive
and negative parts of V . We deal also with form-perturbation theory of −T2, i.e. perturbations
of Dirichlet forms (2) giving rise to closed and lower-bounded forms; in particular, we consider
perturbations by a difference of two positive Borel measures. Finally, we study certain effects
of subordination. Our general strategy consists in building first an L1-theory and then argu-
ing by duality and interpolation. Thus, we define first an absorption operator T +1 = “T1 − V+”
generating a positive semigroup in L1(RN). As for usual Schrödinger operators, a reasonable
perturbation theory by positive potentials holds under very weak assumptions on the potentials,
e.g. V+ ∈ L1loc(RN), while negative potentials −V− require typically a “smallness” condition.
We give here a concept of smallness (of negative potentials) adapted in an optimal way to such
problems; in particular, this allows us to derive a new class of potentials which is much larger
than the Kato classes used in the current literature on Markov processes. We note that the no-
tion of Kato potential V− refers to the property limλ→+∞ supx∈RN
∫
RN
Gλ(x − y)V−(y) dy = 0
where Gλ(x − y) is the kernel of (λ − )−1. This notion appeared in a different (but equiva-
lent) form in 1973 with T. Kato [24] in connection with essential self-adjointness of (magnetic)
Schrödinger operators while A.M. Berthier and B. Gaveau [7] (dealing with much more general
processes) linked the boundedness of x → limλ→0+
∫
RN
Gλ(x − y)V−(y) dy to the time bound-
edness of the Schrödinger semigroup in the Feynman–Kac form. A systematic analysis of the
Kato class for Schrödinger operators is due to M. Aizenman and B. Simon [1].
As far as we know, the first perturbation theory for general convolution semigroups was given
in 1978 by W. Herbst and D. Sloan [17]. On the other hand, still for convolution semigroups,
the class of potentials V− such that limλ→+∞ ‖V−(λ − T +1 )−1‖L(L1(RN)) = 0 was singled out
in 1990 by R. Carmona, W. Ch Masters and B. Simon [11] for its natural formulation in terms
of expectations of additive functionals of the Lévy process, under the name of “Kato class”
potentials on the analogy of Schrödinger operators. Actually, Z. Zhao [39] and M. Demuth
and J. van Casteren (in their stochastic spectral theory of self-adjoint Feller operators) [13]
have put this Kato class into the more general context of Feller semigroups on locally com-
pact metric spaces with the same probabilistic formulation. The extended Kato class, defined
by limλ→+∞ ‖V−(λ − T +1 )−1‖L(L1(RN)) < 1 appears also in the literature; see e.g. H. Shin-
doh [34] for the α-stable semigroup (this class appears even for more general Markov processes
and measure potentials, see e.g. [3,4,36,16,26] and references therein). In this paper we enlarge
significantly the extended Kato class, in particular by using weak compactness tools in L1 spaces.
We do not assume that e−tF (ζ ) ∈ L1(RN) (t > 0) which sometimes occurs in the literature; in
particular, the measures mt need not be absolutely continuous with respect to Lebesgue measure.
As mentioned above, perturbation theory of Hamiltonian operators by a potential is of interest
for general Feller semigroups on locally compact metric spaces (see [13] and references therein).
In particular, non-translation-invariant semigroups on RN with Levy-type generators are natural
784 M. Mokhtar-Kharroubi / Journal of Functional Analysis 259 (2010) 780–816candidates because of the availability of a positive maximum principle [12,19]. Actually, several
of our main results can be adapted easily to this more general framework for instance under ker-
nel estimates on the unperturbed semigroups we deal with; we note that such estimates appear in
many examples (see [13,26] and references therein). However, we do not try to elaborate on this
point here and restrict ourselves to convolution semigroups on RN for the sake of definiteness
and also because this class of semigroups is already sufficiently large, mathematically quite rich
and allows for more (precise) results.
We outline now the main results of the paper: In Section 2, we provide for p = 2 a new
proof of the (known) fact that C∞c (RN) and S(RN) are cores for Tp . This proof relies on
a Peetre-type inequality satisfied by general characteristic exponents. In Section 3, we recall
some abstract results on absorption semigroups [37,5] and provide various practical criteria of
admissibility of V+ (i.e. a suitable extension T +p of Tp − V+ :D(Tp) ∩ D(V+) → Lp(RN) gen-
erates a positive c0-semigroup on Lp(RN)) and for the equality T +1 = T1 − V+ to hold. In
Section 4, as a consequence of W. Desch’s theorem [14] (see e.g. [27, Chapter 8]), we obtain
that A1 := T +1 + V− :D(T +1 ) → L1(RN) generates a positive c0-semigroup {W1(t); t  0} on
L1(RN) if and only if δ := limλ→+∞ rσ [V−(λ−T +1 )−1] < 1 where rσ refers to a spectral radius;
we show also that this semigroup is given by a Feynman–Kac formula (note that this formula is
known for Kato class potentials only [39,13]). Moreover, as a consequence of a functional ana-
lytic result [29, Corollary 7], this last condition is satisfied if V− decomposes as V− = V 1− + V 2−
where limλ→+∞ ‖V 2−(λ − T +1 )−1‖L(L1(RN)) < 1 (i.e. V 2− belongs to the extended Kato class)
and V 1− is T +1 -weakly compact or simply T1-weakly compact. In this paper, a particular empha-
sis is put on T +1 -weakly compact potentials. In particular, regardless of the size of its relative
T +1 -bound, if V− is T
+
1 -weakly compact then δ = 0; this points out a new class of potentials
where standard relative smallness assumptions in terms of L1 norm are replaced by relative weak
compactness assumptions in L1; this functional analytic idea appeared for the first time in [29,
Corollary 7] and was applied to Schrödinger operators − + V with negative potentials V . In
Section 5, we show by interpolation arguments, even in the non-symmetric case, how to extend
{W1(t); t  0} to Lp spaces as a c0-semigroup {Wp(t); t  0} with generator Ap where A2 is
self-adjoint for real characteristic exponents. In Section 6, we show, for real characteristic expo-
nents, that V− is form-bounded with respect to −T +2 with relative form-bound less than or equal
to δ and that A2 = T +2  V− (form-sum). In Section 7, we analyse in details T1-weakly compact
potentials and give this property a probabilistic formulation. We show that this property can be
realized as the conjunction of the property (for a potential) to be “small at infinity” in some av-
eraged sense with the property to be locally relatively weakly compact. In the case of transient
convolution semigroups, such properties can be checked in terms of potential kernels; in par-
ticular, sufficient conditions implying such properties are given for the relativistic Schrödinger
semigroup and the α-stable semigroup thanks to known explicit kernels (in Section 8, we give
results for more general subordinate Brownian semigroups based on some recent asymptotic es-
timates of potential kernels). We show also that if two characteristic exponents F and F˜ are
sufficiently close, in the sense that F−F˜
(1+F)(1+F˜ ) ∈ L
p(RN) for some p ∈ [1,2], then the corre-
sponding generators share the same class of Lploc locally relatively (weakly) compact potentials;
this result is not optimal as the comparison of relativistic Schrödinger semigroup and Poisson
semigroup shows (see Remark 40 (ii)), but the arguments behind its proof are worth present-
ing. In Section 8, we deal with subordinate semigroups. After recalling some basic definitions
and properties of subordinate semigroups, we give two main results: The first result gives suffi-
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and N  3 provided that their Bernstein function has suitable algebraic asymptotic behaviours
at infinity and at the origin; the proof relies on Green functions estimates (for N  3) given by
M. Rao, R. Song and Z. Vondracek [30]. In particular, this implies that the relativistic Schrödinger
operator and the generator of Poisson semigroup share the same class of locally relatively weakly
compact potentials; more generally, the symmetric α-stable semigroup and the so-called rela-
tivistic α-stable semigroup introduced in [32] share the same class of locally relatively weakly
compact potentials; it is also possible to deal with the geometric α-stable semigroup by using
Green function estimates by H. Sikic, R. Song and Z. Vondracek [35], see Remark 40 (i). A sec-
ond result of more abstract nature deals with “smoothing” convolution semigroups {S1(t)}t0 in
the sense that S1(s) ∈ L(L1(RN);D(T1)), ∀s > 0 and s ∈ (0,+∞) → S1(s)ϕ ∈ D(T1) is con-
tinuous where D(T1) is endowed with the graph norm: we show that if V− is T1-weakly compact
then V− is T f1 -weakly compact provided that
+∞∫
0
∥∥V−S1(s)∥∥L(L1(RN);L1(RN)) η(ds) < ∞
where η(ds) = ∫ +∞0 e−λt ηt (ds) dt and T f1 is the generator of the subordinate semigroup
{Sf1 (t)}t0 associated to a Bernstein function f characterized by the representation e−tf (x) =∫ +∞
0 e
−xs ηt (ds) (t > 0) (see Section 8 for these notions); the key ingredient of the proof is the
fact that a strong integral (not necessarily a Bochner integral) of an operator-valued mapping
with values in W(E) (the space of weakly compact operators on a Banach space E) belongs
to W(E) [33]; see also [28] when E is an L1(ν) space. (Actually, the results of Section 8.2
can be stated for more general positive contraction semigroups in abstract L1(ν) spaces; see
Remark 43 (iii).) Finally, in Section 9, we deal with measure perturbations of the Hamiltonian
−T2 and show how we can capture from our general theory a class of (−T2)-form-small neg-
ative measure potentials −μ. Such Borel measures are obtained as vague closure (in the space
of Borel measures) of the general class of measurable potentials introduced in the previous sec-
tions; the key argument being suitable a priori spectral estimates. This class of Borel measures is
sufficiently large to contain the (extended) Kato class measures which appears also in the liter-
ature on Markov processes; see e.g. [3,36,16,26] and references therein. Actually, various other
technical results (we cannot describe briefly in this Introduction) are also scattered in the paper
and its appendix. Finally, some open questions and a plausible conjecture are given.
2. Smooth cores for convolution semigroups
We recall first a result from [15] (the part (i) is not given there but can be proved by standard
arguments):
Theorem 1. (See [15, Theorem 2.1.15].)
(i) If the characteristic exponent F is of class C∞ then C∞c (RN) and S(RN) are cores for Tp
for any p  1.
(ii) If F is real then C∞c (RN) and S(RN) are cores for Tp for any p  1.
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smoothness of F . In the special case p = 2, we can give a direct and new proof which avoids
those arguments:
Theorem 2.
(i) If ϕ ∈ D(T2) then ϕω ∈ D(T2) for any ω ∈ C∞c (RN).
(ii) The elements of D(T2) of compact support form a core of T2.
(iii) C∞c (RN) and S(RN) are cores for T2.
Proof. (i) We recall first (see [21, Lemma 3.6.23, p. 134]) the Peetre-type inequality
1 + |F(ζ )|
1 + |F(z)|  2
(
1 + ∣∣F(ζ − z)∣∣).
Let ϕ ∈ D(T2) and ω ∈ C∞c (RN). We have
ϕ̂ω(ζ ) = (2π)−N2
∫
ϕ̂(ζ − z)ω̂(z) dz
so that
∣∣ϕ̂ω(ζ )F (ζ )∣∣ (2π)−N2 ∫ ∣∣F(ζ )∣∣∣∣ϕ̂(ζ − z)∣∣∣∣ω̂(z)∣∣dz
 (2π)−N2
∫ [
1 + ∣∣F(ζ )∣∣]∣∣ϕ̂(ζ − z)∣∣∣∣ω̂(z)∣∣dz
 2(2π)−N2
∫ (
1 + ∣∣F(ζ − z)∣∣)∣∣ϕ̂(ζ − z)∣∣(1 + ∣∣F(z)∣∣)∣∣ω̂(z)∣∣dz
which shows that ϕ̂ωF ∈ L2(RN) because the last expression is the convolution of (1+|F |)|ϕ̂| ∈
L2(RN) and (1 + |F |)|ω̂| ∈ L1(RN) (|F | has at most a quadratic growth and ω̂ ∈ S(RN)).
(ii) We denote by Dc(T2) the elements of D(T2) with compact support. We have to show that
D(T2) is the closure (for the graph norm) of Dc(T2). It suffices that D(T2) be the weak closure
of Dc(T2) (weak and strong closures of a convex set coincide). Let ϕ ∈ D(T2), ω ∈ C∞c (RN)
with ω(0) = 1 and ϕk(x) = ϕ(x)ω(xk ). Clearly ϕk → ϕ in L2(RN). We have
ϕ̂k(ζ )F (ζ ) = F(ζ )(2π)−N2 kN
∫
ϕ̂(ζ − z)ω̂(kz) dz.
We check first that {ϕ̂kF }k is uniformly bounded in L2(RN) by noting that
∣∣ϕ̂k(ζ )F (ζ )∣∣ 2(2π)−N2 kN ∫ (1 + ∣∣F(ζ − z)∣∣)∣∣ϕ̂(ζ − z)∣∣(1 + ∣∣F(z)∣∣)∣∣ω̂(kz)∣∣dz
implies
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∥∥(1 + |F |)|ϕ̂|∥∥
L2k
N
∫ (
1 + ∣∣F(z)∣∣)∣∣ω̂(kz)∣∣dz
= 2∥∥(1 + |F |)|ϕ̂|∥∥
L2
∫ (
1 +
∣∣∣∣F( zk
)∣∣∣∣)∣∣ω̂(z)∣∣dz
 2
∥∥(1 + |F |)|ϕ̂|∥∥
L2
∫ (
1 + cF
(
1 + |z|
2
k2
))∣∣ω̂(z)∣∣dz
 2
∥∥(1 + |F |)|ϕ̂|∥∥
L2
∫ (
1 + cF
(
1 + |z|2))∣∣ω̂(z)∣∣dz
(we use |F(ζ )| cF (1+|ζ |2)) and
∫
(1+cF (1+|z|2))|ω̂(z)|dz < +∞ since ω̂ ∈ S(RN). Hence
it suffices to show that ∫
ϕ̂k(ζ )F (ζ )φ(ζ ) dζ →
∫
ϕ̂(ζ )F (ζ )φ(ζ ) dζ
for all φ ∈ C∞c (RN). This is clearly true since F(ζ ) is locally bounded and ϕ̂k → ϕ̂ in L2(RN).
(iii) It suffices to show that each ϕ ∈ Dc(T2) can be approximated in the graph norm by
C∞ functions with compact support. Let ρε(.) := ε−Nρ( .ε ) be a mollifier sequence. Then ϕε :=
ρε ∗ ϕ ∈ C∞c (RN) and ϕε → ϕ in L2(RN). Moreover,
ϕ̂ε(ζ )F (ζ ) = (2π)N2 ϕ̂(ζ )ρ̂(εζ )F (ζ ) → (2π)N2 ϕ̂(ζ )F (ζ )
in L2(RN) by Lebesgue’s theorem since (2π)N2 ρ̂(εζ ) → (2π)N2 ρ̂(0) = 1 and ρ̂ is bounded; i.e.
T2ϕε → T2ϕ in L2(RN). 
3. On absorption semigroups
We find in [37,5] functional analytic results on absorption semigroups in Lp spaces. Such
results are concerned with perturbation of positive semigroups in Lp spaces by multiplication op-
erators by a negative (or more generally bounded above) unbounded measurable function −V+.
The natural strategy consists in replacing V+ by its truncation V k+ := V+ ∧ k and passing to
the limit as k → +∞. For instance, if the unperturbed semigroup is {etTp }t0 in Lp(RN) then
we have a nonincreasing sequence of c0-semigroups {et(Tp−V k+)}t0 in Lp(RN) dominated by
{etTp }t0 and converging in the strong operator topology to a semigroup which is a priori strongly
continuous only for t > 0; see [5, Section 4]. Actually this limit semigroup is independent of
the way to approximate monotonically V+ from below, see [5, Lemma 4.1]. Following the ter-
minology of [37] we say that V+ is admissible (with respect to {etTp }t0) if the strong limit
limk→+∞ et(Tp−V
k+) is a c0-semigroup {etT +p }t0, i.e. is strongly continuous at the origin; here
T +p denotes its generator. Note that for real characteristic exponents, T +2 is self-adjoint as a gen-
erator of a self-adjoint semigroup. We quote first a sufficient abstract condition of admissibility.
Proposition 3. (See [37, Corollary 2.7 and Proposition 2.9].) If D(Tp) ∩ D(V+) is dense in
Lp(RN) then V+ is admissible and Tp − V+ ⊂ T +p .
Note that Tp −V+ refers to the (natural) operator with domain D(Tp)∩D(V+). The following
abstract result provides more information on the domain of T +.1
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for T1 then V+ is admissible and T1 − V+ = T +1 .
We give now various practical sufficient conditions for D(T1)∩D(V+) to be a core of T1.
Proposition 5. We assume that the characteristic exponent F is of class C∞ or is real. If V+ ∈
L1loc(R
N) then D(T1)∩D(V+) is a core for T1 (and then T1 − V+ = T +1 by Proposition 4).
Proof. We have C∞c (RN) ⊂ D(T1)∩D(V+) and, by Theorem 1, C∞c (RN) is a core of T1. 
We give now a second condition, without any assumption on F , of much larger scope. Note
first that (λ − T1)−1 is a convolution operator (λ − T1)−1f =
∫
f (x − y)mλ(dy) where mλ =∫ +∞
0 e
−λtmt dt (λ > 0) is a vaguely convergent integral, i.e.
∫
f (x)mλ(dx) :=
+∞∫
0
e−λt
[∫
f (x)mt (dx)
]
dt, f ∈ C0
(
RN
)
.
Proposition 6. We assume that V+ is such that
V +(z) :=
∫
V+(z + y)m1(dy)
is finite almost everywhere with respect to Lebesgue measure. Then D(T1) ∩ D(V+) is a core
for T1 (and then T1 − V+ = T +1 by Proposition 4).
Proof. The domain D(T1) is nothing but (1 − T1)−1(L1(RN)) so that any ϕ ∈ D(T1) can be
written as ϕ = (1 − T1)−1f for some unique f ∈ L1(RN). Then ϕ ∈ D(V+) amounts to∫
V+(x)
∣∣∣∣∫ f (x − y)m1(dy)∣∣∣∣dx < +∞
which is satisfied if
∫
V +(z)|f (z)|dz < +∞. This holds if f belongs to the domain of the max-
imal multiplication operator by V +(.) which is dense in L1(RN) if V +(z) < +∞ a.e. because
any g ∈ L1(RN) can be approximated in L1 norm by the sequence gk := gχ{V +k}. Finally,
(1 − T1)−1 :L1(RN) → D(T1) is continuous bijective (with continuous inverse) where D(T1)
is endowed with the graph norm. Thus, a dense subset of D(T1) is contained in D(V+) so that
D(T1)∩D(V+) is a core for T1. 
Remark 7. Under the assumptions of Proposition 6, a priori C∞c (RN) need not be included in
D(T1)∩D(V+).
Corollary 8. We assume there exists some f ∈ L1+(RN), f > 0 a.e. such that (1 − T1)−1f ∈
D(V+). Then D(T1)∩D(V+) is a core for T1 (and then T1 − V+ = T +1 by Proposition 4).
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V +(z)f (z) dz =
∫ [∫
V+(z + y)m1(dy)
]
f (z) dz =
∫ [∫
V+(z + y)f (z) dz
]
m1(dy)
=
∫ [∫
V+(x)f (x − y)dx
]
m1(dy) =
∫ [∫
f (x − y)m1(dy)
]
V+(x) dx
=
∫ [
(1 − T1)−1f
]
(x)V+(x) dx < +∞
so that V +f is finite almost everywhere and finally V + is also finite almost everywhere since
f > 0 a.e. 
We can derive from Proposition 6 another result of a different nature:
Corollary 9. Let V+ ∈ L1unifloc , i.e. supx∈RN
∫
z∈B(x;1) V+(z) dz < +∞ where B(x;1) is the ball
centered at x with radius 1. Then D(T1) ∩ D(V+) is a core for T1 (and then T1 − V+ = T +1 by
Proposition 4).
Proof. It follows from∫
z∈B(x;1)
V +(z) dz =
∫
z∈B(x;1)
[∫
V+(z + y)m1(dy)
]
dz =
∫ [ ∫
z∈B(x;1)
V+(z + y)dz
]
m1(dy)
=
∫ [ ∫
z∈B(x+y;1)
V+(z) dz
]
m1(dy) sup
u∈RN
∫
z∈B(u;1)
V+(z) dz
that V + ∈ L1unifloc ; in particular V +(z) < +∞ a.e. 
Remark 10. Without any assumption on F we know (see Theorem 2) that C∞c (RN) ⊂ D(T2)
so that D(T2) ∩ D(V+) is dense in L2(RN) if V+ ∈ L2loc(RN). Then Proposition 3 implies that
V+ is admissible with respect to {etTp }t0 for any p if V+ ∈ L2loc(RN) because the admissibility
property is p-independent [37, Proposition 3.1 (a)].
4. On L1 perturbation theory
We assume in this section that V+ is admissible with respect to {etT1}t0 and wonder whether
A1 :ϕ ∈ D(T +1 ) → T +1 ϕ + V−ϕ is a generator of a positive c0-semigroup in L1(RN). We start
with a simple preliminary result:
Lemma 11.
(i) If V− is T1-bounded then V− is T +1 -bounded.
(ii) V− is T1-bounded if and only if V− ∗ m˜1 ∈ L∞(RN) where m˜1 is the image of m1 under the
symmetry y → −y; in such a case ‖V−(1 − T1)−1‖L(L1(RN)) is equal to ‖V− ∗ m˜1‖L∞(RN).
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operator V−(1 − T +1 )−1. On the other hand,
V−
(
1 − T +1
)−1
f  V−(1 − T1)−1f (f  0) (3)
(a consequence of etT +1  etT1 ) shows that V−(1−T +1 )−1 is a bounded operator if V−(1−T1)−1
is.
(ii) We observe that for f ∈ L1+(RN)∫
V−(1 − T1)−1f =
∫
V−(x)
[∫
f (x − y)m1(dy)
]
dx =
∫ [∫
V−(x)f (x − y)dx
]
m1(dy)
=
∫ [∫
V−(z + y)f (z) dz
]
m1(dy) =
∫ [∫
V−(z + y)m1(dy)
]
f (z) dz
=
∫ [∫
V−(z − y) m˜1(dy)
]
f (z) dz =
∫ [
V− ∗ m˜1
]
(z)f (z) dz
so that sup‖f ‖
L1+
1
∫
V−(1 − T1)−1f = ‖V− ∗ m˜1‖L∞(RN) which ends the proof. 
As for Schrödinger operators (see [29, Theorem 8]), the following perturbation result is a
consequence of W. Desch’s theorem [14]; (see also [27, Chapter 8] and [6, Chapter 5]).
Theorem 12. We assume that V− is T +1 -bounded. Then
A1 :ϕ ∈ D
(
T +1
)→ T +1 ϕ + V−ϕ ∈ L1(RN )
generates a positive c0-semigroup {W1(t)}t0 on L1(RN) if and only if
lim
λ→+∞ rσ
[
V−
(
λ− T +1
)−1]
< 1. (4)
Note that (3) implies that A1 generates a positive c0-semigroup (regardless of V+) provided
that V− is T1-bounded and limλ→+∞ rσ [V−(λ− T1)−1] < 1.
Remark 13. For a real characteristic exponent, it is possible to show (under (4)) that, up to a
bounded perturbation, we can replace T1 by another operator T˜1 associated to a C∞ characteristic
exponent such that the basic condition limλ→+∞ rσ [V−(λ − T˜1+)−1] < 1 is still satisfied; see
Appendix A of the paper.
On the other hand, as a consequence of the functional analytic result [29, Corollary 7], we
have also:
Theorem 14. Let V− = V 1− + V 2− be T1-bounded. If
lim
∥∥V 2− ∗ m˜λ∥∥L∞ < 1λ→+∞
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positive c0-semigroup {W1(t)}t0 on L1(RN).
The assumption that V 1−(1 − T +1 )−1 is weakly compact amounts to V 1− :D(T +1 ) → L1(RN)
is weakly compact, i.e. V 1− is T +1 -weakly compact. Such weak compactness properties are inves-
tigated in details in Sections 7 and 8.
It is known, at least in the symmetric case (see e.g. [7,39,13]), that if V− belongs to the
Kato class and if V+ belongs to the local Kato class then {W1(t)}t0 has a probabilistic (path
integral) representation known as the Feynman–Kac formula. We show here that this holds true
for the general class of potentials considered in this paper. To avoid additional technicalities, we
deal with a conservative convolution semigroup, i.e. {mt }t0 are probability measures on RN
or equivalently F(0) = 0. Let (Ω,A,P x, (Xt )t0)x∈RN be the family of canonical stochastic
processes associated to this Feller semigroup (see e.g. [23, Chapter 3]).
Theorem 15 (Feynman–Kac formula). We assume that F is real with F(0) = 0. Let V+ be ad-
missible and let (4) be satisfied. Then for all f ∈ L1(RN)
W1(t)f (x) = Ex
{[
exp
(
−
t∫
0
V (Xs) ds
)]
f (Xt )
}
a.e. (t > 0)
where Ex refers to the expectation with respect to Px .
Proof. Note that the right-hand side of the formula above is defined for all x ∈ RN (it is indepen-
dent of the representative of f ) while the left-hand side is a class of functions. We start from the
validity of the above formula for bounded potentials. Thus, by replacing V+ and V− respectively
by V k+ := V+ ∧ k and V j− := V− ∧ j we have
W
k,j
1 (t)f (x) = Ex
{[
exp
(
−
t∫
0
V k+(Xs) ds +
t∫
0
V
j
−(Xs) ds
)]
f (Xt )
}
a.e.
where {Wk,j1 (t)}t0 is generated by T1 − (V k+ − V j−) = (T1 − V k+) + V j−. This semigroup can
also be given by a Dyson–Phillips expansion
W
k,j
1 (t)f = et(T1−V
k+)f +
t∫
0
e(t−s)(T1−V k+)V j−es(T1−V
k+)f ds + · · · .
Let t > 0 be fixed and f ∈ L1+(RN). Letting k → +∞ and using the monotone convergence
theorem, the left-hand side of the above Feynman–Kac formula converges in L1(RN) (and also
almost everywhere) to Wj1 (t)f where
W
j
1 (t)f = etT
+
p f +
t∫
e(t−s)T
+
p V
j
−esT
+
p f ds + · · ·0
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gence theorem, the right-hand side converges also so that
W
j
1 (t)f = Ex
{[
exp
(
−
t∫
0
V+(Xs) ds +
t∫
0
V
j
−(Xs) ds
)]
f (Xt )
}
a.e.
The monotone convergence theorem again shows that for all x ∈ RN the right-hand side con-
verges to
Ex
{[
exp
(
−
t∫
0
V+(Xs) ds +
t∫
0
V−(Xs) ds
)]
f (Xt )
}
+∞
as j → +∞. The fact that Wj1 (t)f W1(t)f for all j shows that this last limit is finite almost
everywhere. It is easy to see that the resolvent of the generator of {Wj1 (t)}t0 is given by (λ −
T +1 )−1
∑+∞
i=0 (V
j
−(λ − T +1 )−1)i and converges (strongly) monotonically as j → +∞ to (λ −
T +1 )−1
∑+∞
i=0 (V−(λ − T +1 )−1)i which is the resolvent of the generator of {W1(t)}t0. Thus,
by Trotter–Kato theorem, Wj1 (t)f → W1(t)f monotonically (uniformly in t bounded) so that
passing to the limit on both sides of the last Feynman–Kac formula ends the proof for positive
functions and therefore for arbitrary ones by decomposition into positive and negative parts. 
Remark 16. Note that we started with a decomposition V = V+ − V− and built the semigroup
{W1(t)}t0 in two steps: first {etT +1 }t0 and then {W1(t)}t0 by Theorem 12. A nice (non-
trivial) consequence of the Feynman–Kac formula is that {W1(t)}t0 does not depend on this
decomposition and is attached intrinsically to V itself; in particular the domain of its generator
is independent of the choice of a decomposition V = V+ − V− provided V+ is admissible and
(4) is satisfied. On the other hand, by using Theorem 19 below, we can extend the Feynman–Kac
formula to Lp spaces. Note finally that taking the Laplace transform of this formula yields to a
probabilistic representation of the resolvent of the generator as well.
5. Lp perturbation theory (p > 1)
We know that a convolution semigroup f → ∫ f (x − y)mt (dy) operates on all Lp(RN)
spaces so that the c0-semigroups {Sp(t)}t0 and {Sq(t)}t0 agree on Lp(RN) ∩ Lq(RN) for
any p, q . It follows from [37, Proposition 3.1 (a)] that V+ is admissible with respect to {etT1}t0
if and only if V+ is admissible with respect to {etTp }t0 for all p  1. In such a case, {etT +p }t0
and {etT +q }t0 agree also on Lp(RN)∩Lq(RN) for any p, q . We start with a simple observation
for non-real characteristic exponents:
Lemma 17. Let m˜t be the image of the measure mt under the symmetry y → −y. Then
S˜p(t) :f ∈ Lp(RN) →
∫
f (x − y) m˜t (dy) ∈ Lp(RN) is a convolution semigroup with charac-
teristic exponent F(ζ ). Moreover, the dual semigroup of {Sp(t)} is equal to {S˜p′(t)} where p′ is
the conjugate exponent of p and the dual of {S˜p(t)} is equal to {Sp′(t)}.
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∫
e−iζ.x mt (dx) = e−tF (ζ ) amounts to
∫
eiζ.x mt (dx) = e−tF (ζ ) or to∫
e−iζ.x m˜t (dx) = e−tF (ζ ) showing thus the first claim. On the other hand, for f ∈ Lp(RN) and
g ∈ Lp′(RN) we have∫ (
Sp(t)f
)
(x)g(x) dx =
∫ [∫
f (x − y)mt (dy)
]
g(x)dx =
∫ [∫
f (x − y)g(x) dx
]
mt(dy)
=
∫ [∫
f (z)g(z + y)dz
]
mt(dy) =
∫ [∫
g(z + y)mt (dy)
]
f (z) dz
=
∫ [∫
g(z − y) m˜t (dy)
]
f (z) dz =
∫ (
S˜p′(t)g
)
(z)f (z) dz
which ends the proof. 
We denote by T˜p the generator of {S˜p(t)}. As for {etTp }t0, V+ is admissible with respect to
{etT˜1}t0 if and only if V+ is admissible with respect to {etT˜p }t0 for all p  1. Actually, the
admissibility of V+ with respect to {etTp }t0 is equivalent to its admissibility with respect to
{etT˜p }t0:
Lemma 18. V+ is admissible with respect to {etT1}t0 if and only if V+ is admissible with
respect to {etT˜1}t0. In such a case, {etT
+
p′ }t0 is the dual semigroup of {etT˜ +p }t0 where p′ is
the conjugate exponent of p  1. In particular, for any p  1 and λ > 0, the dual of (λ− T˜ +p )−1
is equal to (λ− T +
p′ )
−1
.
Proof. Let V+ be admissible with respect to {etT1}t0 and let p > 1. Since V+ is admissible with
respect to {etTp }t0 then there exists a c0-semigroup {etT +p }t0 such that et(Tp−V k+) → {etT +p }t0
in the strong operator topology as k → +∞. Then passing to the limit in∫ (
et(Tp−V k+)f
)
g =
∫
f
(
e
t(T˜p′−V k+)g
)
as k → +∞, one sees that the strong limit in Lp′(RN) of et(T˜p′−V k+)g (which always exists by the
monotone convergence theorem) is nothing but the dual of {etT +p }t0; it is then a c0-semigroup
{etT˜ +p′ }t0 so that V+ is admissible with respect to {etT˜p′ }t0 and finally this is equivalent to the
fact that V+ is admissible with respect to {etT˜1}t0. Reversing the role of {etT1}t0 and {etT˜1}t0
ends the proof. 
We are now ready to show the main result of this section.
Theorem 19. Let V+ be admissible with respect to {etT1}t0. We assume that V− is T +1 -bounded
and T˜ +1 -bounded with
lim rσ
[
V−
(
λ− T +1
)−1]
< 1 and lim rσ
[
V−
(
λ− T˜ +1
)−1]
< 1. (5)λ→+∞ λ→+∞
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D(T +1 ) given by Theorem 12. Then W1(t) maps L1(RN) ∩ L∞(RN) into itself and, for any
p > 1,
W1(t) :L
1(RN )∩L∞(RN )→ Lp(RN )
extends uniquely to a c0-semigroup {Wp(t)}t0 on Lp(RN). If we denote by Ap its generator
then {
f ∈ D(T +1 )∩Lp(RN ); T +1 f + V−f ∈ Lp(RN )}
is a core for Ap . Finally A2 is self-adjoint if the characteristic exponent is real.
Proof. By Theorem 12 A˜1 := T˜ +1 + V− with domain D(T˜ +1 ) generates a positive c0-semigroup
{W˜1(t)}t0 on L1(RN). The resolvent of A˜1 is given by
(λ− A˜1)−1 =
+∞∑
k=0
(
λ− T˜ +1
)−1[
V−
(
λ− T˜ +1
)−1]k
.
The dual operator of (λ− A˜1)−1 is
+∞∑
k=0
[(
V−
(
λ− T˜ +1
)−1)′]k(
λ− (T˜ +1 )′)−1.
A simple calculation shows that(
V−
(
λ− T˜ +1
)−1)′
:ϕ ∈ L∞(RN )→ (λ− (T˜ +1 )′)−1V−ϕ.
Moreover, according to Lemma 18, (λ − (T˜ +1 )′)−1 = (λ − T +∞)−1 so the dual operator of
(λ− A˜1)−1 operates as
ϕ ∈ L∞(RN )→ +∞∑
k=0
[(
λ− T +∞
)−1
V−
]k(
λ− (T˜ +1 )′)−1ϕ = +∞∑
k=0
(
λ− T +∞
)−1[
V−
(
λ− T +∞
)−1]k
ϕ
which shows that (
λ− A˜′1
)−1
f = (λ−A1)−1f, ∀f ∈ L1
(
RN
)∩L∞(RN )
and exponential formula yields to(
etA˜1
)′
f = etA1f, ∀f ∈ L1(RN )∩L∞(RN ).
By Riesz–Thorin interpolation theorem
W1(t) = etA1 :L1
(
RN
)∩L∞(RN )⊂ Lp(RN )→ Lp(RN )
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follows from the strong continuity in L1(RN)); we denote by Ap its generator. Similarly (λ −
A1)−1 :L1(RN) ∩ L∞(RN) ⊂ Lp(RN) → Lp(RN) extends to a positive bounded operator Bp
on Lp(RN). Finally
(λ−A1)−1f =
+∞∫
0
e−λtW1(t)f dt =
+∞∫
0
e−λt
(
etA˜1
)′
f dt = (λ− A˜′1)−1f
for all f ∈ L1(RN) ∩ L∞(RN) shows that Bp = (λ − Ap)−1. Note that if the characteristic
exponent is real then T2 and T +2 are self-adjoint. Moreover, T˜ +1 and A˜1 coincide respectively
with T +1 and A1 so that (etA1)′ and etA1 coincide on L1(RN) ∩ L∞(RN) and {W2(t)}t0 is
self-adjoint. The remainder of the proof is similar to that of [29, Theorem 23]. 
Remark 20. (i) A priori V− is not T +p -bounded. (ii) For non-real characteristic exponents one can
show that ‖V−(1 − T˜1)−1‖L(L1(RN)) is equal to ‖V˜−(1 − T1)−1‖L(L1(RN)) (V˜−(x) := V−(−x))
so that the assumptions in Theorem 19 are satisfied if both V− and V˜− belong to the extended
Kato class.
6. Form-perturbation theory
In this section, we deal with form-perturbation of T +2 by V− and compare the resulting (form-
sum) operator T +2  V− to the operator A2 obtained by our previous construction.
Theorem 21. Let the characteristic exponent F be real and let V− be T +1 -bounded with
δ := limλ→+∞ rσ [V (λ − T +1 )−1] < 1 (e.g. let V− be T1-bounded and limλ→+∞ rσ [V−(λ −
T1)−1] < 1). Let
Ξ˜ := D(|V |)∩D(T2)∩ {f ∈ D(T +1 )∩L2(RN ); A1f ∈ L2(RN )}.
We assume that
Ξ˜ is dense in D(
√−T2 )∩D(√V+ ) (6)
(e.g. we assume that V ∈ L2loc(RN)). Then V− is form-bounded with respect to −T +2 in L2(RN)
with relative form-bound  δ.
Proof. By D(|V |) we mean the domain of the maximal multiplication operator by |V | in
L2(RN). Let us see first, under the assumption V ∈ L2loc(RN), why C∞c (RN) is dense in
D(
√−T2 ) ∩D(√V+ ) endowed with the sum of the graph norms. Note that C∞c (RN) ⊂ D(Tp)
for all p  1 (Theorem 1) and observe that if V ∈ L2loc(RN) then C∞c (RN) ⊂ Ξ˜ . Note that√
F(ζ ) is a continuous negative definite function [21, Lemma 3.9.9, p. 178] because x ∈
[0,+∞[ → √x is a Bernstein function (see [21, Example 3.9.16, p. 180]) and consequently, by
Theorem 2 above, C∞c (RN) is a core of
√−T2. More precisely, let ϕ ∈ D(√−T2 ) ∩ D(√V+ );
the proof of Theorem 2 (ii) shows the weak convergence ϕk := ϕω( . ) ⇀ ϕ in D(√−T2 ) ask
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√
V+ ). More-
over, the proof of Theorem 2 (iii) shows that ϕkε := ρε ∗ ϕk → ϕk as ε → 0 in norm topology
of D(
√−T2 ) but it is easy to see ρε ∗ ϕk → ϕk as ε → 0 in norm topology of D(√V+ ) as
well because the support of {ρε ∗ ϕk}ε>0 is contained in a compact set (depending on k but)
independent of ε > 0. Thus we can exhibit a sequence in C∞c (RN) converging to ϕ weakly in
D(
√−T2 )∩D(√V+ ) and consequently C∞c is norm dense in D(
√−T2 )∩D(√V+ ). Let c be
such that 1 < c < 1
δ
and V c− = cV−. Then limλ→+∞ rσ [V c−(λ − T +1 )−1] = cδ < 1. According
to Theorems 12 and 19 A1c :ϕ ∈ D(T1) → T +1 ϕ + V c−ϕ ∈ L1(RN) generates a positive semi-
group {W1c(t); t  0} in L1(RN) which interpolates to all Lp spaces providing c0-semigroups
{Wpc(t); t  0} with generator Apc where A2c is self-adjoint. Moreover,
Ξpc :=
{
f ∈ Lp(RN )∩D(T +1 ); T +1 ϕ + V c−ϕ ∈ Lp(RN )}
is a core for Apc. Let sc = sup{λ; λ ∈ σ(A2c)} be the spectral bound of the self-adjoint op-
erator A2c . Let ϕ ∈ Ξ˜ , i.e. ϕ ∈ D(|V |) ∩ D(T +1 ) ∩ D(T2) and T +1 ϕ + V−ϕ ∈ L2(RN), i.e.
−V+ϕ + T1ϕ + V−ϕ ∈ L2(RN) so that each term separately in the last sum belongs to L2(RN)
and consequently ϕ ∈ Ξ2c ⊂ D(A2c) and A2cϕ = T2ϕ − V+ϕ + cV−ϕ. Hence
(A2cϕ,ϕ) sc‖ϕ‖2, ϕ ∈ Ξ˜ (7)
i.e.
−‖√−T2ϕ‖2 − ∫ V+|ϕ|2 dx + c ∫ V−|ϕ|2 dx  sc ∫ |ϕ|2 dx, ϕ ∈ Ξ˜
so that (with α = 1
c
)∫
V−|ϕ|2 dx  α
[
‖√−T2ϕ‖2 + ∫ V+|ϕ|2 dx]+ αs 1
α
‖ϕ‖2, ϕ ∈ Ξ˜ , δ < α < 1. (8)
It follows from (6) that (8) extends to all ϕ ∈ D(√−T2 ) ∩ D(√V+ ) endowed with the natural
norm (i.e. to the domain of the quadratic form associated to −T +2 ). This ends the proof since α
can be chosen arbitrarily close to δ. 
Corollary 22. Let F be real. We assume that V ∈ L2loc(RN) and V− is T +1 -bounded. If V− is
T +1 -weakly compact (e.g. V− is T1-weakly compact) then V− is form-bounded with respect to
−T +2 in L2(RN) with zero relative form-bound.
Proof. By [29, Theorem 4] limλ→+∞ rσ [V−(λ− T +1 )−1] = 0 if V−(λ− T +1 )−1 is weakly com-
pact. On the other hand, the weak compactness of V−(λ− T1)−1 implies that of V−(λ − T +1 )−1
by domination. 
Under the assumptions of Theorem 21, V− is form-small with respect to −T +2 in L2(RN)
and then, by the KLMN theorem (see e.g. [31, p. 167]), we can define the form-sum operator
T +2  V−. We compare now A2 and T
+
2  V−. We recall that {f ∈ D(T +1 ) ∩ L2(RN); T +1 f +
V−f ∈ L2(RN)} is a core for A2 (Theorem 19).
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T +2  V−.
Proof. Let ϕ ∈ D(A2) and {ϕn} ⊂ Ξ˜ converging to ϕ in the graph norm of A2, i.e. ϕn → ϕ and
A2ϕn → A2ϕ in L2 norm. Let λ > 0. We note that
λϕn − T2ϕn − V−ϕn + V+ϕn = (λ−A2)ϕn
and for φ ∈ D(√−T2 )∩D(√V+ )
λ
∫
ϕnφ + (
√−T2ϕn,√−T2φ)− ∫ V−ϕnφ + ∫ V+ϕnφ = ∫ [(λ−A2)ϕn]φ. (9)
Now (8) implies
(λ− αs 1
α
)‖ϕn‖2 + (1 − α)
[
‖√−T2ϕn‖2 + ∫ V+|ϕ|2 dx] ((λ−A2)ϕn,ϕn)
and the choice λ > αs 1
α
shows that {ϕn}n is bounded sequence in D(√−T2 )∩D(√V+ ) endowed
with the natural norm whence ϕ ∈ D(√−T2 ) ∩ D(√V+ ). Taking a subsequence if necessary,
we can pass to the limit in (9) and obtain
−(√−T2ϕ,√−T2φ)+ ∫ V−ϕφ − ∫ V+ϕφ = (A2ϕ,φ),
∀φ ∈ D(√−T2 )∩D(√V+ ) (10)
which characterizes the form-sum operator T2  V . 
We were unable to show that A2 = T +2  V− under the sole assumption that Ξ˜ is dense in
D(
√−T2 )∩D(√V+ ) so that we wonder whether it may happen (for suitable singular potentials)
that A2 = T +2  V ? On the other hand (in contrast to Schrödinger operators [29]) the related
technical question whether C∞c (RN) is a core of A2 under the assumption that V ∈ L2loc(RN),
i.e. A2 is essentially self-adjoint on C∞c (RN), is open. Since we already know that the space {f ∈
D(T +1 ) ∩ L2(RN); T +1 f + V−f ∈ L2(RN)} is a core of A2 (Theorem 19), the main difficulty,
due to the non-local character of T2, is to show that its subspace of elements with compact
supports still form a core of A2. Of course, C∞c (RN) is certainly a core of A2 if V+ and V− are
T2-bounded since C∞c (RN) is a core of T2; we give now a result in this direction:
Corollary 24. Let the assumptions of Theorem 21 be satisfied and let e−tF (ζ ) ∈ L1(RN)
(t > 0). Then (1 − T2)−1 is a convolution operator with a kernel G ∈ L1+(RN). If y →∫
G(x − y)V±(x)2 dx are bounded then A2 = T +2  V−.
Proof. The fact that e−tF (ζ ) ∈ L1(RN) (t > 0) implies that mt(dy) is an L1+ function. Thus
Sp(t) is an integral operator and then so is the resolvent (λ− Tp)−1 by Laplace transform. Now
for any f ∈ L2(RN)
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
∣∣V±(x)∣∣2 ∫ G(x − y)dy ∫ G(x − y)∣∣f (y)∣∣2 dy
= ‖G‖L1
∫ ∣∣V±(x)∣∣2G(x − y)∣∣f (y)∣∣2 dy
so that ‖V±(1 − T2)−1‖L(L2(RN))  ‖G‖
1
2
L1
[supy
∫
G(x − y)|V±(x)|2 dx] 12 showing that V+
and V− are T2-bounded. 
Remark 25. We refer to [20] and references therein for essential self-adjointness on C∞c (RN) of
perturbed relativistic Schrödinger operators with smooth unbounded potentials.
Conjecture 26. If V− is form-bounded with respect to −T +2 in L2(RN) and is also T +1 -bounded
in L1(RN) then (as for Schrödinger operators [29]) we conjecture that: The relative form-bound
of V− with respect to −T +2 in L2(RN) is equal to limλ→+∞ rσ [V−(λ− T +1 )−1].
7. On T1-weakly compact potentials
Perturbation theory developed in Section 4 relies on Assumption (4). The latter is of course
satisfied if
lim
λ→+∞
∥∥V−(λ− T +1 )−1∥∥L(L1(RN)) < 1. (11)
As noted in the Introduction,
lim
λ→+∞
∥∥V−(λ− T1)−1∥∥L(L1(RN)) = 0 (12)
distinguishes the Kato class potentials while (11) defines the extended Kato class. According to
Theorem 14, Assumption (4) is satisfied if V− = V 1− + V 2− where V 2− belongs to the extended
Kato class and V 1− is T +1 -weakly compact. We note that V 1− need not satisfy (11). In this section,
we investigate the property that V 1− be T +1 -weakly compact, i.e. the weak compactness of V 1−(λ−
T +1 )−1. Since V 1−(λ−T +1 )−1  V 1−(λ−T1)−1 and T1 looks simpler than T +1 , it suffices to check
conditions implying the weak compactness of V 1−(λ−T1)−1. We note that mλ :=
∫ +∞
0 e
−λtmt dt
is such that
m̂λ(ζ ) =
+∞∫
0
e−λt m̂t (ζ ) dt = 1
λ+ F(ζ ) . (13)
We make the assumption that the bounded measure mλ is a function, i.e.
∃Gλ ∈ L1+
(
RN
)
such that Ĝλ(ξ) = 1 . (14)λ+ F(ζ )
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for instance under the assumption that e−tF (ζ ) ∈ L1(RN) (t > 0) which appears in the literature
(e.g. [17,11]). Thus
(λ− T1)−1f =
∫
Gλ(x − z)f (z) dz
and z ∈ RN → ∫ Gλ(x − z)V−(x) dx is bounded.
Remark 27. Under (14), one can show (exactly as for [29, Theorem 15]) that V 1−(λ − T1)−1 is
weakly compact if and only if {Gλ(.− z)V 1−(.); z ∈ RN } is an equi-integrable subset of L1(RN).
It is useful to distinguish the local role of V 1− from its role at infinity:
Theorem 28. We assume that
sup
z∈RN
∫
{|x|c}
Gλ(x − z)V 1−(x) dx → 0 as c → +∞. (15)
Then V 1−(λ− T1)−1 is weakly compact provided that
V 1−(λ− T1)−1 :L1
(
RN
)→ L1loc(RN ) is weakly compact. (16)
Moreover, (15) is satisfied if for large c > 0, z → ∫{|x|c} Gλ(x − z)V 1−(x) dx is continuous and
tends to zero at infinity.
Proof. Assumption (15) implies that χ{|z|c}V 1−(λ − T1)−1 → V 1−(λ − T1)−1 in operator norm
as c → +∞ so that (16) implies that V 1−(λ−T1)−1 is weakly compact. Moreover, by using Dini
argument as in [29], the last assumption implies (15). 
Assumption (15) expresses that V 1− is “small at infinity” in some averaged sense. We give
now two different sufficient conditions ensuring this “smallness at infinity”. More precise results
for some subordinate Brownian semigroups are given in Theorem 39 (ii) below.
Proposition 29.
(i) Let V 1c− (x) := V 1−(x)χ{|x|c} Assumption (15) is satisfied if for large c, V 1c− ∈ S ′(RN) (i.e.
is a tempered distribution) and V̂
1c−
1+F˜ ∈ L
1(RN) where F˜ (ζ ) = F(−ζ ); e.g. if for large c,
both V 1c− and 11+F(ζ ) belong to some L
p(RN) with p ∈ [1,2].
(ii) Let ∫{|x|1} Gλ(x)p dx + ∫{|x|1} Gλ(x)q dx < ∞ for some 1 < p,q < ∞. If (V 1−)p′ and
(V 1−)q
′
are integrable at infinity (p′ and q ′ are the conjugate exponents of p and q) then
(15) is satisfied.
Proof. It suffices to show that z → ∫{|x|c} Gλ(x−z)V 1−(x) dx is continuous and tends to zero at
infinity. Note that
∫
Gλ(z− x)V 1(x) dx is nothing but G˜λ ∗V 1c− where G˜λ(x) = Gλ(−x).{|x|c} −
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other hand, if V 1c− ∈ Lp(RN) then V̂ 1c− ∈ Lp′(RN) (p′ is the conjugate exponent of p) because for
p ∈ [1,2] the Fourier transform maps continuously Lp(RN) into Lp′(RN) so that V̂ 1c−
1+F˜ ∈ L
1(RN)
if 11+F ∈ Lp(RN).
(ii) We decompose G˜λ as G˜λ = G˜λχ{|x|1} + G˜λχ{|x|>1} ∈ Lp(RN)+Lq(RN) and conclude
by a standard convolution argument since V 1c− ∈ Lp′(RN)∩Lq ′(RN). 
We consider now the local weak compactness assumption (16). A potential satisfying (16)
will be said locally T1-relatively weakly compact (or locally relatively weakly compact with
respect to T1). Such a property can be checked by means of:
Proposition 30. Let Gλ(.) be bounded outside any neighborhood of the origin and let V 1− ∈
L1loc(R
N). We assume that for any ball B1 and B2 centered at zero with B1 ⊂ B2
lim|Ω|→0,Ω⊂B1
sup
y∈B2
∫
Ω
Gλ(x − y)V 1−(x) dx = 0 (17)
where |Ω| denotes the Lebesgue measure of Ω . Then V 1− is locally T1-relatively weakly compact.
Proof. Let B1 be a ball centered at the origin. By the Dunford–Pettis criterion, we have to show
that
∫
Ω
|V 1−(λ− T1)−1f |dx → 0 as |Ω| → 0 (Ω ⊂ B1) uniformly in ‖f ‖L1(RN)  1. We have∫
Ω
∣∣V 1−(λ− T1)−1f ∣∣dx  ∫
Ω
V 1−(x)
[ ∫
RN
Gλ(x − y)
∣∣f (y)∣∣dy]dx
=
∫
RN
∣∣f (y)∣∣[∫
Ω
Gλ(x − y)V 1−(x) dx
]
dy
=
∫
|y|b+δ
∣∣f (y)∣∣[∫
Ω
Gλ(x − y)V 1−(x) dx
]
dy
+
∫
|y|<b+δ
∣∣f (y)∣∣[∫
Ω
Gλ(x − y)V 1−(x) dx
]
dy (18)
where b is the radius of B1 and δ > 0 is fixed. By assumption there exists cδ such that Gλ(x −
y) cδ if |x − y| δ so that∫
|y|b+δ
∣∣f (y)∣∣[∫
Ω
Gλ(x − y)V 1−(x) dx
]
dy  cδ
∫
|y|b+δ
∣∣f (y)∣∣[∫
Ω
V 1−(x) dx
]
dy
 cδ‖f ‖L1(RN)
∫
V 1−(x) dx.
Ω
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∫
|y|b+δ |f (y)|[
∫
Ω
Gλ(x − y)V 1−(x) dx]dy → 0 as |Ω| → 0 uniformly in ‖f ‖L1(RN)  1.
The last term in (18) is estimated by
sup
|y|<b+δ
∫
Ω
Gλ(x − y)V 1−(x) dx ‖f ‖L1(RN)
which goes to zero as |Ω| → 0 uniformly in ‖f ‖L1(RN)  1 by (17). 
We note that if 1
F
is integrable at zero (see [23, Corollary 6.3.7, p. 314] on transient Lévy
processes) then the Green kernel G0(x − y) := limλ→0+ Gλ(x − y) is finite almost everywhere
and, in (17), we can replace Gλ by the Green kernel since Gλ(x − y)G0(x − y).
On the other hand, in the conservative case, we can give the relative weak compactness prop-
erty of V 1− a probabilistic formulation; we restrict ourselves to the symmetric case for simplicity.
Let (Ω,A,P x, (Xt )t0)x∈RN be the associated family of canonical stochastic processes (see
e.g. [23, Chapter 3]).
Theorem 31. Let F be real and F(0) = 0. Then V 1−(λ − T1)−1 is weakly compact if and only if
for any sequence {Ωj }j of measurable subsets such that Ωj+1 ⊂ Ωj and ⋂Ωj = ∅ we have
sup
x∈RN
Ex
[ +∞∫
0
e−λt1Ωj (Xt )V 1−(Xt ) dt
]
→ 0 as j → +∞
where Ex refers to the expectation with respect to Px .
Proof. We have to show the equi-integrability of the set {Gλ(. − z)V 1−(.); z ∈ RN } (see Re-
mark 27) which is equivalent to
sup
x∈RN
∫
Ωj
Gλ(x − y)V 1−(y) dy → 0 as j → +∞.
Note that ∫
Ωj
Gλ(x − y)V 1−(y) dy = Gλ ∗
(
1Ωj V
1−
)= +∞∫
0
e−λt
[
mt ∗
(
1Ωj V
1−
)]
dt
and [
mt ∗
(
1Ωj V
1−
)]
(x) = Ex[1Ωj (Xt )V 1−(Xt )]
so ∫
Ωj
Gλ(x − y)V 1−(y) dy = Ex
[ +∞∫
0
e−λt1Ωj (Xt )V 1−(Xt ) dt
]
which ends the proof. 
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We deal with the generator T1 =
√− +m2 −m corresponding to the characteristic exponent
F(ζ ) = √|ζ |2 +m2 − m (the speed of light is normalized to one). We know (see [17]) that
S1(t)f =
∫
Kt(x − y)f (y) dy where
Kt(x) = (2π)
−N temt
(|x|2 + t2) 12
∫
e−(|x|2+t2)
1
2 (|ζ |2+m2) 12 dζ.
Lemma 32. We fix λ >m. Then for all c > 0 there exist Ci > 0 (i = 1,2,3) such that
Gλ(x) C1, ∀|x| c, (19)
Gλ(x)
C2
|x|N−1 , ∀|x| c for N > 1, (20)
Gλ(x) C3
∞∫
0
se−(λ−m)|x|s
1 + s2 ds, ∀|x| c for N = 1. (21)
Proof. Note that Gλ(x) =
∫ +∞
0 e
−λtKt (x) dt is equal to
(2π)−N
+∞∫
0
te−(λ−m)t
[
1
(|x|2 + t2) 12
∫
e−(|x|2+t2)
1
2 (|ζ |2+m2) 12 dζ
]
dt.
One sees that for |x| c we have
Gλ(x) C1 := (2π)−N
+∞∫
0
t
(c2 + t2) 12
e−(λ−m)t dt.
∫
e−c(|ζ |2+m2)
1
2
dζ
which shows (19). We estimate now Gλ(x) for |x| c. We decompose first Gλ(x) as
Gλ(x) =
1∫
0
e−λtKt (x) dt +
+∞∫
1
e−λtKt (x) dt = I (x)+ J (x)
where J (x) is given by
+∞∫
1
e−λtKt (x) dt  C′2 := (2π)−N
+∞∫
1
te−(λ−m)t dt.
∫
e−(|ζ |2+m2)
1
2
dζ. (22)
Consider now I (x). A change of variable shows that
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e−(|x|2+t2)
1
2 (|ζ |2+m2) 12 dζ = 1
(|x|2 + t2)N2
∫
e−(|p|2+m2(|x|2+t2))
1
2
dp
 1
(|x|2 + t2)N2
∫
e−|p| dp
so that I (x) is estimated by
(2π)−N
1∫
0
te−(λ−m)t
(|x|2 + t2)N+12
dt.
∫
e−|p| dp = (2π)
−N ∫ e−|p| dp
|x|N+1
1∫
0
te−(λ−m)t
(1 + t2|x|2 )
N+1
2
dt
 (2π)
−N ∫ e−|p| dp
|x|N−1
∞∫
0
se−(λ−m)|x|s
(1 + s2)N+12
ds.
Thus for N = 1
I (x) (2π)−1
∫
e−|p| dp.
∞∫
0
se−(λ−m)|x|s
1 + s2 ds = C
′
3
∞∫
0
se−(λ−m)|x|s
1 + s2 ds (23)
and for N > 1
I (x)
(2π)−N
∫
e−|p| dp.
∫∞
0
s
(1+s2) N+12
ds
|x|N−1 =
C′′2
|x|N−1 . (24)
Hence (20) is a consequence of (22), (24) while (21) is a consequence of (22), (23). 
Proposition 30 and Lemma 32 imply the main result of this subsection:
Theorem 33. Let N  2 and V 1− ∈ L1loc(RN). We assume that for any ball B1 and B2 centered at
zero with B1 ⊂ B2
lim|Ω|→0,Ω⊂B1
sup
x∈B2
∫
Ω
V 1−(y)
|x − y|N−1 dy = 0.
Then V 1− is locally T1-relatively weakly compact.
Remark 34. We have a similar statement for N = 1 by using the estimate (21).
7.2. The symmetric stable semigroup of index α < 2
We consider now T1 = −(−) α2 (0 < α < 2) i.e. the case F(ζ ) = |ζ |α ; the Brownian case
α = 2 is treated in [29]. For N  2 (see [8, p. 71]) the Green function is given by
G0(x − y) = 2−απ−N2 Γ
(
N − α
2
)
Γ
(
α
2
)−1
|x − y|α−N.
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(i) Let N  2 and V 1− ∈ L1loc(RN). We assume that for any ball B1 and B2 centered at zero with
B1 ⊂ B2
lim|Ω|→0,Ω⊂B1
sup
x∈B2
∫
Ω
V 1−(y)
|x − y|N−α dy = 0.
Then V 1− is locally T1-relatively weakly compact.
(ii) If there exists ε > 0 such that (V 1−)
N
α
−ε and (V 1−)
N
α
+ε are integrable at infinity then V 1− is
“small at infinity” in the sense (15).
Proof. (i) follows from Proposition 30 and the above expression of the Green function.
(ii) We note that (G0)p is integrable at the origin for any p < NN−α (or equivalently p′ > Nα ).
Similarly (G0)q is integrable at infinity for any q > NN−α (or equivalently q ′ < Nα ). Then Propo-
sition 29 (ii) ends the proof. 
Remark 36. A priori, a unified treatment of the relativistic Schrödinger semigroup and the sym-
metric stable semigroup of index α is possible since they can be combined into one class of
convolution semigroups with characteristic exponent F(ζ ) = (|ζ |2 + m 2α ) α2 − m, the so-called
relativistic α-stable semigroup; see [32]. In fact, in Theorem 39 below, we provide a more unified
treatment of the above semigroups as Brownian subordinate semigroups.
7.3. Comparison of characteristic exponents
We find in [11, p. 136] the interesting formal remark that the decomposition
Gλ(x) =
∫ 1
λ+ F(ζ )e
ix.ζ dζ =
∫
|ζ |R
1
λ+ F(ζ )e
ix.ζ dζ +
∫
|ζ |>R
1
λ+ F(ζ )e
ix.ζ dζ
(for arbitrary R) indicates that the behaviour of Gλ(.) at the origin is determined by the behaviour
of F(.) at infinity. Such an observation would imply that two generators T1 and T˜1 correspond-
ing to two characteristic exponents F and F˜ having the same behaviour at infinity share the
same class of locally relatively weakly compact potentials since, according to (17), this class
is determined by the behaviour of Gλ(.) at the origin. The justification in full generality of the
above formal remark seems to be a delicate question; to the best of our knowledge, it is an open
question. On the other hand, it is possible to prove a result in this direction for some subordinate
Brownian semigroups (see Theorem 39 (i) below) by exploiting recent Green function estimates
relying on Tauberian-type theorems [30,35]. We give now a result in a slightly different spirit;
this result is not optimal (see Remark 40 (ii) below) but is interesting for its own sake.
Theorem 37. Let p ∈ [1,2]. Let F and F˜ be two characteristic exponents such that F−F˜
(1+F)(1+F˜ ) ∈
Lp(RN) and let V ∈ Lp (RN). Then:loc
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compact.
(ii) V is locally T1-relatively compact if and only if V is locally T˜1-relatively compact.
Proof. We note first that
(1 − T1)−1f =
∫
f (x − y)m1(dy), (1 − T˜1)−1f =
∫
f (x − y) m˜1(dy)
where m̂1 = 11+F , ̂˜m1 = 11+F˜ . By assumption m̂1 − m˜1 ∈ Lp(RN) and consequently m1 − m˜1 is
a function belonging to Lp′(RN) where p′ is the conjugate exponent. Hence O := (1 − T1)−1 −
(1 − T˜1)−1 is convolution operator with a kernel k ∈ Lp′(RN). It follows that O maps continu-
ously L1(RN) into Lp′(RN).
(i) Thus
∫
Ω
∣∣V (x)(Of )(x)∣∣dx  (∫
Ω
∣∣V (x)∣∣p dx) 1p(∫
Ω
∣∣(Of )(x)∣∣p′ dx) 1p′

(∫
Ω
∣∣V (x)∣∣p dx) 1p( ∫
RN
∣∣(Of )(x)∣∣p′ dx) 1p′

(∫
Ω
∣∣V (x)∣∣p dx) 1p ‖O‖L(L1,Lp′ )‖f ‖L1(RN)
shows that the set {VOf ; ‖f ‖L1(RN)  1} is locally equi-integrable (and then (i) follows). Ac-
tually we have more.
(ii) We have (Of )h − (Of ) = (kh − k) ∗ f and∥∥(Of )h − (Of )∥∥Lp′  ‖kh − k‖Lp′ ‖f ‖L1
(gh denotes the translation by h ∈ RN of a function g) so that the set {Of ; ‖f ‖L1  1} is
equicontinuous in the Lp′ norm and then its restriction to a bounded subset of RN is relatively
compact in the Lp′ norm. Hence O :L1(RN) → Lp′loc is compact and VO :L1(RN) → L1loc(RN)
is also compact. This ends the proof of (ii). 
Remark 38. (i) The choice F(ζ ) = √|ζ |2 +m2 − m and F˜ (ζ ) = |ζ | show that F−F˜
(λ+F)(λ+F˜ ) ∈
L2(RN) for N  3. Thus, in L1(RN) with N  3, the relativistic Schrödinger operator and
−√− (the generator of Poisson semigroup on RN ) share the same class of L2loc locally
relatively (weakly) compact potentials. Actually, in this example, the constraint N  3 is un-
necessary; see Remark 40 (ii) below.
(ii) Arguing as in the proof of Theorem 37 (ii) one sees that if 11+F ∈ L2(RN), e.g. for a
Schrödinger operator (i.e. F(ζ ) = ζ.Cζ and C definite positive) with N  3, then any L2loc po-
tential is locally relatively compact with respect to T1. (Note that if moreover the potential is
small at infinity in the sense (15) then it is T1-compact.)
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We recall that a real function f ∈ C∞((0,+∞)) is said to be completely monotone if
(−1)k dkf (x)
dxk
 0, ∀k ∈ N0. A completely monotone function f is characterized by the represen-
tation f (x) = ∫ +∞0 e−xs μ(ds) where μ is positive measure on [0,+∞) [21, Theorem 3.8.18,
p. 164]. A real function f ∈ C∞((0,+∞)) is a Bernstein function if f  0, (−1)k dkf (x)
dxk
 0,
∀k ∈ N (i.e. f is a Bernstein function iff f ′ is completely monotone). A Bernstein function f is
characterized by the fact that f  0 and for all t > 0, e−tf is completely monotone [21, Propo-
sition 3.9.2, p. 172]. It follows (see [21, Theorem 3.9.7, p. 177]) that a Bernstein function f is
characterized by the representation e−tf (x) = ∫ +∞0 e−xs ηt (ds) (t > 0) where (ηt )t0 is a con-
volution semigroup of measures on [0,+∞).
Consider now a convolution semigroup {Sp(t)}t0 with generator Tp and denote by
F :RN :→ C the corresponding continuous negative definite function, i.e. μ̂t (ζ ) =
(2π)−N2 e−tF (ζ ), ζ ∈ RN . The point is that the Bernstein function f extends holomorphically
to the half-plane Re z > 0, is continuous in Re z 0 and ζ → f (F (ζ )) is also a continuous neg-
ative definite function. This gives rise to a new convolution semigroup {Sfp (t)}t0 (the so-called
subordinate semigroup) corresponding to the measure convolution semigroup (μft )t0 where
∫
ϕ(y)μ
f
t (dy) =
+∞∫
0
[∫
ϕ(y)μs(dy)
]
ηt (ds), ϕ ∈ C0
(
RN
)
and operating as
S
f
p (t)ϕ =
+∞∫
0
(
Sp(s)ϕ
)
ηt (ds)
(see [21, Proposition 3.9.10, p. 179]). If we denote by T fp the generator of {Sfp (t)}t0 then
(see [21, Theorem 4.3.5, p. 299]) D(Tp) ⊂ D(T fp ) and D(Tp) is core for T fp . We note that there
exists a subclass of Bernstein functions f , the so-called complete Bernstein functions, given
by f (x) = x2L(g)(x) where L(g) is the Laplace transform of another Bernstein function g
(see [21, p. 192] and [23, Appendix E]). Subordinate Brownian semigroups in terms of some
complete Bernstein functions cover certain usual examples such as the symmetric α-stable semi-
group or the relativistic α-stable semigroup and enjoy interesting asymptotic properties (see [30])
we exploit in the following subsection.
8.1. Some subordinate Brownian semigroups
We assume in this subsection that {S1(t)}t0 is the heat semigroup on L1(RN). We give
sufficient conditions for a potential V 1− to be T
f
1 -weakly compact for Bernstein functions f
having suitable algebraic behaviours at infinity and at zero. The key argument relies on Green
function estimates (for N  3) given by M. Rao, R. Song and Z. Vondracek [30]. This result
applies for instance to the relativistic Schrödinger semigroup or more generally to the relativistic
α-stable semigroup.
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complete Bernstein function and V 1− ∈ L1loc(RN).
(i) Let there exist α ∈ (0,2] and γ > 0 with f (s)
s
α
2
→ γ as s → +∞. We assume that for any ball
B1 and B2 centered at zero with B1 ⊂ B2
lim|Ω|→0,Ω⊂B1
sup
x∈B2
∫
Ω
V 1−(y)
|x − y|N−α dy = 0.
Then V 1− is locally T
f
1 -relatively weakly compact.
(ii) Moreover, let there exist β ∈ (0,2] and γ ′ > 0 with f (s)
s
β
2
→ γ as s → 0. If (V 1−)p′ and (V 1−)q ′
are integrable at infinity for some p′ > N
α
and some q ′ < N
β
then V 1− is “small at infinity” in
the sense (15).
Proof. Let {Sf1 (t)}t0 be the subordinate semigroup corresponding to the Bernstein function f
and let T f1 be its generator. Let
pt(x − y) := 1
(4πt)
N
2
exp
(
−|x − y|
2
4t
)
(t > 0)
be the (heat) kernel of {S1(t)}t0. Then the kernel of Sf1 (t) is given by
p
f
t (x − y) :=
+∞∫
0
ps(x − y)ηt (ds)
while the kernel of (λ− T f1 )−1 is given by
G
f
λ (x − y) :=
+∞∫
0
ps(x − y)
+∞∫
0
e−λt ηt (ds) dt.
In particular, the Green kernel corresponding to T f1 is
G
f
0 (x − y) :=
+∞∫
0
ps(x − y)U(ds)
where U(ds) = ∫ +∞0 ηt (ds) dt .
(i) According to [30, Theorem 3.1] Gf0 (x − y) behaves like
γ
π
N
2 2α
Γ (N−α2 )
Γ (α2 )
1
|x − y|N−α
as |x − y| → 0. Thus Proposition 30 ends the proof of (i).
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γ ′
π
N
2 2α
Γ (N−α2 )
Γ (α2 )
1
|x − y|N−β
as |x − y| → +∞. Thus ∫{|x|1} Gf0 (x)p dx + ∫{|x|1} Gf0 (x)q dx < ∞ for all p <N(N −α)−1
(i.e. p′ > N
α
) and all q > N(N − β)−1 (i.e. q ′ < N
β
) and this ends the proof of (ii) by Proposi-
tion 29 (ii). 
Remark 40. (i) One can deal similarly with the geometric α-stable semigroup (F(ζ ) =
Log(1 + |ζ |α) with 0 < α  2) by using Green function estimates (involving also a logarith-
mic term) by H. Sikic, R. Song and Z. Vondracek [35]. (ii) The relativistic α-stable semi-
group is a subordinate Brownian semigroup corresponding to the complete Bernstein function
f (s) = (s +m 2α ) α2 −m [32]. Theorem 39 (i) shows that for N  3 the relativistic α-stable opera-
tor and the α-stable operator share the same class of locally relatively weakly compact potentials;
thus Remark 38 (i) shows that Theorem 37 (i) is not optimal. Note also that for the relativistic
α-stable semigroup, the condition in Theorem 39 (ii) is satisfied with β = 2.
8.2. Relative weak compactness and subordination
In this subsection, we give an abstract result showing, under suitable assumptions, how the
relative weak compactness of a potential can be inherited by subordination. Note that in general
the domain of T f1 is not easy to describe. We consider here a “smoothing” convolution semigroup
{S1(t)}t0 in the sense that, for s > 0, S1(s) maps L1(RN) into D(T1) with{
∀s > 0, S1(s) ∈ L
(
L1(RN);D(T1)
)
,
∀ϕ ∈ L1(RN ), s ∈ (0,+∞) → S1(s)ϕ ∈ D(T1) is continuous (25)
where D(T1) is endowed with the graph norm. We provide first a characterization of T f1 -
boundedness of a potential V− in terms of {S1(t)}t0.
Theorem 41. Let the second part of (25) be satisfied. Let V− be a T1-bounded potential. Then
V− is T f1 -bounded if and only if for all ϕ ∈ L1+(RN)
+∞∫
0
∥∥V−S1(s)ϕ∥∥L1(RN) η(ds) < ∞. (26)
Proof. We note that
(
λ− T f1
)−1
ϕ =
+∞∫
0
e−λt
(
S
f
1 (t)ϕ
)
dt =
+∞∫
0
e−λt
[ +∞∫
0
(
S1(s)ϕ
)
ηt (ds)
]
dt
=
+∞∫ (
S1(s)ϕ
)
η(ds)0
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L1+(RN). Then, using Fubini theorem for arbitrary nonnegative measurable functions and mono-
tone convergence theorem,
∫
RN
V−
(
λ− T f1
)−1
ϕ dx = lim
ε→0
∫
RN
V−
[ ε−1∫
ε
(
S1(s)ϕ
)
η(ds)
]
dx
= lim
ε→0
ε−1∫
ε
[ ∫
RN
V−S1(s)ϕ dx
]
η(ds)
= lim
ε→0
ε−1∫
ε
∥∥V−S1(s)ϕ∥∥L1(RN) η(ds)
=
+∞∫
0
∥∥V−S1(s)ϕ∥∥L1(RN) η(ds).
Thus V−(λ−T f1 )−1 :L1(RN) → L1(RN) since L1(RN) = L1+(RN)−L1+(RN). Finally V−(λ−
T
f
1 )
−1 is a bounded operator as a strong limit of bounded operators. 
The main result of this subsection is:
Theorem 42. Let (25) be satisfied and let V− be a T1-bounded potential. If V− is T1-weakly
compact and if
+∞∫
0
∥∥V−S1(s)∥∥L(L1(RN);L1(RN)) η(ds) < ∞ (27)
then V− is T f1 -weakly compact.
Proof. We note that (27) is stronger than (26) so that V− is T f1 -bounded. We observe that (27)
implies that
V−
ε−1∫
ε
S1(s) η(ds) → V−
+∞∫
0
S1(s) η(ds) = V−
(
λ− T f1
)−1
in operator norm as ε → 0. Thus, it suffices that
ε−1∫
V−S1(s) η(ds) (28)ε
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but only a strong integral of a strongly continuous operator-valued mapping, i.e. it is defined
pointwisely as
ϕ →
ε−1∫
ε
V−S1(s)ϕ η(ds).
By assumption, for s > 0, ϕ ∈ L1(RN) → S1(s)ϕ ∈ D(T1) is continuous while V− :φ ∈
D(T1) → V−φ ∈ L1(RN) is weakly compact. Thus (28) is a strong integral of a strongly continu-
ous W(L1(RN))-valued mapping (W(L1(RN)) is the Banach space of weakly compact operators
on L1(RN)) and ‖V−S1(.)‖L(L1(RN)) is bounded on [ε, ε−1] (by the uniform boundedness prin-
ciple) whence (28) defines a weakly compact operator; see [33] or [28]. 
Remark 43. (i) If ζ → | ImF(ζ )|e−t ReF(ζ ) is bounded (t > 0) then Plancherel’s theorem shows:
∀s > 0, S2(s) ∈ L(L2(RN);D(T2)) and for all ϕ ∈ L2(RN), s ∈ (0,+∞) → S2(s)ϕ ∈ D(T2) is
continuous. It is unclear whether this smoothing property remains true in L1(RN).
(ii) We do not know whether Theorem 42 could have relevant concrete applications. Note
however that if {S1(t)}t0 is holomorphic and V− is (−T1)α-bounded for some α < 1 then (27)
is satisfied if
∫ 1
0
1
sα
η(ds) < ∞. (We refer to [10] for holomorphic semigroups obtained by sub-
ordination.)
(iii) Subordination theory is well defined for general contraction semigroups in Banach spaces
(see e.g. [21, p. 295]). On the other hand, Theorems 41 and 42 above do not rely specifically on
the fact that {S1(t)}t0 is a convolution semigroup: their proofs use only the positivity of a
smoothing semigroup {S1(t)}t0 (with generator T1) and the positivity of a T1-bounded pertur-
bation operator V−. In other words, we can give them a more general formulation in abstract
L1(ν) spaces.
9. On measure potentials
There exists a considerable literature with various motivations on perturbation theory of
Schrödinger operators or Dirichlet forms by a measure (potential). Without claiming to com-
pleteness, we refer for instance to [18,3,4,9,36,16,26,2] and the numerous references therein.
(Note that [18] deals also with more general perturbations than measures.) In particular, a class
of measures, the so-called extended Kato class measures (see (35) below), appeared as a natural
and useful object to deal with; see e.g. [3,4,36,16,26]. The aim of this section is to show how
to recover (by vague closure of the class of potentials dealt with in the previous sections) more
measures of interest; the argument is based on suitable spectral estimates. The measures μ we
consider are nonnegative locally finite (i.e. μ(K) < +∞ for any compact set K ⊂ RN ) Borel
measures on RN .
We note that lower semi-bounded self-adjoint operators can be defined in terms of densely
defined, lower semi-bounded and closed quadratic forms. On the other hand, if E :D(E) ⊂
L2(RN) → R is a closed and nonnegative densely defined quadratic form such that D(E) ∩
Cc(R
N) is dense in D(E) (endowed with the norm
√
E(ϕ,ϕ)+ ‖ϕ‖2
L2(RN ;dx) ) and if μ is a
Borel measure on RN then the form
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∫ ∣∣ϕ(x)∣∣2 μ(dx)
is a lower semi-bounded and closed quadratic form on L2(RN) provided that μ is form-small
with respect to E in the sense that there exist 0 α < 1 and β > 0 such that∫ ∣∣ϕ(x)∣∣2 μ(dx) αE(ϕ,ϕ)+ β‖ϕ‖2, ϕ ∈ D(E)∩Cc(RN ). (29)
We point out that Estimate (29) is the cornerstone of the construction (the addition of a positive
measure ν to −μ induces no difficulty, see Remark 46 below). We consider here real charac-
teristic exponents and deal with the self-adjoint positive operator −T2. We show how we can
capture from our formalism a class of (−T2)-form-small negative measure potentials −μ in the
sense (31). Here the domain of the unperturbed form is D(
√−T2 ) endowed with the graph
norm. Note that C∞c (RN) being a core of D(
√−T2 ) (see Theorem 2) we have to check (31) for
ϕ ∈ C∞c (RN).
For any δ < 1, we denote by Pδ the set of nonnegative L2loc potentials V which are T1-bounded
and such that limλ→+∞ rσ [V (λ− T1)−1] < δ. Let Puδ be the class of subsets Ξ of Pδ satisfying
the uniformity condition
∀ε > 0, ∃λε > 0; rσ
[
V (λ− T1)−1
]
 δ + ε, ∀λ λε, ∀V ∈ Ξ. (30)
We will denote by Ξ the weak sequential closure of Ξ in the space of locally finite Borel mea-
sures, i.e. a locally finite Borel measure μ belongs to Ξ if there exists a sequence of potentials
Vk ∈ Ξ such that
∫
ϕ(x)Vk(x) dx →
∫
ϕ(x)μ(dx), ∀ϕ ∈ Cc(RN).
Theorem 44. Let δ < 1 and Ξ ∈ Puδ . Then any Borel measure μ ∈ Ξ is form-small with respect
to −T2, more precisely:∫
ϕ2 μ(dx) α‖√−T2ϕ‖2 + cα‖ϕ‖2, ϕ ∈ C∞c (RN ), δ < α < 1 (31)
where cα > 0 is a constant depending on α.
Proof. By assumption, there exists a sequence of potentials {Vk}k ⊂ Ξ converging vaguely to μ.
By (8) (see the proof of Theorem 21)∫
V ϕ2 dx  α‖√−T2ϕ‖2 + αsV1
α
‖ϕ‖2, ϕ ∈ C∞c
(
RN
)
, δ < α < 1, ∀V ∈ Ξ (32)
where sV1
α
depends a priori on the potential V ∈ Ξ . If we have a uniform bound
sV1
α
 cα, ∀V ∈ Ξ (33)
then, by replacing V by Vk in (32) and passing to the limit in k we get (31). To prove (33),
we fix ε > 0 such that ε < 1 − δ. By (30), λ − (T1 + V ) is invertible for λ > λε so that the
spectral bound of T1 + V is less than or equal to λε for all V ∈ Ξ . Since the spectral bound
of a generator of a positive semigroup on Lp spaces coincides with the type of the semigroup
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such that ‖W1(t)‖L(L1(RN))  κe(λε+ε′)t and (by duality) ‖W ′1(t)‖L(L∞(RN))  κe(λε+ε
′)t
. On
the other hand, since W1(t) and W ′1(t) coincide on L1(RN) ∩ L∞(RN) then by Riesz–Thorin
interpolation theorem ‖Wp(t)‖L(Lp(RN))  κe(λε+ε′)t so that (since ε′ > 0 is arbitrary) the type
of {Wp(t); t  0} is less than or equal to λε; in particular the spectral bound of A2 is less than
or equal to λε . Similarly, if 1 < c < 1δ+ε (note that δ + ε < 1) and Vc = cV then
rσ
[
Vc(λ− T1)−1
]
 c(δ + ε) < 1, ∀λ λε, ∀V ∈ Ξ.
According to Theorems 12 and 19, A1c :ϕ ∈ D(T1) → T1ϕ + Vcϕ ∈ L1(RN) generates a pos-
itive semigroup {W1c(t); t  0} in L1(RN) which interpolates to all Lp spaces providing c0-
semigroups {Wpc(t); t  0} with generator Apc where A2c is self-adjoint. Let sVc = sup{λ; λ ∈
σ(A2c)} be the spectral bound of the self-adjoint operator A2c . As previously, sVc  λε and
1 < c < 1
δ+ε or (if α = 1c ) sV1
α
 λε , ∀V ∈ Ξ and δ + ε < α < 1. Hence∫
V ϕ2 dx  α‖√−T2ϕ‖2 + αλε‖ϕ‖2, ϕ ∈ C∞c (RN ), δ + ε < α < 1, ∀V ∈ Ξ.
By replacing V by Vk and passing to the limit in k we get∫
ϕ2 μ(dx) α‖√−T2ϕ‖2 + αλε‖ϕ‖2, ϕ ∈ C∞c (RN ), δ + ε < α < 1, ∀μ ∈ Ξ.
This ends the proof of (31) since ε > 0 can be arbitrarily small. 
To see whether Theorem 44 provides us with measures of practical interest, we assume (14)
and consider the class of Borel measures μ such that
z ∈ RN →
∫
Gλ(z − x)μ(dx) ∈ L∞
(
RN
)
. (34)
The extended Kato class of measures refers to the subclass defined by
δ := lim
λ→+∞ supz∈RN
∫
Gλ(z − x)μ(dx) < 1. (35)
Theorem 45. Let μ be a Borel measure in the extended Kato class. Then μ ∈ Ξ where Ξ ∈ Puδ
(and consequently μ is form-small with respect to −T2).
Proof. Let ψ ∈ C∞c (RN) be such that 0 ψ  1 and ψ = 1 in a neighborhood of the origin. It
is easy to see that μk := ψ(xk )μ → μ vaguely as k → +∞. Note also that μk  μ, ∀k so that
δk := lim
λ→+∞ supz∈RN
∫
Gλ(z − x)μk(dx) δ < 1.
Let (ζn)n be a mollifier sequence. Then (ζn ∗μk)(x) =
∫
ζn(x − y)μk(dy) belongs to C∞c (RN)
and for all continuous function ϕ with compact support
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(ζn ∗μk)(x)ϕ(x) dx =
∫ [∫
ζn(x − y)μk(dy)
]
ϕ(x)dx
=
∫ [∫
ζn(x − y)ϕ(x) dx
]
μk(dy) →
∫
ϕ(y)μk(dy)
as n → +∞ (since ∫ ζn(x − y)ϕ(x) dx → ϕ(y) uniformly in y), i.e. Vn,k := ζn ∗ μk → μk
vaguely as n → +∞. In particular, we can approximate vaguely μ by potentials Vn,k . Moreover,
from ∫
Gλ(z − x)(ζn ∗μk)(x) dx = Gλ ∗ ζn ∗μk
= ζn ∗ (Gλ ∗μk)
=
∫
ζn(z − x)(Gλ ∗μk)(x) dx
we get the uniform estimate in n, k
sup
z∈RN
∫
Gλ(z − x)Vn,k(x) dx  sup
x∈RN
(Gλ ∗μk)(x)
= sup
x∈RN
∫
Gλ(x − z)μk(dz)
 sup
x∈RN
∫
Gλ(x − z)μ(dz)
so that, for any ε > 0 and λ large enough supz∈RN
∫
Gλ(z − x)Vn,k(x) dx  δ + ε uniformly
in n, k, or ‖Vn,k(λ− T1)−1‖L(L1(RN ))  δ + ε for λ large enough uniformly in n, k. Thus Vn,k ∈
Ξ ∈ Puδ and μ ∈ Ξ . Finally Theorem 44 ends the proof. 
Remark 46. Note that Estimate (31) extends to ϕ ∈ D(√−T2 ) and implies trivially, for any
positive locally finite Borel measure ν∫
ϕ2 μ(dx) α
[
‖√−T2ϕ‖2 + ∫ ϕ2 ν(dx)]+ cα‖ϕ‖2
for all ϕ ∈ D(√−T2 )∩L2(RN ;ν(dx)) (the domain of the unperturbed form being D(√−T2 )∩
L2(RN ;ν(dx))). This allows us to deal with a perturbation of −T2 by a signed Borel measure
ν −μ where ν, μ are positive locally finite Borel measures such that μ ∈ Ξ where Ξ ∈ Puδ and
δ < 1.
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As noted in Remark 13, we revisit here a technical aspect of a basic generation result (Theo-
rem 12) in the case of a non-smooth real characteristic exponent F (and V+ = 0). We are going
to show under (4) that, up to a bounded perturbation, we can always come down to a C∞ char-
acteristic exponent still satisfying (4). Note that F(ζ ) = FR(ζ )+ F˜R(ζ ) with
FR(ζ ) = c + ζ.Cζ +
∫
0<|x|R
[
1 − cos(x.ζ )]μ(dx)
where both FR and F˜R are continuous negative definite functions (FR is of class C∞ and F˜R
is bounded). We denote by {SRp (t)}t0 the convolution semigroup (associated to FR) such that
m̂Rt (ζ ) = (2π)−
N
2 e−tFR(ζ ) and denote by T Rp the generator of {SRp (t)}t0. Thus
Tpϕ = T Rp ϕ − (2π)−
N
2
∫
eiζ.xF˜R(ζ )ϕ̂(ζ ) dζ, ϕ ∈ S
(
RN
)
and a key point is that ϕ ∈ S(RN) → −(2π)−N2 ∫ eiζ.xF˜R(ζ )ϕ̂(ζ ) dζ extends to a bounded
operator on Lp(RN) for all p  1 (see [15, Corollary 2.1.3]) so that Tp is a bounded per-
turbation of T Rp . In particular, V− is T1-bounded if and only if V− is T R1 -bounded. Note that
T1-boundedness of V− amounts to
∥∥V−(λ− T1)−1∥∥L(L1(RN)) = sup
z∈RN
∫
V−(z − x)mλ(dx) < +∞ (36)
where mλ = ∫ +∞0 e−λtmt dt and m̂λ(ζ ) = 1λ+F(ζ ) . We assume now that V− is a tempered dis-
tribution whose Fourier transform V̂− is a (tempered) measure such that V̂−λ+F(ζ ) is a finite
measure (this is a sufficient mean to check (36)). Then ∫ V−(z− x)mλ(dx) = ∫ eiz.ζλ+F(ζ ) V̂−(dζ )
and
∫
V−(z − x)mλR(dx) =
∫
eiz.ζ
λ+FR(ζ ) V̂−(dζ ) where m
λ
R :=
∫ +∞
0 e
−λtmRt dt satisfies m̂λR(ζ ) =
1
λ+FR(ζ ) . The fact that
∫
R|x| μ(dx) tends to 0 as R → +∞ shows that F˜R(ζ ) → 0 uniformly
in ζ as R → +∞, i.e. FR(ζ ) → F(ζ ) uniformly in ζ as R → +∞ and then∣∣∣∣∫ V−(z − x)mλR(dx)− ∫ V−(z − x)mλ(dx)∣∣∣∣ ∫ |F(ζ )− FR(ζ )|λ
∣∣∣∣ V̂−(dζ )λ+ F(ζ )
∣∣∣∣
shows that
∫
V−(z−x)mλR(dx) →
∫
V−(z−x)mλ(dx) uniformly in z, i.e. V−(λ−T R1 )−1 tends
to V−(λ−T1)−1 in operator norm as R → +∞; here | V̂−(dζ )λ+F(ζ ) | denotes a total variation measure.
Note that rσ [V−(λ−T1)−1] < 1 for λ large enough by the assumption in Theorem 12. The upper
semicontinuity of the spectral radius with respect to the norm operator topology (see e.g. [25,
Remark 3.3, p. 208]) shows that rσ [V−(λ − T R1 )−1] < 1 for R large enough and then, up to a
bounded perturbation, we can apply the generation Theorem 12 with FR ∈ C∞(RN) under an
assumption on F only.
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