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KOSZUL DUALITY AND GALOIS COHOMOLOGY
LEONID POSITSELSKI AND ALEXANDER VISHIK
Introduction
Let F be a field, F be its (separable) algebraic closure, and GF = Gal(F/F ) be the
absolute Galois group. Let l 6= charF be a prime number; assume that F contains a
l-root of unity ζ . In this case, the Kummer pairing
κ : GF × F ∗ −→ Fl, κ(g, a) = s if g(b) = ζsb for b = l
√
a ∈ F
defines an isomorphism F ∗/(F ∗)l −˜→ H1(GF ,Fl). The Milnor K-theory ring KM(F )
is a skew-commutative quadratic algebra over Z generated by KM1 (F ) = F
∗ with the
Steinberg relations {a, 1 − a} = 0. It is not difficult to show that the Kummer map
can be extended to an algebra homomorphism
KM(F )⊗ Fl −−→ H∗(GF ,Fl),
which is known as the Galois symbol, or the norm residue homomorphism. The well-
known Bloch–Kato conjecture claimes that it is an isomorphism. It was proved by
A. Merkurjev and A. Suslin [10, 11] and M. Rost [16] that this is true in degree 2
and for l = 2 in degree 3. The aim of this note is to show that the whole conjecture
follows from its low-degree part provided the quadratic algebra KM(F )⊗Fl is Koszul
(see section 2 for the definition). We will assume that F has no algebraic extensions
of degree relatively prime to l.
Theorem. Let H = H∗(G,Fl) be the cohomology algebra of a pro-l-group G.
Assume that
(1) H2 is generated by H1;
(2) in the subalgebra generated by H1 in H , there are no nontrivial relations of
degree 3;
(3) the quadratic algebra defined by H1 and H2 is Koszul.
Then the whole algebra H is quadratic.
Actually, it is not essential that we consider the group cohomology here; the theo-
rem is valid for any pro-nilpotent algebra. We will use the language of coalgebras in
this paper in order to avoid dealing with projective limits and dualizations.
We are grateful to V. Voevodsky for stating the problem and numerous stimulating
discussions and to J. Bernstein who pointed out to us the necessity of using coalgebras
in the Koszul duality. The first author is pleased to thank Harvard University for its
hospitality which made it possible for this work to appear.
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1. Bar Construction
1.1. The cohomology of augmented coalgebras. A coalgebra is a vector space
C over a field k equipped with a comultiplication map ∆: C −→ C ⊗ C and a
counit map ε : C −→ k satisfying the conventional associativity and counit axioms.
An augmented coalgebra is a coalgebra C equipped with a coalgebra homomorphism
γ : k −→ C. The cohomology algebra of an augmented coalgebra C is defined as
the Ext-algebra H∗(C) = Ext∗C(k, k) in the category of left C-comodules, where
k is endowed with the comodule structure by means of γ. We will calculate this
cohomology using the following explicit comodule resolution
k −−→ C −−→ C ⊗ C+ −−→ C ⊗ C+ ⊗ C+ −−→ · · · ,
where C+ = coker(γ), the differential is
d(c0 ⊗ · · · ⊗ cn) =
n∑
i=0
(−1)i−1c0 ⊗ · · · ⊗∆(ci)⊗ · · · ⊗ cn,
and the coaction of C is through the left components of these tensors. It is easy to
check that the comodules C ⊗W are injective, the differential is well-defined, and
the operator
h : c0 ⊗ c1 ⊗ · · · ⊗ cn 7−→ ε(c0)σ(c1)⊗ c2 ⊗ · · · ⊗ cn,
where σ : C+ −→ C is the splitting along ε, provides a k-linear contracting homotopy,
thus this is a resolution. Applying the functor HomC(k, · ), we obtain
H∗(C) = H∗( k −→ C+ −→ C+ ⊗ C+ −→ · · · ),
where the differential is given by the same formula and the multiplication on H∗(C)
is induced by the evident multiplication
(c1 ⊗ · · · ⊗ ci) · (ci+1 ⊗ · · · ⊗ ci+j) = c1 ⊗ · · · ⊗ ci ⊗ ci+1 ⊗ · · · ⊗ ci+j
on this cobar-complex.
1.2. The homology of augmented algebras. An augmented algebra A is an
associative algebra over a field k endowed with an algebra homomophism α : A −→ k.
The homology coalgebra of an augmented algebra A is by the definition H∗(A) =
TorA(k, k), where the left and right module structures on k are defined by means
of α. We will calculate it using the following explicit bar-resolution of the left A-
module k
k ←−− A ←−− A⊗ A+ ←−− A⊗ A+ ⊗ A+ ←−− · · · ,
where A+ = ker(α) and
∂(a0 ⊗ · · · ⊗ an) =
n∑
i=1
(−1)ia0 ⊗ · · · ⊗ ai−1ai ⊗ · · · ⊗ an.
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It is easy to check that the operator
h : a0 ⊗ a1 ⊗ · · · ⊗ an−1 7−→ 1⊗ (a0 − α(a0))⊗ a1 ⊗ · · · ⊗ an−1
provides a k-linear contracting homotopy. Applying the functor k⊗A · , we obtain
H∗(A) = H∗( k←− A+ ←− A+ ⊗ A+ ←− · · · )
and the coalgebra structure on H∗(A) is induced by the evident coalgebra structure
∆(a1 ⊗ · · · ⊗ an) =
n∑
i=0
(a1 ⊗ · · · ⊗ ai)⊗ (ai+1 ⊗ · · · ⊗ an)
on this bar-complex.
2. Koszul Duality
By a graded algebra (graded coalgebra) we mean a non-negatively graded vector
space A =
⊕
∞
n=0An (C =
⊕
∞
n=0Cn) over a field k such that A0 = k (C0 = k)
equipped with an associative algebra (coalgebra) structure that respects the grading,
i. e., Ai ·Aj ⊂ Ai+j and 1 ∈ A0 (∆(Cn) ⊂ ∑i+j=nCi⊗Cj and ε(C>0) = 0). A graded
algebra (coalgebra) structure induces an augmented algebra (coalgebra) structure in
an evident way. The homology coalgebra (cohomology algebra) of a graded algebra
(coalgebra) is equipped with a natural second grading, as it can be seen from the
explicit resolutions above:
H∗(A) =
⊕
i6j
Hij(A) and H
∗(C) =
⊕
i6j
H ij(C).
In fact, all the results below in this section can be formulated in a more general
setting of a graded algebra in a (semisimple abelian, not necessarily symmetric) tensor
category, where the duality connects the algebras in the opposite categories; however,
we prefer to deal with vector spaces here.
2.1. Quadratic algebras and coalgebras.
Definition 1. A graded coalgebra C is called one-cogenerated if the iterated co-
multiplication maps ∆(n) : Cn −→ C⊗n1 are injective, or equivalently, all the maps
∆: Ci+j −→ Ci ⊗ Cj are injective. A graded coalgebra is called quadratic if it is
isomorphic to the subcoalgebra of the form
〈V,R〉 =⊕∞
n=0
⋂n−1
i=1
V i−1 ⊗R ⊗ V n−i−1
of the tensor coalgebra N(V ) =
⊕
n V
⊗n for some vector space V and a subspace
R ⊂ V ⊗2. With a graded coalgebra C, one can associate in a natural way a quadratic
coalgebra qC and a morphism of graded coalgebras rC : C −→ qC that is an isomor-
phism on C1 and an epimorphism on C2. A graded algebra is called quadratic if
it is isomorphic to the quotient algebra {V,R} = T(V )/(R) of a tensor algebra
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T(V ) =
⊕
n V
⊗n by the ideal generated by a subspace R ⊂ V ⊗2. With a graded alge-
bra A, one can associate a quadratic algebra qA and a morphism of graded algebras
rA : qA −→ A that is an isomorphism on A1 and a monomorphism on A2.
Definition 2. The quadratic algebra A = {V,R} and the quadratic coalgebra C =
〈V,R〉 are called dual to each other; we denote this as C = A! and A = C?. Evidently,
this defines an equivalence between the categories of quadratic algebras and quadratic
coalgebras.
Proposition 1. A graded coalgebra C is one-cogenerated iff one has H1,j(C) = 0
for j > 1. A one-cogenerated coalgebra C is quadratic iff H2,j(C) = 0 for j > 2.
Moreover, the morphism rC : C −→ qC is an isomorphism on C6n iff H2,j(C) = 0 for
2 < j 6 n. The analogous statements are true for graded algebras.
Proof : It is evident from the explicit form of the cobar-complex that H1,>1(C) = 0
for a one-cogenerated coalgebra C. Conversely, let j > 1 be the minimal number
for which ∆(j) : Cj −→ C⊗j1 is non-injective, then it is easy to see that the map
∆: Cj −→ ⊕s+t=js,t>1 Cs ⊗ Ct is non-injective also, hence H1,j(C) 6= 0. Now let C
be one-cogenerated, then the map rC is an embedding. Let z ∈ C+ ⊗ C+ be a
homogeneuos cocycle of degree n, thus z =
∑s+t=n
s,t>1 zst, where zst ∈ Cs ⊗ Ct. The
cocycle condition means that the images of (∆ ⊗ id)(zu+v,w) and (id⊗∆)(zu,v+w) in
Cu ⊗ Cv ⊗ Cw coincide for any u, v, w > 1, u + v + w = n. Since the maps ∆(k) are
injective, it is equivalent to say that the elements (∆(s) ⊗ ∆(t))(zst) ∈ C⊗n1 coincide
for all s and t. We have got an element in C⊗n1 ; it is easy to see that it represents an
element of qC which belongs to the image of rC iff z is a coboundary. At last, if rC
is an isomorphism in degree < n, then any element of qC corresponds to a cocycle z
in this way.
Proposition 2. For any graded coalgebra C, the diagonal subalgebra
⊕
iH
i,i(C) of
the cohomology algebra H∗(C) is a quadratic algebra isomorphic to (qC)?. Anal-
ogously, for a graded algebra A, the diagonal quotient coalgebra
⊕
iHi,i(A) of the
homology coalgebra H∗(A) is isomorphic to (qA)
!.
Proof is immediate.
2.2. Koszul algebras and coalgebras. This definition is due to S. Priddy [15];
see also [8, 1, 2, 4].
Definition 3. A graded algebra A is called Koszul if Hij(A) = 0 unless i = j. A
graded coalgebra C is called Koszul if H ij(C) = 0 unless i = j. It follows from
Proposition 1 that any Koszul algebra (coalgebra) is quadratic.
Now we are going to establish the criterion of Koszulity in the explicit linear
algebra terms due to J. Backelin [1]. In particular, we will see that the dual algebra
and coalgebra are Koszul simultaneuosly.
Definition 4. A collection of subspaces X1, . . . , Xn−1 in a vector space W is called
distributive, if there exists a (finite) direct decomposition W =
⊕
ω∈ΩWω such that
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each subspace Xk is the sum of a set of subspacesWω. Equivalently, the distributivity
identity (X + Y )∩Z = X ∩Z +Y ∩Z should be satisfied for any triple of subspaces
X , Y , Z that can be obtained from the subspaces Xk using the operations of sum
and intersection.
Lemma. Let X1, . . . , Xn−1 ⊂ W be a collection of linear subspaces; assume that
any its proper subcollection X1, . . . , X̂k, . . . , Xn−1 is distributive. Then the following
three conditions are equivalent:
(a) the following complex B∗(W,X) is exact everywhere outside its left term:
W −→⊕
s
W/Xs −→
⊕
s<t
W/(Xs +Xt) −→ · · · −→ W/∑kXk −→ 0;
(b) the following complex B∗(W,X) is exact everywhere outside its left term:
W ←−⊕
s
Xs ←−
⊕
s<t
Xs ∩Xt ←− · · · ←− ⋂kXk ←− 0;
(c) the collection X1, . . . , Xn−1 is distributive.
Proposition 3. Let V be a vector space and R ⊂ V ⊗ V be a subspace, then the
following three conditions are equivalent:
(a) the quadratic algebra A = {V,R} is Koszul;
(b) the quadratic coalgebra C = 〈V,R〉 is Koszul;
(c) for any n, the collection of subspaces V ⊗k−1 ⊗ R ⊗ V n−k−1 ⊂ V ⊗n, where
k = 1, . . . , n− 1, is distributive.
Proof : Moreover, one has Hij(A) = 0 for i < j 6 n iff the collection of subspaces
in V ⊗n is distributive, and the same for coalgebras. This follows immediately from
Lemma by induction on n.
3. Cohomology of Nilpotent Coalgebras
3.1. Nilpotent coalgebras. Let C be an augmented coalgebra with the augmen-
tation map γ : k −→ C. The augmentation filtration on an augmented coalgebra C
is an increasing filtration N defined by the formula
NnC = { c ∈ C | ∆(n+1)(c) ∈ C⊗n+1γ =
n+1∑
i=1
C⊗i−1 ⊗ γ(k)⊗ C⊗n−i+1 ⊂ C⊗n+1 },
where ∆(m) : C −→ C⊗m denotes the iterated comultiplication map. In particular,
we have N0C = γ(k).
Proposition 4. The filtration N respects the coalgebra structure on C, that is
∆(NnC) ⊂
∑
i+j=n
NiC ⊗NjC.
5
Furthermore, the associated graded coalgebra grNC =
⊕
∞
n=0NnC/Nn−1C is one-
cogenerated.
Proof : Let φ : C −→ k be a linear function annihilating Nk−1C, where 0 6 k 6 n;
then it can be factorized as φ = ψ ◦ ∆(k), where ψ : C⊗k −→ k is a function an-
nihilating C⊗kγ . We have to show that (φ ⊗ id)∆NnC ⊂ Nn−kC. Put for conve-
nience ∆(0) = ε and ∆(1) = id; then one has (∆(k) ⊗ ∆(n−k+1)) ◦∆ = ∆(n+1), hence
(φ⊗∆(n−k+1))∆NnC = (ψ⊗ id⊗n−k+1)∆(n+1)NnC ⊂ C⊗n−k+1γ , so we are done. Since
we have ∆(n)(c) /∈ C⊗nγ for c /∈ Nn−1C, the second assertion is immediate.
Definition 5. An augmented coalgebra C is called nilpotent if the augmentation
filtration N is full, that is C =
⋃
nNnC.
Example: Let G be a pro-l-group and C = Fl(G) be the coalgebra of locally constant
functions on G with respect to the convolution; in other words, C = lim−→Fl(G/U),
where the limit is taken over all open normal subgroups U of G and the coalgebra
Fl(G/U) = Fl[G/U ]
∗ is the dual vector space to the group algebra of G/U . Let
γ : Fl −→ Fl(G) be the augmentation map that takes a constant from Fl to the
corresponding constant function on G. Since the augmentation ideal of the group
ring of a finite l-group over Fl is nilpotent, it follows by passing to the inductive
limit that the augmented coalgebra Fl(G) is nilpotent also. It is easy to see that the
category of Fl(G)-comodules is equivalent to the category of discrete G-modules over
Fl (and the same is true over Z) for any pro-finite group G.
3.2. Main theorem. Now we are ready to prove the theorem mentioned in Intro-
duction.
Theorem. Let H = H∗(C) be the cohomology algebra of a nilpotent coalgebra C.
Assume that
(1) H2 is generated by H1;
(2) in the subalgebra generated by H1 in H , there are no nontrivial relations of
degree 3;
(3) the quadratic algebra qH defined by H1 and H2 is Koszul.
Then the whole algebra H is quadratic (and therefore, Koszul). In addition, there is
an isomorphism H∗(C) ≃ H∗(grNC).
Proof : The filtration N on a coalgebra C induces a filtration on the corresponding
cobar-complex:
NnC
+⊗i =
⊕
j1+···+ji=n
Nj1C
+ ⊗ · · · ⊗NjiC+,
where NjC
+ = NjC/γ(k), so that the filtration on C
+⊗i starts with Ni. Clearly, the
associated graded complex coincides with the cobar-complex of grNC, thus we obtain
a multiplicative spectral sequence
Eij1 = H
ij(grNC) =⇒ H i(C),
6
which converges since the filtration is an increasing one. More exactly, the differentials
have the form dr : E
i,j
r −→ Ei+1,j−rr and there is an induced increasing multiplicative
filtration N on H∗(C) such that grjNH
i(C) = Ei,j
∞
.
In particular, we see that the subalgebra
⊕
NiH
i(C) in H∗(C) is isomorphic to
the quotient algebra of the diagonal cohomology
⊕
H i,i(grNC) by the images of
the differentials. By Propositions 4, the graded coalgebra grNC is one-cogenerated,
hence (by Proposition 1) we have E1,j1 = H
1,j(grNC) = 0 for j > 1, which implies
H1(C) = N1H
1(C) ≃ H1,1(grNC) and N2H2(C) ≃ H2,2(grNC). Since (by Propo-
sition 2) the diagonal cohomology algebra
⊕
H i,i(grNC) is quadratic, we conclude
that it is isomorphic to qH∗(C). By Proposition 2 again,
⊕
H i,i(grNC) is the dual
quadratic algebra to the coalgebra qgrNC; since we suppose qH
∗(C) is Koszul, the
dual coalgebra qgrNC is Koszul also (Proposition 3). On the other hand, we have
assumed that there are no cubic relations in the subalgebra generated by H1(C),
hence all the differentials dr : E
2,3+r
r −→ E3,3r targeting in H3,3(grNC) vanish.
Now let us prove by induction that H2,j(grNC) = 0 for j > 2. Assume that this is
true for 2 < j 6 n − 1; by Proposition 1, it follows that the map rgrNC : grNC −→
qgrNC is an isomorphism in degree 6 n−1. Therefore, the induced map on the cobar-
complex is an isomorphism in these degrees also, hence in particular H3,j(grNC) =
H3,j(qgrNC) for j 6 n − 1 (and even for j 6 n). Since the coalgebra qgrNC is
Koszul, it follows that E3,j1 = H
3,j(grNC) = 0 for 3 < j 6 n− 1 and the term E2,n1 =
H2,n(grNC) cannot die in the spectral sequence. But we have assumed that H
2(C)
is generated by H1(C), hence H2(C) = N2H
2(C) and E2,n
∞
= 0, so we are done.
We have seen that the coalgebra grNC is quadratic and qgrNC is Koszul, that
is grNC is Koszul. It follows that E
i,j
1 = 0 for i 6= j, thus the spectral sequence
degenerates and H∗(C) = H∗(grNC). Therefore, H
∗(C) is Koszul also.
Remark: This result is a formal analogue of some kind of Poincare–Birkhoff–Witt
theorem for filtrations on quadratic algebras [14]; in other words, it can be considered
as reflecting the deformation properties of Koszul algebras.
In the conclusion, recall the consequences we get for the Bloch–Kato conjecture.
Since the conditions (1) and (2) of our Theorem are known to be satisfied for the
coalgebra C = F2(GF ) of any absolute Galois pro-2-group GF and the quadratic part
qH∗(C) of the corresponding cohomology algebra is exactly the Milnor K-theory
algebra KM(F ) ⊗ F2, it suffices to establish the Koszul property of this quadratic
algebra in order to prove the conjecture for l = 2. The same would be true for
the other l if we know the norm residue homomorphism for that l to be injective in
degree 3.
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Appendix: KM(F )⊗ Fl is Koszul for all Primitive Fields F
A.1. Commutative PBW-bases. Let A be a commutative or skew-commutative
one-generated algebra over a field k. Fix a basis X = {x} of the vector space A1;
suppose X is equipped with a complete order x′ < x′′, i. e., there are no infinite
decreasing sequences x1 > x2 > x3 > · · · . Introduce the inverse lexicographical
order on the set X (n) of all monomials in X of fixed degree n: ∏x xix < ∏x xjx , where∑
x ix =
∑
x jx = n, if there is x0 ∈ X such that ix = jx for all x < x0 and ix0 < jx0 .
It easy to see that this is a complete order also.
Lemma. LetW be a vector space spanned by a completely ordered set of its vectors
w ∈ W. Then the set of all w ∈ W which cannot be expressed as a (finite) linear
combination of the smaller ones forms a basis of W .
Applying this statement to the space W = An generated by the images of mono-
mials of degree n, we obtain a monomial basis Sn ⊂ X (n) in An. It is clear that any
monomial of degree k which divides a monomial from Sn belongs to Sk. This basis
of A is called a commutative PBW-basis iff the set Sn coincides with the set of all
monomials of degree n whose divisors of degree 2 belong to S2. It is easy to see that
any algebra admitting a commutative PBW-basis is quadratic.
Remark: In the case of a (skew-)commutative algebra, the notion of a commutative
PBW-basis is more general then the well-known Priddy’s definition [15] of a (non-
commutative) PBW-basis. The following results are completely analogous to the
non-commutative case.
Proposition. Assume that the PBW condition above is satisfied for the monomial
basis S3 in the third degree component A3 of a quadratic algebra A. Then the same
is true for any degree n. Furthermore, a quadratic algebra admitting a commutative
PBW-basis is Koszul.
Proof can be found in [14]. The first statement is well-known [5, 6]. The second
one was proved in [9] using the result of R. Fro¨berg [7]. Some of these papers deal
with the finite dimensional case, but this is not essential here.
A.2. Finite fields. SinceKM2 (F ) = 0 for any finite field F [12], this ring is evidently
Koszul.
A.3. The field of rational numbers. Let us show that the algebra KM(Q)⊗Fl is
Koszul for any prime number l. (This will not be applicable to our problem directly
since GQ is not a pro-l-group for any l.) By the well-known results of J. Milnor [13]
and H. Bass and J. Tate [3], one has
KMn (Q) −˜→
⊕
prime p
KMn−1(Fp)
⊕
KMn (R)⊗ F2,
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where ∂p : K
M
n (Q) −→ KMn−1(Fp) is a boundary homomorphism. Explicitly, we have
KM2 (Q)⊗ Fl −˜→
⊕
prime p>2
F∗p/(F
∗
p )
l ⊕


Z/2Z, for l = 2
0, for l > 2
KMn (Q)⊗ Fl −˜→


Z/2Z, for l = 2
0, for l > 2
for n > 3, where the multiplication is given by the formulas
{a, b}p = (−1)νp(a)νp(b) a
νp(b)
bνp(a)
mod p
{a1, . . . , an}∞ =


1 mod 2, if a1, . . . , an < 0
0 mod 2, otherwise.
Let us construct PBW-bases for these algebras in an explicit way. Consider two cases
separately.
(a) l = 2. The vector space KM1 (Q)⊗ F2 admits a basis consisting of the symbols
{p}, for all prime numbers p, and {−1}. Let R be the set of all odd primes r for
which 2 is a square modulo r and Q be the set of all other odd primes q. Fix arbitrary
complete orders on the sets Q and R and extend them to an order on the whole basis
by the rule {2} < {q} < {r} < {−1} for any q ∈ Q and r ∈ R. For each r ∈ R,
let q(r) denote the minimal prime q ∈ Q with respect to the order which is not a
square modulo r. Since {2, 2} = {2, r} = 0 for any r ∈ R, it is easy to verify that
the monomials {2, q}, {q(r), r}, and {−1, . . . ,−1} form the basis of KM(Q) ⊗ F2
corresponding to the order chosen. The PBW condition is clearly satisfied.
(b) l > 2. The vector space KM1 (Q)⊗ Fl admits a basis consisting of the symbols
{p} for all prime numbers p. Let R be the set of all primes r for which r−1 is divided
by l and Q be the set of all other primes q. Choose a complete order on our basis
such that {q} < {r} for any q ∈ Q and r ∈ R. For each r ∈ R, let q(r) denote the
minimal q ∈ Q which is not a l-th power modulo r. Since {q, q′} = 0 and {q, r}q = 0
for any q, q′ ∈ Q and r ∈ R, it is easy to see that the monomials {q(r), r} form a
commutative PBW-basis of KM(Q)⊗ Fl.
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