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Motivated by recent realizations of spin-1 NaRb mixtures in the experiments, here we investi-
gate heteronuclear magnetism in the Mott-insulating regime. Different from the identical mixtures
where the boson (fermion) statistics only admits even (odd) parity states from angular momentum
composition, for heteronuclear atoms in principle all angular momentum states are allowed, which
can give rise to new magnetic phases. Various magnetic phases can be developed over these de-
generate spaces, however, the concrete symmetry breaking phases depend not only on the degree
of degeneracy, but also the competitions from many-body interactions. We unveil these rich phases
using the bosonic dynamical mean-field theory approach. These phases are characterized by various
orders, including spontaneous magnetization order, spin magnitude order, singlet pairing order and
nematic order, which may coexist, especially in the regime with odd parity. Finally we address the
possible parameter regimes for observing these spin-ordered Mott phases.
Ultracold atoms in optical lattices provide an unique
and versatile platform for simulating interesting mod-
els in condensed matter physics and quantum optics [1],
including the Bose-Hubbard (BH) model [2], Fermi-
Hubbard model [3, 4], Dicke model [5], topological Hal-
dane model [6] and toric code model [7] etc. These en-
deavors have greatly enrich our understanding of many-
body physics, especially about their spatial correlations,
fluctuations, topological transitions and even their non-
equilibrium dynamics. By selecting two hyperfine states
from a 2j+1 manifold, where j = k or k+ 12 (k ∈ Z), it is
possible to realize the ferromagnetic (FM) and antiferro-
magnetic Heisenberg models in the deep Mott-insulating
regimes with bosonic or fermionic atoms (see recent evi-
dences [3, 4]), which are cornerstone for magnetic phases
in solid materials. Going beyond this general scenario
to the regime with strong interactions, large spins and
even long-range interactions [8] are possible with ultra-
cold atoms [9–11], which will exhibit intriguing features
rarely seen or hardly accessible in solid materials.
In optical lattices, the large spin manifold can be
realized either by atoms with large j in alkaline-earth
atoms or by considering two or more small spin identical
atoms [12–15]. For instance, two identical spin-1 bosons
can form a composite spin-2 bosons from angular mo-
mentum composition. The corresponding ground-state
space is five-fold degenerate (angular momentum F = 2
with degree of degeneracy g = 2F + 1 = 5) or singlet
(F = 0 and g = 1) since only even parity states are al-
lowed for bosonic statistics. By contrast, for two identical
fermions, only the odd parity states are allowed due to
Pauli exclusive principle, thus F = 1. In both cases, the
rotational symmetry for identical particles ensures that
the effective spin models should only allow the isotropic
Heisenberg term (direct product of two spins) and their
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FIG. 1. (Color online) Parities and degree of degeneracy for
two (left) heteronuclear and three (right) heteronuclear atoms
in a single well. Figures (a),(b) show the corresponding phase
diagrams, and (c),(d) typical eigenvalues as a function of Uβ
for Uγ/U1 = 0.1 [green lines in (a),(b)].
powers.
In this Letter we mainly focus on heteronuclear mag-
netism in the Mott lobes in a three dimensional (3D)
optical lattice. The absence of identity restriction ad-
mits both even and odd parity quantum states, which
can give rise to new magnetic phases. We are motivated
by recent experimental realizations of NaRb heteronu-
clear atoms in Wang’s group [16–18], in which collision in-
duced spin exchange between heteronuclear atoms is ob-
served. We investigate the ground-state spin structures
using the bosonic dynamical mean-field theory (BDMFT)
2approach. We find that the spin structures are not merely
determined by ground-state degeneracy, but also their
many-body competitions, which induce different types of
symmetry breaking magnetic phases. Various phases in
the deep Mott-insulating regime are unveiled, including
the spin-singlet insulator (SSI), nematic insulator (NI),
cyclic (C) phase, and different types of FM phases. These
phases are characterized by a unique order parameter or
by coexisting of several different order parameters. We
even find an intriguing paired FM (pFM1) phase with
F = 1, in which the nematic, ferromagnetic and singlet
pairing orders coexist. Finally we discuss the possible ex-
perimental observation of these magnetic phases in the
whole Mott-insulating regime.
Model and Degeneracy. Under the single mode approx-
imation [19–23], the 3D lattice can be described by the
following generalized BH model (see details in Ref. 24),
Hˆ = −
∑
〈ij〉,m,σ
tm(b
†
imσbjmσ +H.c.)−
∑
i,m
µmnim
+
∑
i,m
[
1
2
Umnim(nim − 1) + 1
2
U ′m(S
2
im − 2nim)
+ Uαni1ni2 + UβSi1 · Si2 + 1
3
UγΘ
†
iΘi
]
, (1)
where b†imσ (bimσ) is the bosonic creation (annihila-
tion) operator of hyperfine state σ = {1, 0,−1} for
species m = 1, 2 at lattice site i, nim =
∑
σ nimσ
with nimσ ≡ b†imσbimσ being the number of particle,
Sim ≡ b†imσΓσσ′bimσ′ is the total spin operator with
Γσσ′ being the spin matrices for spin-1, Θ
† ≡ b†i11b†i2−1−
b†i10b
†
i20 + b
†
i1−1b
†
i21, µm denotes the chemical potential,
and tm denotes the hopping amplitude between nearest
neighboring sites. The U -terms describe the many-body
interactions, which are related to the on-site Wannier
functions and in principle can be tuned independently
in experiments. For example, in general U ′m/Um ≪ 1
and Uβ,γ/Uα ≪ 1, but these ratios can be tuned via mi-
crowave [25, 26] or optical Feshbach resonances [27–34].
Notice that Uβ describes the interactions between het-
eronuclear atoms, and is essential for heteronuclear spin
exchange during collision, as shown in Ref. [16–18]. We
stress that this model possesses both features of Fermi-
Hubbard model [35–37] and spinor BH model [38], due
to the allowed odd and even parities.
Magnetism is formed from the super-exchange inter-
action between the neighboring sites, which can induce
direct coupling between all the quantum states in the de-
generacy space. For this reason, it is instructive to firstly
understand the ground-state degeneracy in each site by
setting tm = 0. Our calculated results are presented in
Fig. 1. When each site contains two heteronuclear spin-1
atoms (n = 2), the angular momentum coupling rule for
heteronuclear atoms allows all the possible angular mo-
menta F = 0, 1, 2, with corresponding on-site degeneracy
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FIG. 2. (Color online) Phase diagrams for heteronuclear mix-
tures of spin-1 bosonic gases on a 3D cubic lattice in the
typical Mott-insulating regime (t1,2 = 0.01, see Fig. 4) for
n = 2 (a) and 3 (b), respectively. Inset shows the zoom of the
main figure near zero Uβ/U1 and Uγ/U1. Other parameters
are: U2/U1 = 1.92, Uα/U1 = 1.0, U
′
1/U1 = −0.005 (
87Rb),
and U ′2/U2 = 0.037 (
23Na). Notice that the red dashed lines
are from Fig. 1.
g = 1, 3, 5, respectively. The calculated phase diagrams
are presented in Fig. 1(a) and (c), where the three bound-
aries are determined by
Uβ = 0, Uγ = Uβ > 0, Uγ =
1
3
Uβ < 0. (2)
These boundaries are independent of U ′m. When three
atoms (n = 3) are occupied in each site, the two identical
bosonic atoms admit only even angular momenta, and
then the angular coupling between between heteronuclear
atoms yields F = 1, 2, 3 and F = 1, with corresponding
g = 3, 5, 7 and 3, respectively. The phase boundaries in
Fig. 1(b) are determined as,
Uβ = 0, 3Uβ = 4Uγ −
√
∆− 9U ′ > 0, and
21Uβ= 4Uγ −
√
∆− 9U ′ < 0, (3)
where ∆ = 81U ′2+81U2β +48U
′Uγ +16U2γ − 6Uβ(27U ′+
8Uγ) when U
′ = U ′1. Different from the boundaries
defined in Eq. (2), in this case the boundaries depend
strongly on the values as well as the sign of U ′m, without
which (U ′ = 0) the two equations collapse to a single
line, Uγ =
1
3Uβ. The corresponding wave functions for
these two cases are supplemented in Ref. 24.
The phase diagrams in Fig. 1 are necessary, but not
sufficient to understand the magnetic phases. In follow-
ing we investigate these phases using the bosonic DMFT,
which captures all the local quantum fluctuations ex-
actly [39–46]. This method has been successfully ap-
plied to investigate the possible exotic magnetisms and
superfluids in various models, including two-component
spin-orbit coupled BH models [47], the spinor BH mod-
els [39]. The reliability of this approach has been com-
pared against the quantum Monte-Carlo simulations [48].
See more details about this approach in Ref. 24.
3TABLE I. Characterization of different quantum phases for
heteronuclear mixtures in an optical lattice. The definition of
these orders (φ1mσ, φ
2
αβ, φ
3
p, M and P ) can be found in the
main text. The various magnetic orders are not measured (-)
in the SF phase with φ1mσ 6= 0.
Phases φ1mσ φ
2
αβ φ
3
p M P
SF 6= 0 - - - -
FM = 0 6= 0 = 0 6= 0 6= 0
pFM = 0 6= 0 6= 0 6= 0 6= 0
NI = 0 6= 0 6= 0 = 0 6= 0
C = 0 = 0 = 0 = 0 6= 0
SSI = 0 = 0 6= 0 = 0 = 0
Phase diagrams from BDMFT. The calculated mag-
netic phases from BDMFT are presented in Fig. 2. These
phases are characterized by various on-site order pa-
rameters [49], including superfluid order φ1σm = 〈bmσ〉,
spontaneous magnetization M = |〈S〉|, spin magnitude
P = 〈S2〉 (where S = S1 + S2), nematic order φ2αβ =
〈SαSβ〉 − δαβ3 〈S2〉 and singlet pairing order φ3p = 〈Θ†Θ〉.
The criteria for these different phases are summarized in
Table I. These orders have also been adopted in other
spinor BH models [50–52]. In these orders, the magne-
tization M measures the spontaneous breaking of sym-
metry from a degenerate subspace to one of them with
M = F . In the uniform phase without this symme-
try breaking, M = 0. To characterize the possible
mixing between different degenerate manifold, we define
P = F ′(F ′+1) (see Fig. 3, and F ′ = F without mixing).
The hidden high-order correlations between the multispin
states should be detected by φ2αβ and φ
3
p, where φ
3
p mea-
sures the pairing effect and φ2αβ the relative phase locking
between spin components. We remark here that these
order parameters are not orthogonal to each other, thus
they may coexist in certain phases. Away from the Mott-
insulating regime, the superfluid order φ1αm is nonzero.
With these order parameters, we characterize the whole
phase diagrams for n = 2 and n = 3.
For n = 2 [Fig. 2(a)], we find five different competing
phases in the Uγ − Uβ plane. According to Fig. 1, the
SSI phase marks the regime when F = 0 and g = 0,
thus the system is simply in the spin singlet insulat-
ing (SSI) phase. The spontaneous magnetization can be
found when F = 2 and g = 5, which is denoted as FM2.
The phase boundary between SSI phase and FM2 phase
is well described by the change of degree of degeneracy
at 3Uγ = Uβ < 0 [see Eq. (2)]. The regime with odd
parity (F = 1) is most intriguing, due to the possible
existence of the cyclic (C) and the ferromagnetic (FM1)
phase, which can be tuned by the interaction strengths,
although all these phases are created from the same de-
generate manifold. Between the C phase and SSI phase,
we also find a narrow regime for nematic insulating (NI)
phase. While the NI phase has been widely investigated
in the spin-1 bosonic particles, we find that this phase
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FIG. 3. (Color online) Zero-temperature phase transitions for
mixtures of spin-1 bosons in a 3D optical lattice with filling
n = 2 and Uγ/U1 = 0.025 (a) and −0.05 (b) [Fig. 2(a)], and
n = 3 and Uγ/U1 = 0.2 (c) and −0.2 (d) [Fig. 2(b)].
is greatly suppressed in our model. Since in our sim-
ulations we have essentially considered an infinite sys-
tem, the small regime for the NI phase should not be
attributed to finite-size effects. The experimental regime
to observe the NI phase will be discussed in more details
in Fig. 4.
The order parameters as a function of interaction
strengths are presented in Fig. 3(a) and (b) for Uγ/U1 =
0.025 and −0.05 respectively, which represents attrac-
tive and repulsive interactions between the atoms. In
the FM2 phase, we find the total magnetization M = 2.
With the increasing of Uβ/U1, a transition from FM2
phase to FM1 (for Uγ > 0) and SSI phase (for Uγ < 0) is
expected. In the former case we find the magnetization
drops from 2 in FM2 phase to 1 in FM1 phase. In the
SSI phase, we find that only the singlet pairing order is
nonzero with φ3p = 3 (see Ref. 52, and discussion in Ref.
24). We find that, the NI phase appears in a small pa-
rameter regime between the C and SSI phases, as shown
in Fig. 3(a), where the singlet pairing order and nematic
order coexist simultaneously with vanishing magnetism.
We remark here that the existence of the singlet pairing
order (φ3p 6= 0) is consistent with our single particle anal-
ysis, as shown in Ref. 24, and that nematic order φ2αβ is
not presented in Fig. 3 to simplify the figure, which is
also nonzero for the NI phase.
The phase diagram for n = 3 is presented in Fig. 2(b),
which is totally different from the phase diagram in
Fig. 2(a). In the regime when F = 3 and g = 7 , we ob-
serve the spontaneous magnetization phase with M = 3
4(denoted as FM3 phase), while in the regime with F = 2
and g = 5, we find the similar magnetization phase with
M = 2 for FM2. Between the FM3 and FM2 phase we
find a broad mixed phase (MX) due to the coupling be-
tween the g = 5 and g = 7 degenerate manifolds with
closed energies. The similar regime can also be found
for n = 2 in Fig. 2(a), but this mixed regime is much
smaller. Again, the most intriguing regime is for F = 1
and g = 3, in which the NI phase and paired FM phase,
which is now denoted as pFM1 phase, can be realized.
We can understand these phases from the evolution of
order parameters as a function of Uβ/U1 in Fig. 3(c) and
(d). In the NI phase, we find that the nematic order
and singlet pairing order coexist, whereas all these three
orders coexist in the pFM1 phase (see the materials in
Ref. 24, where we prove that φ3p is nonzero only in the
regime with F = 1 and g = 3). Note here that we ob-
serve a second-order transition from the NI to the pFM1
phase.
The above interesting phases mainly occur in the
regime for bosonic particles with odd parity, thus cannot
been seen in identical bosonic particles. The whole phase
diagrams for heteronuclear atoms are also totally differ-
ent from the phase diagrams with identical atoms [51, 52].
For instance, in two identical atoms, only the C phase can
be found in the regime of the FM1 phase with on-site
degeneracy g = 3. For three identical atoms, the cyclic
and trimer phases appear, instead of paired FM1 (pFM1)
and anti-paralleling FM2 phases (FM2) in the parame-
ter regime studied here. These observations highlight the
unique features of heteronuclear mixtures.
Mott to superfluid transitions. We now ask the general
question that how and where these phases can be found
in experiments. Away from the deep Mott-insulating
regime, which is frequently encountered in experiments,
quantum fluctuations become more and more important
with the increase of tunneling amplitudes; until finally
the tunneling dominates in the superfluid regime with
φ1αm 6= 0 (see definition in Table I, and magnetism of
weakly interacting bosons can be found in Ref. 19–23).
These fluctuation effects can be naturally included in our
BDMFT approach.
Our calculated Mott to superfluid transition is pre-
sented in Fig. 4 for different filling factors. The calcu-
lated diagrams depend strongly not only on the tunneling
tm, but also on the values of Uα,β,γ and U
′
m. All these
spin orders are stable against quantum fluctuations in the
Mott-insulating lobes. Phase separation may be found in
the n = 1 lobe when the two heteronuclear atoms have
large difference in tunneling amplitudes and interaction
strengths; otherwise, we will find the FM1 or C phase.
In the n = 2 lobe, we find the SSI, NI and FM2 phases
in different parameter regimes. Especially, we find that
it is possible to drive the SSI into the NI phase by tun-
ing the tunneling amplitude [see Fig. 4(a),(d)]. While
in Fig. 2(a), the NI phase can only be observed in a
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FIG. 4. (Color online) Mott insulator to superfluid transition
of spin-1 heteronuclear atoms in a 3D optical lattice (t ≡ t1).
Parameters in (a),(c),(d) are Uβ = 0.032 and Uγ = 0.0011
(87Rb and 23Na), while in (b) are Uβ = −0.059 and Uγ =
−0.002. Other parameters are U2/U1 = 1.92, t2/t1 = 3.78,
Uα/U1 = 1.0 (a),(b), U2/U1 = 1.92, t2/t1 = 1.0, Uα/U1 = 1.0
(c), and U2/U1 = 1.0, t2/t1 = 1.0, Uα/U1 = 0.9 (d). The
phase separation phase in (a) and (b) is abbreviated as PS.
narrow parameter regime, here we find that this phase
can be found in a wide parameter regime by controlling
the system parameters. In the n = 3 lobe, we find the
pFM1 and FM3 phases, while the FM2 phase should be
found in other system parameters. These observations
demonstrate the experimental observability of the novel
magnetic phases predicted in Fig. 2.
We finally discuss the experimental relevance of our
theory. Recently, heteronuclear mixtures of spinor 23Na
and 87Rb bosonic gases have been realized in an opti-
cal dipole trap [17], and quantum phases of homonuclear
spinor 23Na gases in optical lattices explored by overcom-
ing the heating problem induced by the long-time ther-
malization [53, 54]. For this reason, in Fig. 4(a),(c),(d) we
have adopted the experimental parameters Uβ and Uγ for
these two atoms, and U2α < U1U2 to avoid phase separa-
tion. All parameters in the generalized BH model can be
tuned independent, for example, the many-body interac-
tions may be tuned via microwave [25, 26] or optical Fes-
hbach resonances [27–34]. The microscopic structure of
these phases maybe detected using Bragg scattering [55]
or optical birefringence [56, 57]. The gapped spin-singlet
insulator has a nonzero gap to all excitations, which
can be measured by Bragg scattering, and ferromagnetic
phases has a nonzero local spin polarized to a certain di-
rection, which can be measured via spin-dependent light-
atom interactions through dispersive birefringent imag-
ing [56, 57]. Recently, the spin nematic order in spinor
gases was directly measured via a study of the magneti-
zation noise after spin rotation [58].
5To conclude, we show that for heteronuclear atoms,
the angular momentum composition allows both even
and odd parity states even for bosonic atoms, which can
give rise to new exotic magnetic phases in the odd parity
regimes. We address this issue via the bosonic dynami-
cal mean-field theory approach and map out the complete
phase diagrams as a function of many-body interaction
strengths, focusing on the n = 2 and n = 3 Mott lobes.
These phases are characterized by magnetization order,
nematic order, singlet pairing order and spin magnitude
order, which are not only determined by the on-site de-
generacy, but also the competitions from many-body in-
teractions. Their possible relevant regimes and parame-
ters are also presented.
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7SUPPLEMENTARY MATERIAL
EXTENDED BOSE-HUBBARD MODEL
A spinor bosonic gas in an optical lattice is a mixture of hyperfine states of the same isotope. They system can
undergo transitions between macroscopically occupied hyperfine states due to spin-exchange collisions, but it as a
whole is in the ground state. For a system of bosonic gases with hyperfine spin f , for example, the spin-dependent
interactions can be written in the second-quantized form:
V (x1 − x2) = 4π~
2
Ma
2f∑
F=0
aFPF δ(x1 − x2), (S1)
where PF ≡
∑
m |F,mF 〉〈F,mF | is the projection operator, |F,mF 〉 is the total hyperfine spin state formed by two
atoms each with spin f , Ma the atomic mass, and aF is the s-wave scattering length in the channel of total spin F .
The spin-dependent interactions can also be written in the form of spin operators [S1]. For example, for two identical
spin-1 atoms, it can be expressed as:
V (x1 − x2) = (g0P0 + g2P2)δ(x1 − x2)
= (c0 + c2S1 · S2)δ(x1 − x2), (S2)
where c0 =
4pi~2
Ma
a0+a2
3 , c2 =
4pi~2
Ma
a2−a0
3 , and Si is the spin operator of the ith atom with spin-1. For two heteronuclear
spin-1 atoms [S2], however, the interactions take this form:
V (x1 − x2) = (g0P0 + g1P1 + g2P2)δ(x1 − x2)
= (α+ βS1 · S2 + γP0)δ(x1 − x2) (S3)
with α = 2pi~
2
Mµ
a1+a2
2 , β =
2pi~2
Mµ
a2−a1
2 and γ =
2pi~2
Mµ
2a0−3a1+a2
2 with the reduced mass Mµ ≡ M1M2M1+M2 [M1 (M2) denotes
the atomic mass for species 1 (2)].
Following the standard derivation for ultracold spinor gases, the many-body Hamiltonian for a system of heteronu-
clear mixtures of spin-1 condensate takes the following form [S3]:
Hˆ =
∫
dxΦˆ†mσ(x)
(
− ~∆
2
2Mmσ
+ Vmσ(x)
)
Φˆmσ(x)
+
∫
dx
∫
dx′
[
c0m
2
Φˆ†mσ(x)Φˆ
†
mσ′ (x
′)Φˆmσ′ (x′)Φˆmσ(x) +
c2m
2
Φˆ†mσ(x)Φˆ
†
mσ′ (x
′)Sσσ′′′ · Sσ′σ′′ Φˆmσ′′(x′)Φˆmσ′′′ (x)
]
+
∫
dx
∫
dx′
[
αΦˆ†1σ(x)Φˆ1σ(x)Φˆ
†
2σ(x
′)Φˆ2σ(x′) + βΦˆ
†
1σ(x)Sσσ′ Φˆ1σ′(x) · Φˆ†2σ′′ (x′)Sσ′′σ′′′ Φˆ2σ′′′ (x′)
]
+
∫
dx
∫
dx′γ
(−1)σ−σ′
3
Φˆ†1σ(x)Φˆ1σ′ (x)Φˆ
†
2−σ(x
′)Φˆ2−σ′(x′) (S4)
where Φˆmσ(x) is the field annihilation operator for the m species (m = 1, 2) in the hyperfine state |1, σ〉 at point x.
We assume a deep optical lattice potential, and consider only the lowest energy band in the following. We also
assume that the Wannier function of the lowest energy band ωmσ(x − xi) is well localized in the ith lattice site.
Expanding a field operator by Wannier functions of the lowest energy band, Φˆmσ(x) =
∑
i bimσωmσ(x−xi), Eq.( S4)
reduces to a tight-binding Bose-Hubbard model for heteronuclear mixtures of spin-1 bosons in an optical lattice, and
the corresponding Bose-Hubbard model under the single-mode approximation [S4] can be written as:
Hˆ = −
∑
〈ij〉,m,σ
tm(b
†
imσbjmσ +H.c.)−
∑
i,m
µmnim
+
∑
i,m
[
1
2
Umnim(nˆim − 1) + 1
2
U ′m(S
2
im − 2nim) + Uαni1ni2 + UβSi1 · Si2 +
1
3
UγΘ
†
iΘi
]
, (S5)
where b†imσ (biσ) is the bosonic creation (annihilation) operator of hyperfine state mF = σ for species m = 1, 2
at site i, nim =
∑
σ nimσ with nimσ ≡ b†imσbimσ being the number of particles, Sim ≡ b†imσΓσσ′bimσ′ is the local
8total spin operator (Γσσ′ being the usual spin matrices for a spin-1 particle), Θ
† ≡ b†i11b†i−12 − b†i01b†i02 + b†i−11b†i12,
µm denotes the chemical potential, and tm the hopping matrix element between nearest neighbors on the lattice.
The third term in Eq. (S5) describes a Hubbard repulsion with U1,2 = (g
(0)
1,2 + 2g
(2)
1,2)/3
∫
dr|ω1,2(r − ri)|4, and the
fourth term describes on-site spin-dependent interactions with U ′1,2 = (g
(2)
1,2 − g(0)1,2)/3
∫
dr|ω1,2(r − ri)|4. Here, g(s)1,2 =
4π~2a
(s)
1,2/M1,2 with a
(s)
1,2 being the s-wave scattering length in the total spin s = 0 and 2 channels for species 1 and
2, M1,2 the atomic mass, and ω1,2(r− ri) the Wannier function of the lowest energy band localized at the ith lattice
site. The last three terms describe inter-species interactions with Uα = (g
(1)
12 + g
(2)
12 )/2
∫
dr|ω1(r − ri)|2|ω2(r − ri)|2,
Uβ = (g
(2)
12 − g(1)12 )/2
∫
dr|ω1(r− ri)|2|ω2(r− ri)|2, and Uγ = (2g(0)12 − 3g(1)12 + g(2)12 )/2
∫
dr|ω1(r− ri)|2|ω2(r− ri)|2, where
g
(s)
12 = 2π~
2a
(s)
12 /Mµ with a
(s)
12 being the s-wave scattering length in the total spin s = 0, 1 and 2 channels.
WAVE FUNCTIONS FOR n = 2 AND n = 3
Effective Hamiltonian, eigenvalues and eigenvectors
We first consider two heteronuclear atoms trapped in a single site, which is described by H = Uαn1n2 + UβS1 ·
S2+
1
3UγΘ
†Θ, where nm =
∑+1
s=−1 b
†
msbms. For non-identical atoms, we construct the basis as |s;σ〉 = b†1s|0〉⊗ b†2σ|0〉,
where s, σ ∈ {−1, 0, 1}, under which the above Hamiltonian can be expressed as,
H =


Uα + Uβ 0 0 0 0 0 0 0 0
0 Uα Uβ 0 0 0 0 0 0
0 Uβ Uα 0 0 0 0 0 0
0 0 0 Uα Uβ 0 0 0 0
0 0 0 Uβ Uα 0 0 0 0
0 0 0 0 0 Uα + Uβ 0 0 0
0 0 0 0 0 0 Uα − Uβ + Uγ3
Uγ
3 Uβ −
Uγ
3
0 0 0 0 0 0
Uγ
3 Uα − Uβ +
Uγ
3 Uβ −
Uγ
3
0 0 0 0 0 0 Uβ − Uγ3 Uβ − Uγ3 Uα + Uγ3


. (S6)
The eigenvectors and eigenvalues for the above Hamiltonian can be decoupled into three sectors F = 0, 1, 2. We find
for F = 2, EF=2,g=5 = Uα + Uβ, and the wave functions are
ψ2,2 = |1; 1〉, ψ2,1 = |1; 0〉+|0; 1〉, ψ2,0 = 1
2
|1;−1〉+1
2
|−1; 1〉+|0; 0〉, ψ2,−1 = |−1; 0〉+|0;−1〉 ψ2,−2 = |−1;−1〉.
(S7)
For F = 1, EF=1,g=3 = Uα − Uβ, and we have
ψ1,1 = |0; 1〉 − |1; 0〉, ψ1,0 = | − 1; 1〉 − |1;−1〉, ψ1,−1 = |0;−1〉 − | − 1; 0〉. (S8)
For F = 0, EF=0,g=1 = Uα − 2Uβ + Uγ , the wave function is unique, and we have
ψ0,0 = |0; 0〉 − |1;−1〉 − | − 1; 1〉. (S9)
Notice that the above wave functions are not normalized.
Next we consider the case with two identical atoms (m = 1) and one heteronuclear atom (m = 2), therefore n = 3.
The Hamiltonian can be written as
H =
1
2
U1n1(n1 − 1) + 1
2
U
′
1(S
2
1 − 2n1) + Uαn1n2 + UβS1 · S2 +
1
3
UγΘ
†Θ. (S10)
We may represent the basis as |s, s′;σ〉 = Ab†1sb†1s′ |0〉 ⊗ b†2σ|0〉, where A is the normalization constant. Moreover, we
denote |2s;σ〉 = |s, s;σ〉 = (b†1s)2|0〉 ⊗ b†2σ|0〉. Then the Hamiltonian can be represented as,
H =M0 ⊕M1 ⊕M1 ⊕M−1 ⊕M2 ⊕M−2 ⊕M3 ⊕M−3, (S11)
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M3=
(
U1 + U1
′
+ 2Uα + 2Uβ
)
, M−3 =
(
U1 + U1
′
+ 2Uα + 2Uβ
)
, (S12)
M2=
(
U1 + U1
′
+ 2Uα + Uβ
√
2Uβ√
2Uβ U1 + U1
′
+ 2Uα
)
, M−2 =
(
U1 + U1
′
+ 2Uα + Uβ
√
2Uβ√
2Uβ U1 + U1
′
+ 2Uα
)
, (S13)
M1=


U1 + 2Uα
√
2U1
′ √
2Uβ 0√
2U1
′
U1 − U1
′
+ 2Uα +
Uγ
3 Uβ −
Uγ
3
√
2
3 Uγ√
2Uβ Uβ − Uγ3 U1 + U1
′
+ 2Uα +
Uγ
3
√
2(Uβ − Uγ3 )
0
√
2
3 Uγ
√
2(Uβ − Uγ3 ) U1 + U1
′
+ 2Uα − 2Uβ + 23Uγ

 , (S14)
M−1=


U1 + 2Uα
√
2U1
′ √
2Uβ 0√
2U1
′
U1 − U1
′
+ 2Uα +
Uγ
3 Uβ −
Uγ
3
√
2
3 Uγ√
2Uβ Uβ − Uγ3 U1 + U1
′
+ 2Uα +
Uγ
3
√
2(Uβ − Uγ3 )
0
√
2
3 Uγ
√
2(Uβ − Uγ3 ) U1 + U1
′
+ 2Uα − 2Uβ + 23Uγ

 , (S15)
M0=


U1 + U1
′
+ 2Uα − Uβ + Uγ3 Uβ
√
2(Uβ − Uγ3 )
Uγ
3
Uβ U1 − U1
′
+ 2Uα
√
2U1
′
Uβ√
2(Uβ − Uγ3 )
√
2U1
′
U1 + 2Uα +
2
3Uγ
√
2(Uβ − Uγ3 )
Uγ
3 Uβ
√
2(Uβ − Uγ3 ) U1 + U1
′
+ 2Uα − Uβ + Uγ3

 . (S16)
The above Hamiltonian can be decoupled into four sectors with F = 1I, 1II, 2, 3, with corresponding eigenvalues as
EF=3,g=7= U1 + U1
′
+ 2Uα + 2Uβ, EF=2,g=5 = U1 + U1
′
+ 2Uα − Uβ, (S17)
EF=1I,g=3=
1
6
(6U1 − 3U1
′
+ 12Uα − 9Uβ + 4Uγ −
√
81U1
′2 − 162U1′Uβ + 81Uβ2 + 48U1′Uγ − 48UβUγ + 16Uγ2).
For EF=3,g=7, we find the wave functions are
ψ3,3 = |21; 1〉, ψ3,2 =
√
2|1, 0; 1〉+ |21; 0〉, ψ3,1 = 2|20; 1〉+
√
2|1,−1; 1〉+ 2
√
2|1, 0; 0〉+ |21;−1〉,
ψ3,0 = |0,−1; 1〉+ |1,−1; 0〉+
√
2|20; 0〉+ |1, 0;−1〉, ψ3,−1 = 2|20;−1〉+
√
2|1,−1;−1〉+ 2
√
2|0,−1; 0〉+ |2−1; 1〉,
ψ3,−2 =
√
2|0,−1;−1〉+ |2−1; 0〉, ψ3,−3 = |2−1;−1〉. (S18)
For EF=2,g=5, we find the wave functions are
ψ2,2 = − 1√
2
|1, 0; 1〉+ |21; 0〉, ψ2,1 = −|20; 1〉 − 1√
2
|1,−1; 1〉+ 1√
2
|1, 0; 0〉+ |21;−1〉, ψ2,0 = −|0,−1; 1〉+ |1, 0;−1〉,
ψ2,−1 = −|20;−1〉 − 1√
2
|1,−1;−1〉+ 1√
2
|0,−1; 0〉+ |2−1; 1〉, ψ2,−2 = − 1√
2
|0,−1;−1〉+ |2−1; 0〉. (S19)
For F = 1, the eigenvalues depends strongly on the value of Uγ , and so is their eigenvectors. These wave functions
are too complex to be presented here. However, when Uγ = 0, they will take some simple form as following, For
EF=1I,g=3, we find the wave functions are
ψ1I,1 = −
1√
2
|20; 1〉+ |1,−1; 1〉, ψ1I,0 =
√
2|1,−1; 0〉+ |20; 0〉. ψ1I,−1 = −
1√
2
|20;−1〉+ |1,−1;−1〉. (S20)
For EF=1II,g=3, we find the wave functions are
ψ1II,1 =
1
3
|20; 1〉+ 1
3
√
2
|1,−1; 1〉 − 1√
2
|1, 0; 0〉+ |21;−1〉, ψ1II,0 = |0,−1; 1〉 −
2
3
|1,−1; 0〉 − 2
√
2
3
|20, 0〉+ |1, 0;−1〉,
ψ1II,−1 =
1
3
|20;−1〉+ 1
3
√
2
|1,−1;−1〉 − 1√
2
|0,−1; 0〉+ |2−1; 1〉. (S21)
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Mean value of Θ†Θ for φ3p
With the above eigenvectors, we next calculate the expectation of operator Θ†Θ, which is useful to understand the
φ3p order in figures in the main text. In our following calculation, we re-express the operator as following,
Θ†Θ =b†11b
†
2−1b11b2−1 + b
†
11b
†
2−1b1−1b21 − b†11b†2−1b10b20 + b†1−1b†21b11b2−1 + b†1−1b†21b1−1b21 − b†1−1b†21b10b20
− b†10b†20b11b2−1 − b†10b†20b1−1b21 + b†10b†20b10b20 (S22)
For n = 2, we find
Θ†Θ|ψ2,M 〉 = 0 M = −2, · · · , 2
Θ†Θ|ψ1,M 〉 = 0 M = −1, · · · , 1
Θ†Θ|ψ0,0〉 = −3|1;−1〉 − 3| − 1; 1〉 − 3|0; 0〉 = 3|ψ0,0〉 (S23)
Taken the normalization condition into account, we find
〈ψ2,M |Θ†Θ|ψ2,M 〉 = 0 M = −2, · · · , 2
〈ψ1,M |Θ†Θ|ψ1,M 〉 = 0 M = −1, · · · , 1
〈ψ0,0|Θ†Θ|ψ0,0〉 = 3. (S24)
The above results indicate that the order φ3p = 3 in the SSI phase regime, as shown in Fig. 3(b).
For n = 3, we find that
Θ†Θ|ψ3,M 〉 = 0 M = −3, · · · , 3 (S25)
Θ†Θ|ψ2,M 〉 = 0 M = −2, · · · , 2. (S26)
Then
〈ψ3,M |Θ†Θ|ψ3,M 〉 = 0 M = −3, · · · , 3 (S27)
〈ψ2,M |Θ†Θ|ψ2,M 〉 = 0 M = −2, · · · , 2 (S28)
We next focus on the wave functions at Uγ = 0. In the degenerate space of 1I,
Θ†Θ|ψ1I,1〉 = |1,−1; 1〉+
√
2|21;−1〉 − |1, 0; 0〉
Θ†Θ|ψ1I,0〉 = −
√
2|1, 0;−1〉+ 2|20; 0〉 −
√
2|0,−1; 1〉
Θ†Θ|ψ1I,−1〉 = |1,−1;−1〉+
√
2|2−1; 1〉 − |0,−1; 0〉. (S29)
Taken the normalization condition into account, we find
〈ψ1I,1|Θ†Θ|ψ1I,1〉 = 〈ψ1I,0|Θ†Θ|ψ1I,0〉 = 〈ψ1I,−1|Θ†Θ|ψ1I,−1〉 =
2
3
(S30)
In the second degenerate space of 1II,
Θ†Θ|ψ1II,1〉 =
5
3
√
2|1,−1; 1〉+ 10
3
|21,−1〉 − 5
3
√
2|1, 0; 0〉
Θ†Θ|ψ1II,0〉 =
10
3
|1, 0;−1〉 − 10
3
√
2|20; 0〉+ 10
3
|0,−1; 1〉
Θ†Θ|ψ1II,−1〉 =
5
3
√
2|1,−1;−1〉+ 10
3
|2−1, 1〉 − 5
3
√
2|0,−1; 0〉 (S31)
Taken the normalization condition into account, we find
〈ψ1II,1|Θ†Θ|ψ1II,1〉 = 〈ψ1II,0|Θ†Θ|ψ1II,0〉 = 〈ψ1II,−1|Θ†Θ|ψ1II,−1〉 =
10
3
(S32)
The above results demonstrate that the φ3p order is nonzero in the regime with F = 1, g = 3 for n = 3 in Fig. 1,
which corresponds to the NI and pFM1 phases in Fig. 2. The value of φ3p = 4 observed in Fig. 3(d), which exceed
10/3, can be realized by proper superposition of the three degenerate states.
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BOSONIC DYNAMICAL MEAN-FIELD THEORY
To investigate quantum phases of binary mixtures of spinor Bose gases loaded into a cubic optical lattice, described
by Eq. (S5), we establish a bosonic version of dynamical mean-field theory on the generic three-dimensional situation,
and implement a parallel code to tackle the six-spin system with a huge Hilbert space. As in fermionic dynamical
mean field theory, the main idea of the BDMFT approach is to map the quantum lattice problem with many degrees
of freedom onto a single site - ”impurity site” - coupled self-consistently to a noninteracting bath [S5]. The dynamics
at the impurity site can thus be thought of as the interaction (hybridization) of this site with the bath. Note here
that this method is exact for infinite dimensions, and is a reasonable approximation for high but finite dimensions.
BDMFT equations
In deriving the effective action, we consider the limit of a high but finite dimensional optical lattice, and use the
cavity method [S5] to derive self-consistency equations within BDMFT. The effective action of the impurity site up
to subleading order in 1/z is then expressed in the standard way [S5, S6], which is described by:
S
(0)
imp = −
∫ β
0
dτdτ ′
∑
σσ′
(
b
(0)∗
σ (τ) b
(0)
σ (τ)
)
G
(0)−1
σσ′ (τ − τ ′)
(
b
(0)
σ′ (τ
′)
b
(0)∗
σ′ (τ
′)
)
+
∫ β
0
dτ

12Um n(0)m (τ)
(
n(0)m (τ)− 1
)
+
1
2
U ′m
(
S(0)m (τ)
2 − 2n(0)m (τ)
)
− tm
∑
〈0i〉,σ
(
b(0)∗σm (τ)φ
(0)
σm(τ) + H.c.
)

+
∫ β
0
dτ
{
Uαn
(0)
1 (τ)n
(0)
2 (τ) + UβS
(0)
1 (τ) · S(0)2 (τ) +
1
3
UγΘ
(0)∗
1 (τ)Θ
(0)
2 (τ)
}
. (S33)
Here, we have defined the Weiss Green’s function (being a 12× 12 matrix),
G
(0)−1
σσ′ (τ − τ ′) ≡ − (S34)

(∂τ ′ − µσ)δσσ′ + t2
∑
〈0i〉,〈0j〉
G1σσ′,ij(τ, τ
′) t2
∑
〈0i〉,〈0j〉
G2σσ′,ij(τ, τ
′)
t2
∑
〈0i〉,〈0j〉
G2σσ′,ij
∗
(τ ′, τ) (−∂τ ′ − µσ)δσσ′ + t2
∑
〈0i〉,〈0j〉
G1σσ′,ij(τ
′, τ)

,
and introduced
φi,σ(τ) ≡ 〈bi,σ(τ)〉0 (S35)
as the superfluid order parameters, and
G1σσ′,ij(τ, τ
′)≡−〈bi,σ(τ)b∗j,σ′ (τ ′)〉0 + φi,σ′ (τ)φ∗j,σ(τ ′), (S36)
G2σσ′,ij(τ, τ
′)≡−〈bi,σ(τ)bj,σ′ (τ ′)〉0 + φi,σ′ (τ)φj,σ(τ ′) (S37)
as the diagonal and off-diagonal parts of the connected Green’s functions, respectively, where 〈. . .〉0 denotes the
expectation value in the cavity system (without the impurity site). Note here that G
(0)−1
σσ′ (τ − τ ′) is a 12× 12 matrix
with σ (σ′) running over all the possible values −1, 0 and 1 for the two species.
Anderson impurity model
The most difficult step in the procedure discussed above is to find a solver for the effective action. However, one
cannot do this analytically. To obtain BDMFT equations, it is better to return back to the Hamiltonian representation.
Here, the effective action, described by Eq. (2) in the main text, is represented by an Anderson impurity Hamiltonian
Hˆ
(0)
A = −
∑
σ
(
tσ
(
φ(0)∗σ bˆ
(0)
σ +H.c.
)
+
1
2
Uσnˆ
(0)
σ
(
nˆ(0)σ − 1
)
+
1
2
U ′σ
(
Sˆ(0)2σ − 2nˆ(0)σ
)
− µσnˆ(0)σ
)
(S38)
+ Uαnˆ
(0)
1 nˆ
(0)
2 + UβSˆ
(0)
1 · Sˆ(0)2 +
1
3
UγΘˆ
(0)†
1 Θˆ
(0)
2 +
∑
l
ǫlaˆ
†
l aˆl +
∑
l,σ
(
Vσ,laˆ
†
l bˆ
(0)
σ +Wσ,laˆlbˆ
(0)
σ +H.c.
)
,
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where the chemical potential and interaction term are directly inherited from the Hubbard Hamiltonian. The bath
of condensed bosons is represented by the Gutzwiller term with superfluid order parameters φ
(0)
σ for each component
of the two species. The bath of normal bosons is described by a finite number of orbitals with creation operators aˆ†l
and energies ǫl, where these orbitals are coupled to the impurity via normal-hopping amplitudes Vσ,l and anomalous-
hopping amplitudes Wσ,l. The anomalous hopping terms are needed to generate the off-diagonal elements of the
hybridization function.
We now turn to the solution of the impurity model. The Anderson Hamiltonian can straightforwardly be imple-
mented in the Fock basis, and the corresponding solution can be achieved by exact diagonalization (ED) of fermionic
DMFT [S5, S7]. After diagonalization, the local Green’s function, which includes all the information about the bath,
can be obtained from the eigenstates and eigenenergies in the Lehmann-representation
G1imp,σσ′(iωn) =
1
Z
∑
mn
〈m|bˆσ|n〉〈n|bˆ†σ′ |m〉
e−βEn − e−βEm
En − Em + i~ωn + βφσφ
∗
σ′ (S39)
G2imp,σσ′(iωn) =
1
Z
∑
mn
〈m|bˆσ|n〉〈n|bˆσ′ |m〉 e
−βEn − e−βEm
En − Em + i~ωn + βφσφσ
′ . (S40)
Integrating out the orbitals leads to the same effective action as in Eq. (2) in the main text, if the following
identification is made
∆σσ′(iωn) ≡ t2
∑
〈0i〉,〈0j〉
′
G
(0)
σσ′,ij(iωn), (S41)
where
∑′ means summation only over the nearest neighbors of the ”impurity site”, and we have defined the hy-
bridization functions:
∆1σσ′ (iωn) ≡ −
∑
l
(Vσ,lVσ′,l
ǫl − iωn +
Wσ,lWσ′,l
ǫl + iωn
)
∆2σσ′ (iωn) ≡ −
∑
l
(Vσ,lWσ′,l
ǫl − iωn +
Wσ,lVσ′,l
ǫl + iωn
)
. (S42)
Hence, the Weiss Green’s function can be expressed by the hybridization functions, and it reads
G
(0)−1
σσ′ (iωn) = (iωnσz + µσ)δσσ′ −∆σσ′ (iωn)
= Σimp,σσ′(iωn) +G
−1
imp,σσ′(iωn). (S43)
We make the approximation that the lattice self-energy Σlat,σσ′ coincides with the impurity self-energy Σimp,σσ′ ,
and the self-consistency loop is then completed by the conditions for lattice Green’s function
Glat(k, iωn) =
1
iωnσz + µσ −Σimp(iωn)− ǫk (S44)
and for the superfluid order parameter
φ(0)σ = 〈bˆσ〉0, (S45)
where the notation 〈. . .〉0 means that the expectation value is calculated in the cavity system [S8]. Equations (S43),
(S44) and (S45) thus consitute the set of BDMFT self-consistency conditions.
Energy within BDMFT
Results within BDMFT should not depend on the initial conditions of the self-consistency loop. In some cases,
however, the self-consistent BDMFT procedure yields multiple stable solutions, such as around the phase boundary
of first-order transition. To find the ground state of the system in these cases, we need to compare energies of the
coexisting solutions.
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Kinetic energy within BDMFT
In order to calculate energy of the system, the starting point for our calculations is the Hamiltonian of spinor
bosons in 3D optical lattice. Here, we only derive the formula of kinetic energy, since the energy on the impurity
site straightforward for the Hubbard model. In terms of creation and annihilation operators for bosons, b†iσ and biσ,
respectively, it has the form
Hˆkin = −t
∑
〈ij〉,σ
(b†iσbjσ + b
†
jσbiσ). (S46)
We can express the creation and annihilation operators occurring in Eq. (S46) in terms of operators that create
and destroy particles in momentum states by the transformation
biσ =
1
V 1/2
∑
p
e−ip·Ri/~aσp =
1
V 1/2(2π~)3
∫
dpe−ip·Ri/~aσp, (S47)
with its reverse aσp = 1/V
1/2
∑
Ri
eip·Ribiσ. Here, one assumes a Bose gas contained in a box of volume V. The
Hamiltonian (S46) then reads
Hˆkin =
∑
σp
ǫ0pa
†
σpaσp, (S48)
with ǫ0p being single-particle-state energy (or dispersion of the non-interacting tight-binding band ǫ
0
p =
−∑〈ij〉 tijeik·(Ri−Rj)).
Then the expectation value of the kinetic energy operator can be given in this form:
Ekin =
∑
σ
∫
dpǫ0p〈a†σpaσp〉 = −kBT
∑
σ,n
∫
dǫ ǫρ(ǫ)Gσ(iωn), (S49)
where iωn = 2nπ/β, and ρ(ǫ) denotes density of state with changing from momentum space p to energy space ǫ.
Here we have used the relation GA,B(τ) = GB,A(−τ) for Green’s function of bosons. Actually, we have this relation
G∗σ(iωn) = Gσ(−iωn) for real parameters, and then the sum
∑
n can just start from the positive part, i.e. n ≥ 0.
Note here that there is a minus sign in the formula, in contrast to Fermi cases.
Total energy of the impurity site
The ground state within BDMFT corresponds to the solution with the lowest energy, where the total energy of the
impurity site which is given as follows:
E = Ekin + Eint. (S50)
For the BH model describing binary mixtures of spin-1 bosons in optical lattices, the on-site interaction term is give
by:
Eint =
〈∑
σ
[1
2
Uσnˆ
(0)
σ (nˆ
(0)
σ − 1) +
1
2
U ′σ(Sˆ
(0)2
σ − 2nˆ(0)σ )
]
+ Uαnˆ
(0)
1 nˆ
(0)
2 + UβSˆ
(0)
1 · Sˆ(0)2 +
1
3
UγΘˆ
(0)†
1 Θˆ
(0)
2
〉
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