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Tato práce se zabývá teoríı geometrického ř́ızeńı robotického hada. V práci jsou popsány
základńı pojmy diferenciálńı geometrie a teorie ř́ızeńı, které jsou následně použity pro
popis a odvozeńı ř́ıd́ıćıho modelu robotického hada o třech článćıch. Model je aplikován
v simulačńım prostřed́ı V-REP.
Abstract
This thesis deals with the geometric theory of control of a robotic snake. The thesis
includes required definitions of differential geometry and control theory, which are used
to describe and derive the control model for a three segment robotic snake. The model is
applied in the simulation environment V-REP.
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Prohlašuji, že jsem bakalářskou práci Geometrické modely ř́ızeńı robotického hada vypra-
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3.2 Neholonomńı mechanika . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
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V dnešńı době nacháźı robotika stále v́ıce využit́ı. Potřeby vykonávat r̊uzné činnosti moti-
vuj́ı vývoj nových metod ř́ızeńı a návrh̊u robot̊u, kteř́ı jsou takové úkoly schopni efektivně
plnit.
Robotický had je druh robota, který napodobuje pohyb hada. Prvńı výzkum v této
oblasti provedl profesor Shigeo Hirose z Tokijského technologického institutu v 70. le-
tech 20. stolet́ı, avšak prvńı analytický popis hadovitého pohybu pocháźı z roku 1946.
Konstrukčńı řešeńı robotického hada profesora Hirose je založeno na řetězci článk̊u, které
se v̊uči sobě vzájemně natáčej́ı. Každý článek řetězce je po stranách vybaven pasivńımi
kolečky, která zajist́ı velký odpor v normálovém směru k článku.
Ćılem této bakalářské práce je prozkoumat geometrickou teorii ř́ızeńı a seznámit se
s hlavńımi principy ř́ızeńı robotických systémů, sestavit ř́ıd́ıćı model pro tř́ıčlánkového
hada a sestavit kritérium pro kvalitativńı hodnoceńı modelu.
V kapitole 2 byly uvedeny teoretické základy z oblast́ı diferenciálńı geometrie, algebry
a teorie ř́ızeńı, které byly využity v daľśıch kapitolách.
V kapitole 3 byla rozebrána dopředná a inverzńı kinematika. Dále byl uveden stručný
popis problematiky neholonomńıch systémů a metod jejich ř́ızeńı.
Kapitoly 4 a 5 pojednávaj́ı o ř́ıd́ıćıch systémech prvńıho a druhého řádu. Je zde uveden
jejich obecný tvar, diskutováno optimálńı ř́ıd́ıćı kritérium, odvozeńı ř́ıd́ıćıch input̊u a
sestaveńı ř́ıd́ıćıch algoritmů.
V kapitole 6 byla popsána struktura robotického hada o třech článćıch, které jsou ve
svých středech vybaveny pasivńımi kolečky. Na každý článek hada je kladena neholonomńı
podmı́nka, která omezuje pohyb každého článku jen na jeho dopředný směr (nedocháźı
ke smyku v žádném směru). Následně byly odvozeny kinematické rovnice, které byly dále
využity k sestaveńı ř́ıd́ıćıho systému.
Pro ř́ıd́ıćı systém jsou dále navrženy vhodné ř́ıd́ıćı algoritmy. Veškeré výpočty jsou pro-





Připomeňme, že Hausdorff̊uv prostor je topologický prostor, ve kterém je možné každé
dva body oddělit otevřenými množinami. Homeomorfismus je bijektivńı spojité zobrazeńı,
jehož inverzńı zobrazeńı je také spojité.
Topologická n-rozměrná varieta je Hausdorff̊uv prostor M se spočetnou báźı, který je
lokálně homeomorfńı s Rn, tedy pro každý bod x ∈M existuje jeho otevřené okoĺı U ⊂M
a homeomorfismus ϕ : U → ϕ(U) ⊂ Rn. Dvojice (U,ϕ) se nazývá lokálńı mapa. Soustava
map (Uα, ϕα), α ∈ I na M taková, že Uα pokrývá množinu M , se nazývá atlas.
Poznámka: Požadavek spočetné báze je ekvivalentńı tomu, aby z atlasu bylo možné
vybrat konečný nebo spočetný systém map tak, aby pokrývaly celou varietu M.
Dvě lokálńı mapy (U1, ϕ1), (U2, ϕ2) indukuj́ı zobrazeńı ϕ12 := ϕ1 ◦ ϕ−12 : ϕ2(U1 ∩
U2)→ ϕ1(U1∩U2) mezi dvěma podmnožinami Rn, které se nazývá přechodové zobrazeńı.
Řekneme, že atlas (Uα, ϕα) variety M je tř́ıdy C
k, jestliže všechna přechodová zobrazeńı
ϕαβ jsou difeomorfismy tř́ıdy C
k (to znamená že ϕαβ je bijekce tř́ıdy C
k taková, že inverzńı
zobrazeńı je rovněž tř́ıdy Ck). Mapa (U0, ϕ0) se nazývá slučitelná s atlasem (Uα, ϕα) tř́ıdy
Ck, jestliže každé přechodové zobrazeńı ϕ0α je difeomorfismus tř́ıdy C
k. Atlas (Uα, ϕα)
tř́ıdy Ck se nazývá úplný, jestliže obsahuje všechny mapy s ńım slučitelné.
Definice 1. Diferencovatelná varieta tř́ıdy Ck je topologická varieta M spolu s úplným
atlasem tř́ıdy Ck.
Zobrazeńı ϕ z lokálńı mapy (U,ϕ) je dáno n-tićı funkćı (ϕ1, . . . , ϕn), které zapisujeme
ve tvaru (x1, . . . , xn) nebo (xi) a nazýváme lokálńı souřadnice variety M , množinu U
souřadnicovým okoĺım. Řekněme, že zobrazeńı f : M → N mezi varietami je tř́ıdy Ck,
jestliže pro každé x ∈M a každou mapu (V, ψ) na N takovou, že f(x) ∈ V , existuje mapa
(U,ϕ) na M taková, že x ∈ U a zobrazeńı ψ ◦ f ◦ ϕ−1 je tř́ıdy Ck. Zobrazeńı ψ ◦ f ◦ ϕ−1
nazýváme souřadnicovým vyjádřeńım zobrazeńı f . Jsou-li yp lokálńı souřadnice na N , tak
toto souřadnicové vyjádřeńı má tvar yp = fp(x1, . . . , xn). Analogicky definujme, že funkce
f : M → R je tř́ıdy Ck. V daľśım budeme předpokládat, že všechny variety (zobrazeńı,
funkce) jsou tř́ıdy C∞ a budeme je nazývat hladkými. Bijektivńı zobrazeńı f : M → N se
nazývá difeomorfismus, jestliže f i f−1 jsou hladké.
Necht’ M je n-rozměrná varieta. Řekněme, že podmnožina N ⊂ M je jej́ı k-rozměrná
podvarieta, k ≤ n, jestliže pro každý bod x ∈ M existuje lokálńı mapa (U,ϕ) variety
M taková, že x ∈ U a ϕ zobraźı množinu U ∩ N na podmnožinu V ⊂ ϕ(U) ⊂ Rn
určenou rovnicemi xk+1 = 0, . . . , xn = 0. Pak N je zřejmě k-rozměrnou varietou, přičemž
(U ∩N,ϕ|(U ∩N)) je jej́ı lokálńı mapou. Inverzńı zobrazeńı k ϕ : U ∩N → V nazýváme
lokálńı parametrické vyjádřeńı podvariety N.
Dále definujme pojem tečného vektoru na varietě M . Hladké zobrazeńı f : I →M, I ⊂
R nazýváme dráhou na varietě M . Dále předpokládejme, že interval I obsahuje nulu.
Definice 2. Řekněme, že dvě dráhy f, g : I →M splňuj́ıćı f(0) = g(0) = a se dotýkaj́ı v









Vztah (1) nám určuje binárńı relaci dvou drah f, g. Tato relace je ekvivalence, jelikož je
reflexivńı, symetrická a tranzitivńı.
Tř́ıdu ekvivalence drah f(t) na M , které splňuj́ı f(0) = a a dotýkaj́ı se v bodě a ∈M
nazýváme tečný vektor variety M v bodě a a znač́ıme ta =
df(0)
dt




nazýváme souřadnicemi vektoru ta v lokálńıch souřadnićıch (x
i).
Je-li ϕ(xi) : M → R libovolná hladká funkce na U , pak derivaćı funkce ϕ ve směru

















Pro libovolné hladké funkce ϕ, ψ : M → R definované v okoĺı bodu a plat́ı
ta(rϕ+ sψ) = rtaϕ+ staψ, ta(ϕ · ψ) = ϕ(a) · taψ + ψ(a) · taϕ, r, s ∈ R. (2)
Tečný vektor lze ekvivalentně definovat jako operátor ta, který přǐrad́ı funkci ϕ : M →





, který funkci ϕ přǐrad́ı jej́ı derivaci v bodě a podle xi.
Množinu TaM všech tečných vektor̊u variety M v bodě a nazýváme tečným prostorem






Definice 3. Označme disjunktńı sjednoceńı všech prostor̊u tečných k varietěM symbolem
TM , tedy
TM := ∪a∈MTaM ∀a ∈M.
Plat́ı, že sjednoceńı všech tečných prostor̊u má strukturu 2n-rozměrné diferencovatelné
variety. TM nazveme tečným bandlem variety M .
Definice 4. Necht’ TM je tečný bandl variety M . Vektorové pole na varietě M je hladké
zobrazeńı f : M → TM , které každému bodu a ∈M přǐrad́ı tečný vektor f(a) ∈ TaM .
Jsou-li (xi) lokálńı souřadnice na souřadnicovém okoĺı U bodu a ∈ M , pak lze vekto-








kde f i = f i(a) jsou hladké funkce na U . Pro hladkou funkci k : M → R můžeme
definovat jej́ı derivaci fk : M → R ve směru vektorového pole f předpisem (fk)(a) =
f(a)k, kde pravá strana znamená derivaci funkce k ve směru vektoru f(a) ∈ TaM . V






Dráha γ : I → M se nazývá integrálńı křivkou vektorového pole f , jestliže vektor
f(γ(t)) je pro každé t ∈ I tečným vektorem dráhy γ v bodě γ(t), tedy
dγ(t)
dt
= f(γ(t)) ∀ t ∈ I.
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Řešeńım obyčejných diferenciálńıch rovnic dx
i
dt
= f i(x1, . . . , xn) nalezneme integrálńı
křivky vektorového pole. Z teorie ODR plyne, že pro každý bod a ∈M existuje otevřený
interval Ia obsahuj́ıćı 0 a integrálńı křivka γa : Ia → M vektorového pole f taková, že
γa(0) = a. Je-li interval Ia maximálńı, pak je γa jediná. Dále množina Df = ∪a∈MIa×a ⊂
R ×M je otevřená a zobrazeńı Φf : Df → M definované vztahem Φf (t, a) = γa(t) je
hladké. Zobrazeńı Φf se nazývá tok vektorového pole f .
Definice 5. Necht’ f , g jsou hladká vektorová pole na varietě M , bod a ∈ Rn. Operaci
Lieovy závorky poĺı f , g definujeme následuj́ıćım zp̊usobem:




























Operace Lieovy závorky vyjadřuje infinitezimálńı pohyb, který vznikne tokem po čtverci
definovaném poli f , g.
Definice 6. Necht’ M je hladká varieta dimenze m. Označme tečný prostor v libovolném
bodě variety a ∈ M jako TaM . Pak n-rozměrnou distribućı na varietě M , m ≥ n, ro-
zumı́me hladké přǐrazeńı n-rozměrného podprostoru TaM každému bodu a ∈M a znač́ıme
ji ∆.
Označme lineárńı obal jako span. Pokud je distribuce dána množinou hladkých vek-
torových poĺı g1, . . . , gn, pak distribuci vyjádř́ıme vztahem
∆ = span{g1, . . . , gn}.
Definice 7. Uvažujme distribuci ∆ = span{g1, . . . , gm}. Definujme ∆1 = ∆ a dále
∆i = ∆i−1 + [∆1,∆i− 1],
kde
[∆1,∆i− 1] = span{[g,h] : g ∈ ∆1,h ∈ ∆i−1}.
Systém distribućı ∆i nazveme filtraćı přidruženou distribuci ∆ = ∆1.
2.2 Algebraický základ
Nyńı uved’me d̊uležité pojmy, které potřebujeme pro zavedeńı speciálńı ortogonálńıch
grupy a algebry. Pro připomenut́ı si uvedeme i definici grupy a pole.
Definice 8. Uvažujme dvojici (H, ∗), kde H je množina a ∗ je binárńı operace definovaná
na množině H, znač́ıme a ∗ b, a, b ∈ H. Tuto dvojici nazveme grupou, pokud splňuje
následuj́ıćı požadavky:
1. Uzavřenost: ∀ a, b ∈ H : a ∗ b = c ∈ H.
2. Asociativita: ∀ a, b, c ∈ H : (a ∗ b) ∗ c = a ∗ (b ∗ c).
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3. Existence neutrálńıho prvku e: ∀ a ∈ H ∃ e ∈ H : a ∗ e = e ∗ a = a.
4. Existence inverzńıho prvku: ∀ a ∈ H ∃ b : a ∗ b = b ∗ a = e.
Definice 9. Uvažujme množinu F spolu se dvěmi binárńımi operacimi, které označ́ıme
⊕,. Uspořádanou trojici (F,⊕,) nazveme polem, pokud plat́ı:
1. Operace ⊕ a  jsou asociativńı.
2. Komutativita: ∀ a, b ∈ F : a⊕ b = b⊕ a a také a b = b a.
3. Existuj́ı dva r̊uzné prvky 0, 1 v F tak, že plat́ı: ∀ a ∈ F : a⊕ 0 = a a také a 1 = a.
4. Pro všechna a ∈ F existuje prvek −a, pro který plat́ı a⊕ (−a) = 0.
5. Pro všechna a ∈ F, a 6= 0 existuje prvek a−1, pro který plat́ı: a a−1 = 1.
6. Distributivita: ∀ a, b, c ∈ F : a (b⊕ c) = (a b)⊕ (a c).
Definice 10. Lieova grupa je grupa H, která je zároveň hladkou varietou konečné dimenze
a pro kterou jsou operace na grupě (a, b)→ ab a g → g−1 hladké.
Definice 11. Grupa všech čtvercových reálných nesingulárńıch (tj. det(A) 6= 0, A ∈ H)
matic dimenze n se nazývá obecná lineárńı grupa a znač́ımeGL(n,R). Tuto grupu můžeme
chápat i jako varietu, která je otevřená podmnožina Rn2 . Pro matice A,G ∈ H je operaćı
na grupě násobeńı matic:
(A,B)→ A ·B.
Inverzńı prvek matice A je dán jej́ı inverzńı matićı A−1. Obě operace jsou hladké, jelikož
operace využité během násobeńı matic (sč́ıtáńı a násobeńı prvk̊u) a sestrojeńı inverzńı
matice jsou také hladké. Neutrálńım prvkem je jednotková matice řádu n.
Definice 12. Speciálńı ortogonálńı grupa SO(n) je podgrupa obecné lineárńı grupy. De-
finujeme ji vztahem
SO(n) = {R ∈ GL(n,R) : RRT = I, detR = +1}.
Definice 13. Lieova algebra je vektorový prostor g nad polem F spolu s binárńı operaćı
Lieovy závorky.
Jako konkrétńı př́ıklad Lieovy algebry uved’me Lieovu algebru speciálńıch ortogonálńıch
matic dimenze n so(n). Připomeňme, že speciálńı matice jsou takové matice, jejichž
determinant je roven jedné. Ortogonálńı matice A je taková matice, pro kterou plat́ı:
AAT = E, kde E je reálná čtvercová matice. Pro matice nálež́ıćı algebře so(n) také
plat́ı, že jejich stopa je rovna nule, tedy tr(A = 0).
2.3 Základy teorie ř́ızeńı
Pro teorii ř́ızeńı je d̊uležitým pojmem dynamický systém:
Definice 14. Dynamickým systémem rozumı́me dvojici (ρ,Ω), kde Ω ⊂ Rn a ρ(t, x) :
R× Ω→ Ω je spojité zobrazeńı, splňuj́ıćı:
1. ρ(0, x) = x pro ∀x ∈ Ω,
2. ρ(s, ρ(t, x)) = ρ(s+ t, x) pro ∀x ∈ Ω, t, s ∈ R.
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Př́ıkladem dynamického systému je např́ıklad diferenciálńı rovnice
x′ = f(x), (3)
kde f : Ω → Rn je daná funkce, která určuje dynamický systém (ρ,Ω) pomoćı řeš́ıćı
funkce
ρ : (t, x0)→ x(t),
kde x(t) je řešeńı (3) s počátečńı podmı́nkou x(0) = x0. Z obecných vět o existenci a
jednoznačnosti plyne, že pokud je f ∈ Ck, k ≥ 1, je ϕ korektně definováno (alespoň pro t
bĺızká nule) a ϕ je také tř́ıdy Ck. Lze ukázat, že každý dynamický systém (za předpokladu
ϕ ∈ C1) vzniká jako řeš́ıćı funkce určité diferenciálńı rovnice tvaru (3). Pro lineárńı rovnici
x′ = Ax,
kde A je konstantńı matice, lze odpov́ıdaj́ıćı dynamický systém napsat explicitně pomoćı
exponenciály matice:






Globálńı existence řešeńı obecně pro nelineárńı funkce f neńı zaručena.
Uved’me nyńı d̊uležité pojmy z teorie ř́ızeńı. Uvažujme nelineárńı systém na množině
B ⊆ Rn:
ḃ = p(b, u),
kde B nazveme stavový prostor, b ∈ B je stav a u ∈ U ⊂ Rm je ř́ıd́ıćı veličina (dále
input). Soustavu můžeme zapsat také ve tvaru
ḃ = Pu, (4)
kde P je matice vektorových funkćı definovaných na B. Všimněme si, že systém (4) je
dle Definice 7 dynamickým systémem. Systém (4) nazveme ř́ıd́ıćım systémem. Pokud
uvažujeme input u(t), t ∈ [0, T ], pak trajektorii přidruženou u(·) definujeme jako řešeńı
neautonomńı obyčejné diferenciálńı rovnice ḃ = p(b, u(t)).
Ř́ıdit systém (4) znamená naj́ıt vhodný input u(·) takový, abychom se z bodu b(0) =
b0 ∈ B za čas T dostali do bodu bf = b(T ) ∈ B. Řekněme tedy, že systém (4) je ř́ıditelný,
pokud pro všechna b ∈ B existuj́ı T > 0 a input u(t) takové, že přidružená trajektorie
spojuje body b0 a bf .
Řekněme, že systém je lokálně ř́ıditelný v bodě b0, pokud jsme schopni za malý čas T
dosáhnout bĺızkých bod̊u v okoĺı bodu b0. Uvažujme množinu V ⊆ B. Označme RV (b0, T )
jako množinu stav̊u bf pro které plat́ı, že existuje u : [0, T ] → U , které ř́ıd́ı systém (4) z
bodu b0 do bodu bf a splňuje b(t) ∈ V pro 0 ≤ t ≤ T . Dále definujme




jako množinu všech dosažitelných stav̊u až do času T . Systém je lokálně ř́ıditelný na
malém časovém úseku, pokud RV (b0,≤ T ) obsahuje okoĺı b0 pro všechna T > 0 a okoĺı
V bodu b0. Tedy pro všechna okoĺı V bodu b0 existuje trajektorie, která celá lež́ı ve V a
spojuje b0 s nějakým bodem lež́ıćım bf v množině V .
Stavy, pro které neexistuje trajektorie, která by je spojovala se stavy dosažitelnými,
nazveme nedosažitelnými stavy.
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3 Neholonomńı mechanika, dopředná a inverzńı ki-
nematika
3.1 Kinematika
Chceme-li ř́ıdit nějaký systém, řeš́ıme úlohu plánováńı celkového pohybu, který systém
vykoná. Proces určeńı jednotlivých pohyb̊u tvoř́ıćı tento celek v časově diskrétńıch in-
tervalech se nazývá motion planning. Často požadujeme, aby tyto pohyby byly alespoň
z části optimálńı.
Dopředná kinematika využ́ıvá kinematických rovnic k určeńı pohybu, který soustava
vykoná za daný časový úsek. Např́ıklad uvažujme těleso, jehož polohu určuj́ı souřadnice
x, y. Na začátku pohybu v čase t = 0 je jeho poloha x = x0, y = y0. Zvolme např́ıklad
následuj́ıćı ř́ıd́ıćı systém tělesa:
ẋ = cos(t · u1),
ẏ = sin(t · u2),
(5)
kde u1, u2 jsou konstantńı inputy.
Chceme zjistit, jak se těleso pohne za časový úsek T = π. Zvolme inputy u1 = 1,
u2 = 1. Pak polohu tělesa v čase t = π vyjádř́ıme takto:
x = x0 +
∫ π
0
cos t dt = x0,
y = y0 +
∫ π
0
sin t dt = y0 + 2.
Tedy na konci pohybu bude x-ová souřadnice x0 (stejná jako na počátku), zat́ımco y-ová
souřadnice se zvětš́ı o 2.
Inverzńı kinematika naopak z požadované polohy určuje tvar ř́ıd́ıćıho systému. Uvažuj-
me systém (5). Řekněme, že chceme, aby se těleso pohnulo z počátečńı polohy [0, 0] v čase








sin(t · u2) dt = −2.
Vid́ıme tedy, že pro tento pohyb můžeme input u1 zvolit libovolně. Druhý input zvoĺıme
u2 = −1.
3.2 Neholonomńı mechanika
Neholonomńı vazbou nazveme omezeńı, které nelze zapsat ve tvaru
η(q1, q2, . . . , qn, t) = 0.
Neholonomńı mechanika se zabývá mechanickým pohybem těles, které jsou ovlivněny
neholonomńı vazbou. Neholonomńı systém nazveme ř́ıd́ıćı systém (4) ve tvaru
q̇ = u1g1(q) + · · ·+ umgm(q), q ∈M,u = (u1, . . . , um) ∈ Rm,
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kde m ∈ N a g1, . . . , gm jsou vektorová pole tř́ıdy C∞ na M .
Pokud chceme ř́ıdit systém s neholonomńımi podmı́nkami, muśıme dávat pozor, aby-
chom ve stavovém prostoru neprocházeli nedosažitelnými oblastmi, tedy konfiguracemi
systému, která nejsme schopni dosáhnout např́ıklad z d̊uvodu vněǰśıch vliv̊u (překážka na
trase) a nebo konstrukčńıch omezeńı.
Uved’me nyńı některé z hlavńıch metod motion planningu pro neholonomńı systémy:
• Optimálńı ř́ızeńı - jedna z nejpouž́ıvaněǰśıch metod teorie ř́ızeńı. Podstata metody
spoč́ıvá v přǐrazeńı účelového funkcionálu každé trajektorii (jedná se o pohyb ve sta-
vovém prostoru), kterou uvažujeme; následně omeźıme hledáńı na trajektorie, které
minimalizuj́ı účelovou funkci. Typické účelové funkce jsou např́ıklad délka dráhy (ve
vhodné metrice), ř́ıd́ıćı cena (např́ıklad velikost vstupu, což může být norma v dané
metrice) a nebo čas, za který jsme trajektorii schopni proj́ıt.
• Po částech konstantńı inputy - neholonomńı systémy jsme také schopni ř́ıdit po-
moćı po částech konstantńıch input̊u. Princip metody je jednoduchý - spoč́ıvá ve
volbě konstantńıch input̊u v každém časovém kroku. Teoreticky jsme schopni vybrat
nějaký časový interval, na kterém uvažujeme posloupnosti všech možných input̊u
(zdiskretizovaných na konečný počet hodnot); např́ıklad, pokud máme 5 input̊u a
uvažujeme časový krok 1 sekundy, pak simulujeme pohyb všech 5 input̊u najednou
za tento krok - dostáváme 5 nových poloh a pro každou z nich proces opakujeme.
Vid́ıme, že výpočetńı náročnost této metody roste exponenciálně, proto tento př́ıstup
neńı vhodný.
V nedávných letech došlo k vývoji ř́ıd́ıćıho algoritmu využ́ıvaj́ıćıch po částech spo-
jité inputy pro tř́ıdu systémů, které jsou nilpotentńı (distribuce s lineárńım obalem
g1, . . . , gm je nilpotentńı řádu k, jestliže všechny Lieovy závorky řádu větš́ıho než k
zmiźı - to znamená, že nejsou lineárně nezávislé s poli g1, . . . , gm a jejich závorkami),
což výrazně zjednodušuje potřebné výpočty k ř́ızeńı systému.
• Kanonické dráhy - problém neholonomńıho plánováńı drah řeš́ı pomoćı výběru
určitých drah, které využijeme k realizaci žádaného pohybu. Např́ıklad, pokud
uvažujeme plánováńı dráhy pro auto, které jsme schopni natočit a nebo jet v dopřed-
ném směru. Pak pomoćı kombinace těchto dvou pohyb̊u jsme schopni uskutečnit
jakýkoliv pohyb.
4 Řı́d́ıćı systémy prvńıho řádu
Uvažujme ř́ıd́ıćı systém tvaru
q̇ = g1(q)u1 + · · ·+ gm(q)um, (6)
kde vektorová pole gi(q), i = 1, . . . ,m a jejich Lieovy závorky prvńıho stupně [gj, gk], j <
k, k = 1, . . . ,m jsou lineárně nezávislé a nav́ıc plat́ı
TqRn = span{gi, [gj, gk] : i, j, k = 1, . . . ,m}.
Pak tento systém nazveme ř́ıd́ıćım systémem 1. stupně. Důležitá tř́ıda ř́ıd́ıćıch systémů,
které splňuj́ı tuto podmı́nku, byla navržena Brockettem[3].
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Ukažme vlastnosti této tř́ıdy systémů na př́ıkladě:
q̇1 = u1,
q̇2 = u2,
q̇3 = q1u2 − q2u1.




 , g2 =
 01
q1




Uvažujme problém ř́ızeńı tohoto systému z bodu q0 ∈ R3 v čase t = 0 do bodu qf ∈ R3
v čase t = 1. Systém budeme ř́ıdit tak, aby byl součet čtverc̊u ř́ıd́ıćı funkce minimálńı,
tedy aby funkcionál ∫ 1
0
||u||2dt (7)
byl minimálńı. Jelikož q̇i = ui pro i = 1, 2, můžeme posledńı rovnici systému zapsat jako
podmı́nku tvaru
q̇3 = q1q̇2 − q2q̇1.
Minimalizace funkcionálu (7) je ekvivalentńı s úlohou minimalizovat Lagrangián, který
zaṕı̌seme ve tvaru q̇21 + q̇
2
2. Pokud na omezeńı aplikujeme metodu Lagrangeových mul-
tiplikátor̊u, rozš́ı̌ŕıme Lagrangián na následuj́ıćı tvar:
L(q, q̇) = (q̇21 + q̇
2
2) + λ(q̇3 − q1q̇2 + q2q̇1).
Řešeńım problému vázaného extrému dostáváme:
q̈1 + λq̇2 = 0,
q̈2 + λq̇1 = 0,
λ̇ = 0.
(8)



















Všimněme si, že matice Λ je antisymetrická, jelikož jsou λ konstantńı, z čehož vyplývá,













Pokud tedy zvoĺıme body q0, qf , můžeme nyńı naj́ıt u(0) a λ, které budou tento systém
ř́ıdit optimálně. Ze soustavy (8) vyplývá, že stavy q1 a q2 můžeme ř́ıdit př́ımo. Zaj́ımá
nás, jak systém ř́ıdit z bodu q(0) = (0, 0, 0) do bodu q(1) = (0, 0, a). Př́ımou integraćı




= (eΛt − E)Λ−1u(0),
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kde E je jednotková matice. Protože plat́ı q1(1) = q2(1) = 0, dostáváme e
Λ = E, takže










Hodnota ř́ıd́ıćı funkce u je tedy∫ 1
0
||u||2dt = ||u(0)||2 = −λa.
Jelikož λ = 2πn, dostáváme, že minimálńı hodnotu ř́ıd́ıćı funkce nabývá pro n = −1
a plat́ı ||u(0)||2 = 2πn. Ačkoliv je velikost u(0) ∈ R daná, směr může být libovolný. Tedy,
optimálńı input, který ř́ıd́ı systém mezi body (0, 0, 0) a (0, 0, a) je sumou sin̊u a kosin̊u o
frekvenci 2π (obecně řečeno 2π
T
, kde časový interval ř́ızeńı je T ). Zobecněńım systému (8)
na systém m-input̊u dostáváme
q̇i = u1 i = 1, . . . ,m, (9)
q̇ij = qiuj − qjui i < j = 1, . . . ,m. (10)
Rovnice vyjádř́ıme pomoćı antisymetrické matice Y ∈ so(m), kde dolńı trojúhelńık matice
pod diagonálou tvoř́ı prvky −qij; dostáváme tak ř́ıd́ıćı systém v Rm × so(m):
q̇ = u,
Ẏ = quT − uqT .
Euler-Lagrangovy rovnice pro tento systém jsou obdobné jako u systému s dvěma inputy,
tedy:
q̈ − Λq̇ = 0,
Λ̇ = 0,
kde Λ ∈ so(m) je antisymetrická matice Lagrangeových multiplikátor̊u, které dostaneme




Z toho vyplývá, že eΛt ∈ SO(m). Zaj́ımaj́ı nás tedy vlastnosti input̊u pokud q(0) =
q(1) = 0, Y (0) = 0 a Y (1) je daná matice v SO(m). V [3] bylo ukázáno, že pokud m je
sudé a Y je nesingulárńı, inputem je m/2 sinusoid o frekvenćıch
2π, 2 · 2π, . . . , (m)/2 · 2π.
Pokud je m liché, pak Y je singulárńı matice, ale pokud je hodnosti m−1, pak inputem
je (m− 1)/2 sinusoid o frekvenćıch
2π, 2 · 2π, . . . , (m− 1)/2 · 2π.
Tyto poznatky můžeme využ́ıt k sestaveńı následuj́ıćıho algoritmu pro ř́ızeńı systému
(9).
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Algoritmus 1. Algoritmus ř́ızeńı kanonického systému prvńıho stupně
1. Zvoleńım inputu ř́ıd́ıme qi na žádanou hodnotu bez ohledu na změnu qij.
2. Využit́ım sinusoid o pevně svázaných frekvenćıch najdeme u0 takové, že input uř́ıd́ı
qij na žádané hodnoty. Vhodnou volbou inputu se qi neměńı.
Algoritmem ř́ıd́ıme stavy krok po kroku. Nejdř́ıve ř́ıd́ıme stavy, které jsou ř́ıditelné
př́ımo (nultého řádu), a poté ř́ıd́ıme směry prvńıch Lieových závorek. Využit́ım sinu-
soidálńıho inputu lze tedy aproximovat pohyb ve směru Lieovy závorky.
5 Řı́d́ıćı systémy druhého řádu
Uvažujme systémy, ve kterých prvńı řád Lieových závorek neńı dostatečný k tomu, aby
generoval celý tečný prostor TqRn. Začneme rozš́ı̌reńım předešlého kanonického tvaru (6)
na vyšš́ı řád závorek:
q̇i = ui i = 1, . . . ,m (11)
q̇ij = qiuj 1 ≤ i < j ≤ m (12)
q̇ijk = qijuk 1 ≤ i, j, k ≤ m(mod Jacobiho identita). (13)
Dle Jacobiho identity plat́ı (pro všechny cyklické záměny index̊u)
[gi, [gj, gk]] + [gk, [gi, gj]] + [gj, [gk, gi]] = 0,
tedy pro všechna i, j, k plat́ı, že ne všechny stavy tvaru qijk jsou ř́ıditelné. Z tohoto d̊uvodu
označujeme posledńı z předešlých rovnic jako ”mod Jacobiho identita”. Vskutku, př́ımým,
ovšem pracným výpočtem lze ukázat, že plat́ı [1]:
q231 − q132 = q1q23 − q2q13.




Sestrojeńı Lagrangiánu s integrálńı účelovou podmı́nkou (7) na rozd́ıl od systémů
prvńıho řádu obecně nevede ke konstantńım Lagrangeovým multiplikátor̊um. V př́ıpadě
m = 2, bylo v [4] ukázáno, že optimálńı inputy jsou eliptické funkce. I přesto můžeme
Algoritmus 1 rozš́ı̌rit na tento př́ıpad:
Algoritmus 2. Algoritmus ř́ızeńı kanonického systému druhého stupně
1. Ř́ıd́ıme qi na požadované hodnoty. T́ım dojde k driftu, tedy k posunu, v ostatńıch
stavech.
2. Ř́ıd́ıme qij na požadované hodnoty využit́ım pevně svázaných sinusoidálńıch input̊u.
Pokud měl i-tý input frekvenci ωi, qij bude o frekvenci ωi±ωj. Zvoleńım input̊u tak,
že dostaneme frekvenčńı složky v nule, můžeme generovat pohyb v žádaném směru.
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3. Použijeme znovu sinusoidálńı inputy, abychom jsme pohnuli všechny ř́ızené stavy na
p̊uvodńı hodnoty a generovali pohyb pouze ve směru qijk. Je nutné správně zvolit
frekvence input̊u tak, aby ωi±ωj 6= 0, ale zároveň ωi+ωj+ωk mělo nulové frekvenčńı
složky.
Výpočty požadované pro krok 2 tohoto algoritmu jsou identické jako u algoritmu
prvńıho. Výpočty potřebné v kroku 3 jsou obecně pracné, ovšem u vybraných systémů






Pro ř́ızeńı q1, q2, a q12 do požadovaných poloh použijeme Algoritmus 1. Pro ř́ızeńı q121






Obdobně, zvoleńım u1 = bcos(4πt), u2 = a sin(2πt) dostáváme
q121(1) = q121(0) +
a2b
32π2
a všechny ostatńı stavy se vrát́ı do p̊uvodńıch hodnot. Oba algoritmy zmı́něné výše
vyžaduj́ı oddělené kroky pro ř́ızeńı ve směru každého qijk. Je také možné generovat celkový
pohyb ve v́ıce souřadnićıch najednou použit́ım lineárńı kombinace sinusoid a vyřešeńım
polynomiálńı rovnice pro źıskáńı potřebných koeficient̊u.
6 Aplikace na tř́ıčlánkovém hadovi
6.1 Odvozeńı modelu
Robotický had se skládá ze tř́ı článk̊u spojených klouby, které jsou poháněny servomo-
tory umožňuj́ıćı ř́ıdit natáčeńı článk̊u v̊uči sobě. Ve středu každého článku jsou umı́stěna
pasivńı kolečka, která výrazně zvyšuj́ı třeńı článk̊u do stran a snižuj́ı třeńı v dopředném
směru (oproti článk̊um bez koleček). Sledujeme pohyb hada v hlavovém bodu o souřadni-
ćıch x0, y0 vzhledem ke globálńımu souřadnému systému (x, y). Jako absolutńı úhel natoče-
ńı označ́ıme úhel ψ0, který sv́ırá prvńı článek hada s osou x globálńıho souřadného
systému. Jako relativńı úhly natočeńı označ́ıme úhly θ1, θ2, které sv́ıraj́ı dotýkaj́ıćı se
články hada, viz Obrázek 1.
Stavový prostor robotického hada tedy tvoř́ı varieta M dimenze 5, jej́ıž každý bod q je
tvaru q = (x, y, ψ0, θ1, θ2). Tečný vektor na varietě označme q̇ = (ẋ, ẏ, ψ̇0, θ̇1, θ̇2). Varietu
tvoř́ıćı stavový prostor hada lze popsat také jako R2× (S1)3, kde (S1)3 je kartézský součin
tř́ı jednotkových kružnic.
Nyńı odvod́ıme kinematické rovnice robotického hada. Nejdř́ıve vyjádř́ıme polohu








x1; y1 x2; y2 x3; y3
Obrázek 1: Schéma robotického hada
x1 = x0 + l cosψ0,
x2 = x0 + l cos(ψ0 + θ1) + 2l cosψ0,
x3 = x0 + l cos(ψ0 + θ1 + θ2) + 2l cos(ψ0 + θ1) + 2l cosψ0,
y1 = y0 + l sinψ0,
y2 = y0 + l sin(ψ0 + θ1) + 2l sinψ0,
y3 = y0 + l sin(ψ0 + θ1 + θ2) + 2l sin(ψ0 + θ1) + 2l sinψ0.
Vektor rychlosti ve středu každého z článk̊u v̇i = (ẋi, ẏi) dostaneme derivaćı polohy dle
času:
ẋ1 = ẋ0 − lψ̇0 sinψ0,
ẋ2 = ẋ0 − l(ψ̇0 + θ̇1) sin(ψ0 + θ1)− 2lψ̇0 sinψ0,
ẋ3 = ẋ0 − l(ψ̇0 + θ̇1 + θ̇2) sin(ψ0 + θ1 + θ2)− 2l(ψ̇0 + θ̇1) sin(ψ0 + θ1)− 2lψ̇0 sinψ0,
ẏ1 = ẏ0 + lψ̇0 cosψ0,
ẏ2 = ẏ0 + l(ψ̇0 + θ̇1) cos(ψ0 + θ1) + 2lψ̇0 cosψ0,
ẏ3 = ẏ0 + l(ψ̇0 + θ̇1 + θ̇2) cos(ψ0 + θ1 + θ2) + 2l(ψ̇0 + θ̇1) cos(ψ0 + θ1) + 2lψ̇0 cosψ0.
Pohyb hada je ovšem omezen neholonomńı podmı́nkou, která vyjadřuje požadavek pohybu
každého z článk̊u jen v dopředném směru - nedocháźı tedy ke smýkáńı koleček do stran.
To znamená, že vektor rychlosti vi i-tého kolečka je po celou dobu kolmý k normálovému
vektoru ni i-tého článku hada. Tento fakt vyjádř́ıme pomoćı skalárńıho součinu:
vi · ni = 0. (14)
Vyjádř́ıme směrové vektory každého z článk̊u:
s1 = (cosψ0, sinψ0),
s2 = (cos θ1, sin θ1),
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s3 = (cos θ2, sin θ2).
Ke směrovému vektoru každého článku sestroj́ıme normálový:
n1 = (− sinψ0, cosψ0),
n2 = (− sin(ψ0 + θ1), cos(ψ0 + θ1)),
n3 = (− sin(ψ0 + θ1 + θ2), cos(ψ0 + θ1 + θ2)).
Roznásobeńım neholonomńı podmı́nky (14) v jednotlivých článćıch hada dostáváme sou-
stavu tř́ı rovnic:
lψ̇0 + ẏ0 cosψ0 − ẋ0 sinψ0 = 0,
(2lψ̇0 cosψ0 + ẏ0) cos(ψ0 + θ1) + (2lψ̇0 sinψ0 − ẋ0)sin(ψ0 + θ1) + l(ψ̇0 + θ̇1) = 0,
(2l(ψ̇0 + θ̇1) cos(ψ0 + θ1) + 2lψ̇0 cosψ0 + ẏ0) cos(ψ0 + θ1 + θ2) + (2l(ψ̇0 + θ̇1) sin(ψ0 +
θ1) + 2lψ̇0 sinψ0 − ẋ0) sin(ψ0 + θ1 + θ2) + l(ψ̇0 + θ̇1 + θ̇2) = 0.
Zaṕı̌seme tuto soustavu v maticovém tvaru:
Aq̇ =
 − sinψ0 cosψ0 l 0 0− sin (ψ0 + θ1) cos(ψ0 + θ1) c1 l 0












kde A je matice soustavy,
c1 = 2 l cos(ψ0) cos(ψ0 + θ1) + 2 l sin(ψ0) sin(ψ0 + θ1) + l,
c2 = (2 l cos(ψ0 + θ1) + 2 l cos(ψ0)) cos(ψ0 + θ1 + θ2) + (2 l sin(ψ0 + θ1) +
2 l sin(ψ0)) sin(ψ0 + θ1 + θ2) + l,
c3 = 2 l cos(ψ0 + θ1) cos(ψ0 + θ1 + θ2) + 2 l sin(ψ0 + θ1) sin(ψ0 + θ1 + θ2) + l.
Jedná se o soustavu tř́ı homogenńıch lineárńıch diferenciálńıch rovnic s nekonstantńımi
koeficienty (jednotlivé stavové proměnné jsou závislé na čase) prvńıho řádu o pěti nezná-
mých, kterou nejsme schopni obecně řešit. Zaved’me značeńı:
θ̇1 = u1,
θ̇2 = u2.
Nyńı převedeme parametry u1, u2 soustavy (15) na pravou stranu: − sinψ0 cosψ0 l− sin (ψ0 + θ1) cos(ψ0 + θ1) c1










Vynásobeńım soustavy matićı A−1 dostáváme: ẋẏ
ψ̇0
 =
 − sinψ0 cosψ0 l− sin (ψ0 + θ1) cos(ψ0 + θ1) c1
− sin (ψ0 + θ1 + θ2) cos (ψ0 + θ1 + θ2) c2







Označme součin matic G = A−1





 . Pak ř́ıd́ıćı systém zaṕı̌seme






K soustavě (16) přidáme tyto dvě rovnice:
θ̇1 = u1,
θ̇2 = u2.
Nyńı jsme schopni systém zapsat ve vektorovém tvaru:
q̇ = g1u1 + g2u2, (17)









g1 a g2 nazveme ř́ıd́ıćımi vektorovými poli. Soustava (17) tvoř́ı dle Definice 7 spolu se
svou řeš́ıćı funkćı dynamický systém.
Při odvozováńı systému (16) jsme využili násobeńı inverzńı matićı A−1. Aby byla
existence inverzńı matice zaručena, muśı být matice soustavy A regulárńı (tedy jej́ı de-





d = 2 l((− cos(ψ0) cos(ψ0 + θ1) sin(ψ0 + θ1) + (cos(ψ0 + θ1))2 sin(ψ0)− 1/2 sin(ψ0)−
1/2 sin(ψ0 + θ1)) cos(ψ0 + θ1 + θ2) + 1/2 sin(ψ0) cos(ψ0 + θ1)) +
((cos(ψ0 + θ1))
2 cos(ψ0) + cos(ψ0 + θ1) sin(ψ0 + θ1) sin(ψ0)−
1/2 cos(ψ0) + 1/2 cos(ψ0 + θ1)) sin(ψ0 + θ1 + θ2)− 1/2 cos(ψ0) sin(ψ0 + θ1).
Vid́ıme, že je tato nerovnost splněna pokaždé, pokud je determinant definován - to zna-
mená, že d 6= 0. Pokud v nějaké poloze q neńı determinant definován, nazveme ji sin-
gulárńı. Př́ıkladem singulárńı polohy je např́ıklad had lež́ıćı na př́ımce (to znamená, že
θ1 = θ2 = 0), a nebo př́ıpad, kdy středy všech článk̊u hada lež́ı na jedné kružnici (tj.
θ1 = θ2).
V př́ıpadě našeho ř́ıd́ıćıho systému vektorová pole spolu s jejich Lieovými závorkami
prvńıho stupně nepokryj́ı celý tečný prostor. Ke kompletńımu pokryt́ı muśıme použ́ıt
ř́ıd́ıćı pole g1, g2 a Lieovy závorky až do druhého řádu, to jsou [g1, g2], [g1, [g1, g2]] a
[g2, [g1, g2]]. Filtrace našeho systému je (2, 3, 5).
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6.2 Formulace úlohy optimálńıho ř́ızeńı
Naš́ı úlohou je ř́ıdit systém (6) z počátečńıho bodu q0 ∈ R2 × S3 v čase t = 0 do bodu
qf ∈ R2 × S3 v čase t = 1. Jako vhodnou podmı́nku budeme uvažovat, aby byl input u
systému nejmenš́ı, takže požadujeme, aby funkcionál∫ 1
0
||u||2dt
byl minimálńı. Tento problém převedeme na minimalizaci Lagrangiánu q̇24 + q̇
2
5. Rov-
nice q̇1, q̇2, q̇3 nám dávaj́ı podmı́nku pro vázaný extrém. Využit́ım Lagrangeových mul-
tiplikátor̊u můžeme tedy rovnici zapsat v následuj́ıćım tvaru:





Hledáme extrémy této funkce. Aby v nějakém bodě byl extrém, muśı platit, že všechny
parciálńı derivace jsou nulové. Tedy
∂L
∂q̇i
= 0 pro i = 1, . . . , 5,
∂L
∂λj
= 0 pro j = 1, 2, 3.
Řešeńım této soustavy rovnic bychom došli ke tvaru optimálńıch input̊u. Obecně ovšem
tento problém řešitelný neńı; jde o soustavu nelineárńıch diferenciálńıch rovnic s nekon-
stantńımi koeficienty.
6.3 Motion planning
Využit́ım modelu, který jsme výše odvodili, jsme již schopni ř́ıdit robotického hada.
Připomeňme, že had neńı ř́ıditelný v polohách, ve kterých neńı systém (17) definován; tyto
polohy jsme nazvali singulárńı. Pokud chceme obecně vyjádřit, jak se systém (17) pohne





(gi1θ̇1 + gi2θ̇2)dt. (18)
Tento př́ıstup ovšem neńı použitelný, jelikož integrál (18) obecně nedokážeme řešit, jelikož
nejsme schopni určit tvary θ̇1, θ̇2. Koeficienty gi1, gi2 jsou obecně nelineárńı a nekonstantńı.
Pro ř́ızeńı pohybu v okoĺı bodu q0 využ́ıváme ř́ıd́ıćı pole vyč́ıslené v tomto bodě. T́ım
během pohybu vzniká chyba, jelikož ř́ıd́ıćı pole v každém bodě pohybu nabývaj́ı jiných
hodnot.
Problém plánováńı trasy muśıme tedy řešit lokálně. Úlohu zdiskretizujeme na plánová-
ńı trasy na malých časových intervalech, aby byla odchylka skutečného pohybu od pohybu
ve směru vektorových poĺı minimálńı. Využit́ım ř́ıd́ıćıch poĺı a jejich Lieových závorek až
druhého stupně jsme schopni dosáhnout pohybu (ve stavovém prostoru) ve směru těchto
poĺı. Jejich vyč́ısleńım v libovolném bodě zjist́ıme směr, kterým se systém bude z tohoto


























, 0, 0, 0),






















Všimněme si, že pokud zvoĺıme takovou konfiguraci, kde θ1 = θ2, pak plat́ı, že Lieova
závorka prvńıho řádu vyjadřuje pohyb pouze v osách x a y.
Chceme-li robotem pohnout ve směru osy x, vid́ıme, že nám stač́ı j́ıt ve směru kombi-
nace poĺı g1 a g2, zvoĺıme tedy např́ıklad inputy u1 = t, u2 = −2t. Pohybu ve směru osy
y zároveň s rotaćı dosáhneme volbou input̊u u1 = t, u2 = 0. Aplikace ř́ıd́ıćıho algoritmu
systémů druhého stupně je následuj́ıćı:
Algoritmus 3.
1. Př́ımo ř́ıd́ıme relativńı natočeńı článk̊u, tedy úhly θ1, θ2. T́ım dojde k driftu v
ostatńıch stavových proměnných - had se tedy pohne v prostoru a natoč́ı.
2. Využit́ım vhodně zvoleného periodického inputu aproximujeme pohyb ve směru
Lieových závorek (dle volby inputu dosáhneme pohybu ve směru libovolného řádu
závorek). T́ım navrát́ıme hada do p̊uvodńıho bodu v prostoru (souřadnice x, y) a
natočeńı ψ0.
Aplikaćı tohoto algoritmu jsme schopni měnit relativńı úhly natočeńı článk̊u bez
jakéhokoliv relativńıho pohybu v prostoru. Jedná se o metodu ř́ızeńı pomoćı po částech
konstantńıch input̊u.
Obrázek 2: Př́ıklad využit́ı Algoritmu 3 k rekonfiguraci.
Na Obrázku 2 vid́ıme aplikaci Algoritmu 3 k rekonfiguraci hada v omezeném prostoru
do lepš́ı výchoźı polohy pro daľśı pohyby.




1. Zvoĺıme malý časový krok τ a vhodný input u = (θ̇1, θ̇2) tak, aby se had v prostoru
pohnul v požadovaném směru s využit́ım ř́ıd́ıćıch poĺı a jejich závorek.
2. Vybereme jednu z možnost́ı: bud’ přepočteme ř́ıd́ıćı pole, a nebo využijeme výše
uvedeného algoritmu k navráceńı do p̊uvodńı konfigurace.
3. Algoritmus opakujeme.
V př́ıpadě výše uvedených algoritmů je nutné dávat pozor na konstrukčńı omezeńı
robota - pokud bychom ř́ızeńım směřovali do nedosažitelných oblast́ı stavového prostoru,
výsledný pohyb nebude odpov́ıdat našim ř́ıd́ıćım poĺım.
6.4 Dopředný pohyb
Pro optimálńı dopředný pohyb hada bylo z pozorováńı pohybu reálného hada zjǐstěno, že
úhly relativńıho natočeńı θi opisuj́ı takzvanou serpenoidńı křivku. Jejich tvar je
θi = α sin(ωt+ (i− 1)δ) + β0, i ∈ 1, . . . , N − 1,
kde N je počet článk̊u, ω je úhlová frekvence, α je amplituda, δ vyjadřuje fázový posun
mezi články a β0 je kloubový posun, který uvazujeme stejný pro všechny články.
Všimněme si, že pokud budeme ř́ıdit relativńı natočeńı úhl̊u robotického hada podle
serpenoidńı křivky, dostáváme periodický input, který aproximuje pohyb ve směru Lieovy
závorky. Had tedy koná pouze dopředný pohyb.
Serpenoidńı input je tedy vhodný pro dopředný pohyb, na jeho efektivitu má ovšem
velký vliv počet článk̊u hada. U ńızkého počtu článk̊u pohyb nekoṕıruje křivku přesně a
u jednotlivých článk̊u docháźı ke značnému smyku.
Odvozeńı vhodného inputu bylo provedeno v prostřed́ı Maple a následně byl algorit-
mus demonstrován v prostřed́ı V-REP.
I přes ńızký počet článk̊u hada v našem modelu využijeme serpenoidńıho inputu. Se-
stavme algoritmus založený na principu plánováńı pomoćı kanonických drah pro efektivńı
dopředný pohyb za využit́ı serpenoidńıho inputu:
Algoritmus 5.
1. Využijeme pohybu ve směru ř́ıd́ıćıch poĺı a Lieových závorek druhého stupně pro
natočeńı hada do požadovaného směru.
2. Hada ř́ıd́ıme pomoćı serpenoidńıho inputu. Tento pohyb odpov́ıdá směru Lieovy
závorky prvńıho řádu. Plat́ı, že pokud jsou relativńı úhly natočeńı hada na začátku
periody serpenoidńıho pohybu stejné, pak absolutńı natočeńı ψ0 je na konci periody
stejné jako na začátku.
Aplikaćı tohoto algoritmu jsme schopni ř́ıdit robotického hada tak, aby se optimálně
pohyboval v dopředném směru.
7 Simulačńı prostřed́ı V-REP
Pro ověřeńı vytvořeného modelu bylo použito simulačńı prostřed́ı pro robotiku V-REP.
Jedná se o framework zahrnuj́ıćı IDE, zahrnuj́ıćı knihovny d̊uležité pro simulováńı a vývoj
robotických systémů.
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Obrázek 3: Simulačńı prostřed́ı V-REP
1. Hlavńı okno simulace - zde se nacháźı vykresleńı simulace. V levém horńım rohu je
výpis informaćı o posledńım vybraném objektu.
2. Hierarchie scény - v tomto menu vid́ıme všechny objekty, které se v celé simu-
laci nacházej́ı. Můžeme zde objekty měnit a přidávat. Pokud jsou objekty složené,
zobrazuj́ı se od objektu základńıho. Dvojkliknut́ım na ikonu list̊u vedle objektu se
dostaneme ke skript̊um objektu.
3. Prohĺıžeč objekt̊u - odtud můžeme do scény přidávat běžně použ́ıvané předměty.
4. Postranńı panel - slouž́ı pro rychlý př́ıstup k nejpouž́ıvaněǰśım okn̊um.
5. Prohĺıžeč model̊u - aktivńı podokno z postranńıho panelu - slouž́ı k umı́stěńı vzo-
rových robot̊u do simulace.
6. Panel nástroj̊u - slouž́ı pro přeṕınáni módu myši (akce při kliknut́ı, styl navigace
kamery), pro spuštěńı/zastaveńı simulace a změnu jej́ı rychlosti. Lze zde také zvolit,
jaký simulačńı engine bude simulace využ́ıvat, přesnost a velikost časového kroku.
7. Hlavńı panel nástroj̊u - zde je př́ıstup k menu souboru, menu editace vybraného ob-
jektu, menu pro přidáńı nových objekt̊u, menu simulace pro správu chodu simulace
a výběru simulačńıho enginu, menu nástroj̊u, menu plugin̊u, menu př́ıdavk̊u, menu
pro výběr scény a menu nápovědy.
8. Výpis ze simulace.
Simulace ř́ıd́ıme pomoćı skript̊u. V-REP obsahuje API pro jazyky C, C++, Python, Java,
Lua, Matlab a Octave. Scripty jsou přǐrazené celku objekt̊u (tělesu) a nebo př́ımo scéně
(hlavńı skript - každá scéna má defaultně přǐrazený jeden hlavńı skript). Každá simulace
obsahuje 4 fáze, které prob́ıhaj́ı v každém časovém kroku simulace. Scripty obsahuj́ı kód
pro jednotlivé fáze. U objekt̊u se krok děĺı na 4 fáze:
1. Initialization - fáze inicializace; kód fáze inicializace se volá na začátku simulace
nebo při vytvořeńı nového objektu během simulace.
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2. Actuation - fáze ovládáńı; tato fáze prob́ıhá jako prvńı během každého časového
kroku simulace.
3. Sensing - fáze senzor̊u; tato fáze prob́ıhá po fázi ovládáńı během každého časového
kroku.
4. Cleanup - fáze úklidu; proběhne na konci simulace a při zaniknut́ı objektu.
Skripty pro scény obsahuj́ı pouze 3 fáze, a to:
1. Initialization - fáze inicializace, obdobně jako u objekt̊u se volá na začátku simulace.
2. Regular part - hlavńı část, která se volá každý časový krok. Obsahuje všechnu funk-
cionalitu simulátoru (kinematika, dynamika, senzory, atd.).
3. Restoration - část obnoveńı, která se volá na konci každé simulace. Slouž́ı k obnoveńı
p̊uvodńıch konfiguraćı objekt̊u, stav̊u senzor̊u, stav̊u koliźı atd.
Obrázek 4: Skript ř́ızeńı robotického hada.
Na Obrázku 4 vid́ıme, jak vypadá skript v př́ıpadě serpenoidńıho inputu. Rozeberme
nyńı, co jednotlivé př́ıkazy dělaj́ı:
print - vypı́še do konzole text
simGetObjectHandle - tato metoda vrátı́ referenci na objekt se jménem
zadným v argumentu
simSetObjectOrientation - nastavı́ polohu daného objektu
simSetJointTargetPosition - nastavı́ cı́lovou polohu, do které kloub
bude rotovat
simGetSimulationTime() - vrátı́ aktuálnı́ čas simulace
Simulace serpenoidńıho pohybu serpenoid.avi je obsažena v př́ıloze.
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Dále uved’me simulaci pohybu hada ve směru ř́ıd́ıćıho pole g1 (19). Pokud by ne-
docházelo k žádnému smyku, souřadnice x hlavového článku hada by z̊ustala stejná, y by
rostla a zároveň by došlo k rotaci, tedy změně ψ0. Pro ř́ızeńı tedy využijeme input u1 = t,
u2 = 0. Jako délku ř́ızeńı zvoĺıme čas 0,9 sekund z d̊uvodu minimalizace nepřesnosti, tedy
zamezeńı smyku.
Obrázek 5: Počátečńı poloha před začátkem pohybu.
Obrázek 6: Poloha na konci pohybu.
Změna souřadnic během pohybu je ∆x = 0, 0130, ∆y = 0, 0223. Vid́ıme tedy, že došlo
i ke smyku ve směru osy x.
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8 Závěr
V práci byl odvozen model ř́ızeńı robotického hada o třech článćıch s pasivńımi kolečky
ve středu každého z nich. K odvozeńı modelu byla využita neholonomńı podmı́nka, která
omezuje pohyb koleček z každého článku na dopředný, nedocháźı tedy ke smyku. Pomoćı
integrálńıho kritéria velikosti inputu byla formulována úloha optimálńıho ř́ızeńı, která
dále vedla na minimalizaci vázaného Lagrangianu; tato úloha obecně řešitelná neńı. Bylo
popsáno ř́ızeńı robotického hada, tedy řešeńı problému motion planningu. Had byl ř́ızen
lokálně v malých časových úsećıch pomoćı ř́ıd́ıćıch vektorových poĺı a jejich Lieových
závorek. Byla provedena diskuze, kdy je had ř́ıditelný. Byly navrženy celkem tři algoritmy,
a to Algoritmus 3 pro změnu konfigurace bez relativńıho pohybu hada, Algoritmus 4,
pomoćı kterého jsme schopni se s hadem pohybovat v prostoru a Algoritmus 5 na bázi
kanonických drah, který pro dopředný pohyb využil serpenoidńıho inputu.
Zaj́ımavým výsledkem této bakalářské práce je fakt, že pro námi odvozený model,
který je založen na neholonomńı podmı́nce, serpenoidńı input, který byl odvozen pozo-
rováńım pohybu reálného hada, odpov́ıdá periodickému inputu, tedy pohybu ve směru
Lieovy závorky ř́ıd́ıćıch poĺı. Ověřili jsme tedy, že pohyb reálného hada odpov́ıdá pohybu
popsaném nástroji diferenciálńı geometrie.
V posledńı kapitole bylo popsáno simulačńı prostřed́ı V-REP, ve kterém byly ilu-
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Př́ıloha obsahuje CD, na kterém jsou obsaženy:
• Výpočty provedené v prostřed́ı Maple v souborech determinant.mw a had.mw.
• Simulace v prostřed́ı V-REP senzoric snake.ttt.
• Videonahrávka ze simulace serpenoidńıho inputu serpenoid.avi
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