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Abstrakt
Tato pra´ce se zaby´va´ technologi´ı bezdra´tovy´ch senzorovy´ch s´ıt´ı spolu s implementacˇn´ımi
na´stroji zalozˇeny´mi na programovac´ım jazyku NesC a operacˇn´ım syste´mu TinyOS. Popi-
suje, simuluje a implementuje dva za´kladn´ı s´ıt’ove´ protokoly Dissemination a Collection.
V neposledn´ı rˇadeˇ take´ poskytuje postup pro praktickou instalaci aplikac´ı do MicaZ u˚zl˚u
pomoc´ı TinyOS.
Kl´ıcˇova´ slova
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nation, Collection
Abstract
This bachelors thesis is focused on wireless sensor networks implementation tools based
on programming language NesC solution specific operation system TinyOS. It describes,
simulates and implements two crutial net protocols Dissemination and Collection in detail.
Last but not least it delinates method how to practically install applications into MicaZ
nodes with support of TinyOS.
Keywords
wireless sensor networks, basestation, node, TinyOS, nesC, TOSSIM, MicaZ, Dissemination,
Collection
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Kapitola 1
U´vod
V dnesˇn´ı dobeˇ jsou jizˇ relativneˇ dlouhou dobu zna´ma zarˇ´ızen´ı vybavene´ pocˇ´ıtacˇi. Ru˚z-
norodost teˇchto technologi´ı umozˇnila posun k masoveˇ vyra´beˇny´m inteligentn´ım senzor˚um
maj´ıc´ı schopnost mezi sebou komunikovat a sb´ırat data o okoln´ıch podmı´nka´ch. Bezdra´tove´
senzorove´ s´ıteˇ, nebo-li wireless sensor networks (WSN), propojuj´ı tyto mala´ zarˇ´ızen´ı do
bezdra´tove´ s´ıteˇ. Vsˇe prostupuj´ıc´ı s´ıt’ove´ technologie tak da´vaj´ı bezdra´tovy´m senzorovy´m
s´ıt´ım nove´ meˇrˇ´ıtko pro sˇiroke´ spektrum vyuzˇit´ı. Neusta´la´ miniaturizace elektronicky´ch
prvk˚u prˇedstavuje pro WSN nova´ pole pro sve´ uplatneˇn´ı, naprˇ´ıklad v doma´c´ı automatizaci,
monitorova´n´ı lidske´ho zdrav´ı nebo monitorova´n´ı zˇivotn´ıho prostrˇed´ı.
Tato pra´ce si klade za c´ıl nast´ınit cˇtena´rˇi problematiku bezdra´tovy´ch senzorovy´ch s´ıt´ı
s spolu s neˇktery´mi implementacˇn´ımi na´stroji vhodny´mi pro jejich programova´n´ı a simulaci.
Strucˇneˇ popsat, co to jsou bezdra´tove´ senzorove´ s´ıteˇ, z cˇeho se skla´daj´ı a jake´ maj´ı uplatneˇn´ı
v prakticke´m zˇivoteˇ. Da´le pak pouka´zat na neˇktere´ rysy operacˇn´ıho syste´mu TinyOS, na
ktere´m jsou zalozˇeny aplikace v senzorovy´ch s´ıt´ıch a upozornit na neˇktere´ odliˇsnosti starsˇ´ı,
dosud pouzˇ´ıvane´, verze TinyOS od verze nove´. Sezna´mit cˇtena´rˇe se za´kladn´ım konceptem
programovac´ıho jazyka NesC, ktery´ je pouzˇ´ıva´n pro programova´n´ı aplikac´ı.
V ra´mci tohoto te´matu demonstrovat komunikaci v senzorovy´ch s´ıt´ıch a uka´zat funkcˇnost
dvou za´kladn´ıch s´ıt’ovy´ch protokol˚u Collection a Dissemination. Prˇedstavit mozˇnosti simu-
lace na prˇ´ıkladu protokolu Dissemination s vyuzˇit´ım simulacˇn´ı knihovny TOSSIM. V nepo-
sledn´ı rˇadeˇ take´ uka´zat prakticky´ postup vytvorˇen´ı male´ bezdra´tove´ senzorove´ s´ıteˇ s vyuzˇit´ım
MicaZ technologie.
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Kapitola 2
Bezdra´tove´ senzorove´ s´ıteˇ
2.1 Strucˇny´ popis
Vznik te´to technologie je spojen s vy´vojem aplikac´ı pro vojenske´ pouzˇit´ı. Pu˚vodn´ı projekt
americke´ arma´dy SOSUS (Sound Surveillance System) pro protiponorkove´ zbraneˇ, datuj´ıc´ı
se k roku 1949 a na´sledny´ IUSS (Integrated Undersea Surveillance System ), lze povazˇovat
za pocˇa´tek vzniku bezdra´tovy´ch senzorovy´ch s´ıt´ı. Typ teˇchto projekt˚u definoval za´kladn´ı
povahu technologie, tedy male´ autonomn´ı zarˇ´ızen´ı maj´ıc´ı schopnost mezi sebou komunikovat
a sb´ırat data z okoln´ıho prostrˇed´ı. V roce 2001 na´sledovaly projekty Smart Dust a projekt
NEST, ktere´ tyto za´kladn´ı vize da´le v´ıce obohatily.
Pote´ se mysˇlenky senzorovy´ch s´ıt´ı chopila univerzita UC Berkeley, ktera´ vyrobila se´rii
senzor˚u nazvany´ch Mica a vytvorˇila pro neˇ open - source operacˇn´ı syste´m nazvany´ TinyOS.
T´ım dosˇlo k masoveˇjˇs´ımu rozsˇ´ıˇren´ı te´to technologie mezi sˇirsˇ´ı odbornou verˇejnost.
Bezdra´tove´ senzorove´ s´ıteˇ jsou tedy s´ıteˇ zalozˇene´ na bezdra´tove´m propojen´ı autonomn´ıch
zarˇ´ızen´ı. Tato zarˇ´ızen´ı jsou nazy´va´na uzly a jsou vybavena radioprˇij´ımacˇem nebo jiny´m
bezdra´tovy´m zarˇ´ızen´ım pro komunikaci. Mohou take´ obsahovat senzory pro sn´ıma´n´ı r˚uz-
norody´ch fyzika´ln´ıch velicˇin, naprˇ. teploty, tlaku, pohybu nebo hluku. Tato zarˇ´ızen´ı maj´ı
jista´ omezen´ı ve formeˇ male´ rychlosti zpracova´n´ı informac´ı, u´lozˇne´ kapacity a komunikacˇn´ı
sˇ´ıˇrky prˇenosove´ho pa´sma.
Bezdra´tova´ senzorova´ s´ıt’ je da´le tvorˇena zarˇ´ızen´ım nazy´vany´m basestation, ktere´ slouzˇ´ı
ke sbeˇru dat ze s´ıteˇ. Basestation je prˇipojena pomoc´ı neˇktere´ho ze standardn´ıch roz-
hran´ı (USB, RS232) k PC, na ktere´m mu˚zˇe by´t naprˇ. spusˇteˇn program pro analy´zu dat
nasb´ırany´ch ze s´ıteˇ.
Senzorova´ s´ıt’ mu˚zˇe obsahovat tis´ıce uzl˚u a pokry´vat tak velkou geografickou plochu.
Uzly v n´ı obsazˇene´ jsou mobiln´ı a mohou by´t na´hodneˇ rozmı´steˇny v monitorovane´ oblasti.
Ve veˇtsˇineˇ prˇ´ıpad˚u je nutne´, aby s´ıt’ operovala po dlouhou dobu. Proto jsou tato bezdra´-
tova´ zarˇ´ızen´ı napa´jena bateriemi, sola´rn´ımi cˇla´nky pro z´ıska´n´ı energie nebo kombinac´ı oboj´ı.
Po veˇtsˇinu doby provozu je z d˚uvodu minimalizace spotrˇeby energie veˇtsˇina komponent ve
vypnute´m stavu.
Postupem cˇasu si, i jako jine´ technologie (naprˇ. GPS), nasˇly uplatneˇn´ı v kazˇdodenn´ım
zˇivoteˇ. V soucˇasne´ dobeˇ lze videˇt aplikaci teˇchto technologi´ı v oblastech monitorova´n´ı
zˇivotn´ıho prostrˇed´ı, lidske´ho zdrav´ı nebo automatizace v doma´cnostech. Cena, ktera´ je
odvozova´na od velikosti s´ıteˇ a pouzˇity´ch senzor˚u, prˇedstavuje jeden z d˚ulezˇity´ch faktor˚u,
ovlivnˇuj´ıc´ı vy´voj teˇchto technologi´ı. Z toho vyply´va´, zˇe je pro masove´ rozsˇ´ıˇren´ı senzorovy´ch
s´ıt´ı d˚ulezˇita´, a proto je soucˇasny´m trendem cenu neusta´le snizˇovat.
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Viz´ı senzorovy´ch s´ıt´ı budoucnosti [6] je vytvorˇen´ı permanentneˇ funguj´ıc´ıch uzl˚u, ktere´
doka´zˇ´ı vyuzˇ´ıvat okoln´ı energie pro jejich pr˚ubeˇzˇne´ dob´ıjen´ı.
2.2 Senzorovy´ uzel
Pocˇa´tecˇn´ım bodem pro na´vrh te´to komponenty bylo kvalitn´ı pozorova´n´ı pozˇadavk˚u na
bezdra´tove´ senzorove´ s´ıteˇ. Velky´ d˚uraz byl kladen zejme´na na male´ rozmeˇry uzl˚u, ma-
lou spotrˇebu energie a dobre´ prˇizp˚usoben´ı okoln´ım podmı´nka´m. Senzorovy´ uzel, neˇkdy te´zˇ
nazy´va´n mote je mikro-elektronicke´ zarˇ´ızen´ı, ktere´ je schopno vykona´vat beˇh programu,
prova´deˇt sbeˇr informac´ı o okoln´ıch podmı´nka´ch a komunikovat s okoln´ımi uzly v s´ıti.
Obra´zek 2.1 zna´zornˇuje strukturu za´kladn´ıch komponent a obra´zek 2.2 praktickou uka´zku
senzorove´ho uzlu.
Mezi za´kladn´ı komponenty patrˇ´ı [17] mikrokontrole´r, transceiver, extern´ı pameˇt’, zdroj
energie a senzory.
Obra´zek 2.1: struktura senzoru
Du˚lezˇitou soucˇa´st´ı senzorove´ho uzlu jsou senzory, ktere´ urcˇuj´ı typ sn´ımany´ch dat
z okoln´ıho prostrˇed´ı, jimizˇ mohou by´t naprˇ. teplota nebo tlak. Data jsou nejprve sn´ımana´
analogoveˇ a pote´ prˇevedena analogoveˇ digita´ln´ım prˇevodn´ıkem (ADC) a ulozˇena pro pozdeˇjˇs´ı
zpracova´n´ı. Senzory lze rozdeˇlit do neˇkolika skupin v za´vislosti na velicˇineˇ kterou sn´ımaj´ı:
• tepelne´,
• elektromagneticke´,
• mechanicke´,
• chemicke´,
• sveˇtelne´,
• zvukove´,
• ostatn´ı.
C´ılem mikrokontrole´ru je vykona´vat procesy a rˇ´ıdit cˇinnost ostatn´ıch komponent.
Jejich velkou vy´hodou je mala´ spotrˇeba v rˇa´dech mW. Protozˇe lze cˇa´st mikrokontrole´ru
vypnout, lze spotrˇebu sn´ızˇit azˇ rˇa´doveˇ na nW, cozˇ je idea´ln´ı pro dlouhou dobu provozu.
Dalˇs´ımi vlastnostmi jsou dobra´ programovatelnost, flexibilita, male´ rozmeˇry a v neposledn´ı
5
rˇadeˇ take´ n´ızka´ cena. Mezi nevy´hody lze rˇadit malou rychlost v rˇa´du jednotek MHz, ktera´
ovsˇem pro tyto u´cˇely dostacˇuje. Namı´sto mikrokotrole´r˚u lze vyuzˇ´ıt digita´ln´ı signa´ln´ı proce-
sory (DSP), programovatelna´ pole nebo obecne´ desktopove´ procesory, ktere´ maj´ı take´ sve´
pro a proti, ale pouzˇit´ı mikrokotrole´ru se zda´ by´t nejefektivneˇjˇs´ı.
Transceiver je zarˇ´ızen´ı, ktere´ obsahuje vys´ılacˇ a prˇij´ımacˇ radiovy´ch vln. Tento druh
za´rˇen´ı je velice vhodny´ pro broadcastove´ vys´ıla´n´ı, na rozd´ıl od infracˇerveny´ch nebo lase-
rovy´ch vln, ktere´ lze take´ pouzˇ´ıt. Komunikace je mozˇna´ mezi uzly navza´jem nebo uzly
a basestation. Ke sve´ cˇinnosti pouzˇ´ıva´ prˇenosove´ho pa´sma v rozmez´ı 433 MHz azˇ 2.4 GHz
a umozˇnˇuje neˇkolik mo´d˚u, jimizˇ jsou: vys´ıla´n´ı, prˇ´ıjem, idle a rezˇim spa´nku.
Nejcˇasteˇji pouzˇ´ıvanou extern´ı pameˇt´ı je pameˇt’ typu flash. Je to da´no jej´ı malou
energetickou na´rocˇnost´ı, velkou kapacitou a samozrˇejmeˇ take´ n´ızkou cenou.
Dalˇs´ı d˚ulezˇitou soucˇa´st´ı kazˇde´ho senzorove´ho uzlu je zdroj energie, ktery´ je vyuzˇ´ıva´n
vsˇemi komponentami uzlu. Nejveˇtsˇ´ı na´roky na spotrˇebu energie jsou vynalozˇeny prˇi komu-
nikaci zarˇ´ızen´ı. Pro napa´jen´ı se nejcˇasteˇji pouzˇ´ıvaj´ı tuzˇkove´ baterie.
Obra´zek 2.2: Senzorovy´ uzel (MicaZ platforma)
2.3 Senzorova´ s´ıt’
Typicka´ senzorova´ s´ıt’ tvorˇ´ı bezdra´tovou ad-hoc s´ıt’, kde kazˇdy´ senzor podporuje multi-
hop smeˇrovac´ı algoritmus. Ad-hoc je s´ıt’, kde si jsou vsˇechna zarˇ´ızen´ı rovna (peer-to-peer).
Prˇ´ıkladem tohoto typu s´ıteˇ mu˚zˇe by´t naprˇ´ıklad propojen´ı neˇkolika notebook˚u prˇes bezdra´-
tovou s´ıt’ovou kartu(wifi). Uka´zka multihop komunikace je ilustrova´na na obr. 2.3, ktery´
zna´zornˇuje bezdra´tovou senzorovou s´ıt’ obsahuj´ıc´ı neˇkolik uzl˚u a jednu basestation prˇipoje-
nou k pocˇ´ıtacˇi. Pokud uzel cˇ´ıslo 4 potrˇebuje komunikovat s basestation, je to realizova´no
prˇes uzly cˇ´ıslo 7 a 3. Multihop tedy umozˇnˇuje neprˇ´ımou komunikaci prvk˚u v s´ıt´ı za pomoci
mezilehly´ch prvk˚u. Z prakticke´ho hlediska to znamena´, zˇe vsˇechny uzly v s´ıti nemus´ı by´t
v prˇ´ıme´m dosahu naprˇ. basestation a prˇesto s n´ı mohou komunikovat.
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Obra´zek 2.3: Multihop architektura
2.3.1 Proble´m skryte´ho termina´lu
Tento proble´m souvis´ı s detekc´ı koliz´ı [18] v s´ıti a zp˚usoby, jak se s nimi vyporˇa´dat. Kolize
vznikaj´ı prˇi situac´ıch, kdy ve stejnou dobu chce v´ıce uzl˚u vys´ılat data. Vı´ce vys´ıla´n´ı ve
stejnou dobu interferuje a docha´z´ı t´ım ke zkreslen´ı dat, prˇij´ımacˇe nejsou schopny tyto prˇijate´
signa´ly rozliˇsit. Du˚lezˇite´ je upozornit na skutecˇnost, zˇe v s´ıt´ıch nelze zabra´nit koliz´ım, ale
existuj´ı mozˇnosti, jak se s nimi vyporˇa´dat.
CSMA/CA (Carrier Sense Multiple Access With Collision Avoidance) je mechanis-
mus prˇedcha´zen´ı koliz´ı, ktery´ funguje tak, zˇe pokud chce neˇjaky´ uzel komunikovat, mus´ı
to ozna´mit ostatn´ım uzl˚um. Jakmile tuto informaci uzly obdrzˇ´ı, mu˚zˇe komunikace zacˇ´ıt.
Protozˇe v bezdra´tovy´ch senzorovy´ch s´ıt´ıch nemohou zarˇ´ızen´ı za´rovenˇ vys´ılat i prˇij´ımat,
pouzˇ´ıva´ se tento mechanismus i zde.
Meˇjme uzly a,b,c maj´ıc´ı mezi sebou vazby (a,b), (b,c) viz obr. 2.4, neexistuje zde ovsˇem
vazba (c,a). Pokud chce tedy uzel c komunikovat s a, mus´ı tak ucˇinit prˇes uzel b.
Obra´zek 2.4: Proble´m skryte´ho termina´lu
Prˇ´ıkladem tohoto proble´mu je hveˇzdicova´ topologie. Uvnitrˇ umı´steˇny´ access point mu˚zˇe
komunikovat se vsˇemi uzly v s´ıti, ale neˇktere´ uzly se navza´jem nevid´ı, cozˇ mu˚zˇe mı´t za
na´sledek vznik koliz´ı prˇi komunikaci.
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2.4 Uzˇit´ı v praxi
Pouzˇit´ı teˇchto technologi´ı je velice r˚uznorode´ v za´vislosti na pouzˇity´ch senzorech pro mo-
nitorova´n´ı okoln´ıch velicˇin. Lze je rozdeˇlit do neˇkolika skupin:
• monitorova´n´ı prostoru,
• monitorova´n´ı objekt˚u,
• monitorova´n´ı a vza´jemne´ p˚usoben´ı objekt˚u v prostoru.
Prvn´ı kategorie zahrnuje sledova´n´ı zˇivotn´ıho prostrˇed´ı, obyvatelstva nebo klimaticky´ch
zmeˇn na nasˇ´ı planeteˇ. Do dalˇs´ı kategorie lze zahrnout monitorova´n´ı stavebn´ıch objekt˚u,
prˇizp˚usoben´ı fyziologie organizmu˚ zˇivotn´ım podmı´nka´m nebo le´karˇsky´m diagnostika´m. Po-
sledn´ı kategorie zahrnuje sledova´n´ı zˇivota ve volne´ prˇ´ırodeˇ, monitorova´n´ı prˇ´ırodn´ıch kata-
strof nebo havarijn´ıch situac´ı.
Tyto nove´ technologie si postupneˇ nacha´zej´ı cestu do r˚uzny´ch oblast´ı lidske´ho zˇivota
a s postupem cˇasu se s nimi budeme setka´vat cˇ´ım da´l t´ım v´ıce.
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Kapitola 3
TinyOS, NesC
3.1 U´vod
Na pocˇa´tku vy´voje tohoto syste´mu sta´la spolupra´ce mezi univerzitami University of Califor-
nia a Berkeley spolupracuj´ıc´ı s firmou Intel. TinyOS je volneˇ dostupny´ open source operacˇn´ı
syste´m, napsany´ v programovac´ım jazyku NesC a vytvorˇeny´ pro platformu bezdra´tovy´ch
senzorovy´ch s´ıt´ı.
Soucˇasna´ verze TinyOs 2.0 [11] vznikla prˇeimplementaci neˇktery´ch cˇa´st´ı verze p˚uvod-
n´ı a prˇida´n´ım novy´ch koncept˚u. Novy´ na´vrh byl motivova´n nedostatky, ktere´ vyplynuly
z p˚uvodn´ı verze, kdy prˇi jej´ım na´vrhu a implementaci nebyly zrˇejme´. Obsahovala neˇkolik
podstatny´ch omezen´ı, ktera´ spocˇ´ıvala prˇeva´zˇneˇ v nesnadne´m propojova´n´ı komponent, teˇzˇce
hledatelny´ch interakc´ıch a velice obt´ızˇne´m programova´n´ı pro nove´ programa´tory. Mnoho
za´kladn´ıch sluzˇeb je nyn´ı virtualizova´no, cozˇ prˇispeˇlo k snadneˇjˇs´ımu pouzˇ´ıva´n´ı komponent
a omezilo chyby, ktere´ vznikly jejich nespra´vny´m propojen´ım. Soucˇasna´ verze tedy obsahuje
neˇkolik vylepsˇen´ı a zmeˇn vedouc´ıch k lepsˇ´ımu porozumeˇn´ı tohoto syste´mu a snadneˇjˇs´ımu
programova´n´ı.
Je nutne´ nicme´neˇ podotknout, zˇe zmeˇnou d˚ulezˇity´ch cˇa´st´ı syste´mu dosˇlo k nekompa-
tibiliteˇ mezi verzemi. Existuje ovsˇem mozˇnost upgrade [2] zdrojove´ho ko´du aplikace pro
verzi novou. V na´sleduj´ıc´ım textu bude veˇnova´na pozornost neˇkolika za´kladn´ım koncept˚um
syste´mu.
3.2 Program a struktura
NesC (network embedded systems C) je programovac´ı jazyk vycha´zej´ıc´ı z programovac´ıho
jazyka C. Obsahuje neˇktera´ rozsˇ´ıˇren´ı (naprˇ. komponenty a jejich propojen´ı), navrzˇena´ pro
potrˇeby operacˇn´ıho syste´mu TinyOS a bezdra´tovy´ch senzorovy´ch s´ıt´ı.
Program se skla´da´ z neˇkolika propojeny´ch komponent [1], ktere´ navza´jem poskytuj´ı
a vyuzˇ´ıvaj´ı funkce ostatn´ıch komponent obsazˇeny´ch v TinyOS. Komponenty si lze prˇedstavit
jako objekty zapouzdrˇuj´ıc´ı svoji vnitrˇn´ı strukturu a nab´ızej´ıc´ı funkce skrz sva´ rozhran´ı.
Nejveˇtsˇ´ı rozd´ıl od C++ nebo Java objekt˚u je v tom, zˇe nesC komponenty pouzˇ´ıvaj´ı pro
na´zvy identifika´tor˚u loka´ln´ı jmenny´ prostor (local namespace). Pokud tedy implementace
komponenty A obsahuje funkci B, je to reprezentova´no jme´nem A.B v globa´ln´ım jmenne´m
prostoru. Komponenta C mu˚zˇe take´ obsahovat funkci B, ovsˇem mu˚zˇe j´ıt o naprosto odliˇsnou
implementaci funkce B.
Kazˇda´ komponenta je specifikova´na funkcemi, ktere´ poskytuje (provide) ostatn´ım kom-
9
ponenta´m a funkcemi, ktere´ vyuzˇ´ıva´(uses) od jiny´ch komponent. Da´le je komponenta spe-
cifikova´na blokem obsahuj´ıc´ı jej´ı vlastn´ı implementaci. Naprˇ´ıklad specifikace komponenty
SmoothingFilterC [12], slouzˇ´ıc´ı pro pra´ci se sb´ırany´mi daty vypada´ na´sledovneˇ :
module SmoothingFilterC {
provides command uint8_t topRead(uint8_t* array, uint8_t len);
uses command uint8_t bottomRead(uint8_t* array, uint8_t len);
}
implementation {
...
}
SmoothingFilterC tedy poskytuje funkci topRead a proto ji mus´ı take´ definovat. Je to
proto, aby mohla by´t v prˇ´ıpadeˇ potrˇeby zavola´na jinou komponentou. Modul vyuzˇ´ıva´ ke
sve´ cˇinnosti funkce bottomRead, kterou poskytuje jina´ komponenta. Mus´ı proto vytvorˇit
odkaz na tuto funkci a t´ım vytvorˇ´ı za´vislost na jine´ komponenteˇ definuj´ıc´ı ji.
Tento zp˚usob, kdy jsou deklarova´ny individua´ln´ı funkce v komponenteˇ, nen´ı v praxi
moc pouzˇ´ıva´n. Mı´sto toho se pouzˇ´ıvaj´ı nesC rozhran´ı, ktera´ obsahuj´ı souhrn souvisej´ıc´ıch
funkc´ı. Naprˇ´ıklad rˇ´ızen´ı spotrˇeby obsahuje funkce, ktere´ aplikace potrˇebuje pro zap´ına´n´ı
a vyp´ına´n´ı nejr˚uzneˇjˇs´ıch komponent jako naprˇ. senzor˚u nebo radiokomunikace. Rozhran´ı
vyjadrˇuj´ıc´ı tuto funkcionalitu vypada´ na´sledovneˇ:
interface StdControl {
command error_t start();
command error_t stop();
}
Rozhran´ı tedy vyjadrˇuje abstrakci reprezentuj´ıc´ı funkce, ktere´ mohou by´t vyuzˇ´ıva´na pro
zap´ına´n´ı a vyp´ına´n´ı ostatn´ıch komponent v aplikaci.
V TinyOS je prova´deˇn´ı mnoha beˇzˇny´ch operac´ı, jako naprˇ. sbeˇr dat senzor˚u cˇi odes´ıla´n´ı
dat, rozdeˇleno na oddeˇlene´ cˇa´sti (split phase). Charakteristickou vlastnost´ı teˇchto operac´ı
je jejich obousmeˇrnost (bidirectional) – existuje zde vstupn´ı bod (downcall), ktery´ zacˇ´ına´
operaci a vy´stupn´ı bod (upcall), ktery´ oznacˇuje dokoncˇen´ı operace. V programovac´ım jazyku
nesC jsou typicky vstupn´ımi body funkce (command) a vy´stupn´ımi body uda´losti (events).
Tuto obousmeˇrnost obsahuje rozhran´ı Send slouzˇ´ıc´ı pro odesla´n´ı paket˚u v TinyOS:
interface Send {
command error_t send(message_t* msg, uint8_t len);
event void sendDone(message_t* msg, error_t error);
command error_t cancel(message_t* msg);
...
}
Zda komponenta poskytuje nebo vyuzˇ´ıva´ Send rozhran´ı je urcˇeno, kterou cˇa´st rozdeˇlene´
operace reprezentuje. Poskytovatel Send definuje funkci send, cancel a uda´lost sendDone.
Uzˇivatel Send rozhran´ı potrˇebuje definovat sendDone uda´lost a mu˚zˇe volat send a cancel
funkce. Kdyzˇ zavola´n´ı funkce send vra´t´ı SUCCESS, msg parametr funkce povol´ı poskytova-
teli, aby se pokusil odeslat paket. Pokud vsˇe probeˇhne v porˇa´dku, poskytovatel signalizuje
sendDone, posla´n´ım ukazatele nazpeˇt uzˇivateli.
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3.2.1 Konfigurace a propojen´ı
Prˇedcha´zej´ıc´ı cˇa´st se zaby´vala moduly, ktere´ jsou za´kladn´ımi stavebn´ımi kameny TinyOS
aplikace. Obsahuj´ı stavy a implementaci programove´ logiky. Moduly pojmenova´vaj´ı funkce
a promeˇnne´ bez jejich loka´ln´ıch jmenny´ch prostor˚u, proto mus´ı existovat mechanismus
mapuj´ıc´ı mnozˇinu jmen jedne´ komponenty do mnozˇiny jmen v jiny´ch komponenta´ch. Tento
mechanismus, kdy propojujeme nejme´neˇ dveˇ komponenty, nazy´va´me propojova´n´ı nebo-
li wiring. Aplikace se tedy kromeˇ modul˚u, ktere´ vyuzˇ´ıvaj´ı a poskytuj´ı rozhran´ı, skla´da´
z konfiguracˇn´ıch soubor˚u, ktere´ implementuj´ı vza´jemne´ propojen´ı komponent do veˇtsˇ´ıch
aplikac´ı. Pro zaj´ımavost lze uve´st, zˇe TinyOS obsahuje v´ıce teˇchto konfiguracˇn´ıch soubor˚u
nezˇ modul˚u. Konfiguracˇn´ı soubory maj´ı velmi podobnou strukturu jako moduly. Obsahuj´ı
svoji specifikaci a implementaci.
Propojen´ı komponent uka´zˇeme na prˇ´ıkladu z nasˇ´ı implementace. Aplikace demonstruje
mozˇnosti Dissemination protokolu, ktery´ slouzˇ´ı pro aktualizaci dat v senzorove´ bezdra´tove´
s´ıti. Kazˇdy´ch sˇest vterˇin se aktualizuje hodnota cˇ´ıtacˇe, ktera´ je pote´ rozsˇ´ıˇrena do s´ıteˇ, a na
za´kladeˇ te´to hodnoty se rozsv´ıt´ı prˇ´ıslusˇne´ diody. Prvn´ı cˇa´st aplikace tvorˇ´ı modul SimDis-
seminationC.nc. Obsahuje rozhran´ı komponent, ktera´ vyuzˇ´ıva´ ke sve´ cˇinnosti a da´le pak
vlastn´ı implementaci aplikace. Druhou cˇa´st´ı aplikace je konfiguracˇn´ı soubor SimDissemi-
nationAppC.nc obsahuj´ıc´ı propojen´ı komponent.
module SimDisseminationC {
uses interface Boot;
uses interface SplitControl as RadioControl;
uses interface StdControl as DisseminationControl;
uses interface DisseminationValue<uint16_t> as Value;
uses interface DisseminationUpdate<uint16_t> as Update;
uses interface Leds;
uses interface Timer<TMilli>;
}
implementation {
...
call Leds.led0On();
...
}
Komponenta LedsC poskytuje Leds rozhran´ı:
configuration LedsC {
provides interface Init @atleastonce();
provides interface Leds;
}
Kdyzˇ dojde v programu k zavola´n´ı Leds.led0On(), tedy rozsv´ıcen´ı prvn´ı diody, pojme-
nuje si funkci v jej´ım vlastn´ım loka´ln´ım jmenne´m prostoru (SimDisseminationC). SimDis-
seminationC zavola´ funkci SimDisseminationC.Leds.Led0on(), LedC tedy poskytuje funkci
SimDisseminationC.Leds.Led0on(). Cˇa´st konfiguracˇn´ıho soubor SimDisseminationAppC.nc
z nasˇ´ı aplikace obsahuje toto propojen´ı:
configuration SimDisseminationAppC {}
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implementation {
components SimDisseminationC;
...
components LedsC;
SimDisseminationC.Leds -> LedsC;
...
}
Syntakticky jsou konfigurace velmi jednoduche´. Mohou obsahovat opera´tory →, ← a =.
Sˇipka smeˇrˇuj´ıc´ı vpravo urcˇuje vztah uzˇivatel → poskytovatel a sˇipka smeˇrˇuj´ıc´ı vlevo vztah
inverzn´ı.
TinyOS tedy rozliˇsuje dva typy komponent, jimizˇ jsou moduly poskytuj´ıc´ı implemen-
taci rozhran´ı a konfigurace poskytuj´ıc´ı rozhran´ı pro vza´jemne´ propojen´ı komponent. Pro-
gramova´n´ı aplikac´ı pro TinyOS nespocˇ´ıva´ ve vytva´rˇen´ı novy´ch softwarovy´ch komponent,
ny´brzˇ v kombinaci jizˇ existuj´ıc´ıch a jejich vza´jemny´m propojen´ım do funguj´ıc´ı aplikace.
3.3 Platformy
Pojem platforma zde prˇedstavuje sb´ırku cˇip˚u a programovy´ ko´d je propojuj´ıc´ı. Seznam
je umı´steˇn v souboru /tos/platform a prˇi kompilaci programu nesC prˇekladacˇem pro-
hleda´va´n. Naprˇ´ıklad seznam pro micaZ platformu sdeˇluje kompila´toru (ncc), aby pouzˇil
radiocˇip CC2420 nacha´zej´ıc´ı se v /tos/chips/CC2420 a mikrokontrole´r ATmega128 z ad-
resa´rˇe tos/chips/atm128.
Hardwarova´ abstrakce je v TinyOS 2.0 tvorˇena trˇ´ı-u´rovnˇovou hierarchi´ı, nazvanou Hard-
ware Abstraction Architecture (HAA), ktera´ je zna´zorneˇna na obr. 3.1.
Na vrcholu te´to architektury je hardwaroveˇ neza´visla´ vrstva (HIL), ktera´ poskytuje
hardwaroveˇ neza´vislou abstrakci. Komponenty na te´to vrstveˇ nemaj´ı specia´ln´ı prefix v na´zvu
na rozd´ıl od nizˇsˇ´ıch vrstev a prˇedstavuj´ı abstrakci aplikac´ı, ktere´ mohou by´t bezpecˇneˇ kom-
pilova´ny na r˚uzny´ch platforma´ch. Pro ilustraci, HIL komponenta mica2 platformy CC1000
je oznacˇena ActiveMessageC, ktera´ reprezentuje komunikacˇn´ı vrstvu pro pos´ıla´n´ı zpra´v.
Vrstva hardwarove´ abstrakce (HAL) poskytuje u´plne´ pouzˇit´ı hardware, avsˇak pouzˇit´ı
je komplikovaneˇjˇs´ı nezˇ v prˇ´ıpadeˇ HIL. Na´zev komponent obvykle obsahuje prefix zacˇ´ınaj´ıc´ı
CC1000.
Hardwaroveˇ prezencˇn´ı vrstva (HPL) zna´zornˇuje tenkou softwarovou vrstvu na vrcholu
hardware reprezentuj´ıc´ı vstupy a vy´stupy nebo registry jako nesC rozhran´ı. Na´zev je tvorˇen
prefixem Hpl na´sledovany´m na´zvem cˇipu, tedy naprˇ. HplCC1000.
Obra´zek 3.1: HAA architektrura
Mezi soucˇasne´ podporovane´ platformy patrˇ´ı mica2, micaZ, telosb, tinynode. Seznam
vsˇech podporovany´ch lze nale´zt v adresa´rˇi /tos/platforms.
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3.4 Pla´novacˇ
Operacˇn´ı syste´m TinyOS neobsahuje zˇa´dne´ ja´dro ani procesy. Vsˇe se deˇje na za´kladeˇ
uda´lost´ı (event), ktere´ jsou generova´ny v prˇ´ıpadeˇ neˇjake´ cˇinnosti, jako naprˇ. tiknut´ı cˇasovacˇe
nebo posla´n´ı zpra´vy okoln´ım uzl˚um. Pla´novacˇ je nepreemptivn´ı FIFO (first in first out)
fronta pro ukla´da´n´ı teˇchto uda´lost´ı. Pu˚vodn´ı prˇ´ıstup byl zalozˇen na mysˇlence sd´ılene´ fronty
pro vsˇechny u´lohy a mozˇnost´ı pos´ılat u´lohy v´ıcekra´t. To se uka´zalo by´t problematicke´
v prˇ´ıpadeˇ u´loh rozdeˇleny´ch na v´ıce cˇast´ı split phases, protozˇe pokud byla fronta plna´, ope-
race odesla´n´ı selhala a dosˇlo tak k zablokova´n´ı na´sleduj´ıc´ı komponenty, ktera´ cˇekala na
zpra´vu o dokoncˇen´ı. Novy´ prˇ´ıstup navrzˇeny´ v TinyOS 2.x prˇideˇluje kazˇde´ u´loze vlastn´ı slot
obsazˇeny´ ve fronteˇ a u´loha mu˚zˇe by´t posla´na pouze jednou. Pokud potrˇebuje komponenta
poslat u´lohu neˇkolikra´t, provede se to nastaven´ım vnitrˇn´ıho stavu promeˇnne´ tak, zˇe prˇi
vykona´n´ı je prˇeposla´na sama sobeˇ. Za nevy´hodu tohoto prˇ´ıstupu lze povazˇovat nutnost re-
zervovat pro kazˇdou u´lohu 1 byte ve fronteˇ. V prˇ´ıpadeˇ velky´ch aplikac´ı, jako naprˇ. TinyDB,
se pameˇt’ove´ na´roky pohybuj´ı okolo 1 KB.
Syste´m umozˇnˇuje uplatnˇovat nove´ pla´novac´ı politiky, naprˇ. prioritn´ı, zalozˇene´ na cˇasovy´ch
raz´ıtka´ch aj..
3.4.1 Cˇasovacˇ
Mikrokontrole´ry nab´ızej´ı bohaty´ syste´m cˇasovacˇ˚u, zahrnuj´ıc´ı r˚uznorody´ rozsah cˇasova´n´ı,
prˇesnost a rozmanite´ mozˇnosti. Da´le pak jeden nebo v´ıce porovna´vac´ıch registr˚u urcˇeny´ch
pro spusˇteˇn´ı, prˇerusˇen´ı nebo zmeˇny hodnoty cˇasovacˇe. TinyOS se nesnazˇ´ı postihnout tuto
r˚uznorodost ve sve´ platformeˇ neza´visle´ architekturˇe, naopak vyuzˇ´ıva´ princip˚u HAA archi-
tektury pro vytvorˇen´ı funkcionality skrz komponenty a rozhran´ı na HPL vrstveˇ. Pro vsˇechny
cˇasovacˇe plat´ı dva spolecˇne´ rysy, jimizˇ jsou meˇrˇen´ı cˇasu a periodicke´ generova´n´ı uda´lost´ı
v cˇase. Cˇasovacˇ tedy prˇedstavuje komponentu, ktera´ meˇrˇ´ı cˇas a v urcˇite´m cˇase vygeneruje
uda´lost, nebo periodicky generuje uda´losti se zvolenou periodou. Podporovany´mi cˇasovacˇi
z hlediska prˇesnosti jsou millisekundove´, mikrosekundove´ a 32 KHz cyklus hodin. Z hlediska
rozsahu cˇ´ıtany´ch hodnot lze pouzˇ´ıt 8, 16, 32 nebo 64-bitove´ cˇ´ıtacˇe. Da´le syste´m poskytuje
velice prˇesne´ asynchronn´ı cˇasovacˇe (jsou oznacˇeny slovem async).
3.5 Komunikace a s´ıt’ovy´ protokol
TinyOs poskytuje abstrakci na u´rovni paket˚u ve formeˇ Active Message (AM) [4], ktera´
prˇedstavuje asynchronn´ı komunikacˇn´ı mechanismus, slouzˇ´ıc´ı k plne´ hardwarove´ flexibiliteˇ
a vy´konu uvnitrˇ s´ıteˇ. Pro u´cˇel komunikace obsahuje TinyOS strukturu nazvanou message t
[9] obsahuj´ıc´ı hlavicˇku, data, metadata a paticˇku (viz obr. 3.2). Definici lze nale´zt v tinyos-
2.x/tos/types/message.h. Kazˇda´ platforma definuje vlastn´ı specifikaci hlavicˇky, paticˇky
a metadat v message t.
Obra´zek 3.2: Struktura message t
Hlavicˇka je tvorˇena polem bajt˚u, jejichzˇ velikost je da´na spojen´ım de´lek hlavicˇek plat-
formy. Protozˇe za´sobn´ık cˇasto uprˇednostnˇuje pakety ulozˇene´ souvisle, rozlozˇen´ı paket˚u
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v pameˇti nemus´ı odra´zˇet rozlozˇen´ı nesC struktury. Platforma MicaZ (CC2420) obsahuje
11 bytovou hlavicˇku.
Datove´ pole message t doka´zˇe pojmout data o velikosti dane´ konstantou
TOSH DATA LENGTH, jej´ızˇ implicitn´ı hodnota je 28 byt˚u. Tato hodnota se da´ zmeˇnit,
avsˇak mu˚zˇe t´ım doj´ıt k situaci, kdy budou mı´t dveˇ odliˇsne´ verze aplikace rozd´ılnou velikost
MTU (maximum transmission unit). Obdrzˇ´ı-li datova´ vrstva paket, jehozˇ datova´ cˇa´st je
delˇs´ı nezˇ TOSH DATA LENGTH tak je zahozen.
Paticˇka zajiˇst’uje, zˇe message t ma´ dostatecˇneˇ velky´ pameˇt’ovy´ prostor pro uchova´n´ı
za´pat´ı vsˇech na´lezˇ´ıc´ıch linkovy´ch vrstev, pokud jsou da´ny velikosti MTU. Ulozˇen´ı za´pat´ı je
za´visle´ na jednotlivy´ch platforma´ch a nemus´ı korespondovat s nesC strukturou.
Metadata uchova´vaj´ı informace, ktere´ nejsou pos´ıla´ny nebo je pouzˇ´ıva´ za´sobn´ık. Tento
mechanismus umozˇnˇuje datove´ vrstveˇ ulozˇit naprˇ. informace o RSSI (Received Signal Stren-
gth Indication) cˇi cˇasovy´ch raz´ıtka´ch.
Struktura je dostatecˇneˇ velka´ pro uchova´n´ı paket˚u z kazˇde´ho komunikacˇn´ıho rozhran´ı
uzlu. Z d˚uvodu zapouzdrˇen´ı je prˇ´ıstup k n´ı realizova´n pomoc´ı rozhran´ı. Naprˇ´ıklad z´ıska´n´ı
c´ılove´ho AM paketu nazvane´ho msg je provedeno zavola´n´ım AMPacket.destination(msg)
komponentou. Pouzˇit´ım rozhran´ı pro odesla´n´ı za´rovenˇ urcˇujeme adresn´ı mo´d pro komuni-
kaci, tedy naprˇ. AM komunikace obsahuje AMSend rozhran´ı pozˇaduj´ıc´ı AM c´ılovou adresu.
Active messages komunikace je virtualizova´na skrz cˇtyrˇi za´kladn´ı komponenty, ktery´mi
jsou AMSenderC, AMReceiverC, AMSnooperC a AMSnoopingReceiverC.
V operacˇn´ım syste´mu jsou implementova´ny dva za´kladn´ı s´ıt’ove´ protokoly [16], respek-
tive komponenty, ktere´ je poskytuj´ı. Prvn´ı (Dissemination) z nich spolehliveˇ dorucˇuje male´
(20 byte) objemy dat ke kazˇde´mu uzlu v s´ıti, druhy´ (Collection) slouzˇ´ı pro sbeˇr dat od uzl˚u
v s´ıti. Spolecˇneˇ tyto protokoly doka´zˇ´ı poskytnout sˇiroky´ rozsah sluzˇeb funkc´ı aplikac´ım
sb´ıraj´ıc´ı data. [5]
3.6 Limity TinyOS
Zkusˇenosti pouka´zaly na neˇktera´ omezen´ı [3] tohoto operacˇn´ıho syste´mu. Prˇida´n´ı podpory
nove´ platformy je realizova´no zkop´ırova´n´ım velke´ho mnozˇstv´ı ko´du z jizˇ existuj´ıc´ı platformy
a na´slednou modifikac´ı vznikne platforma nova´. Protozˇe abstrakce TinyOS nedefinuje prˇesne´
hranice, prˇistupuj´ı komponenty cˇasto k hardwarovy´m zdroj˚um prˇ´ımo. Pro ilustraci micaZ
implementace CC2420 pouzˇ´ıva´ hardwarovy´ cˇasovacˇ slouzˇ´ıc´ı prˇi vy´skytu koliz´ı pro gene-
rova´n´ı na´hodneˇ zvolene´ doby pro dalˇs´ı pokus. Nova´ platforma, ktera´ deˇd´ı z micaZ se mus´ı
ujistit, zda-li neuzˇ´ıva´ tohoto cˇasovacˇe jinde, ovsˇem zˇa´dna´ struktura nedefinuje je-li cˇasovacˇ
pouzˇ´ıva´n.
TinyOs obsahuje velke´ mnozˇstv´ı komponent a jejich propojova´n´ım mu˚zˇe doj´ıt k neprˇed-
v´ıdatelny´m vza´jemny´m interakc´ım a za´vislostem. Prˇ´ıkladem tohoto proble´mu je sd´ılen´ı
se´rioveˇ perifern´ıho rozhran´ı (SPI) sbeˇrnice. Mu˚zˇe by´t vyuzˇ´ıva´na radiovys´ılacˇem cˇi flash
pameˇt´ı. Sbeˇrnice je take´ pouzˇ´ıva´na pro prˇipojen´ı extern´ıch senzor˚u. V aplikaci vyuzˇ´ıvaj´ıc´ı
SPI rozhran´ı je proto nutne´ velice opatrneˇ s teˇmito komponentami pracovat, aby nedosˇlo
naprˇ. k soucˇasne´ inicializaci radiokomunikace a flash syste´mu, cozˇ by meˇlo za na´sledek
neu´speˇch neˇktere´ho z proces˚u.
Radiokomunikace obsahuje neˇkolik proble´mu˚, pro neˇzˇ v soucˇasne´ dobeˇ nejsou vhodna´
rˇesˇen´ı. Pra´ce s pakety v TinyOs funguje tak, zˇe aplikace obdrzˇ´ı prˇerusˇen´ı a na´sledneˇ skrz SPI
prˇecˇte prˇijaty´ paket. Da´le je posla´na u´loha do fronty, cˇ´ımzˇ je signalizova´n nadrˇazeny´m kom-
ponenta´m prˇ´ıjem dat. Jelikozˇ je ale fronta sd´ılena, je zde mozˇnost, zˇe operace odesla´n´ı u´lohy
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selzˇe a t´ım vznikne proble´m. Na hardwarove´ vrstveˇ CC2420 dosˇlo k u´speˇsˇne´mu obdrzˇen´ı pa-
ketu a bylo t´ım odesla´no potvrzen´ı o dorucˇen´ı, ovsˇem radiosoftware nedoka´zˇe dorucˇit paket
aplikaci. Opakova´n´ı odesla´n´ı vyzˇaduje, aby neˇkdo zavolal komponentu znovu v budoucnu,
neexistuje zde ovsˇem spra´vny´ zp˚usob, jak to zajistit. Daleko veˇtsˇ´ı proble´m ovsˇem nasta´va´ prˇi
odes´ıla´n´ı paketu, kdy je prˇenos realizova´n v neˇkolika fa´z´ıch. Komponenty na vysˇsˇ´ı vrstveˇ
ocˇeka´vaj´ı posla´n´ı uda´losti sendDone() prˇed znovupouzˇit´ım bufferu k posla´n´ı dalˇs´ıho pa-
ketu. Radiokomponenta nemu˚zˇe poslat u´lohu do fronty signalizuj´ıc´ı uda´lost odesla´n´ı, a t´ım
docha´z´ı k zablokova´n´ı odes´ıla´n´ı dat na dobu neurcˇitou, cozˇ ma´ za na´sledek asynchronn´ı
vykona´va´n´ı, ktere´ by mohlo ve´st k chyba´m v pameˇti. Tento proble´m se nety´ka´ jen komuni-
kace, ny´brzˇ vsˇech komponent oznamuj´ıc´ıch dokoncˇen´ı neˇktere´ cˇa´sti operace prˇes syste´movou
frontu.
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Kapitola 4
S´ıt’ove´ protokoly
4.1 Dissemination protokol
Dissemination [13] je jeden ze dvou za´kladn´ıch s´ıt’ovy´ch protokol˚u. Slouzˇ´ı pro zajiˇsteˇn´ı kon-
zistence dat naprˇ´ıcˇ celou bezdra´tovou s´ıt´ı. Je zde vyuzˇito sd´ılene´ promeˇnne´, jej´ızˇ kopii si
uchova´va´ kazˇdy´ uzel ve sve´ RAM pameˇti. Konzistence v tomto kontextu neznamena´, zˇe
kazˇdy´ uzel uvid´ı vsˇechny hodnoty, ktere´ promeˇnna´ naby´va´, ny´brzˇ zˇe se s´ıt’ doka´zˇe shod-
nout na nejnoveˇjˇs´ı verzi promeˇnne´. Datova´ konzistence je robustn´ı k docˇasne´mu odpojen´ı
uzl˚u a vysoke´ datove´ ztra´teˇ. Dissemination je tedy protokol informuj´ıc´ı uzly, zmeˇn´ı-li se
hodnoty sd´ılene´ promeˇnne´. Tohoto mechanismu je beˇzˇneˇ vyuzˇ´ıva´no pro rekonfiguraci s´ıteˇ
a prˇeprogramova´n´ı uzl˚u. Protokol se skla´da´ ze dvou cˇa´st´ı: rˇ´ızen´ı dopravy a dopravy dat.
Doprava dat znacˇneˇ za´vis´ı na velikosti polozˇek dat, cozˇ plat´ı i pro rˇ´ızen´ı dopravy.
Dissemination model: protokol usiluje o to, aby se kazˇdy´ uzel shodoval s posledn´ı verz´ı
promeˇnne´. T´ımto zp˚usobem mu˚zˇe uzel vyzˇ´ıvat s´ıt’ k tomu, aby dosa´hl konzistence hodnoty
promeˇnne´ informova´n´ım s´ıteˇ.
TinyOs 2.0 obsahuje komponentu DisseminatorC, ktera´ poskytuje dveˇ rozhran´ı pro
tento protokol. Rozhran´ı DisseminationUpdate slouzˇ´ı pro odesla´n´ı nove´ aktualizovane´ hod-
noty do s´ıteˇ.
interface DisseminationUpdate<t> {
command void change(t* newVal);
}
Pokazˇde´, kdyzˇ chce odes´ılatel (producer) hodnotu v s´ıti aktualizovat, mus´ı zavolat funkci
DisseminationUpdate.change(), jej´ımzˇ jediny´m parametrem je nova´ hodnota promeˇnne´.
Komponenta da´le nab´ız´ı rozhran´ı DisseminationValue, ktere´ je vyuzˇ´ıva´no prˇ´ıjemcem
(user) pro aktualizaci hodnoty.
interface DisseminationValue<t> {
command const t* get();
command void set(const t*);
event void changed();
}
Uda´lost DisseminationValue.changed() signalizuje, zˇe dosˇlo ke zmeˇneˇ sd´ılene´ promeˇnne´,
tedy odes´ılatel pouzˇil funkci changed(). Funkce get() slouzˇ´ı pro z´ıska´n´ı nove´ aktualizovane´
promeˇnne´. Uka´zka funkce Dissemination protokolu vcˇetneˇ podrobneˇjˇs´ıho popisu aplikace je
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prˇedvedena v aplikaci SimDissemination na prˇilozˇene´m CD. Obra´zek A.1 zobrazuje uka´zku
male´ senzorove´ s´ıt’eˇ, kterou jsme vytvorˇili pro simulaci tohoto protokolu.
4.2 Collection protokol
Sbeˇr dat je jedn´ım ze za´kladn´ıch pozˇadavk˚u aplikac´ı pro senzorove´ s´ıteˇ. Data jsou sb´ıra´na
uzly v s´ıti, ktere´ tvorˇ´ı jeden a nebo v´ıce sbeˇrny´ch strom˚u (collection trees). Sbeˇrny´ strom
mu˚zˇe obsahovat azˇ stovky uzl˚u a je propojen s jednou basestation, ktera´ sb´ıra´ data od
uzl˚u v dane´m stromu. Nasb´ırana´ data mohou by´t pote´ basestation posla´na do pocˇ´ıtacˇe
pro dalˇs´ı zpracova´n´ı nebo vyhodnocen´ı. V situaci, kdy uzel zmeˇrˇ´ı pomoc´ı senzor˚u potrˇebna´
data, posˇle je skrz ostatn´ı uzly ve stromu do basestation – collection [14] tedy poskytuje
multihop dorucˇova´n´ı paket˚u.
Uzel mu˚zˇe vykona´vat neˇkolik odliˇsny´ch rol´ı: producer, consumer a snooper. V za´vislosti
na te´to roli mus´ıme pouzˇ´ıt prˇ´ıslusˇne´ rozhran´ı komponenty Collection protokolu. Consumer
je basestation, ktera´ tvorˇ´ı korˇen (root) stromu a obsahuje mnozˇina vsˇech korˇen˚u a cest ve-
douc´ım k nim v infrastruktureˇ s´ıteˇ. Infrastruktura mu˚zˇe by´t sd´ılena mezi neˇkolik neza´visly´ch
aplikac´ı, ktere´ jsou rozliˇseny pomoc´ı collection identifika´tor˚u (collection id t). Je d˚ulezˇite´
podotknout, zˇe datovy´ provoz mu˚zˇe by´t multiplexova´n, zat´ımco rˇ´ızen´ı provozu nikoliv. Con-
sumer pro prˇ´ıjem dat z collection stromu pouzˇ´ıva´ standardn´ı rozhran´ı Receive [10], ktere´ ma´
jako parametr collection identifika´tor. Consumer da´le vyuzˇ´ıva´ rozhran´ı RootControl, ktere´
nab´ız´ı funkci RootControl.setRoot() pro nastaven´ı korˇenu v infrastrukturˇe senzorove´ s´ıteˇ.
Protokol automaticky nenastavuje korˇen stromu, proto je pro spra´vne´ fungova´n´ı protokolu
nutne´ ho nastavit (naprˇ. TOS NODE ID == 0). Rozhran´ı obsahuje da´le dalˇs´ı dveˇ funkce,
jejichzˇ vy´znam je zrˇejmy´ z jejich na´zv˚u.
interface RootControl {
command error_t setRoot();
command error_t unsetRoot();
command bool isRoot();
}
Producer je uzel, ktery´ sb´ırana´ data z senzor˚u pos´ıla´ skrz sbeˇrny´ strom do basestation
vyuzˇit´ım rozhran´ı Send [10], ktere´ ma´ jako parametr collection identifika´tor.
Snoopers jsou uzly, ktere´ odposlechnou zpra´vu beˇhem prˇenosu skrz s´ıt’. Vyuzˇ´ıvaj´ı take´
Receive rozhran´ı s parametrem specifikovany´m collection identifika´torem.
Collection protokol poskytuje TinyOS komponentu CollectionC, ktera´ obsahuje rozhran´ı
pro jeho funkcˇnost.
configuration CollectionC {
provides {
interface StdControl;
interface Send[uint8_t client];
interface Receive[collection_id_t id];
interface Receive as Snoop[collection_id_t];
interface Intercept[collection_id_t id];
interface RootControl;
interface Packet;
interface CollectionPacket;
}
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uses {
interface CollectionId[uint8_t client];
}
}
Rozhran´ı CollectionC da´le obsahuj´ı dalˇs´ı funkce pro uzˇivatele a uda´losti pro poskytovatele.
V rozhran´ı si lze povsˇimnout, zˇe Receive, Snoop a Intercept rozhran´ı jsou parametrizova´na
identifika´torem collection id t. Kazˇdy´ identifika´tor prˇedstavuje rozd´ılnou protokolovou ope-
raci na vrcholu protokolu – odliˇsne´ hodnoty reprezentuj´ı odliˇsne´ protokolove´ operace na
vrcholu active message. Znamena´ to tedy, zˇe vsˇechny pakety obsahuj´ıc´ı stejny´ identifika´tor
maj´ı stejny´ datovy´ forma´t paketu, a proto mohou by´t data teˇmito rozhran´ımi (Receive,
Snoop a Intercept) spra´vneˇ zpracova´va´na. Uda´lost rozhran´ı Receive.receive(), ktera´ signa-
lizuje, zˇe byla data v porˇa´dku prˇijata, mu˚zˇe by´t zavola´na pouze na korˇenovy´ch uzlech, tedy
basestation. Tuto uda´lost lze kombinovat s funkcemi rozhran´ı Send, avsˇak CollectionC mus´ı
vytvorˇit kopii za´sobn´ıku, protozˇe se prˇi odes´ıla´n´ı pracuje se stejny´m za´sobn´ıkem.
Uda´lost Intercept.forward() je pouzˇita, pokud nekorˇenovy´ uzel obdrzˇ´ı prˇepos´ılana´ data
od jine´ho uzlu.
Aplikace SimCollection, obsazˇena v elektronicke´ prˇ´ıloze, demonstruje praktickou uka´zku
tohoto protokolu.
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Kapitola 5
TOSSIM
5.1 U´vod
Z historicke´ho hlediska bylo vytvorˇen´ı prˇesne´ a meˇrˇitelne´ simulace kl´ıcˇem k syste´move´mu
vy´voji. Zkouma´n´ım na´vrhu TinyOS a bezdra´tovy´ch senzorovy´ch s´ıt´ı byl vytvorˇen simulacˇn´ı
na´stroj TOSSIM [8]. Jedna´ se o jednoduchou, avsˇak velice mocnou simulacˇn´ı knihovnu,
ktera´ doka´zˇe s vyuzˇit´ım pravdeˇpodobnostn´ıho modelu zachytit s vysokou prˇesnost´ı s´ıt’ove´
chova´n´ı azˇ tis´ıc˚u uzl˚u. Architektura TOSSIMu obsahuje:
• podporu pro kompilova´n´ı komponent graf˚u TinyOS do simulacˇn´ı infrastruktury,
• diskre´tneˇ uda´lostn´ı frontu,
• prˇeimplementovanou abstrakci neˇktery´ch komponent TinyOS,
• mechanismus pro radio a ADC modely,
• komunikacˇn´ı sluzˇby pro extern´ı programy.
Diskre´tneˇ uda´lostn´ı simulace je generova´na prˇ´ımo z TinyOs graf˚u komponent. Znamena´
to tedy, zˇe je simulova´n ko´d, ktery´ je spusˇteˇn v uzlech senzorove´ s´ıteˇ. Nahrazen´ım neˇkolika
low-level komponent, TOSSIM transformuje hardwarova´ prˇerusˇen´ı v diskre´tneˇ simulacˇn´ı
uda´losti, cozˇ ma´ za na´sledek dorucˇova´n´ı prˇerusˇen´ı vykona´vany´ch TinyOS do uda´lostn´ı
fronty simula´toru.
5.2 Vytvorˇen´ı simulacˇn´ıho modelu
TOSSIM podporuje C++ a Python rozhran´ı pro vytvorˇen´ı a pra´ci s modelem. Na´mi vy-
tvorˇena´ simulace bude vyuzˇ´ıvat rozhran´ı Pythonu. Ve skutecˇnosti to funguje tak, zˇe za-
vola´n´ım Python objektu se zavola´ C++ objekt, ktery´ skrz C rozhran´ı komunikuje s TOS-
SIMem. Simulaci je mozˇne´ realizovat dveˇma zp˚usoby. Lze spustit Python a interaktivneˇ
zada´vat prˇ´ıkazy nebo vytvorˇit skript, ktery´ pak da´vkoveˇ spustit.
Jako uka´zkovou aplikaci pro demonstraci mozˇnost´ı TOSSIMu zvol´ıme na´mi vytvorˇenou
SimCollection. Uzel s id = 0 je zvolen jako collection root a ostatn´ı uzly pravidelneˇ ve
cˇtyrˇech sekundovy´ch intervalech zvysˇuj´ı hodnotu sd´ılene´ promeˇnne´, na jej´ımzˇ za´kladeˇ se
rozsv´ıt´ı prˇ´ıslusˇne´ diody na uzlu s id = 0, ktery´ tyto data sb´ıra´.
V kazˇde´ simulaci je nejprve nutne´ importovat TOSSIM:
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from TOSSIM import *
Da´le pak vytvorˇit TOSSIM objekt:
t = Tossim([])
Volitelny´ argument v hranaty´ch za´vorka´ch dovoluje prˇistupovat k promeˇnny´m v simulaci.
V tomto prˇ´ıpadeˇ rˇ´ıka´me TOSSIMu, zˇe nechceme sledovat zˇa´dne´ promeˇnne´.
Velice uzˇitecˇnou funkc´ı je dir(t), ktera´ slouzˇ´ı k zobrazen´ı funkc´ı objektu a jediny´m
parametrem je sa´m objekt. Mezi zaj´ımave´ funkce objektu t stoj´ı zmı´nit:
currentNode(): vracı´ ID aktua´lnı´ho uzlu,
getNode(id): vracı´ objekt reprezentovany´ id uzlu,
runNextEvent(): vykona´ jeden krok simulace,
timeStr(): vracı´ textovou reprezentaci aktua´lnı´ho cˇasu,
mac(): vracı´ objekt reprezentujı´cı´ media access layer,
radio(): vracı´ objekt reprezentujı´cı´ radio komunikacˇnı´ model,
addChannel(ch, output): prˇida´ vystup kana´lu do simulace,
ticksPerSecond(): vracı´ kolik probeˇhlo simulacˇnı´ch tiku˚.
TOSSIM umozˇnˇuje pouzˇ´ıt pro ladeˇn´ı programu˚ gdb syste´m. Gdb vytvorˇ´ı kana´l, skrz
ktery´ aplikace pos´ıla´ simula´toru informace. Tyto kana´ly se mus´ı do simulace prˇidat, aby
TOSSIM veˇdeˇl o jejich existenci (naprˇ. t.addChannel(”Boot”, sys.stdout);). Pro veˇtsˇ´ı ilu-
straci zde uvedeme u´sek NesC ko´du z na´mi vytvorˇene´ho modelu.
event void Boot.booted() {
local.id = TOS_NODE_ID;
if (local.id == 0)
dbg("Boot","Basestation: booted at %s \n", sim_time_string());
else
dbg("Boot","Node: booted at %s \n",sim_time_string());
Programovy´ ko´d obsahuje uda´lost, ktera´ nastane po nabootova´n´ı uzlu. Pokud je uzel
basestation, tedy id = 0, je vypsa´na do termina´lu prˇes Boot kana´l zpra´va, zˇe dosˇlo k nabo-
otova´n´ı basestation a simulacˇn´ı cˇas v neˇmzˇ k uda´lost´ı dosˇlo. V na´mi vytvorˇeny´ch aplikac´ıch
pouzˇ´ıva´me dva typy gdb vola´n´ı, jimizˇ jsou dbg a dbgerror(pro chybove´ stavy).
Dalˇs´ım d˚ulezˇity´m krokem vytvorˇen´ı modelu bylo nastaven´ı s´ıt’ove´ komunikace mezi uzly
v s´ıti. Pro tuto potrˇebu byl vytvorˇen radioobjekt r, ktery´ reprezentuje fyzickou vrstvu
bezdra´tove´ s´ıteˇ.
r = t.radio();
obsahuj´ıc´ı funkce pro radiokomunikaci. Nejd˚ulezˇiteˇjˇs´ı pouzˇ´ıvane´ funkce jsou:
add(src, dest, gain): prˇida´ spojenı´ od odesı´latele k prˇı´jemci se ziskem,
connected(src, dest): oveˇrˇeje existenci spojenı´ od odesı´latele k prˇı´jemci.
Topologii s´ıteˇ je mozˇne´ specifikovat prˇ´ımo v simulacˇn´ım skriptu naprˇ.
r.add(0, 1, -70.0);
r.add(1, 0, -70.0);
r.add(2, 1, -49.0);
r.add(1, 2, -49.0);
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Pokud tedy zarˇ´ızen´ı s id = 0 komunikuje s zarˇ´ızen´ım s id = 1 je zisk -70dBm. Pro veˇtsˇ´ı
s´ıteˇ je vy´hodneˇjˇs´ı nacˇ´ıst do TOSSIMu topologii z extern´ıho souboru, jehozˇ struktura mu˚zˇe
vypadat na´sledovneˇ:
0 1 -64.71
1 0 -66.06
....
A vytvorˇen´ı topologie s´ıteˇ lze prove´st takto:
f = open("topology.txt", "r")
lines = f.readlines()
for line in lines:
s = line.split()
if (len(s) > 0):
r.add(int(s[0]), int(s[1]), float(s[2]))
Implicitn´ı hodnoty TOSSIM radiomodelu jsou zalozˇeny na , transceiveru CC2420. Ty
byly z´ıska´ny na za´kladeˇ krˇivky signa´l-ˇsum experimenta´ln´ım sbeˇrem dat dvou micaZ uzl˚u.
TOSSIM doka´zˇe simulovat radiofrekvencˇn´ı sˇum a interference, ktere´ uzel slysˇ´ı od ostatn´ıch
uzl˚u a okoln´ıho prostrˇed´ı. Tohoto je doc´ıleno Closest Pattern Matching (CPM) algoritmem
[7], ktery´ ze stopy sˇumu generuje statisticky´ model a doka´zˇe tak poskytnout kvalitn´ı RF
simulaci. Je nutne´ podotknout, zˇe model nen´ı u´plneˇ idea´ln´ı, protozˇe nepostihuje neˇktere´
situace interferenc´ı mezi uzly, je ovsˇem lepsˇ´ı nezˇ tradicˇn´ı Packet loss modely.
K nakonfigurova´n´ı CPM je trˇeba prˇidat sˇum vytvorˇeny´m objekt˚um uzl˚u zavola´n´ım
addNoiseTraceReading(noise), kde noise je hodnota sˇumu v dBm. Demonstracˇn´ı soubory
s vzorkovac´ımi hodnotami lze v TinyOS nale´zt v adresa´rˇi tos/lib/tossim/noise. Sobory maj´ı
jednoduchou strukturu, kde kazˇdy´ rˇa´dek obsahuje jednu hodnotu sˇumu a mus´ı obsahovat
nejme´neˇ 100 rˇa´dk˚u, jinak CPM nema´ dostatek dat pro generova´n´ı statisticke´ho modelu.
Prˇ´ıkladem takovy´ch hodnot je meyer-heavy.txt vytvorˇeny´ na Standfordske´ univerziteˇ.
noise = open("meyer-heavy.txt", "r")
lines = noise.readlines()
for line in lines:
str = line.strip()
if (str != ""):
val = int(str)
node0.addNoiseTraceReading(val)
node1.addNoiseTraceReading(val)
node2.addNoiseTraceReading(val)
Da´le je nutne´ u kazˇde´ho uzlu vytvorˇit noise model funkc´ı createNoiseModel(). Zat´ımco
radioobjekt reprezentuje propojen´ı uzl˚u na fyzicke´ u´rovni, linkova´ vrstva je reprezentova´na
MAC objektem. Ten v sobeˇ obsahuje velke´ mnozˇstv´ı funkc´ı, ktere´ nastavuj´ı parametry
komunikace mezi uzly, naprˇ. ovla´da´n´ı backoff 1 chova´n´ı, sˇ´ıˇrku prˇenosove´ho pa´sma cˇi velikost
preambule paketu. V default nastaven´ı je MAC objekt nakonfigurova´n jako standard radio
za´sobn´ıku CC2420 definovany´ ve standardu TinyOS 2.0.
Objekt lze jednodusˇe vytvorˇit zavola´n´ım funkce mac() TOSSIM objektem a vytvorˇit
tak objekt novy´, reprezentuj´ıc´ı tuto vrstvu. Protozˇe jsme pouzˇili platformu Micaz, ktera´
obsahuje vy´sˇe zmı´neˇny´ za´sobn´ık, nebylo prˇi simulaci nutne´ tyto parametry specia´lneˇ nasta-
vovat.
1Cˇasova´ perioda po kterou zarˇ´ızen´ı cˇeka´ nezˇ zacˇne dalˇs´ı pokus o vys´ıla´n´ı.
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5.3 Kompilace TOSSIMu
Zdrojove´ ko´dy jsou umı´steˇny v /tos/lib/tossim a obsahuj´ı i uzˇitecˇne´ soubory pro vytvorˇen´ı
simulace jako naprˇ´ıklad data pro vytvorˇen´ı modelu cˇi topologie. V soucˇasne´ dobeˇ je jedi-
nou podporovanou platformou MicaZ platforma. Kompilace nesC aplikace pro simulaci se
provede prˇ´ıkazem make micaz sim.
Prvn´ım krokem, ktery´ je vykona´n je za pouzˇit´ı na´stroje nesc-dump vytvorˇen´ı XML
dokumentu, popisuj´ıc´ı mimo jine´ jme´na a typy vsˇech promeˇnny´ch v aplikaci. Da´le je pro-
vedena zmeˇna cest include pro simulaci a kompilace TinyOS aplikace. Dalˇs´ım krokem se
zkompiluje podpora pro C++ a Python programove´ rozhrann´ı skrz ktere´ je realizova´no vy-
tvorˇen´ı vlastn´ıho simulacˇn´ıho modelu. Pote´ je vytvorˇen sd´ıleny´ objekt obsahuj´ıc´ı TOSSIM
ko´d, C++ a Python podporu.
5.4 Vy´stup simulace Dissemination protokolu
Po naprogramova´n´ı aplikace vyuzˇ´ıvaj´ıc´ı ke sve´ funkcˇnosti mozˇnosti Dissemination rozhran´ı
byl vytvorˇen simulacˇn´ı model v TOSSIMU. Na´sleduj´ıc´ı text je vy´stupem nasˇ´ı simulace:
DEBUG (0): BaseStation: aplication booted at 0:0:0.000034532
DEBUG (2): Node: aplication booted at 0:0:0.000034532
DEBUG (1): Node: aplication booted at 0:0:0.008212341
DEBUG (3): Node: aplication booted at 0:0:0.008541532
DEBUG (0): Basestation: dissemenate message at 0:0:5.859409542
DEBUG (0): Led 1 On
DEBUG (3): Node: received message at 0:0:5.861164292
DEBUG (1): Node: received message at 0:0:5.861164292
DEBUG (3): Led 1 On
DEBUG (1): Led 1 On
DEBUG (0): Basestation: dissemenate message at 0:0:11.718784542
DEBUG (0): Led 2 On
DEBUG (3): Node: received message at 0:0:11.7287835724
DEBUG (3): Led 2 On
DEBUG (1): Node: received message at 0:0:11.728778990
DEBUG (1): Led 2 On
DEBUG (2): Node: received message at 0:0:12.387835724
DEBUG (2): Led 2 On
DEBUG (0): Basestation: dissemenate message at 0:0:17.578159542
...
Cˇ´ısla v kulaty´ch za´vorka´ch odpov´ıdaj´ı id uzl˚u, 0 je basestation. Na zacˇa´tku simulace byli
vsˇechny prvky s´ıteˇ vypnute´. V cˇase 0.0345 ms dosˇlo k spusˇteˇn´ı aplikace v basestation a pote´
se nabootovali trˇi uzly tvorˇ´ıc´ı s´ıt’ v porˇad´ı 2, 1 a 3. V cˇase 5.859 s dosˇlo k zveˇtsˇen´ı hodnoty
cˇ´ıtacˇe o jednicˇku a t´ım rozsv´ıcen´ı prvn´ı diody na basestation. Tato zmeˇna hodnoty byla
vysla´na do s´ıteˇ a jako prvn´ı ji obdrzˇel uzel 3 v cˇase 5.861 sekund a ulozˇil si ji jako aktua´ln´ı
hodnotu do pameˇti. Pote´ uzel rozsv´ıtil stejnou diodu jako je rozsv´ıcena na basestation,
protozˇe je hodnota cˇ´ıtacˇe stejna´. To same´ nastalo pro uzel cˇ. 1. Druhe´mu uzlu se nepodarˇilo
novou hodnotu prˇijmout. V cˇase 11.718 sekund dosˇlo k dalˇs´ı aktualizaci hodnoty cˇ´ıtacˇe do
s´ıteˇ, cozˇ bylo reflektova´no rozsv´ıcen´ım prˇ´ıslusˇny´ch diod na uzlech.
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Obdobny´m zp˚usobem byl vytvorˇen simulacˇn´ı model aplikace SimCollection, ktera´ je
soucˇa´st´ı elektronicke´ prˇ´ılohy. Dodatek B obsahuje vy´stup z te´to simulace.
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Kapitola 6
Pouzˇity´ hardware, prakticka´
realizace
6.1 MicaZ
V te´to podkapitole bude strucˇneˇ popsa´n hardware, ktery´ byl pouzˇit pro praktickou realizaci.
MicaZ je platforma pro bezdra´tove´ senzorove´ s´ıteˇ, ktera´ byla vyvinuta a vyrobena firmou
Crossbow Technology [15]. Tato firma stoj´ı za vznikem dalˇs´ıch komponent pro senzorove´
s´ıteˇ, naprˇ. Imote2, Mica2. MicaZ je bezdra´tovy´ modul, ktery´ pracuje v pa´smu 2.4 - 2.48
GHz a je realizova´n v souladu s normou IEEE 802.15.4 a standardem ZigBee. Modul kromeˇ
napa´jen´ı ve formeˇ dvou tuzˇkovy´ch baterii obsahuje radio platformu, ktera´ zajiˇst’uje radio
komunikaci a rˇ´ızen´ı sbeˇru sb´ırany´ch dat. Bezdra´tovy´ senzorovy´ uzel, ktery´ lze videˇt na
obra´zku(2.2), je slozˇen z senzorove´ desky, radio platformy a napa´jen´ı.
6.1.1 Radio platforma
Jedno procesorova´ deska MPR2600 je zalozˇena na mikrokontrole´ru ATmega128. Platforma
obsahuje rozsˇiˇruj´ı 51 pinovy´ slot, ktery´ slouzˇ´ı pro prˇipojen´ı senzorove´ desky. Pracuje v ra-
diove´m pa´smu 2,4 Ghz a prˇenosova´ rychlost komunikace mu˚zˇe dosahovat azˇ 250 Kbps
v za´vislosti na okoln´ıch podmı´nka´ch.
Obra´zek 6.1: MRP2600
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6.1.2 Senzorova´ deska
MTS400 je senzorova´ deska, ktera´ je vybava r˚uzny´mi typy senzor˚u, slouzˇ´ıc´ı pro meˇrˇen´ı tep-
loty, barometricke´ho tlaku, okoln´ıho osveˇtlen´ı nebo vlhkosti. Tepelny´ senzor doka´zˇe sn´ımat
teploty v rozmez´ı -10◦ C azˇ +60◦ C. Senzor pro meˇrˇen´ı vlhosti je schopen sn´ımat vlhkost
azˇ do velikosti 60% RH nekondenzujuj´ıc´ı. Barometricky´ senzor pracuje v rozmez´ı 300-1100
mbar. Sveˇteˇlny´ senzor doka´zˇe zachytit spektra´ln´ı citlivost v rozmez´ı 400-1000 nm, ktera´ je
podobna´ lidske´mu oku.
Obra´zek 6.2: MTS400CA
6.1.3 Basestation
MIB520 je programovac´ı deska a za´rovenˇ basestation pro bezdra´tove´ senzorove´ s´ıteˇ. Pro-
gramovan´ı a komunikace skrz PC je realizova´na, narozd´ıl od starsˇ´ı verze (MIB510), USB
portem, ktery´ take´ slouzˇ´ı pro napa´jen´ı. Obsahuje 51-pinovy´ konenktor pro prˇipojen´ı hard-
warovy´ch platforem IRIS, MICA2 a MICAZ.
Prakticky bylo vyzkousˇeno, zˇe maxima´ln´ı vzda´lenost, na kterou je s uzly basestation
schopna komunikovat, je ve vnitrˇn´ıch prostora´ch okolo 30 m.
Obra´zek 6.3: Basestation MIB520
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6.2 Prakticka´ realizace
Po u´speˇsˇne´ simulaci aplikac´ı v TOSSIMu dosˇlo na praktickou cˇa´st, ve ktere´ jsme se snazˇili
dosa´hnout nainstalova´n´ı aplikac´ı do senzorovy´ch uzl˚u a basestation. Vytvorˇit tak malou
bezdra´tovou senzorovou s´ıt’ autonomn´ıch zarˇ´ızen´ı, ktera´ budou mezi sebou komunikovat.
V na´sleduj´ıc´ım textu bude vysveˇtlen postup instalace aplikace SimDissemination do uzl˚u
a vytvorˇen´ı bezdra´tove´ s´ıteˇ. Jako hardware jsme pouzˇili programovac´ı desku MIB520, da´le
pak desku MTS400CA vybavenou senzory a radiovys´ılacˇku MPR2600.
Pro realizaci jsme pouzˇili nejnoveˇjˇs´ı verzi TinyOs 2.0.2, kterou jsme spustili na note-
booku z live CD linuxove´ distribuce XubunTOS. Tato distribuce v sobeˇ zahrnuje operacˇn´ı
syste´m TinyOs a dovoluje jej relativneˇ jednodusˇe pouzˇ´ıvat pouhy´m nabootova´n´ım z CD.
TinyOs je umı´steˇn v adresa´rˇi /opt/tinyos-2.x.
Jak jizˇ bylo zmı´neˇno MIB520 obsahuje USB port, ktery´ je vyuzˇit jak pro programova´n´ı
tak i pro komunikaci basestation s pocˇ´ıtacˇem. V soucˇasne´ dobeˇ nepodporuje TinyOs tuto
platformu. Prˇi pokusu nahra´n´ı aplikace do uzlu (make micaz install) dosˇlo k chybeˇ s flash
pameˇt´ı:
Verifying: flash
flash error at address 0x0: file=0x0c, mem=0xff
flash error at address 0x1: file=0x94, mem=0xff
flash error at address 0x2: file=0x46, mem=0xff
...
Bylo proto nutne´ instalovat aplikaci prˇes softwarove´ rozhran´ı platformy MIB510, ktera´ je
TinyOs podporova´na.
XubunTOS po prˇipojen´ı programovac´ı desky MIB520 doka´zal tuto desku hotplugem
detekovat 1 a vytvorˇil virtua´ln´ı porty pro programova´n´ı a komunikaci. ttyUSB0 je urcˇen
k programova´n´ı uzl˚u nebo basestation, zat´ımco ttyUSB1 pro komunikaci basestation s PC.
Dalˇs´ı d˚ulezˇity´m krokem bylo nastaven´ı kana´lu na ktere´m bude prob´ıhat radiokomunikace
a nastaven´ı virtua´ln´ıho portu pro platformu MIB510 na USB0. Cˇ´ıslo kana´lu specifikuje na
jake´m frekvencˇn´ım rozsahu bude komunikace prob´ıhat. Jako vhodny´ komunikacˇn´ı kana´l se
uka´zal vzhledem k okoln´ım podmı´nka´m kana´l 25, kdy komunikace prob´ıhala v porˇa´dku
bez datovy´ch ztra´t. U ostatn´ıch zkousˇeny´ch kana´lu komunikace neprob´ıhala v˚ubec. Bylo to
pravdeˇpodobneˇ zaprˇ´ıcˇineˇno okoln´ı bezdra´tovou wifi s´ıt´ı, ktera´ rusˇila radiokomunikaci.
Nastaven´ı teˇchto dvou d˚ulezˇity´ch parametr˚u se provede prˇida´n´ım:
MIB510 ?= /dev/ttyUSB0
PFLAGS = -DCC2420_DEF_CHANNEL=25
do makedefaults, ktery´ je ulozˇen v adresa´rˇi /opt/tinyos-2.x/support/make. Pravidla uplat-
nˇovana´ prˇi prˇekladu aplikace lze vypsat zada´n´ım printenv MAKERULES do konzole.
T´ımto krokem dosˇlo k nastaven´ı parametr˚u makefilu a bylo tak mozˇne´ aplikaci zkom-
pilovat pro na´mi pouzˇitou programovac´ı desku MIB520. Kompilace se provedla prˇ´ıkazem
make micaz a t´ım dosˇlo v adresa´rˇi build k vytvorˇen´ı souboru main.exe obsahuj´ıc´ı bina´rn´ı
podobu aplikace. Na´sledna´ instalace do uzlu se provedla prˇ´ıkazem make micaz reinstall.id
mib510,/dev/ttyUSB0, kde id prˇedstavuje cˇ´ıslo uzlu do ktere´ho se program nainstaluje.
Tyto id mohou by´t libovolneˇ zvolena, ovsˇem typicky je 0 vyhrazena pro basestation. Nahra´li
1V prˇ´ıpadeˇ, zˇe tinyOs nedoka´zˇe nale´zt hardware, je potrˇeba nainstalovat ovladacˇe, ktere´ lze nale´zt na
http://www.ftdichip.com/Drivers/VCP.htm.
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jsme aplikaci do neˇkolika uzl˚u a basestation a vytvorˇili tak malou bezdra´tovou s´ıt se trˇemi
uzly s id = 1,2,3 a basestation s id = 0. V pr˚ubeˇhu nahra´va´n´ı programu do uzlu bylo
na programovac´ı desce videˇt blika´n´ı cˇervene´ diody, cozˇ signalizovalo u´speˇsˇne´ nahra´va´n´ı do
pameˇti uzlu. Po naprogramova´n´ı vsˇech uzl˚u a basestation bylo zapnuto napa´jen´ı na jednot-
livy´ch prvc´ıch bezdra´tove´ s´ıteˇ, cˇ´ımzˇ dosˇlo k spusˇteˇn´ı boot sequence programu˚ v uzlech. Po
zapnut´ı basestation v n´ı docha´zelo v 4 sekundovy´ch intervalech k periodicke´mu zvysˇova´n´ı
cˇ´ıtacˇe a rozsv´ıcen´ı prˇ´ıslusˇny´ch diod. Tato hodnota byla basestation sˇ´ıˇrena do s´ıteˇ a uzly
tuto novou hodnotu reflektovaly stejneˇ rozsv´ıceny´mi diodami jako na basestation. Byly
provedeny pokusy s r˚uzny´m rozmı´steˇn´ım uzl˚u a test multihop komunikace.
T´ımto obdobny´m zp˚usobem jsme vyzkousˇeli funkcˇnost i druhe´ aplikace SimCollection,
demonstruj´ıc´ı Collection protokol.
Prakticka´ realizace uka´zala, zˇe se aplikace chovaly stejneˇ jako v simulacˇn´ım modelu
vytvorˇeny´m v TOSSIMu. Prakticky jsme tedy vyzkousˇeli funkcˇnost aplikace SimDissemi-
nation a SimCollection a demonstrovali t´ım fungova´n´ı dvou za´kladn´ıch protokol˚u pro sbeˇr
a distribuci dat v bezdra´tovy´ch senzorovy´ch s´ıt´ıch.
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Kapitola 7
Za´veˇr
Tato pra´ce se zameˇrˇuje na problematiku bezdra´tovy´ch senzorovy´ch s´ıt´ı a bylo v n´ı kladeno
za c´ıl prˇedlozˇit cˇtena´rˇi podrobneˇjˇs´ı u´vod do teˇchto technologi´ı – sezna´mit ho s operacˇn´ım
syste´mem TinyOs 2.0 a pouka´zat na neˇktere´ odliˇsnosti od jesˇteˇ sta´le pouzˇ´ıvane´ starsˇ´ı verze.
Da´le pak pouka´zat jaky´m zp˚usobem se v TinyOS pomoc´ı programovac´ıho jazyka nesC pro-
gramuj´ı aplikace pro senzorove´ s´ıteˇ za pouzˇit´ı komponent. V neposledn´ı rˇadeˇ take´ prˇedve´st
mozˇnosti simulacˇn´ı knihovny TOSSIM a uka´zat praktickou realizaci aplikac´ı v bezdra´tove´
senzorove´ s´ıti za pouzˇit´ı platformy MicaZ.
Byly zde vysveˇtleny dva za´kladn´ı protokoly pro s´ıt’ovou komunikaci, ktere´ se vyuzˇ´ıvaj´ı
u slozˇiteˇjˇs´ıch aplikac´ı. V programovac´ım jazyku NesC byly vytvorˇeny aplikace demonstruj´ıc´ı
jejich mozˇnosti.
Da´le byly tyto aplikace za pouzˇit´ı simula´toru TOSSIM odsimulova´ny. Pote´ dosˇlo k prak-
ticke´ realizaci teoreticky odsimulovany´ch aplikac´ı. Byla vytvorˇena mala´ senzorova´ s´ıt’ o neˇ-
kolika uzlech a jedne´ basestation. Do teˇchto zarˇ´ızen´ı byly prˇes operacˇn´ı syste´m TinyOs na-
instalova´ny aplikace. T´ımto krokem dosˇlo ke konfrontaci teoreticke´ho modelu s podmı´nkami
rea´lne´ho sveˇta. Vy´sledkem tedy byla demonstrace rea´lne´ funkcˇnosti dvou za´kladn´ı s´ıt’ovy´ch
protokol˚u poskytuj´ıc´ıch sbeˇr a sˇ´ıˇren´ı dat v bezdra´tovy´ch s´ıt´ıch. Vlastn´ım prˇ´ınosem te´to
pra´ce bylo sezna´men´ı se s novou, rychle se rozv´ıjej´ıc´ı technologi´ı, ktera´ si sta´le hleda´
uplatneˇn´ı v r˚uznorody´ch oblastech lidske´ho zˇivota.
Jako dalˇs´ı pokracˇova´n´ı pra´ce bych chteˇl prˇispeˇt prˇi tvorbeˇ implementace a simulace
interpretu agentn´ıho syste´mu pro bezdra´tovou senzorovou s´ıt’.
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Dodatek A
Obra´zky
Obra´zek A.1: Uka´zka vytvorˇene´ bezdra´tove´ s´ıteˇ pro prakticke´ oveˇrˇen´ı funkcˇnosti Dissemi-
nation protokolu
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Dodatek B
Vy´stup simulace Collection
protokolu
DEBUG (0): Basestation: booted at 0:0:0.000034532
DEBUG (2): Node: booted at 0:0:0.000316544
DEBUG (4): Node: booted at 0:0:0.000457657
DEBUG (1): Node: booted at 0:0:0.006512341
DEBUG (3): Node: booted at 0:0:0.008541532
DEBUG (2): Node: sending 0x1 to basestation 0:0:3.906566554
DEBUG (4): Node: sending 0x1 to basestation 0:0:3.906707667
DEBUG (0): Basestation: received packet from 2 with 0x1 at 0:0:3.909450458
DEBUG (0): Led 1 toggle
DEBUG (1): Node: sending 0x1 to basestation 0:0:3.912762351
DEBUG (0): Basestation: received packet from 4 with 0x1 at 0:0:3.915542464
DEBUG (0): Led 1 toggle
DEBUG (0): Basestation: received packet from 1 with 0x1 at 0:0:3.923580779
DEBUG (0): Led 1 toggle
DEBUG (2): Node: sending 0x2 to basestation 0:0:7.812816554
DEBUG (4): Node: sending 0x2 to basestation 0:0:7.812957667
DEBUG (0): Basestation: received packet from 4 with 0x2 at 0:0:7.817489511
DEBUG (0): Led 2 toggle
DEBUG (1): Node: sending 0x2 to basestation 0:0:7.819012351
DEBUG (0): Basestation: received packet from 2 with 0x2 at 0:0:7.820583242
DEBUG (0): Led 2 toggle
DEBUG (0): Basestation: received packet from 1 with 0x2 at 0:0:7.829174655
DEBUG (0): Led 2 toggle
DEBUG (2): Node: sending 0x3 to basestation 0:0:11.719066554
DEBUG (4): Node: sending 0x3 to basestation 0:0:11.719207667
DEBUG (0): Basestation: received packet from 2 with 0x3 at 0:0:11.723079602
DEBUG (0): Led 1 toggle
DEBUG (0): Led 2 toggle
DEBUG (1): Node: sending 0x3 to basestation 0:0:11.725262351
DEBUG (0): Basestation: received packet from 4 with 0x3 at 0:0:11.729919284
DEBUG (0): Led 1 toggle
DEBUG (0): Led 2 toggle
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