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Abstract
This thesis includes several original results. All of them are already pub-
lished or submitted for publication. The thesis is based on articles [51], [12], [33],
[34], [35], [36], [30], [37] and reproduces the results of [50] for completeness.
I present here the short summary of main results:
The ultraviolet singular structure of the bulk-to-bulk propagators for higher
spin gauge fields in AdS4 space is analyzed in details. One loop mass renormal-
ization is studied on a simple example.
The conformal invariant Lagrangian with the k-th power of Laplacian for
the hierarchy of conformally coupled scalars with increasing scaling dimensions
connected with the k-th Euler density is rederived using the Fefferman-Graham
ambient space approach. The corresponding gauged ambient metric, Fefferman-
Graham expansion and extended Penrose-Brown-Henneaux transformations are
proposed and analyzed.
Linearized gauge invariant interactions of scalar and general higher even spin
fields in the AdSD space are obtained. A generalized Weyl transformation is
proposed and the corresponding Weyl invariant action for cubic coupling of a
scalar to a spin ℓ field is constructed.
Using Noether’s procedure several cubic interactions between different HS
gauge fields are derived, including cubic selfinteraction of even spin gauge fields
in a flat background. Then the main result - the complete off-shell gauge invari-
ant Lagrangian for the trilinear interactions of Higher Spin Fields with arbitrary
spins s1, s2, s3 in a flat background is presented. All possibilities with different
numbers of derivatives are discussed. Restrictions on the number of derivatives
are obtained. For any possible number of derivatives this interaction is uniquely
fixed by gauge invariance up to partial integration and field redefinition.
Finally an off-shell generating function for all cubic interactions of Higher
Spin gauge fields is presented. It is written in a compact way, and turns out to
have a remarkable structure.
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”The good lord is subtle, but he is not malicious.”
Albert Einstein
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Chapter 1
Introduction
Higher Spin gauge field theory is one of the most important and puzzling prob-
lems in modern quantum field theory. The first attempts to deal with a quantum
theory of high spin particles date back to late 1930-s and 1940-s, with the works
of Dirac [1], Fierz and Pauli [2], Rarita and Schwinger [3] and others. One of the
most important concepts in quantum field theory is Poincare´ symmetry. In the
classical papers [4] and [5] the irreducible representations of Poincare´ group were
classified. These irreducible representations are characterized by two quantities -
mass and spin. After discovery of nonabelian gauge theory by Yang and Mills [6]
the role of gauge symmetries in quantum field theory was acknowledged. It be-
came clear that the invariance of the Lagrangian with respect to local symmetry
is the cornerstone of any field theory.
There are higher rank tensor representations of the Poincare´ group [4, 5],
which are not yet associated with any physical field theory. It is clear that the
higher rank tensor representations of the Poincare´ group, the Higher Spin fields,
are gauge fields that one has to introduce gauging higher derivative symmetries
of the action.
It is natural to assume that Higher Spin gauge field interactions are much
weaker than gravitational ones, that’s why we don’t see any evidence for these
interactions. They should be important only in a very high energy regime. An
interesting speculative application of Higher Spin gauge fields might be also it’s
connection to Dark Matter and/or Dark Energy.
Nowadays the best candidate for quantum gravity is String Theory. In the
spectrum of the String Theory there are excitations with any high spin, therefore
String Theory gives another motivation for investigations of Higher Spin gauge
fields to take place.
A new motivation for investigating Higher Spin gauge field theories arose
during the last decade after discovering the holographic duality between the O(N)
sigma model in d = 3 space and Higher Spin gauge field theory living in the space
AdS4 [7], which is an interesting special case of AdS/CFT conjecture [8]. This
case of holography is especially important by the existence of two conformal points
1
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of the boundary theory and the possibility to describe them by the same HSF
gauge theory with the help of spontaneous breaking of higher spin gauge symmetry
and mass generation by a corresponding Higgs mechanism ([9]-[13] and references
therein).
After the nonabelian gauge theory of vector fields [6] appeared, there were
numerous attempts to construct a gauge theory with a gauge group which mixes
space-time and internal symmetries in a nontrivial way. These attempts resulted
in several no-go theorems. The most general result was obtained by Coleman and
Mandula in [14]. They have proved a theorem on the impossibility of combining
space-time and internal symmetries in any but a trivial way, which holds not
only for Lie groups but is also applicable to infinite-parameter groups. The
moral of this theorem is that if the assumptions of the theorem hold, there can’t
be Higher Spin charges. Therefore Higher Spin fields, if existing, don’t participate
in interactions. In order to have an interacting theory of Higher Spin fields one
has to loosen some of the assumptions of the Coleman-Mandula theorem. Then
it was shown that it is possible to overcome this theorem introducing graded
Lie algebras [15, 16, 17], which give rise to the supersymmetric theories. It was
shown in [18] that the only possible algebras that mix space-time and internal
symmetries are graded Lie algebras, which in addition to the standard generators
of Poincare´ algebra include also supersymmetry generators with spin one-half.
Two other no-go theorems were formulated by Steven Weinberg and Edward
Witten in 1980 [19]. One of them rules out electrically charged fields with spin
s > 1/2, the other theorem forbids theories with a Lorentz covariant energy-
momentum tensor which include fields with spin s > 1. These theorems don’t
apply to gauge theories though, therefore the search for Higher Spin gauge theo-
ries wasn’t proved to be meaningless.
Despite all the no-go results (see also [20]), using the Lagrangian formulation
of Higher Spin theories by Singh and Haagen [21, 22], the consistent Lagrangian
description for free Higher Spin gauge fields both in flat space and in constantly
curved backgrounds was given by Fronsdal in [23, 25] for bosonic fields and by
Fang and Fronsdal in [24, 26] for fermionic Higher Spin fields. Fronsdal’s theory
of Higher Spin gauge fields includes some new features. There are constraints
on Higher Spin gauge fields and the gauge parameters. In order to have a gauge
invariant field equation of motion that is linear in the Higher Spin gauge field
and of second order in the derivatives, the gauge parameter should satisfy the
tracelessness condition. This is so-called Fronsdal’s first constraint. In order to
have a gauge invariant kinetic Lagrangian for free Higher Spin gauge fields, the
field itself should be double traceless. This is Fronsdal’s second constraint. On-
shell gauge symmetry allows to gauge away all nonphysical components of the field
and to obtain a traceless transversal tensor field with a simple Klein-Gordon-like
equation of motion. For the spin s field we get two possible helicities: ±s. The
possible deformation of the gauge algebra of Fronsdal’s Lagrangian, which should
lead to the Higher Spin interacting gauge theory is considered as a challenge
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already 30 years. Fronsdal’s theory of Higher Spin gauge fields is a natural
generalization of linearized gravity, and is called also metric-like formulation of
Higher Spin gauge fields.
The generalization of Christoffel symbol and Riemann curvature of linearized
gravity for Higher Spin cases was given by deWitt and Freedman in [27]. There
are s− 1 Christoffel symbols for Higher Spin gauge fields, with different numbers
of derivatives (from 1 to s − 1). They are all linear in the field and transform
under gauge transformations in a simple way. The curvature of the Higher Spin
field, also linear in the field, is invariant with respect to gauge transformations.
Interesting properties of Higher Spin field curvatures are discussed in [28]. The
full nonlinear form for the deWitt-Freedman curvature and Christoffel symbols
(if any) is still unknown.
Despite the fact that consistent equations of motion for Higher Spin gauge
fields are known over twenty years [29], the question of existence of Lagrangian for
interacting Higher Spin gauge fields is still open. The subject of special interest is
a minimal selfinteraction of even spin gauge fields, where one can naively expect
the existence of an Einstein-Hilbert type nonlinear action for any single even spin
gauge field. Although there are known restrictions on Higher Spin theories in flat
space-time, the recent development [30] has shown that there is a local higher
derivative cubic interaction Lagrangian for gauge fields with any higher spins in
flat space-time of any dimensions. This shifts the no-go theorems to the quartic
power of fields in interaction Lagrangians, where one can expect the final battle
for the existence of local (or nonlocal) Lagrangians for interacting HS gauge field
theory in flat space.
Gauge symmetry, which is a redundancy of non-physical degrees of freedom in
the Lagrangian, is the main principle which helps to choose the right Lagrangian
for the given theory. To quote C. N. Yang, gauge symmetry dictates the form
of the interaction∗. In this thesis we will show that for Higher Spin gauge fields
interactions are uniquely determined by gauge symmetry.
The free Lagrangian for Higher Spin gauge fields both in flat space and in
constantly curved backgrounds (dS and AdS) are known over thirty years [23,
24, 25, 26]. In contrast to free theory, attempts to construct Lagrangians for
interacting theories haven’t been successful yet beyond the cubic vertices. In this
thesis we are going to discuss only trilinear interactions of Higher Spin gauge
fields.
Our recent results [30], [32]-[37] on Higher Spin gauge field cubic interactions
in flat space, which certainly reproduce the flat limit of the famous Fradkin-
Vasiliev vertex for higher spin coupling to gravity [38], show that all interactions
of higher spin gauge fields with any spins s1, s2, s3 both in flat space and in dS
∗This quotation along with a very beautiful review of the history of gauge symmetries you
can find in [31].
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or AdS are unique†. This was already proven for some low spin cases of both the
Fradkin-Vasiliev vertex for 2, s, s and the nonabelian vertex for 1, s, s in [39].
The first important step towards cubic interactions in Higher Spin gauge field
theory in covariant formulation was done in 1984 by Berends, Burgers and van
Dam [40]. They constructed a cubic selfinteraction Lagrangian for spin three
gauge fields and proved impossibility of extension to higher orders. Their argu-
ments are based on gauge algebra, which does not close for a single spin three
nonabelian field. The authors give an optimistic hope that it will be possible to
extend this Lagrangian to higher orders if one takes into account corrections from
interactions with gauge fields with spins higher than three. A recent discussion
on this subject appeared from Bekaert, Boulanger and Leclerq [41]. They show
the impossibility to close this non-abelian (spin 3) algebra taking into account
corrections from interactions of other fields with spins higher (or lower) than
three.
The first successful result on Higher Spin gravitational interactions was de-
rived in the already mentioned work by Fradkin and Vasiliev [38], where a cubic
coupling of Higher Spin gauge fields to linearized gravity was constructed in the
constantly curved background. The interesting property of this Lagrangian is
it’s non-analyticity in the cosmological constant, therefore excluding a flat space
limit. However it was shown already in [39] that after rescaling of Higher Spin
gauge fields one can observe a flat limit for the Fradkin-Vasiliev interactions. In
our approach the spin s gauge field has scaling dimension [length]s−2, and the
Fradkin-Vasiliev vertex has a flat limit with 2s− 2 derivatives (minimal possible
number) in the 2− s− s interaction which has the same scaling dimension as the
Einstein-Hilbert Lagrangian terms. As it was shown by Metsaev in [42] using a
light cone gauge approach, there are three different couplings to linearized gravity
with different numbers of derivatives for any higher spin s field, and in general
min{s1, s2, s3}+1 different possibilities with different numbers of derivatives for
the s1 − s2 − s3 interaction. All these interactions were derived in a covariant
off-shell formulation in [30], and I am going to discuss them in this Thesis.
For some important results on higher spin cubic interactions see [43]-[47] and
references therein. For recent reviews see [48].
The only Section in this Thesis that is not directly connected to Higher Spin
theory is Section 4.1, where I give brief introduction independently.
All the Chapters in this Thesis are more or less independent, in some cases
there are even differences in conventions, therefore I give notations and conven-
tions independently where needed.
The formalism which I use in this Thesis is developed in Chapter 2, where
I present also well known results in the free theory of Higher Spin fields: the
Fronsdal Lagrangian, the deWitt-Freedman curvatures and Christoffel symbols
for HS gauge fields and the Bianchi identities that connect them as well as some
†The cubic interaction Lagrangian is unique up to partial integration and field redefinition.
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new connections between these quantities following from their Bianchi identities.
In Chapter 3 the ultraviolet singular structure of the bulk-to-bulk propagators
for higher spin gauge fields in AdS4 space is analyzed in details. One loop mass
renormalization corresponding to interactions with the Higgs scalar are studied.
This mass renormalization is finite and connected with the anomalous dimensions
of those currents in the corresponding boundary CFT3 that cease to be conserved
when the interaction is switched on. In particular it is proportional to ℓ− 2 for
a spin ℓ field.
In Chapter 4 the hierarchy of conformally coupled scalars with increasing
scaling dimensions ∆k = k − d/2, k = 1, 2, 3, . . . connected with the k-th Euler
density in the corresponding space-time dimensions d ≥ 2k is proposed. The cor-
responding conformal invariant Lagrangian with the k-th power of Laplacian for
the already known cases k = 1, 2 is reviewed, and the subsequent case of k = 3
is completely constructed and analyzed. The same hierarchy is rederived using
the Fefferman-Graham d + 2 dimensional ambient space approach. The corre-
sponding mysterious ”holographic” structure of these operators is clarified. We
explore also the d+2 dimensional ambient space origin of the Ricci gauging pro-
cedure proposed by A. Iorio, L. O’Raifeartaigh, I. Sachs and C. Wiesendanger
as another method of constructing the Weyl invariant Lagrangians. The cor-
responding gauged ambient metric, Fefferman-Graham expansion and extended
Penrose-Brown-Henneaux transformations are proposed and analyzed.
Then another generalization of conformal coupling of the scalar to the gravity
is considered. The explicit form of linearized gauge invariant interactions of
scalar and general higher even spin fields in the AdSD space is obtained. In the
case of general spin ℓ a generalized ’Weyl’ transformation is proposed and the
corresponding ’Weyl’ invariant action is constructed. In both cases the invariant
actions of the interacting higher even spin gauge field and the scalar field include
the whole tower of invariant actions for couplings of the same scalar with all
gauge fields of smaller even spin.
In section 5.1 of Chapter 5 several trilinear interactions of higher spin fields
involving two equal (s = s1 = s2) and one higher even (s3 > s) spin are presented.
Interactions are constructed on the Lagrangian level using Noether’s procedure
together with the corresponding next to free level fields of the gauge transfor-
mations. In certain cases when the number of derivatives in the transformation
is 2s − 1 the interactions lead to the currents constructed from the generaliza-
tion of the gravitational Bell-Robinson tensors. In section 5.2 of Chapter 5 using
Noether’s procedure the complete cubic selfinteraction for the case of spin s = 4
in a flat background is presented and the cubic selfinteraction for general spin
s with s derivatives in the same background is discussed. The leading term of
the latter interaction together with the leading gauge transformation of first field
order are presented. In section 5.3 of Chapter 5 the complete solution for the
trilinear interactions of arbitrary spins s1, s2, s3 in a flat background is presented,
the possibility to enlarge this construction to higher order interactions in the
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gauge field is discussed. Finally the expansion of a general spin s gauge trans-
formation into powers of the field and the related closure of the gauge algebra in
the general case are discussed.
In the recent paper [49] by Sagnotti and Taronna the authors proposed an
on-shell generating function for the general HS cubic interaction presented in [30]
from a massless limit of String Theory. In the final Chapter 6 of this thesis I
am going to present an off-shell extension of that generating function, which can
surprisingly be enhanced with a beautiful Grassmann structure, the string origin
of which is not clear yet.
In this Thesis I am not going to address many important directions in Higher
Spin gauge field theories like Mixed Symmetry Higher Spin fields (see [87]-[102]
and references therein), Unconstrained Higher Spins ( [89], [90], [103] and ref-
erences therein), Unfolded formulation of Higher Spin dynamics ([104]-[110] and
references therein), Vasiliev equations ([29], [128] and references therein), BRST
approach to Higher Spins ([110]-[114]), Light Cone gauge formulation ([42],[116]-
[117] and references therein), some AdS/CFT aspects ([10], [115] and references
therein), some String-inspired constructions ([118]-[122] and references therein),
partially massless Higher Spin fields ([123]-[127] and references therein).
Another weakness of this Thesis is the lack of a group-theoretical description:
the study of the non-abelian gauge algebra which stands behind the interactions
presented in this Thesis as well as ”Higher Spin geometry” interpretations (if
any) will follow in the future. The interactions we discuss in this Thesis don’t
include fermionic half-integer spin fields, which is another important direction to
generalize these results.
Chapter 2
Free Higher Spin Gauge fields
2.1 Technical setup and important relations in
free HSF theory
We work with Higher Spin Gauge Fields in Fronsdal (metric-like) formulation
[23, 25], in which the spin s field is double traceless fully symmetric s-th rank
tensor. The most elegant and convenient way of handling symmetric tensors such
as h
(s)
µ1µ2...µs(z) is by contracting it with the s’th tensorial power of a vector a
µ of
the tangential space at the base point z
h(s)(z; a) =
∑
µi
(
s∏
i=1
aµi)h(s)µ1µ2...µs(z). (2.1.1)
In this way we obtain a homogeneous polynomial in the vector aµ of degree s. In
this formalism the symmetrized gradient, trace and divergence are∗
Grad : h(s)(z; a)⇒ Gradh(s+1)(z; a) = (a∇)h(s)(z; a), (2.1.2)
Tr : h(s)(z; a)⇒ Trh(s−2)(z; a) = 1
s(s− 1)✷ah
(s)(z; a), (2.1.3)
Div : h(s)(z; a)⇒ Divh(s−1)(z; a) = 1
s
(∇∂a)h(s)(z; a). (2.1.4)
Next we introduce the notation ∗a, ∗b for a contraction in the symmetric spaces
of indices a or b
∗a = 1
(s!)2
s∏
i=1
←−
∂ µia
−→
∂ aµi . (2.1.5)
To manipulate reshuffling of different sets of indices we employ other differentials
with respect to a and b, e.g. (a∂b) or (b∂a). Then we see that operators (a∂b), a
2, b2
∗To distinguish easily between ”a” and ”z” spaces we introduce for space-time derivatives
∂
∂zµ
the notation ∇µ.
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are dual (or adjoint) to (b∂a),✷a,✷b with respect to the ”star” product of tensors
with two sets of symmetrized indices (2.1.5)
1
n
(a∂b)f
(m−1,n)(a, b) ∗a,b g(m,n−1)(a, b) = f (m−1,n)(a, b) ∗a,b 1
m
(b∂a)g
(m,n−1)(a, b), (2.1.6)
a2f (m−2,n)(a, b) ∗a,b g(m,n)(a, b) = f (m−2,n)(a, b) ∗a,b 1
m(m− 1)✷ag
(m,n)(a, b)
(an analogous equation for b2) (2.1.7)
In the same fashion gradients and divergences are dual with respect to the full
scalar product in the space (z; a, b)
(a∇)f (m−1,n)(z; a, b) ∗a,b g(m,n)(z; a, b) = −f (m−1,n)(z; a, b) ∗a,b 1
m
(∇∂a)g(m,n)(z; a, b)
(an analogous equation for (b∇)) (2.1.8)
We will use the deWit-Freedman curvature and Christoffel symbols [27, 85]. The
n-th deWit-Freedman-Christoffel symbol is
Γ
(s)
(n)(z; b, a) ≡ Γ(s)(n)ρ1...ρn,µ1...µℓbρ1 ...bρnaµ1 ...aµℓ = [(b∇)−
1
n
(a∇)(b∂a)]Γ(s)(n−1)(z; b, a), (2.1.9)
or in another way
Γ
(s)
(n)(z; b, a) = (
s∏
k=1
[(b∇)− 1
k
(a∇)(b∂a)])h(s)(z; a). (2.1.10)
We contracted them with the degree s tensorial power of one tangential vector aµ
in the first set of s indices and with a similar tensorial power of another tangential
vector bν in its second set. The deWit-Freedman curvature and n-th Christoffel
symbol are then written as
Γ(s)(z; b, a) : Γ(s)(z; b, λa) = Γ(s)(z;λb, a) = λsΓ(s)(z; b, a),(2.1.11)
Γ
(s)
(n)(z; b, a) : Γ
(s)
(n)(z; b, λa) = λ
sΓ
(s)
(n)(z; b, a), (2.1.12)
Γ
(s)
(n)(z;λb, a) = λ
nΓ
(s)
(n)(z; b, a), (2.1.13)
Γ(s)(z; b, a) = Γ
(s)
(n)(z; b, a)|n=s. (2.1.14)
Now one can prove that [27, 86]:
(a∂b)Γ
(s)(z; a, b) = (b∂a)Γ
(s)(z; a, b) = 0. (2.1.15)
These ”primary Bianchi identities” are manifestations of the hidden antisymme-
try.
CHAPTER 2. FREE HIGHER SPIN GAUGE FIELDS 9
Using the following commutation relations
[(b∂a)
n, (a∇)m] =
min{n,m}∑
k=1
k!
(
n
k
)(
m
k
)
(b∇)k(a∇)m−k(b∂a)n−k,(2.1.16)
✷b(b∇)i = i(i− 1)(b∇)i−2✷, (2.1.17)
∂bµ(b∇)i∂µb (b∂a)j = ij(b∇)i−1(b∂a)j−1(∇∂a), (2.1.18)
✷b(b∂a)
j = j(j − 1)(b∂a)j−2✷a, (2.1.19)
and mathematical induction we can prove that
Γ
(s)
(n)(z; b, a) =
n∑
k=0
(−1)k
k!
(b∇)n−k(a∇)k(b∂a)kh(s)(z; a). (2.1.20)
The gauge variation of a spin s field is
δh(s)(z; a) = s(a∇)ǫ(s−1)(z; a), (2.1.21)
with traceless gauge parameter
✷aǫ
(s−1)(z; a) = 0, (2.1.22)
for the double traceless gauge field
✷
2
ah
(s)(z; a) = 0. (2.1.23)
The gauge variation of n-th Christoffel symbol is
δΓ
(s)
(n)(z; b, a) =
(−1)n
n!
(a∇)n+1(b∂a)nǫ(s−1)(z; a), (2.1.24)
putting here n = s we obtain gauge invariance for the curvature
δΓ
(s)
(s)(z; b, a) = 0. (2.1.25)
Tracelessness of the gauge parameter (2.1.22) implies that b-traces of all Christof-
fel symbols are gauge invariant
✷bδΓ
(s)
(n)(z; b, a) =
(−1)n
(n− 2)!(a∇)
n+1(b∂a)
n−2
✷aǫ
(s−1)(z; a) = 0. (2.1.26)
Thus for the second order gauge invariant field equation we can use the trace of
the second Christoffel symbol, the so called Fronsdal tensor:
F (s)(z; a) = 1
2
✷bΓ
(s)
(2)(z; b, a)
= ✷h(s)(z; a)− (a∇)(∇∂a)h(s)(z; a) + 1
2
(a∇)2✷ah(s)(z; a).(2.1.27)
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Using equation (2.1.20) for Christoffel symbols and after long calculations we
obtain the following expression
✷bΓ
(s)
(n)(z; b, a) =
n−2∑
k=0
(−1)k
k!
(n− k)(n− k − 1)(b∇)n−k−2(a∇)k(b∂a)kF (s)(z; a). (2.1.28)
We have expressed the b-trace of any Γ
(s)
(n) through the Fronsdal tensor
† (or the b-
trace of the second Christoffel symbol, which is the same (2.1.27)), which means
that there are only two nontrivial gauge invariant objects–Fronsdal tensor and
deWit-Freedman curvature of higher spin gauge field. But this is not the whole
story. Using mathematical induction and (2.1.16)-(2.1.19) again we can show
that
n−2∑
k=0
(−1)k
k!
(n− k)(n− k − 1)(b∇)n−k−2(a∇)k(b∂a)kF (s)(z; a)
= n(n− 1)(
n∏
k=3
[(b∇)− 1
k
(a∇)(b∂a)])F (s)(z; a). (2.1.29)
In particular for the trace of the curvature we can write
✷bΓ
(s)(z; b, a) = s(s− 1)U(a, b, 3, s)F (s)(z; a), (2.1.30)
where we introduced an operator mapping the Fronsdal tensor on the trace of
the curvature
U(a, b, 3, s) =
s∏
k=3
[(b∇)− 1
k
(a∇)(b∂a)]. (2.1.31)
Now let us consider this curvature in more detail. First we have the symmetry
under exchange of a and b
Γ(s)(z; a, b) = (−1)sΓ(s)(z; b, a). (2.1.32)
Therefore the operation ”a-trace” can be defined by (2.1.30) with exchange of a
and b at the end. The mixed trace of the curvature can be expressed through the
a or b traces using ”primary Bianchi identities” (2.1.15)
(∂a∂b)Γ
(s)(z; b, a) = −1
2
(b∂a)✷bΓ
(s)(z; b, a) = −1
2
(a∂b)✷aΓ
(s)(z; b, a). (2.1.33)
The next interesting properties of the higher spin curvature and corresponding
Ricci tensors are so called generalized secondary or differential Bianchi identities.
†Which means that all b-traces of all Christoffel symbols are zero On-shell when Fronsdal
equation F (s)(z; a) = 0 holds.
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We can formulate these identities in our notation in the following compressed
form ([. . . ] denotes antisymmetrization )
∂
∂a[µ
∂
∂bν
∇λ]Γ(s)(z; a, b) = 0. (2.1.34)
This relation can be checked directly from representation (2.1.20). Then con-
tracting with aµ and bν we get a symmetrized form of (2.1.34)
s∇µΓ(s)(z; a, b) = (a∇)∂aµΓ(s)(z; a, b) + (b∇)∂bµΓ(s)(z; a, b). (2.1.35)
Now we can contract (2.1.35) with a ∂µb and using (2.1.33) obtain a connection
between the divergence and the trace of the curvature
(s− 1)(∇∂b)Γ(s)(z; a, b) = [(b∇)− 1
2
(a∇)(b∂a)]✷bΓ(s)(z; a, b). (2.1.36)
These two identities with a similar identity for the Fronsdal tensor
(∇∂a)F (s)(z; a) = 1
2
(a∇)✷aF (s)(z; a), (2.1.37)
play an important role for the construction of the interaction Lagrangian. To
complete the free field information we present here Fronsdal’s Lagrangian in terms
of our quantities:
L0(h(s)(a)) = −1
2
h(s)(a) ∗a F (s)(a) + 1
8s(s− 1)✷ah
(s)(a) ∗a ✷aF (s)(a). (2.1.38)
To obtain the equation of motion we vary (2.1.38) and obtain
δL0(h(s)(a)) = −(F (s)(a)− a
2
4
✷aF (s)(a)) ∗a δh(s)(a). (2.1.39)
Zero order gauge invariance can be checked easily by substitution of (2.1.21) into
this variation and use of the duality relation (2.1.8) and identity (2.1.37) taking
into account tracelessness of the gauge parameter (2.1.22).
Chapter 3
Propagator of HSF and
One-Loop Diagram
3.1 General setup for higher spin propagators
Here we would like to give all the conventions about AdSd+1 metric
∗. We
work in Euclidian AdSd+1 with the following metric, curvature and covariant
derivatives:
ds2 = gµν(z)dz
µdzν =
L2
(z0)2
δµνdz
µdzν ,
√
g =
Ld+1
(z0)d+1
,
[∇µ, ∇ν ]V ρλ = R σµνλ V ρσ − R ρµνσ V σλ ,
R ρµνλ = −
1
(z0)2
(
δµλδ
ρ
ν − δνλδρµ
)
= − 1
L2
(
gµλ(z)δ
ρ
ν − gνλ(z)δρµ
)
,
Rµν = − d
(z0)2
δµν = − d
L2
gµν(z) , R = −d(d+ 1)
L2
.
For simplicity we will from now on put L = 1 during all calculations keeping in
mind that we can always restore the AdS radius from dimensional consideration.
Then we can write the starting point of the investigation of higher spin gauge
field propagators, namely Fronsdal’s equation of motion (we introduce here the
“geometric AdS mass” µ2ℓ) [25] for the double traceless spin ℓ field, ✷a✷ah
(ℓ) = 0:
F(h(ℓ)(z; a)) = [✷− µ2ℓ ]h(ℓ)(z; a)− a2✷ah(ℓ)(z; a)
− (a∇)
[
∇µ ∂
∂aµ
h(ℓ) − 1
2
(a∇)✷ah(ℓ)(z; a)
]
= 0, (3.1.1)
µ2ℓ =
(
ℓ2 + ℓ(d− 5)− 2(d− 2)) , (3.1.2)
∗We will always try to keep general d in all possible formulas admitting of course that for
AdS4 theory it should be set to 3 at the end.
12
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The most important property of this equation is higher spin gauge invariance
with the traceless parameter ǫ(ℓ−1)(z; a),
δh(ℓ)(z; a) = (a∇)ǫ(ℓ−1)(z; a), (3.1.3)
✷aǫ
(ℓ−1)(z; a) = 0, (3.1.4)
δF(h(ℓ)(z; a)) = 0. (3.1.5)
The most natural gauge fixing condition for Fronsdal’s equation is the so called
traceless de Donder gauge
D(ℓ−1)(h(ℓ)) = ∇µ ∂
∂aµ
h(ℓ) − 1
2
(a∇)✷ah(ℓ) = 0, (3.1.6)
In this gauge Fronsdal’s equation simplifies to
FdD(h(ℓ)) = [✷− µ2ℓ ]h(ℓ) − a2✷ah(ℓ) = 0. (3.1.7)
Note that any deviation in (3.1.7) of µ2ℓ from (3.1.2) leads to a massive higher
spin field.
We can write now Fronsdal’s gauge invariant action in the concise form
Sℓ = 1
2
∫ √
gdd+1z
{
h(ℓ)(z; a) ∗a F(h(ℓ)(z; a))− 1
4s(s− 1)✷ah
(ℓ)(z; a) ∗a ✷aF(h(ℓ)(z; a))
}
(3.1.8)
This action is gauge invariant due to the ”Bianchi” identity (2.1.37).
Next we can write our double traceless field h(ℓ)(z; a) as a set of the two
traceless spin ℓ and ℓ− 2 fields ψ(ℓ)(z; a) and θ(ℓ−2)(z; a)
h(ℓ)(z; a) = ψ(ℓ) +
a2
2α0
θ(ℓ−2)(z; a) , (3.1.9)
✷ah
(ℓ) = θ(ℓ−2) , ✷aψ(ℓ) = ✷aθ(ℓ−2) = 0, (3.1.10)
α0 = d+ 2ℓ− 3. (3.1.11)
Applying the de Donder gauge condition we see that the fields ψ(ℓ)(z; a) and
θ(ℓ−2)(z; a) completely separate in the action (3.1.8)
Sℓ = 1
2
∫ √
gdd+1z
{
ψ(ℓ)(z; a) ∗ [✷− µ2ℓ ]ψ(ℓ)(z; a)
− α0 − 2
4α0
θ(ℓ−2)(z; a) ∗ [✷− µ2θ(ℓ−2)]θ(ℓ−2)(z; a)
}
, (3.1.12)
µ2θ(ℓ−2) = µ
2
ℓ + 2α0 = ℓ(ℓ+ d− 1)− 2, (3.1.13)
with the following diagonal field equations and de Donder gauge condition con-
necting ψ(ℓ) and θ(ℓ−2)
∇µ ∂
∂aµ
ψ(ℓ) =
α0 − 2
2α0
(a∇)θ(ℓ−2) − a
2
2α0
∇µ ∂
∂aµ
θ(ℓ−2), (3.1.14)
(✷+ ℓ)ψ(ℓ) = ∆ℓ(∆ℓ − d)ψ(ℓ), (3.1.15)
(✷+ ℓ− 2) θ(ℓ−2) = ∆θ(∆θ − d)θ(ℓ−2), (3.1.16)
∆ℓ = d+ ℓ− 2 , ∆θ = d/2 + 1/2
√
(α0 − 1)(α0 + 7). (3.1.17)
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So we realize that only in the de Donder gauge we have a diagonal equation of
motion for the physical ψ(ℓ) components but this component is not transversal
due to the presence of θ(ℓ−2) . This is the most convenient gauge for the quanti-
zation and construction of bulk-to-bulk propagators and for the investigation of
AdS4/CFT3 correspondence in the case of the critical conformal O(N) boundary
sigma model. We also mentioned that in the boundary limit only the traceless
mode ψ(ℓ) survives but the nonphysical trace mode θ(ℓ−2) can create a Goldstone
mode and enters the bulk tree dynamics and the loops.
The negative sign of the θ part in the action (3.1.8) suggests to quantize this
higher spin field with a formalism of Gupta-Bleuler type, so that a state with
n quanta of θ has norm squared of signature (−1)n yielding a pseudo Hilbert
space. Applying de Donder’s constraint (3.1.14) on field operators, the “physical”
Hilbert space is the kernel of the annihilation operator part of this constraint
inside the pseudo Hilbert space. Finally zero norm states are projected out. In
the context of this work it is only relevant that the two-point function of θ satisfies〈
θ(ℓ−2)(z1; a), θ(ℓ−2)(z2; c)
〉 ≤ 0 (3.1.18)
as a distribution.
3.2 Propagators in de Donder’s gauge
On AdS space which is a constant curvature space the geodesic distance η enters
all invariant expressions of the relative distance of two points. The standard
variable ζ = cosh η can be expressed by Poincare´ coordinates as
ζ(z1, z2) =
(z01)
2 + (z02)
2 + (~z1 − ~z2)2
2z01z
0
2
= 1 +
(z1 − z2)µ(z1 − z2)νδµν
2z01z
0
2
. (3.2.1)
The propagators are bitensorial quantities which are presented in the algebraic
basis of homogeneous functions of I1, I2, I3, I4
I1(a, c) := (a∂1)(c∂2)ζ(z1, z2), (3.2.2)
I2(a, c) := (a∂1)ζ(z1, z2)(c∂2)ζ(z1, z2), (3.2.3)
I3(a, c) := a
2
1I
2
2c + c
2
2I
2
1a, (3.2.4)
I4 := a
2
1c
2
2, (3.2.5)
I1a := (a∂1)ζ(z1, z2) , I2c := (c∂2)ζ(z1, z2), (3.2.6)
(a∂1) = a
µ ∂
∂zµ1
, (c∂2) = c
µ ∂
∂zµ2
, (3.2.7)
a21 = gµν(z1)a
µaν , c22 = gµν(z2)c
µcν . (3.2.8)
of degree ℓ, the spin of the field. All important formulas for this ”advanced
technology” of working with higher spin field theory in AdS space one can find
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in Appendix A. We are interested only in that part of the propagator expansion
which neglects traces. So it is a map from a space of ℓ + 1 functions {Fk(ζ)}ℓk=0
to a space of bitensors parameterized by I1 and I2 only, namely
Ψ(ℓ)[Fk] =
ℓ∑
k=0
Fk(ζ)I
ℓ−k
1 I
k
2 , (3.2.9)
(✷+ ℓ) Ψ(ℓ)[Fk] = ∆ℓ(∆ℓ − d)Ψ(ℓ)[Fk] +O(a21; c22). (3.2.10)
In the variable ζ the analytic properties of QFT n-point functions are con-
veniently described. In particular the two-point functions or propagators are
analytic in the ζ plane with singularities at ζ = ±1 and at ζ =∞, which in most
cases are logarithmic branch points. Analyticity is therefore meant in general on
infinite covering planes. All AdS field theories are symmetric under the exchange
ζ against −ζ .
Another variable used often is u = ζ − 1, the “chordal distance”, more pre-
cisely one half the square of the chordal distance. The series expansions for
two-point functions in u converge in a radius 2, whereas the series expansions
in powers of ζ−1 converge for | ζ |> 1. These analytic properties remind us of
Legendre functions. Indeed if propagator functions can be identified as Gaus-
sian hypergeometric functions, these are Legendre functions and the ”quadratic
transformations” can be applied. Using formulas from Appendix A we can show
that in de Donder’s gauge the propagator satisfy the following set of differential
equations for the functions Fk(ζ) or correspondingly Φk(u) of (3.2.9) following
from equation (3.1.15)
(ζ2 − 1)F ′′k + (d+ 1 + 4k)ζF ′k +XkFk + 2ζ(k + 1)2Fk+1 + 2(ℓ− k + 1)F ′k−1 = 0, (3.2.11)
Xk = k(d+ 2ℓ− k) + 2l − (ℓ− 2)(ℓ+ d− 2). (3.2.12)
The ”dimension” of the higher spin field ∆ℓ = ℓ + d − 2 has been inserted.
Moreover we use F−1 = Fℓ+1 = 0. The dimension of the AdS space is d + 1,
we interpolate analytically in d if this is technically required. Our issue is to
solve these equations by expansion in powers of ζ−1 or u. This leads to matrix
recursion equations which necessitate some linear algebra operations.
As an ansatz for the series expansion of Fk(ζ) at ζ =∞ we use
Fk(ζ) = ζ
−α−k
∞∑
n=0
cknζ
−2n. (3.2.13)
Denote ξ = α + 2n. Then a two term recursion of the form
Dn

c0n
c1n
...
cℓ,n
 = Cn−1

c0,n−1
c1,n−1
...
cℓ,n−1
 , (3.2.14)
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results with the two matrices
Cn−1 = diag{(ξ − 1)(ξ − 2), ξ(ξ − 1), . . . (ξ + ℓ− 1)(ξ + ℓ− 2)}, (3.2.15)
and the entries of the matrix Dn
(Dn)k,k−1 = −2(ℓ− k + 1)(ξ + k − 1), (3.2.16)
(Dn)k,k = ξ
2 − ξ(d+ 2k)− 4k2 + 2ℓ(k + 1)− (l − 2)(ℓ+ d− 2)(3.2.17)
(Dn)k,k+1 = 2(k + 1)
2. (3.2.18)
The determinant of D0 is a polynomial of degree 2(ℓ+ 1) of the variable α with
roots which we identify with the ”roots” of the differential equation system. For
arbitrary ℓ we have
detD0 = [(α + ℓ− 2)(α+ 2− ℓ− d)][(α + ℓ− 2)(α− ℓ− d)]
×
ℓ−2∏
n=0
[α2 − (d+ 4 + 2n)α− ((ℓ− 2)d+ (ℓ+ n)2 − (n+ 2)(3n+ 4))]. (3.2.19)
Each square bracket represents one eigenvalue of D0 and contributes two roots.
The quadratic factors lead in almost all cases to two irrational roots that are
neither degenerate among themselves nor with the other roots, but there are ex-
ceptions which have two integer roots e.g. for d = 3 : (ℓ, n) ∈ {(4, 1), (6, 4), (9, 2),
(9, 5), (11, 8), (15, 8)...}. Two roots are said to be degenerate, if their difference is
an integer. For the case of expansions in powers of ζ2 as in (3.2.13), this integer
must be even. In such case the solution with the bigger root enters the other one
with a logζ factor.
The following roots are of particular (physical) importance
αp = ℓ+ d− 2, (3.2.20)
αc = ℓ+ d. (3.2.21)
We call the first root αp ”principal” because it has the value of the dimension ∆
of the field which enters the field equation in the form ∆(∆ − d). The second
root is a ”companion” of it, since they appear for all ℓ as such pair (see (3.2.19)).
It is degenerate with the principal root and the solution of it enters the principal
solution with a logζ factor on the next to leading power in the expansion. The
bigger ones of the two roots in the exceptional cases quoted above are also bigger
than the principal root ℓ + 1 (for the same ℓ) but their distance to it are odd
numbers except for the case (ℓ, n) = (15, 8), where the distance to ℓ+1 is sixteen
and the logζ term appears at a very high power.
For the principal root the equation for the eigenvector of D0
D0(αp)

c
(αp)
00
c
(αp)
10
...
c
(αp)
l0
 = 0, (3.2.22)
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can be solved for each ℓ. We find
c
(αp)
k,0 = (−1)k
(
ℓ
k
)
, (3.2.23)
which is easy to prove by using the general expression for the rows of the matrix
Dn as given in (3.2.16) - (3.2.18). The consequence of this result is that the leading
term of Ψ(ℓ)[Fk(αp)] at ζ = ∞ is the well known expression ζ−∆(I1 − ζ−1I2)ℓ.
Already at next order in ζ−2 log-terms appear.
For the companion root αc the eigenvector for D0 can be derived by a little
bit more algebra for any ℓ
c
(αc)
k,0 = (−1)k
((
ℓ
k
)
+ (d+ 2ℓ− 2)
(
ℓ− 1
k − 1
))
. (3.2.24)
The actual construction of a solution for the pair of roots starts with the bigger
one, αc. Its solution takes the form
Fk(ζ ;αc) = ζ
−∆−2
∞∑
n=0
ζ−2n
ℓ∑
s=0
Πn(αc)k,sc
(αc)
s,0 , (3.2.25)
where we used
Hn(αc) = Dn(αc)
−1Cn−1(αc)
= H1(αc + 2(n− 1)), (3.2.26)
Πn(αc) = Π
n−1,←
r=0 H1(αc + 2r). (3.2.27)
and the left arrow denotes ordering of the product with increasing r from right
to left. In this context we note that if a nonsingular matrix S(α) would exist, so
that H1 could be diagonalized by
H1(α) = S
−1(α+ 2)∆(α)S(α), (3.2.28)
then Fk(ζ ;α) would be a generalized hypergeometric function.
Having constructed the solution for the companion root we turn to the princi-
pal root. We recognize thatDn(αp) can be spectrally decomposed in the following
fashion
Dnχi = λiχi, (3.2.29)
DTnψi = λiψi, (3.2.30)
Dn =
l∑
i=0
λiχi ⊗ ψTi , (3.2.31)
ψTi χj = δij (3.2.32)
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Denote further
ρT = ψTCn−1. (3.2.33)
All these quantities can be determined as functions of ξ, and it is easily verified
that (3.2.28) is not fulfilled.
One of the eigenvalues of D1(αp) vanishes, we denote it λ0, so that D1(αp)
cannot be inverted. We perform a deformation of our differential equation system
replacing αp only in λ0 and in the prefactor ζ
−αp by αp+ ǫ. All other eigenvalues
and the eigenvectors remain unchanged. Then we continue the whole procedure
known from the companion root, all Hn will remain singularity free. At the
end we subtract a certain multiple γ of (ǫ−1 + µ)Ψ(ℓ)[Fk(αc)] so that the limit
ǫ → 0 can be performed and the log-terms appearing are −γlogζΨ(l)[Fk(αc)].
The additional parameter µ is in principle arbitrary showing that the principal
solution containing a log factor is a coset with respect to adding the companion
solution. This parameter can, however, be normalized in a standard fashion
by requiring that the (l + 1)-tupel of coefficients c
(αp)
k,n where at level n the log
term appears first, is orthogonal to the eigenvector ψ0 belonging to the deformed
eigenvalue. We close this discussion with the remark that on the boundary of
AdS space i.e. ζ =∞ any linear combination
Ψ(ℓ)[Fk(αp)] + AΨ
(ℓ)[Fk(αc)] (3.2.34)
is indistinguishable from the pure principal solution. Thus the boundary con-
straint fixes only the whole coset and not any representative of it.
In order to render the expansions of Fk around ζ = 1(u = 0) a visually
different expression, we shall denote them Φk. The expansions are
Φk(u) = u
α
∞∑
n=0
ak,nu
n. (3.2.35)
Again we obtain matrix recursion relations
An

a0,n
a1,n
...
aℓ,n
+Bn−1

a0,n−1
a1,n−1
...
aℓ,n−1
 + E

a0,n−2
a1,n−2
...
aℓ,n−2
 = 0. (3.2.36)
We define
ξ = α + n, (3.2.37)
and obtain the matrices
(An)k,k = ξ(2ξ + d+ 4k − 1), (3.2.38)
(An)k,k−1 = 2ξ(ℓ− k + 1), (3.2.39)
(Bn−1)k,k = (ξ − 1)(ξ + d+ 4k − 1) +Xk, (3.2.40)
(Bn−1)k,k+1 = 2(k + 1)2 = (E)k,k+1. (3.2.41)
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Here we used the shorthand (see (3.2.12))
Xk(λ) = k(2λ+ 2ℓ− k + 1) + 2ℓ− (ℓ− 2)(2λ+ ℓ− 1), (3.2.42)
and d = 2λ + 1 has been introduced. Therefore An is of lower triangular shape
with eigenvalues ξ(2ξ + d+ 4k − 1). The root system is therefore
• ℓ+ 1 times the root zero;
• the ℓ+ 1 roots αm = −λ− 2m, 0 ≤ m ≤ ℓ.
Both sets are degenerate among themselves, and if d is odd, the second set is
degenerate with respect to the first one. The first set produces regular solutions,
the second set produces poles if d is odd, which it is in the case of present
interest. Nevertheless we will regard d as a free real parameter in order to handle
the degeneracy with the regular cases. The solution for α0 in combination with
any regular solution has the appropriate singular behaviour at u = 0 needed for
a propagator, namely applying Fronsdal’s differential operator the correct delta
function is created.
Any solution is obtained by requiring
A0

a0,0
a1,0
...
aℓ,0
 = 0. (3.2.43)
This requirement is solved for the regular solutions Φ
(r)
k (u) (for which A0 = 0 and
the solution is trivial) by
a
(r)
k,0 = δk,r. (3.2.44)
For any such solution r we obtain next
a
(r)
k,1 = −(A−11 B0)k,r
= −(A−11 )k,r(B0)rr − (A−11 )k,r−1(B0)r−1,r, (3.2.45)
where we insert
(A1)r,r = d+ 4r + 1, (3.2.46)
(A1)r,r−1 = 2(ℓ− r + 1), (3.2.47)
(B0)r,r = Xr, (3.2.48)
(B0)r−1,r = 2r2, (3.2.49)
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and obtain
(A−11 )k,r = (−2)k−r
k∏
s=r+1
(ℓ− s+ 1) [
k∏
s=r
(d+ 4s+ 1)]−1
(for k > r), (3.2.50)
(A−11 )r,r = (d+ 4r + 1)
−1, (3.2.51)
(A−11 )k,r = 0 (for k < r). (3.2.52)
There is no sign of any singularity caused by the degeneracy. Finally we get
a
(r)
k,1 = −Xr(A−11 )k,r − 2r2(A−11 )k,r−1, (3.2.53)
which vanishes for r > k + 1.
We turn now to the nonanalytic solutions Φk(u, αm) with roots αm = −λ−2m
and concentrate on the casem = 0 because this is the perturbative Green function
for the Fronsdal differential operator. At the beginning we assume λ /∈ Z in order
to avoid the degeneracy with the regular solutions. In this case we have
(A0)k,k = −4λk, (3.2.54)
(A0)k,k−1 = −2λ(ℓ− k + 1), (3.2.55)
and the equation ∑
r
(A0)k,rc
(α0)
r,0 = 0 (3.2.56)
is solved by
c
(α0)
k,0 =
(
−1
2
)k (
ℓ
k
)
. (3.2.57)
Next we treat the A1 matrix
(A1)k,k = 2(1− λ)Nk, Nk = 2k + 1, (3.2.58)
(A1)k,k−1 = 2(1− λ)(ℓ− k + 1), (3.2.59)
(A−11 )k,r = [2(1− λ)]−1βk,r, for k ≥ r and zero else, (3.2.60)
βk,r = (−ℓ)k−r[
k∏
s=r
Ns]
−1. (3.2.61)
The B0 matrix is
(B0)k,k = −λ(λ + 4k + 1) +Xk := Zk(λ), (3.2.62)
(B0)k,k+1 = 2(k + 1)
2. (3.2.63)
The matrix E is still not needed for n = 1.
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We define the matrix
(H1)k,r = −(A−11 B0)k,r = [2(λ− 1)]−1{βk,r(B0)r,r + βk,r−1(B0)r−1,r}, (3.2.64)
and obtain for the coefficients c
(α0)
k,1
c
(α0)
k,1 =
k+1∑
r=0
(H1)k,r
(
−1
2
)r (
ℓ
r
)
. (3.2.65)
All these coefficients inherit a pole in λ at the value 1.
This pole does not appear in one eigenvalue only as in the ζ =∞ case. This
is due to the fact that for λ = 1 there exist ℓ + 1 degenerate regular solutions
and therefore the pole appears in all ℓ + 1 eigenvalues simultaneously. It is
straightforward to calculate the residues of all matrix elements of H1 and to
derive the expressions
ρk =
k+1∑
r=0
res(H1)k,r
(
−1
2
)r (
ℓ
r
)
. (3.2.66)
Then we subtract from this solution at n = 1 the regular solution
(λ− 1)−1[
ℓ∑
r=0
ρrΦ
(r)(u)], (3.2.67)
obtaining in the limit the log term of Ψ(ℓ)[Φk(u, α0)]
− log u [
ℓ∑
r=0
ρrΦ
(r)(u)]. (3.2.68)
We mention that the leading term of Ψ(ℓ)[Φk(u, α0)] is
u−1(I1 − 1
2
I2)
ℓ. (3.2.69)
The situation with the Green function type solution is the same as with the
solution which is constrained by the AdS boundary condition: The UV constraint
is satisfied by a coset, namely any linear combination of regular solutions can be
added to the solution Ψ(ℓ)[Φ(α0)]. In turn this may also be used to normalize
the solutions Φk(α0). We can namely require that on the level n = 1 on which
log u appears first, all the coefficients c
(α0)
k,1 are made to vanish by appropriate
subtraction of regular solutions.
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3.3 Propagators in Feynman’s gauge
In this section we consider the higher spin gauge field propagators analyzed in
the previous section and in [75], [76], [77], in an approach developed originally
for the spin ℓ = 0, 1, 2 only in [78], [79], [80], but now generalized for all ℓ with
a slight modification of arguments. Namely we consider our propagator working
directly in the space of conserved currents
h(ℓ)(z1; a) =
∫ √
gdd+1z2K
(ℓ)(z1, a; z2, c) ∗c J (ℓ)(z2, c), (3.3.1)
where
K(ℓ)(z1, a; z2, c) = Ψ
(ℓ)[Fk(u(z1; z2))] + traces. (3.3.2)
Taking into account the conservation properties of the current J (ℓ)(z2, c) we can
formulate the ansatz following from (3.1.15)
[✷1 + ℓ−∆ℓ(∆ℓ − d)]Ψ(ℓ)[Fk(u(z1; z2))] = −Iℓ1δd+1(z1; z2) + traces
+ (c∇2)
(
I1aΨ
(ℓ−1)[Λk(u(z1; z2))]
)
. (3.3.3)
This means that applying the gauge fixed equation of motion at the first argument
of the bilocal propagator we get zero (or more precisely a delta function in the
coincident points) due to a gauge transformation at the second argument.
Here we should make some comments on the delta function in curved AdS
space. Our notation in (3.3.3) means
δ(d+1)(z1; z2) =
δ(d+1)(z1 − z2)√
g(z)
,
∫
δ(d+1)(z1 − z2)dd+1z1 = 1. (3.3.4)
In the polar coordinate system defined in Appendix A the invariant measure (for
d = 3) is √
gd4z = u(u+ 2)dudΩ3. (3.3.5)
Therefore we can define
δ(4)(z − zpole)√
g(z)
=
δ(u)
u(u+ 2)Ω3
= − δ
(1)(u)
(u + 2)Ω3
, (3.3.6)
uδ(1)(u) = −δ(u).
This u- dependence of the measure leads to the idea that short distance singu-
larities in D = d + 1 = 4 dimensional AdS space should start from 1
u2
not from
1
u
.
Then using the gradient map (A.34), (A.35) we can derive
(c∇2)
(
I1aΨ
(ℓ−1)[Λk(u)]
)
= Ψ(ℓ)[Λ′k−1(u) + (k + 1)Λk(u)], Λℓ = 0 (3.3.7)
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Combining this with the Laplacian map (A.31)-(A.33) and (3.3.1) we obtain the
following set of ℓ + 1 equations for z1 6= z2 (unlike the case (3.2.11) we do not
insert the value of ∆ℓ here)
u(u+ 2)F ′′k + (d+ 1 + 4k)(u+ 1)F
′
k + 2(ℓ− k + 1)F ′k−1 + 2(u+ 1)(k + 1)2Fk+1
+[2ℓ+ k(d+ 2ℓ− k)]Fk −∆ℓ(∆ℓ − d)Fk = Λ′k−1 + (k + 1)Λk. (3.3.8)
To analyze this system we write the k = 0, 1 and ℓ− 1, ℓ cases explicitly
u(u+ 2)F ′′0 + (d+ 1)(u+ 1)F
′
0 −∆ℓ(∆ℓ − d)F0 + 2(u+ 1)F1
+2ℓF0 = Λ0, (3.3.9)
O(F ′′1 , F
′
1, F1, F2) + 2ℓF
′
0 = Λ
′
0 + 2Λ1, (3.3.10)
...
O(F ′′ℓ−1, F
′
ℓ−1, Fℓ−1, Fℓ, F
′
ℓ−2) = Λ
′
ℓ−2 + ℓΛℓ−1, (3.3.11)
u(u+ 2)F ′′ℓ + (d+ 1 + 4ℓ)(u+ 1)F
′
ℓ + [ℓ
2 + ℓ(d+ 2)−∆ℓ(∆ℓ − d)]Fℓ
+2F ′ℓ−1 = Λ
′
ℓ−1, (3.3.12)
and we see that this system for 2ℓ + 1 functions is separable. One solution is
obtained if we put
Fk = 0, k = 1, 2, . . . ℓ, (3.3.13)
Λk = 0, k = 1, 2, . . . ℓ− 1, (3.3.14)
and submit F0(u) to the Gaussian hypergeometric equation
u(u+ 2)F ′′0 (u) + (d+ 1)(u+ 1)F
′
0(u)−∆ℓ(∆ℓ − d)F0(u) = 0, (3.3.15)
supplemented with a noncontradictory solution for the remaining gauge param-
eter Λ0(u)
Λ0(u) = 2ℓF0(u). (3.3.16)
So we prove that with an appropriate choice of the gauge freedom we can
obtain the propagator in Feynman’s gauge in the form
K(ℓ)(z1, a; z2, c) = I
ℓ
1F0(u) + traces, (3.3.17)
where F0(u) is the solution of the equation for the scalar field with dimension ∆ℓ
(3.3.15) [78]. The solution of this equation is well known and can be written in
two different forms [80, 81]. The first form is (ζ = u+ 1)
F0(ζ) = C(ℓ, d)2
∆ℓζ−∆ℓ2F1
(
∆ℓ
2
,
∆ℓ + 1
2
,∆ℓ − d
2
+ 1;
1
ζ2
)
. (3.3.18)
This form is suitable for an investigation of the infrared behaviour. We see
immediately that near the boundary limit we have
F0(ζ) ∼ ζ−∆ℓ|d=3 = ζ−(ℓ+1), if ζ →∞, (3.3.19)
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which is just wanted for AdS/CFT correspondence. Indeed comparing ∆ℓ and
∆θ in (3.1.15)-(3.1.17) we see that the propagator of the nonphysical mode θ falls
off in the boundary limit faster than the propagator for the physical mode ψ, as
it should be.
But for us the second form of this expression obtained after a quadratic trans-
formation of the hypergeometric function listed in the Appendix B (B.1) is more
interesting
F0(u) = C(ℓ, d)
(
2
u
)∆ℓ
2F1
(
∆ℓ,∆ℓ − d
2
+
1
2
, 2∆ℓ − d+ 1;−2
u
)
. (3.3.20)
The normalization constant C(ℓ, d) is chosen to obtain the δ function on the right
hand side of (3.3.3)
C(ℓ, d) =
Γ(∆ℓ)Γ(∆ℓ − d2 + 12)
(4π)
(d+1)
2 Γ(2∆ℓ − d+ 1)
|d=3 = ℓ!(ℓ− 1)!
16π2(2ℓ− 1)! . (3.3.21)
To investigate the ultraviolet limit of (3.3.20) we have to use the second for-
mula (B.2) of Appendix B and take carefully the limit d→ 3 to obtain(
2
u
)∆ℓ
2F1
(
∆ℓ,∆ℓ − d
2
+
1
2
, 2∆ℓ − d+ 1;−2
u
)
|d→3 = (2ℓ− 1)!
(ℓ− 1)!
{
2
ℓ!u
+
1
(ℓ− 2)!
ℓ−2∑
n=0
(ℓ+ 1)n(2− ℓ)n
n!(n + 1)!
[
Υℓ,n + log
u
2
] (
−u
2
)n}
, (3.3.22)
where the rational number Υℓ,n is expressed by the ψ functions
Υℓ,n = ψ(ℓ+ n + 1) + ψ(ℓ− n− 1)− ψ(n+ 1)− ψ(n + 2). (3.3.23)
So we see now that in the ultraviolet limit we get
F0(u)|d=3 ∼= 1
8π2
1
u
+O(1, u, logu, u logu, . . . ). (3.3.24)
This main singular term in the propagator of the scalar field with dimension ∆ℓ
does not depend on the field dimension and behaves always like 1
8π2u
. For example
we have the same singularity in the propagator of the conformally coupled scalar
in AdS4 (see [82])
Σ[u(z1, z2)] =
1
8π2
(
1
u
± 1
u+ 2
)
, (3.3.25)
(✷+ 2)Σ[u(z1, z2)] = −δ(4)(z1; z2). (3.3.26)
So we observe some universality in the UV behaviour of higher spin propagators
in Feynman’s gauge:
For any spin ℓ the main term of the propagator has the form Iℓ1
1
8π2u
.
Comparing with (3.2.69) we deduce that in de Donder gauge we have the
same picture because
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• I1(a, c; u)→ aµcν if u→ 0 .
• I2(a, c; u) = I3(a, c; u)→ 0 if u→ 0 .
• I4(a, c; u)→ a2c2 if u→ 0 .
So finally we can formulate the following statement:
The higher spin propagator in Feynman’s gauge is simplest and most conve-
nient for the calculation of any Feynman diagram. Just we have to couple it
with conserved currents to make sure that we preserve gauge invariance. The
UV-behaviour of the propagator is universal and described by (3.3.24).
3.4 Spin ℓ, ℓ− 2 and scalar interaction and mass
renormalization
In this section we will discuss some interaction between two neighboring higher
spin gauge fields and a scalar containing two derivatives. On this linearized level
of understanding the higher spin gauge invariance it is possible to construct an
interaction of the gauge field contracted with the conserved current formed from
gauge fields of the nearest different spin (ℓ ± 2), comformally coupled in the
AdSd+1 background with the scalar σ(z)
✷σ(z) +
d2 − 1
4
σ(z) = 0, (3.4.1)
and two derivatives
Sint =
gℓ√
N
∫ √
gd4zh(ℓ)(z; a) ∗a J (ℓ)[h(ℓ±2)(z; a), σ(z)]. (3.4.2)
Here we introduce an unknown coupling parameter gℓ normalized as O(
1√
N
) as it
follows from AdS4/CFT3 correspondence. The conservation condition following
from the gauge transformation for h(ℓ)(z) (3.1.3) with the traceless parameter
ǫ(ℓ−1) is
∇µ ∂
∂aµ
J (ℓ)[h(ℓ±2)(z; a), σ(z)] = O(a2). (3.4.3)
This equation could be used to construct all possible currents with properties
mentioned above.
Returning to the equation (3.4.3) we note first that the operator
D˜(+1) = (a∇)− 1
2
a2∇µ ∂
∂aµ
(3.4.4)
is dual to the de Donder gauge operator
D(−1) = ∇µ ∂
∂aµ
− 1
2
(a∇)✷a, (3.4.5)
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with respect to the full scalar product, and second that this operator commutes
with the divergence in the following way (see (A.37) and (A.38))
∇µ ∂
∂aµ
D˜(+1)j(ℓ−1)(z, a) = [✷− (ℓ− 1)(d+ ℓ− 2)]j(ℓ−1)(z, a) +O(a2). (3.4.6)
Then taking into account (A.39) we can see that with the natural choice j(ℓ−1)(z, a) =
(a∇)[h(ℓ−2)(z; a)σ(z)] one can obtain (µ2
θ(ℓ−2)
is the AdS mass of the trace part of
h(ℓ) (3.1.13))
∇µ ∂
∂aµ
D˜(+1)(a∇)[h(ℓ−2)(z; a)σ(z)] = (a∇)[✷− µ2θ(ℓ−2)](h(ℓ−2)(z; a)σ(z)) +O(a2).
(3.4.7)
This can be integrated easily and we restore conserved current from [11] in the
following form
J (ℓ)[h(ℓ−2), σ] = D˜(+1)(a∇)[h(ℓ−2)(z; a)σ(z)]−a
2
2
[✷−µ2θ(ℓ−2) ](h(ℓ−2)(z; a)σ(z))+O(a4).
(3.4.8)
Note that all O(a4) terms are unimportant due to the double tracelessness of
h(ℓ)(z; a). At this point we will apply for simplicity de Donder’s gauge condition
to all types of gauge fields. Then using free equations of motion only for the fields
h(ℓ−2) and σ that form the conserved current, and neglecting the first part due
to de Donder’s gauge condition for the gauge field h(ℓ), we obtain the following
effective current
J (ℓ)[h(ℓ−2), σ] = −a
2
2
[
2∇µ(∇µh(ℓ−2)σ) +
(
1− d2
4
− µ2(ℓ−2) − µ2θ(ℓ−2)
)
h(ℓ−2)σ
]
.
(3.4.9)
Note that this interaction vanishes if we require a free equation of motion for
the field h(ℓ) coupled to the conserved current.
The next step of our consideration is the construction of the conserved current
J (ℓ)[h(ℓ+2), σ] which is dual to the former one, where the gauge field inside the
current has a spin higher than the gauge field coupled with the current. Exploring
in a similar way the conservation condition (3.4.3) and using divergence instead
of gradient on stage (3.3.7) and formula (A.36) instead of (A.39) we obtain the
following solution
J (ℓ)[h(ℓ+2), σ] = D˜(+1)(∇∂a)[θ(ℓ)(z; a)σ(z)] − [✷− µ2(ℓ)](θ(ℓ)(z; a)σ(z)), (3.4.10)
where
θ(ℓ)(z; a) = ✷ah
(ℓ+2)(z; a). (3.4.11)
Inserting in (3.4.10) ℓ − 2 instead of ℓ and using the equation of motion for the
fields inside the current and de Donder’ gauge condition for the external gauge
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field, we obtain the effective current
J (ℓ−2)[h(ℓ), σ] = −
[
2∇µ(∇µθ(ℓ−2)σ) +
(
1− d2
4
− µ2(ℓ−2) − µ2θ(ℓ−2)
)
θ(ℓ−2)σ
]
.
(3.4.12)
Comparing with (3.4.9) we see that in both cases we have the same effective
interaction between the physical mode ψ(ℓ−2), the trace mode θ(ℓ−2) and the scalar,
and the conserved current (3.4.12) up to an overall normalization is dual to the
conserved current (3.4.9) due to the equations of motion for the fields forming
the currents in each cases. Thus we prove that one can use Feynman’s gauge for
propagators coupled to these two currents and can turn now to investigate some
loop diagram for a study of mass renormalization or quantum mass generation
phenomena. Actually we considered all interactions of two neighbouring higher
spin fields with a Higgs scalar that are minimal with respect to the number of
derivatives, and which can generate mass in a loop. Though from (3.4.6) follows
that we can introduce in principle many other j(ℓ−1)(z; a), all of them will contain
more derivatives in front of the quantized fields and will generate counterterms
that are not suitable for finite mass renormalization.
So we see that only one reasonable one loop diagram can be constructed from
the interactions considered in this section. It is a loop formed by the scalar σ and
the nonphysical trace mode θ(ℓ) and with physical but off-shell external lines ψ(ℓ).
Actually we would like to calculate the following quadratic part of the effective
action
g2ℓ
N
∫ √
gd4z1
∫ √
gd4z2h
(ℓ)(z1; a)∗a
〈
J (ℓ)[h(ℓ+2), σ; z1; a], J
(ℓ)[h(ℓ+2), σ; z2; c)]
〉∗ch(ℓ)(z2; c),
(3.4.13)
where J (ℓ)[h(ℓ+2), σ; z2; c)] is presented in (3.4.10). Performing a partial integra-
tion and taking into account tracelessness of θ(ℓ) we get the following expression
g2ℓ
N
∫ √
gd4z1
∫ √
gd4z2F(ψ(ℓ)(z1; a))∗aΣ[u(z1, z2)]Θ(ℓ)[u(z1, z2); a, c]∗cF(ψ(ℓ)(z2; c)).
(3.4.14)
Here F(ψ(ℓ)) is the traceless part of Fronsdal’s operator, Σ[u] is the scalar prop-
agator (3.3.25) and
Θ(ℓ)[u(z1, z2); a, c] =
〈
θ(ℓ)(z1; a), θ
(ℓ)(z2; c)
〉
(3.4.15)
is a trace part of the h(ℓ+2) propagator. We want to understand the singular part
of this loop.
¿From now on we follow a technique developed in [82] and [83] where the
trace anomaly of the scalar mode in external higher spin field was successfully
calculated from a one loop diagram. First we can use an AdS transformation
to fix the point z1 as a pole for the coordinate system z2. Then the integration
measure can be expressed through the chordal distance u as it is explained in
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the Appendix A. The singularity of the product of the scalar and the higher spin
propagators is relevant if it is at least 1/u2 because one power of u is compensated
by the integration measure (see (A.11) and explanation hereafter). Then from
the relative coefficient between the ψ and θ modes in (3.1.12) evaluated for spin
ℓ + 2 and d = 3, from (3.3.24) and an additional sign from the indefinite metric
(3.1.18) we deduce〈
θ(ℓ)(z1; a), θ
(ℓ)(z2; c)
〉
= −4(ℓ+ 2)
ℓ+ 1
Iℓ1
1
8π2u
+O(u, logu, . . . ), (3.4.16)
Multiplying hereafter with the scalar propagator we get the unique singular term
of the loop function {
Σ[u]Θ(ℓ)[u]
}
sing
= − (ℓ+ 2)
16π4(ℓ+ 1)
Iℓ1
1
u2
. (3.4.17)
Using a standard formula of analytic dimensional regularization in AdS space
(see [82] and [83]) [
1
un−ǫ
]
sing
= −1
ǫ
(−1)n−1
(n− 1)! δ
(n−1)(u). (3.4.18)
for our distribution with n = 2 and the definition of the delta function (3.3.6),
we obtain {
Σ[u]Θ(ℓ)[u]
}
sing
= − Ω3(ℓ+ 2)
8π4(ℓ+ 1)
(aµcµ)
ℓ1
ǫ
δ(4)(z1; z2). (3.4.19)
Before inserting this expression in (3.4.14) we have to be sure that we pre-
served gauge invariance during regularization. At this stage it means that we
have to preserve the conservation condition (3.4.3) for the current as a Ward
identity for the correlator in (3.4.13). Then taking into account that after partial
integration we got gauge invariant Fronsdal’s operators instead of external lines
we deduce that we just should write these external lines as a gauge invariant
object during dimensional regularization or in other words for d = 3 − ǫ. From
the formula for the geometric AdS mass µ2ℓ (3.1.2) we see that
Fd=3−ǫ(h(ℓ)(z; a)) = Fd=3(h(ℓ)(z; a)) + ǫ(ℓ− 2)h(ℓ)(z; a). (3.4.20)
Then inserting this and (3.4.19) in (3.4.14) we obtain immediately as local sin-
gularity of our diagram
− 1
ǫ
g2ℓΩ3(ℓ+ 2)
8Nπ4(ℓ+ 1)
∫ √
gd4zF(ψ(ℓ)(z; a)) ∗a F(ψ(ℓ)(z; a)), (3.4.21)
supplemented with the additional finite local term
− g
2
ℓΩ3(ℓ− 2)(ℓ+ 2)
4Nπ4(ℓ+ 1)
∫ √
gd4zψ(ℓ)(z; a) ∗a F(ψ(ℓ)(z; a)). (3.4.22)
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The first singular term can be dropped adding the same singular local and
gauge invariant counterterm to the effective action as (3.4.21) but with opposite
sign. The second finite local part is not gauge invariant itself and cannot be
absorbed by adding the local finite invariant counterterm but can be absorbed
by finite renormalization of the mass term. Indeed let us add an additional finite
local counterterm proportional to∫ √
gd4z[F(ψ(ℓ))− δm2ℓψ(ℓ)] ∗a [F(ψ(ℓ))− δm2ℓψ(ℓ)]. (3.4.23)
Then we see that if
δm2ℓ =
g2ℓΩ3(ℓ− 2)(ℓ+ 2)
8Nπ4(ℓ+ 1)
=
g2ℓ (ℓ− 2)(ℓ+ 2)
4Nπ2(ℓ+ 1)
, (3.4.24)
we will cancel (3.4.22) without any additional term in the given order of per-
turbation theory (O(1/N)), absorbing the additional O(1) finite local F2 term
in the infinite singular gauge invariant counterterm, since an additional finite
renormalization supplementing the infinite one fixes the renormalization scheme.
We see that our mass renormalization implies a soft symmetry breaking because
we got only a finite mass generation. In other words all our infinite counterterms
are gauge invariant.
So we see that we got mass renormalization as it was expected fromAdS4/CFT3
correspondence and formulated in terms of boundary CFT theory in [9]. In prin-
ciple we can compare this mass with the answer obtained in [9] from anomalous
dimensions of higher spin currents in the O(N) sigma model
δm2ℓ =
1
N
16(ℓ− 2)
3π2
. (3.4.25)
We got the same interesting (ℓ − 2) factor protecting the spin 2 graviton field,
that corresponds to the boundary energy momentum tensor, from renormalization
and found a prediction for the coupling gℓ. But we will not compare them at this
stage because it is not the full solution of the problem. We did not include in our
consideration the all other possible interactions and the corresponding one loop
diagrams. It is also interesting to compare this UV approach with another IR
ansatz including the Stu¨ckelberg and Goldstone mechanism which was considered
in [11].
Chapter 4
Conformal invariant Lagrangians
4.1 Conformal invariant powers of the laplacian,
FG ambient metric and Ricci gauging
The problem of constructing conformally invariant Lagrangians or differential
operators in various dimensions and for various fields has quite a long history.
This problem attracts attention primarily because it is always a nontrivial task
to construct local conformal or Weyl invariants in higher dimensions [52, 53, 54].
The AdS/CFT correspondence [8] increased interest in this old problem as well
as returned the attention to the seminal mathematical paper by Fefferman and
Graham (FG) on conformal invariants [55]. In this section we discuss conformal
coupling of a scalar field with gravity in different dimensions which has been a
subject of interest in quantum field theory in curved spacetimes [56]. In recent
years it has attracted special attention in the context of new developments in
the area of AdS/CFT [8] correspondence, and in investigations of higher order
and higher spin gravitating systems in general [57]. Conformally invariant field
theories in higher dimensions are particularly interesting because they present a
universal tool for investigations of their quantum properties, such as conformal
or trace anomalies [58]. Another important properety of conformally invariant
theories in arbitrary dimensions is, that the method of dimensional regularization
can be employed as a conformally invariant regularization in higher dimensions for
the construction of anomalous effective actions [59]. Note also that in connection
with higher spin gauge field interactions with a scalar field, this coupling and
Weyl invariance itself, can be generalized (see next section and [32],[33]). Our
goal in this section is to establish the connections between different ways of
construction of the local conformal invariant Lagrangians or differential operators
in d dimensions [50],[60] and the FG d + 2 dimensional ambient Ricci flat space
method [55].
In this work we propose a hierarchy of such couplings of gravity to scalar fields
with increasing scaling dimensions parameterized by a natural number k, and
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living in all space-time dimensions d ≥ 2k. Actually this hierarchy corresponds to
the conformally invariant k-th power of the Laplacian acting on a scalar field with
conformal dimension ∆(k) = k − d/2, in spacetime dimensions d ≥ 2k. From the
other hand we propose the connection between this hierarchy and the k-th Euler
density E(k) lifted to spacetime dimensions greater than 2k. For completeness, we
verify this proposal in the well known text book case of k = 1 [56]. We then turn
to the known case in d = 4 [61, 62], and the fourth order conformally covariant
operator in dimension d ≥ 4 obtained in [63, 64] long ago, which provides us with a
further check of our proposal, now involving the second Euler density E(2). In the
subsection 4.1.4 we perform the new calculation of the locally Weyl invariant third
power of the Laplacian in spacetime dimensions d ≥ 6, or in another words we
construct a conformally invariant action for the scalar with conformal dimension
3− d/2 coupled with gravity. In all three cases we have found the corresponding
Euler density E(k) as part of the invariant action, proportional to the first order of
∆(k), and without derivatives. Taking into account the rather technical character
of this section we devote a substantial subsection, subsection 4.1.1, with a more
or less complete technical setup and all the formulas which we have used in our
calculations.
The main FG idea consists in the confidence that the lower dimensional dif-
feomorphisms and local conformal invariants can be obtained from corresponding
reparametrization invariant counterparts in the higher dimensional space where
d dimensional conformal invariance is realized as a part of d+ 2 dimensional dif-
feomorphisms (we review the FG method in subsection 4.1.2). On the other hand
the FG expansion is connected with AdSd+1/CFTd correspondence and plays a
crucial role in derivation of the holographic anomalies in different dimensions [65].
This point forced us in subsection 4.1.5 to derive again, using the FG ambient
space method, the hierarchy of conformally invariant powers of the Laplacian (or
invariant Lagrangian) in spacetime dimensions d ≥ 2k acting on a scalar field
obtained in subsections 4.1.3, 4.1.4 by the direct Noether procedure, whose con-
formal dimension is ∆(k) = k − d/2. This ambient space derivation unveiled the
remarkable and mysterious feature of these differential invariants namely the ap-
pearance of the 2k dimensional holographic anomaly in the k-th member of this
hierarchy [50] (recent mathematical development in the holographic formalism
for conformally invariant operators is considered in [66]).
Then we propose also (subsection 4.1.6) an extended or gauged FG d + 2
dimensional space to establish a connection between the FG expansion and an-
other interesting method of constructing the Weyl invariant Lagrangians obtained
in [60] by A. Iorio, L. O’Raifeartaigh, I. Sachs and C. Wiesendanger and named
“Ricci gauging”. The magic and universality of the d+2 dimensional FG method
is defined by the existence of so-called Penrose-Brown-Henneaux (PBH) diffeo-
morphisms [67] considered in details for usual FG metric in [59] and [68]. In
subsection 4.1.6 we consider the new PBH transformation for gauged ambient
spaces to explore some properties of the FG expansion in the presence of the
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Weyl gauge field and the holographic origin of the Ricci gauging.
4.1.1 Notations and Conventions
We work in a d dimensional curved space with metric gµν and use the following
conventions for covariant derivatives and curvatures:
∇µV ρλ = ∂µV ρλ + ΓρµσV σλ − ΓσµλV ρσ , (4.1.1)
Γρµν =
1
2
gρλ (∂µgνλ + ∂νgµλ − ∂λgµν) , (4.1.2)
[∇µ,∇ν ]V ρλ = R ρµνσ V σλ −R σµνλ V ρσ , (4.1.3)
R ρµνλ = ∂µΓ
ρ
νλ − ∂νΓρµλ + ΓρµσΓσνλ − ΓρνσΓσµλ, (4.1.4)
Rµλ = R
ρ
µρλ , R = R
µ
µ . (4.1.5)
The corresponding local conformal transformations (Weyl rescalings)
δgµν = 2σ(x)gµν , δg
µν = −2σ(x)gµν , (4.1.6)
δΓλµν = ∂µσδ
λ
ν + ∂νσδ
λ
µ − gµν∂λσ, (4.1.7)
δR ρµνλ = ∇µ∂λσδρν −∇ν∂λσδρµ + gµλ∇ν∂ρσ − gνλ∇µ∂ρσ, (4.1.8)
δRµλ = (d− 2)∇µ∂λσ + gµλ✷σ, (4.1.9)
δR = −2σR + 2(d− 1)✷σ , (4.1.10)
are first order in the infinitesimal local scaling parameter σ.
We then introduce the Weyl (W ) and Schouten (K) tensors, as well as the
scalar J
Rµν = (d− 2)Kµν + gµνJ, J = 1
2(d− 1)R , (4.1.11)
W ρµνλ = R
ρ
µνλ −Kµλδρν +Kνλδρµ −Kρνgµλ +Kρµgνλ , (4.1.12)
δKµν = ∇µ∂νσ , (4.1.13)
δJ = −2σJ +✷σ , (4.1.14)
δW ρµνλ = 0 , (4.1.15)
which are more convenient because their conformal transformations are ”diago-
nal”.
To describe the Bianchi identity with these tensors, we have to introduce the
so called Cotton tensor
Cµνλ = ∇µKνλ −∇νKµλ , (4.1.16)
δCµνλ = −∂ασW αµνλ , C[µνλ]=0 . (4.1.17)
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All important properties of these tensors following from the Bianchi identity can
then be listed as
∇[αW ρµν]λ = gλ[αC ρµν] − δρ[αCµν]λ , (4.1.18)
∇αW αµνλ = (3− d)Cµνλ , (4.1.19)
∇µKµν = ∂νJ , (4.1.20)
C νµν = 0 , ∇λCµνλ = 0 . (4.1.21)
Finally we introduce the last important conformal object in the above listed
hierarchy, namely the symmetric and traceless Bach tensor
Bµν = ∇λCλµν +KλαW αλµν , (4.1.22)
whose conformal transformation and divergence are expressed in terms of the
Cotton and the Schouten tensors as follows
δBµν = −2σBµν + (d− 4)∇λσ (Cλµν + Cλνµ) , (4.1.23)
∇µBµν = (d− 4)CανβKαβ . (4.1.24)
Note that only in four dimensions is the Bach tensor conformally covariant and
divergenceless.
This basis of B,C,K, J,W tensors we will use in subsections 4.1.3, 4.1.4 to
construct directly∗ a hierarchy of conformally invariant Lagrangians or differen-
tial operators originating from powers of the Laplacian in spacetime dimensions
d ≥ 2k, describing the nonminimal coupling of gravity with a scalar field whose
conformal dimension is ∆(k) = k−d/2. Finally for any scalar f∆(x) with arbitrary
scaling dimension ∆ we can easily derive the following important relations
δ
(∇µ∂νf∆) = ∆σ∇µ∂νf∆ +∆f∆∇µ∂νσ + (∆− 1)∂(µσ∂ν)f∆ + gµν∂λσ∂λf∆ (4.1.25)
δ
(
✷f∆
)
= (∆− 2)σ✷f∆ +∆f∆✷σ + (d+ 2∆− 2)∂λσ∂λf∆ (4.1.26)
by using the transformation (4.1.7) for Christoffel symbols.
4.1.2 Ambient metric and Fefferman-Graham expansion
In this section we review the FG ambient space method for constructing local
conformal invariants [55]. We define the d + 2 dimensional ambient space with
∗This basis of B,C,K, J,W tensors forms a closed system with respect to local conformal
(or Weyl) transformations of the boundary metric δgij(x) = 2σ(x)gij(x)
δW mijk = 0, δKij = ∇i∂jσ, δJ = −2σJ +✷σ
δCijk = −∂mσW mijk , δBij = −2σBij + (d− 4)∇kσ (Ckij + Ckji) ,
and it is all one needs to construct any conformally invariant object in arbitrary dimensions
[50],[53].
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the set of coordinates {xµ} = {t, ρ, xi; i = 1, 2, . . . d} and the following Ricci flat
metric
ds2A = g
A
µν(t, ρ, x
i)dxµdxν =
t2
ℓ2
hij(x, ρ)dx
idxj − ρdt2 − tdtdρ , (4.1.27)
where
hij(x, ρ) = gij(x) + ρh
(1)
ij (x) + ρ
2h
(2)
ij (x) + . . . . . . (4.1.28)
is the well known FG expansion with an arbitrary boundary value of the metric
gij(x) = hij(x, ρ)|ρ=0 and a set of the higher ρ derivatives n!h(n)ij (x) = ∂
n
∂ρn
hij(x, ρ)|ρ=0
fixed by the Ricci flatness condition in ambient space
RAµν = 0 . (4.1.29)
This condition produces the following set of equations
RAit = R
A
ρt = R
A
tt ≡ 0, (4.1.30)
RAρρ =
1
2
[
hklh′′kl −
1
2
hijh′jkh
klh′li
]
= 0 , (4.1.31)
RAiρ =
1
2
hkl
[
∇(h)i h′kl −∇(h)k h′il
]
= 0 , (4.1.32)
ℓ2RAij = ℓ
2Rij [h]− (d− 2)h′ij − hklh′klhij
+ρ
[
2h′′ij − 2h′ilhlmh′mj + hklh′klh′ij
]
= 0 , (4.1.33)
where . . .′ = ∂ρ . . . and ∇(h)i , Rij [h] are covariant derivative and Ricci tensor
of the metric hij(x, ρ), respectively. It was shown in [55] that this system of
equations is equivalent to the d+1 dimensional Einstein’s equations with negative
cosmological constant (see [68] for details). This can be easily seen from the
following consideration
• The AdSd+1 bulk can be found in d + 2 dimensional ambient space as a
d+ 1 dimensional surface defined as
t2ρ = ℓ2, ρ > 0. (4.1.34)
on which the metric (4.1.27) induces the standard Poincare´ metric for co-
ordinates {xa} = {ρ, xi}
ds2Bulk = g
Bulk
ab (x, ρ)dx
adxb =
ℓ2
4ρ2
dρ2 +
1
ρ
hij(x, ρ)dx
idxj . (4.1.35)
• The corresponding bulk Ricci tensor is related to the nonzero components
of the ambient Ricci tensor in the way
RAab = R
Bulk
ab +
d
ℓ2
gBulkab , (4.1.36)
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and condition (4.1.29) leads to the negative constant curvature
RAab = 0⇒ RBulk = RBulkab gabBulk = −
d(d+ 1)
ℓ2
. (4.1.37)
Therefore (4.1.29) leads, as in the case of AdSd+1/CFTd correspondence [65], to
the same solutions for h
(n)
ij (x) in the FG expansion (4.1.28) in terms of covariant
objects constructed from the boundary value gij(x)
h
(1)
ij (x) = ℓ
2Kij, h
(1) = gij(x)h
(1)
ij (x) = ℓ
2J , (4.1.38)
h
(2)
ij (x) =
ℓ4
4
{
Bij
d− 4 +K
m
i Kmj
}
, h(2) = gij(x)h
(2)
ij (x) =
ℓ4
4
KijKij ,(4.1.39)
h(3) = gij(x)h
(3)
ij (x) =
ℓ6
6(d− 4)K
ijBij , (4.1.40)
The connection of the Fefferman-Graham ambient metric expansion and
AdS/CFT correspondence was investigated and developed by many authors. We
do not pretend here to present an exhaustive list of citations in this field and just
quote a number of articles important for us in this area [59], [65], [68]. For us the
most important result of [55] is the elegant method of constructing conformal in-
variants (covariants) in d dimensions from reparametrization invariant (covariant)
combinations of the curvature and it’s covariant derivatives in d+ 2 dimensional
ambient space equipped with a Ricci flat metric (4.1.27) by truncation to the d
dimensional boundary at ρ = 0 and t = const. In the simplest case of a Rieman-
nian curvature tensor this prescription gives for nonvanishing components (see
[68] for detailed derivation)
RA lijk |ρ=0 =W lijk , (4.1.41)
RA tijk |ρ=0 = tCijk , (4.1.42)
RA tρij |ρ=0 =
tℓ2
2
Bij
d− 4 . (4.1.43)
Using this the authors derived in [55] the first nontrivial invariant obtained from
(∇AmRAijkl)2 and discussed in details in [53]. In the same article Fefferman and
Graham predicted that usual Laplacian in ambient d+2 dimensional space should
produce conformal invariant second order differential operator in dimension d,
which is the first representative in the hierarchy of conformal operators for scalar
fields constructed here in subsections 4.1.3, 4.1.4.
4.1.3 Hierarchies of conformal scalars and Euler densities
In this section we introduce the hierarchy of scalar fields ϕ(k), where k =
1, 2, 3, . . . with the corresponding scaling dimensions and infinitesimal conformal
CHAPTER 4. CONFORMAL INVARIANT LAGRANGIANS 36
transformations
∆(k) = k − d/2 , (4.1.44)
δϕ(k) : = ∆(k)σϕ(k). (4.1.45)
Each of these exist in the spacetime dimensions d ≥ 2k, and with the minimal
dimension vanishing, ∆(k) = 0 when d = 2k.
Let us now introduce the hierarchy of the Euler densities †
E(k) :=
1
2k(d− 2k)!δ
α1...αd−2kµ1µ2...µ2k−1µ2k
α1...αd−2kν1ν2...ν2k−1ν2k
Rν1ν2µ1µ2 . . . R
ν2k−1ν2k
µ2k−1µ2k
. (4.1.46)
This set of objects exist as Lagrangians in space time dimensions d ≥ 2k, but
for the minimal case d = 2k, Ek is a total divergenece such that its integral is a
topological invariant, the Euler characteristic. In these dimensions Ek trivialize
as Lagrangians but describe the topological part of the trace anomaly in the
corresponding even space-time dimension 2k.
The idea of this section is the following observation: There should be a one
to one correspondence between the conformally coupled scalars ϕ(k) and the Euler
densities E(k).
Our first step in proving this is to start from the action of the well known
non minimal conformally coupled scalar in the space-time dimension d and with
conformal dimension ∆1 = 1− d/2
S(1) =
1
2
∫
ddx
√
g
{
gµν∂µϕ(1)∂νϕ(1) − d− 2
4(d− 1)Rϕ
2
(1)
}
. (4.1.47)
We first see that the second term without derivatives and proportional to the
scaling dimension can be written in the form − d−2
4(d−1)R = ∆(1)J . After that
the proof of the conformal invariance of the action (4.1.47) becomes trivial:
We write (4.1.26) for ∆ = ∆(1) and use (4.1.14), from which it follows that
δ
[√
gϕ(1)
(
✷−∆(1)J
)
ϕ(1)
]
= 0. We next evaluate (4.1.46) for k = 1
E(1) = 2(d− 1)J . (4.1.48)
Finally we see that (4.1.47) can be rewritten in the form
S(1) =
1
2
∫
ddx
√
g
{
−ϕ(1)✷ϕ(1) +
∆(1)
2(d− 1)E(1)ϕ
2
(1)
}
. (4.1.49)
We now see that derivative independent part of the conformally invariant action
is proportional to the scaling dimension times the first Euler density. Note again
that both objects degenerate in minimal dimension d = 2 where the Laplacian
†Note that the usual Einstein–Hilbert Lagrangian in d dimensions is the k = 1 member of
this hierarchy of gravitational Lagrangians.
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itself is conformally invariant and the Euler density describes the topological
invariant, which is the two dimensional trace anomaly.
The next step in our considerations is the k = 2 case. Again this higher
derivative action (or 4-th order conformal invariant operator) is known since
many years [61, 62] for dimension 4 as well as for general d [63, 64]. All this
is presented in [53] where many of the invariant objects are considered. In our
work, we rederived this Lagrangian just applying the Noether procedure to the
local conformal variation of the following suitable object
S0(2) =
1
2
∫
ddx
√
g
(
D̂(2)ϕ(2)
)2
, (4.1.50)
whose Weyl transformation includes only the first derivatives of the parameter.
In (4.1.50) and thereafter, we use the notation
D̂(k) := ✷−∆(k)J, k = 1, 2, 3, . . . , (4.1.51)
δ
(
D̂(k)ϕ(k)
)
= (∆(k) − 2)D̂(k)ϕ(k) + 2(k − 1)∂µσ∂µϕ(k), (4.1.52)
D̂(k)µν := ∇µ∂ν −∆(k)Kµν , gµνD̂(k)µν = D̂(k) , (4.1.53)
δ
(
D̂(k)µν ϕ(k)
)
= ∆(k)σD̂
(k)
µν ϕ(k) + (∆(k) − 1)∂(µσ∂ν)ϕ(k) + gµν∂λσ∂λϕ(k)(4.1.54)
Performing the functional integration of the Weyl variation of the (4.1.50) is now
just a matter of some partial integration, elimination of the second derivatives of
σ using (4.1.13),(4.1.14) and cancelation of terms linear in ∂σ using the Bianchi
identity (4.1.20). It should be noted here that all these types of calculations
could instead be performed using the powerful method proposed in [60]. Here we
presented only the direct Noether procedure because that will be more suitable
for us in the next section. After all these manipulations we arrive at the following
action
S1(2) =
1
2
∫
ddx
√
g
{(
D̂(2)ϕ(2)
)2
+ 4Kµν∂µϕ(2)∂νϕ(2) − 2J∂µϕ(2)∂µϕ(2)
+2∆(2)
(
K2 − J2)ϕ2(2)} (4.1.55)
Then after some work we can evaluate E(2) using (4.1.46) and (4.1.12) to be
E(2) = W
2 − 4(d− 3)(d− 2) (K2 − J2) . (4.1.56)
We see that the ϕ2(2) term in (4.1.55) which is linear in ∆(2), is proportional to
the Weyl tensor independent part of the Euler density. The other term without
derivatives is proportional to ∆2(2). This noninvariant part of the four dimensional
trace anomaly arises in AdS/CFT [65] and carries the name ”holographic”, and
corresponds to the maximally supersymmetric gauge theory on the boundary of
AdS4.
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The combination
− 1
2
∫
ddx
√
g
{
∆2
2(d− 3)(d− 2)W
2ϕ2(2)
}
, (4.1.57)
on the other hand is also conformally invariant and can be added to (4.1.55) at
no cost. This leads us to our final result
SE(2) =
1
2
∫
ddx
√
g
{
ϕ(2)✷
2ϕ(2) − 2∆(2)Jϕ(2)✷ϕ(2) +∆2(2)J2ϕ2(2)
− 2J∂µϕ(2)∂µϕ(2) + 4Kµν∂µϕ(2)∂νϕ(2) −
∆(2)
2(d− 3)(d− 2)E(2)ϕ
2
(2)
}
, (4.1.58)
confirming our main observation in the k = 2 case.
4.1.4 The ∆3 = 3− d/2 case
To confirm our main observation, verified for k = 1, 2 above, and present it as an
assertion for general k, we need to carry out this verification in the next nontrivial
case of k = 3. This is the content of the present subsection, which consists of the
explicit calculation of the conformally invariant action analogous to (4.1.49) and
(4.1.58) for k = 1, 2. In this case we will follow again the same strategy.
Taking into account that D̂(3)ϕ(3) scales as an object with the dimension
∆(1) = ∆(3) − 2 we start from the following initial Lagrangian
S0(3) = −
1
2
∫
ddx
√
g
{
D̂(3)ϕ(3)
(
D̂(3) + 2J
)
D̂(3)ϕ(3)
}
, (4.1.59)
with the more or less simple Weyl variation
δS0(3) = −
∫
ddx
√
g
{
4D̂(3)ϕ(3)
(
∆(3)ϕ(3)∂
λσ∂λJ + 4(∆(3) − 2)Kµν∂µσ∂νϕ(3)
)
−2D̂(3)ϕ(3)
(
D̂(3)ϕ(3)δJ − 4D̂(3)µν ϕ(3)δKµν − 2∂λϕ(3)∂λδJ − 2∆(3)δ(K2)ϕ(3)
)}
. (4.1.60)
The second line in (4.1.60) can be integrated adding to the S0(3) the following
terms
S1(3) = −
∫
ddx
√
g
{
2(D̂(3)ϕ(3))
2J − 8D̂(3)ϕ(3)D̂(3)µν ϕ(3)Kµν
−4D̂(3)ϕ(3)∂λϕ(3)∂λJ − 4∆(3)D̂(3)ϕ(3)K2ϕ(3)
}
. (4.1.61)
Writing the variation of the S0+1(3) is rather more complicated. First we should
separate the Laplacians from ∆(3)J in the terms with D̂(3)ϕ(3), then, perform-
ing some partial integrations we redistribute derivatives and separate the terms
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∂µϕ(3)∂νϕ(3), ∂µϕ(3)∂
µϕ(3) and ϕ
2
(3), that are irreducible under partial integration.
After some manipulations, using (4.1.16) and Bianchi identities, we obtain
δS0(3) + δS
1
(3) = −δS2(3) − δS∆(3)(3)
+
∫
ddx
√
g
{
16Cλµν∂λσ∂µϕ(3)∂νϕ(3) + 24∆(3)C
λµν∂λσKµνϕ
2
(3)
}
,(4.1.62)
where
S2(3) =
∫
ddx
√
g
{
24K2µν − 16JKµν − 4K2gµν} ∂µϕ(3)∂νϕ(3), (4.1.63)
S
∆(3)
(3) = 4∆(3)
∫
ddx
√
g
{
J3 − 3K2J + 2K3}ϕ2(3). (4.1.64)
Now to cancel the second line in (4.1.62) with the Cotton tensor we have to turn
to the Bach tensor transformation (4.1.23). It is easy to see that the following
combination
SB(3) = −
8
d − 4
∫
ddx
√
g
{
Bµν∂µϕ(3)∂νϕ(3) +∆(3)B
µνKµνϕ
2
(3)
}
, (4.1.65)
make our action completely locally conformal invariant. It follows that the re-
quired locally Weyl invariant action for the k = 3 case is
S(3) =
2∑
i=0
Si(3) + S
∆(3)
(3) + S
B
(3). (4.1.66)
Now we analyze the linear on ∆(3)ϕ
2
(3) part of (4.1.66):
4∆(3)
∫
ddx
√
g
{
J3 − 3K2J + 2K3 − 2
d− 4B
µνKµν
}
ϕ2(3). (4.1.67)
We see again that this part coincides with the so-called ”holographic” anomaly
[65] in 6 dimensions written in general spacetime dimension d ( see also [68] for
the role of the Bach tensor in holography ). The main property of the holographic
anomaly is that it is a special combination of the Euler density with the other
three Weyl invariants [69] which reduce the topological part of the anomaly to
the expression (4.1.67) (see [70] for the correct separation), which is zero for the
Ricci flat metric.
But this is for the anomaly itself in d = 6. Here we are concerned with the
invariant Lagrangian and presence of the scalar field and the integral make our
considerations easier. To get the invariant action with the whole third Euler den-
sity, we have to perform some more work, and find that there is another invariant
action with the maximum of four derivatives. This action can be obtained, using
the same Noether procedure, to render the following initial term
S0W =
8
(d− 3)(d− 4)
∫
ddx
√
gW µανβD̂(3)µν ϕ(3)D̂
(3)
αβϕ(3) (4.1.68)
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invariant. After some lengthy but straightforward calculation we arrive at the
following locally conformal invariant action.
SW = S
B
(3) − S0W − S1W − S
∆(3)
W , δSW = 0, (4.1.69)
where
S1W =
∫
ddx
√
g
{
16W µανβKαβ
(d− 3) +
3W 2gµν − 12W 2µν
(d− 3)(d− 4)
}
∂µϕ(3)∂νϕ(3), (4.1.70)
S
∆(3)
W = ∆(3)
∫
ddx
√
g
{
12W µανβKµνKαβ
(d− 3) +
3W 2J − 12W 2µνKµν
(d− 3)(d− 4)
}
ϕ2(3). (4.1.71)
To derive this we used the Bianchi identity (4.1.18) contracted with the Weyl
tensor. This leads to the following relation
1
2
∂αW
2 − 2∇µW 2µα = 2(d− 4)C νλρ W λρνα , (4.1.72)
which generates the terms quadratic in the Weyl tensor in (4.1.69)-(4.1.71).
Therefore the existence of the invariant (4.1.69) allows us to replace the Bach
tensor dependent term SB(3) in (4.1.66) with W dependent terms and obtain
SA(3) =
2∑
i=0
Si(3) + S
0
W + S
1
W + S
∆(3)
(3) + S
∆(3)
W . (4.1.73)
Then we see that all terms proportional to ∆3ϕ
2
(3) are accumulated in the last
two terms of (4.1.73)
S
∆(3)
(3) + S
∆(3)
W =
3∆3
(d− 5)(d− 4)(d− 3)
∫
ddx
√
gAϕ2(3), (4.1.74)
where
A = (d− 5)[W 2J − 4W 2µνKµν ] + 4(d− 5)(d− 4)W µανβKµνKαβ
+
4
3
(d− 5)(d− 4)(d− 3)[J3 − 3K2J + 2K3]. (4.1.75)
We can now insert (4.1.12) in (4.1.46) for k = 3 and get
E(3) =
16
3
W 3 +
32
3
W 3˜ + 8A, (4.1.76)
W 3 = W αβµν W
µν
λρW
λρ
αβ ,W
3˜ = WαµνβW
λµνρW α βλρ . (4.1.77)
In the same way as in the k = 2 case we can add these two additional invariant
actions with the appropriate coefficients:
SW 3 =
1
2
∫
ddx
√
g
4∆3(W
3 + 2W 3˜)
(d− 5)(d− 4)(d− 3)ϕ
2
(3), (4.1.78)
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and restore the Euler density containing Lagrangian
S
E(3)
(3) = S
A
(3) + SW 3
=
1
2
∫
ddx
√
g
{
−ϕ(2)✷3ϕ(2) + . . . + 3∆3
4(d− 5)(d− 4)(d− 3)E(3)ϕ
2
(3)
}
, (4.1.79)
where we put . . . instead of the other terms with derivatives, or terms propor-
tional to ∆2(3) and ∆
3
(3). These terms can be readily read off (4.1.59), (4.1.61),
(4.1.68) and (4.1.70).
We have proved our assertion concerning the connection between the hierarchy
of conformally coupled scalars with the dimensions ∆k and Euler densities E(k)
for the k = 1, 2, 3, and have constructed the conformal coupling of the third
scalar with gravity in dimensions d ≥ 6. This action in spacetime dimension
d = 6 or equivalently for ∆(3) = 0 degenerates to a conformal invariant operator
for dimension 0 scalars obtained in [71, 72] from cohomological considerations of
the effective action.
4.1.5 Hierarchies of conformal invariant powers of Lapla-
cian from ambient space
In subsection 4.1.3 we introduced the hierarchy of scalar fields ϕ(k), where
k = 1, 2, 3, . . . with the corresponding scaling dimensions ∆(k) = k − d/2 and in-
finitesimal conformal transformations (4.1.45). Each of these exists in the space-
time dimensions d ≥ 2k, and with the minimal vanishing dimension, ∆(k) = 0
when d = 2k and couples with gravity in the conformally invariant way through
the hierarchy of the conformally invariant k-th power of the Laplacian
Lˆ(k) = ✷k + · · ·+∆(k)a(k). (4.1.80)
The interesting point of this consideration was the appearance [50] of the so-
called holographic anomaly a(k) [65] namely the derivative independent part of the
conformally invariant k-th power of Laplacian is the scaling dimension times the
holographic anomaly in dimension d = 2k written in general spacetime dimension
d.
In this subsection we will explain this remarkable property of the above hier-
archy, namely that one obtains conformal invariant operators from the k-th power
of the Laplace-Beltrami operator constructed from the ambient metric which acts
on the d+2 dimensional scalar field and from using the FG holographic expansion
(4.1.28). So we concentrate on ‡
(✷A)
k f(x, t, ρ) , (4.1.81)
‡We use the notation ✷A for the Laplacian in ambient space. The ✷h is the Laplacian
constructed from hij(x, ρ) and a simple ✷ corresponds to the boundary metric gij(x) .
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where
✷A =
ℓ2
t2
✷h +
4ρ
t2
∂2ρ −
4
t
∂t∂ρ + h
ijh′ij
(
2ρ
t2
∂ρ − 1
t
∂t
)
− 2(d− 2)
t2
∂ρ . (4.1.82)
For doing that first of all we have to understand the right truncation for the
d+ 2 dimensional scalar f(x, t, ρ) to the d dimensional scalar ϕk(x). Taking into
account that we do not want to consider AdS/CFT behaviour for the scalar field
we can take it ρ independent. Then from simple scaling arguments we arrive at
the following ansatz
f(x, t, ρ) = t∆(k)ϕ(k)(x) . (4.1.83)
Then we see that (4.1.82) reduces to
✷A
[
t∆(k)ϕ(k)(x)
]
= ℓ2t∆(k)−2
[
✷hϕ(k)(x)−
∆(k)
ℓ2
hijh′ijϕ(k)(x)
]
, (4.1.84)
so that inserting k = 1 and using (4.1.38) we obtain
✷A
[
t∆(1)ϕ(1)(x)
] |ρ=0 = ℓ2t−d/2 (✷−∆(1)J)ϕ(1)(x), (4.1.85)
where we recognize in the brackets the well known conformal Laplacian
Lˆ(1) = ✷−∆(1)J = ✷+ (d− 2)
4(d− 1)R . (4.1.86)
The next step in our ambient space considerations is the k = 2 case. First we
rewrite the last term in (4.1.82) in the ∆(k) dependent form
− 2d− 2
t2
∂ρ =
4∆(k) − 4(k − 1)
t2
∂ρ . (4.1.87)
Inserting (4.1.84) in (4.1.82) and expanding in ρ we obtain
✷
2
A
[
t∆(k)ϕ(k)(x)
]
= ℓ4t∆(k)−4f(k)(ρ, x) = ℓ4t∆(k)−4
{(
✷− ∆(k)
ℓ2
h(1)
)2
+
2
ℓ2
h(1)✷
−4(3− k)
ℓ2
[
h(1)ij∇i∂j + 1
2
(∇nh(1))∂n
]
+
2
ℓ4
∆(k)
[
(3− k)h(1)ijh(1)ij − h(1)
2
]
+
ρ∆(k)
ℓ4
(
8h(1)ijh
(2)
ij − 4h(1)ijh(1)jn h(1)ni + 3h(1)h(1)ijh(1)ij
)
+ρO(∇) + ρO(3− k) + ρO(∆2(k)) +O(ρ2)
}
ϕ(k)(x), (4.1.88)
where we use the following relations
∇jh(1)ji = ∇ih(1), h(2) =
1
4
h(1)ijh
(1)
ij , (4.1.89)
∇jh(2)ji +
1
2
∇ih(2) = 1
2
h(1)jn∇jh(1)ni +
1
4
h
(1)
ij ∇jh(1) , (4.1.90)
h(3) =
2
3
h(1)ijh
(2)
ij −
1
6
h(1)ijh
(1)
jn h
(1)n
i , (4.1.91)
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obtained from ρ expansion of (4.1.31) and (4.1.32). Now inserting in (4.1.88)
k = 2 and ρ = 0 and using (4.1.38) we obtain
✷
2
A
[
t∆(2)ϕ(k)(x)
] |ρ=0 = ℓ4t∆(2)−4Lˆ(2)ϕ(k)(x) , (4.1.92)
Lˆ(2) =
(
✷−∆(2)J
)2 − 4∇iKij∂j + 2∇iJ∂i + 2∆(2) (K2 − J2) . (4.1.93)
Again this fourth order higher derivative conformal invariant operator is known
since many years [61, 62] for dimension 4 as well as for general d [63, 64]. This
operator was rederived in [50] and here in subsection 4.1.3 as a kinetic operator for
the second Lagrangian of the hierarchy of conformally coupled scalars by simply
applying the Noether procedure.
Now we can evaluate the general expression for Euler densities
E(k) :=
1
2k(d− 2k)!δ
i1...id−2kj1j2...j2k−1j2k
i1...id−2kk1k2...k2k−1k2k
Rk1k2j1j2 . . . R
k2k−1k2k
j2k−1j2k
. (4.1.94)
for k = 2 and obtain
2∆(2)
(
K2 − J2) = − ∆(2)
2(d− 3)(d− 2)
(
E(2) −W 2
)
. (4.1.95)
So we see that the last term in (4.1.93), which is linear in ∆(2), is proportional
to the Weyl tensor independent part of the Euler density. Thus we recognize as
a(k) of (4.1.80) for both the k = 1, 2 cases (4.1.85), (4.1.92)
a(1) = − 1
ℓ2
h(1) = − 1
2(d− 1)E(1) , (4.1.96)
a(2) = 2(h
(1)ijh
(1)
ij − h(1)2) = −
1
2(d− 3)(d− 2)
(
E(2) −W 2
)
. (4.1.97)
The ”holographic” trace anomaly arises in AdS/CFT [65] and corresponds
to the maximally supersymmetric gauge theories on the boundary of AdS3 and
AdS5. To check our statement as an assertion for general k, we need to carry out
this verification in the next nontrivial case of k = 3 obtained in subsection 4.1.4
by the Noether procedure [50](the sixth order conformally invariant operator in
d = 6 was obtained in [71] from cohomological consideration). We performed
the full calculation inserting (4.1.88) with k = 3 in (4.1.82) and have found full
agreement with the formula (4.1.73) ((56) of [50]). Here, to avoid cumbersome
formulas, we will trace only the derivative independent term linear in ∆(3). First
of all we see from (4.1.82) and (4.1.87) the relation
✷Aℓ
4t∆(k)−4f(k)(ρ, x) = ℓ6t∆(k)−6
[
✷+ (4−∆(k))h(1)
+ 4(5− k)∂ρ +O(ρ)] f(k)(ρ, x) . (4.1.98)
Then it is easy to see that the relevant terms in (4.1.88) are only two derivative
free expressions with the ℓ−4 in front. Now because both derivative free terms in
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(4.1.88) are already with a ∆(k) factor, the operator (4.1.98) contributes only as
4h(1) + 8∂ρ if k = 3 and we have to just multiply the derivative free part of the
second line in (4.1.88) (it is just −2∆(3)
ℓ4
h(1)2 for k=3) by 4h(1) and add it to the
third line of (4.1.88) with factor 8 instead of the ρ. So finally we have
✷
3
A
[
t∆(3)ϕ(k)(x)
] |ρ=0 = ℓ6t∆(3)−6Lˆ(3)ϕ(3)(x) = ℓ6t∆(3)−6{✷3 + . . . . . .
+
8∆(3)
ℓ6
[
8h(1)ijh
(2)
ij − 4h(1)ijh(1)jk h(1)ki + 3h(1)h(1)ijh(1)ij − h(1)3
]}
ϕ(3)(x). (4.1.99)
Now using again (4.1.38) and (4.1.39) we see that
a(3) = −8
[
J3 − 3KijKijJ + 2KijKjnKnj −
2
d− 4K
ijBij
]
. (4.1.100)
We see again that this part coincides with the so called ”holographic” anomaly
[65] in 6 dimensions written in general spacetime dimension d ( see also [68]). The
important property of the holographic anomaly is that it is a special combination
of the Euler density with three other Weyl invariants [69],[70] which reduce the
topological part of the anomaly to the expression (4.1.100), which is zero for the
Ricci flat metric (see [73] for recent results on purely algebraic considerations of
the general structure of the Weyl anomaly in arbitrary d ).
4.1.6 The ambient space, PBH diffeomorphisms and Ricci
gauging
In this subsection we consider an ambient space origin of another method of
construction of d dimensional local conformal invariants. This is the so-called
Ricci gauging proposed by A. Iorio, L. O’Raifeartaigh, I. Sachs and C. Wiesen-
danger in [60]. Ricci gauging is very effective when we start from a scale invariant
matter field Lagrangian and want to generalize it to a local Weyl or conformal
invariant Lagrangian. The prescription developed in [60] consists of two steps
1. First of all we have to perform Weyl gauging by introduction of the corre-
sponding Weyl gauge field Ai(x). For the scalar field it looks like
∂iϕ(k)(x)→ Diϕ(k)(x) = (∂i −∆(k)Ai(x))ϕ(k)(x), (4.1.101)
δAi(x) = ∂iσ(x), δDiϕ(k)(x) = ∆(k)Diϕ(k)(x), (4.1.102)
with the additional ”pure gauge” conditions ∇iAj = ∇jAi for elimination
of the self invariant combinations of Ai constructed from the field strength
Fij = ∂[iAj] .
2. After Weyl gauging the actions with a conformally invariant flat space limit
(scale invariant) contain the field Ai only in the combinations
CHAPTER 4. CONFORMAL INVARIANT LAGRANGIANS 45
Ωij [A] = ∇iAj(x) + AiAj − gij
2
gklAkAl, δΩij [A] = ∇i∂jσ(x), (4.1.103)
Ω[A] = gik∇iAk(x) + d− 2
2
gklAkAl, δΩ[A] = ✷σ(x) , (4.1.104)
and therefore can be replaced by
Kij = Ωij [A] and J = Ω[A] . (4.1.105)
The authors of [60] called this procedure Ricci gauging.
To understand this Ricci gauging on the level of d + 2 dimensional gauged
ambient space of Fefferman and Graham we turn first to the idea of PBH dif-
feomorphisms [67] of the higher dimensional spaces, which reduce to conformal
transformations on the lower dimensional boundary or embedded subspace. Ac-
tually the PBH transformations can be defined as higher dimensional diffeomor-
phisms which leave the form of the higher dimensional metric invariant. The PBH
transformations for the bulk metric (4.1.35) are constructed and analyzed in [59]
and [74]. For the d+2 dimensional ambient metric (4.1.27) PBH diffeomorphisms
are considered in [68]. The existence of such a transformations is another reason
why the reparametrization invariant powers of the Laplacian in ambient space
reduce to the Weyl invariant operators in d dimensional space as considered in
the previous section. Following [68] we define PBH transformations of (4.1.27)
as diffeomorphisms (Lie derivative along the vector ζµ(t, ρ, x))
δgAµν(x
µ) = Lζ(t,ρ,x)gAµν(t, ρ, x) = ζλ(t, ρ, x)∂λgAµν(t, ρ, x)
+ gAµλ(t, ρ, x)∂νζ
λ(t, ρ, x) + gAνλ(t, ρ, x)∂µζ
λ(t, ρ, x), (4.1.106)
satisfying the conditions
δgAtt(t, ρ, x) = δg
A
tρ(t, ρ, x) = δg
A
ρρ(t, ρ, x) = δg
A
ti(t, ρ, x) = δg
A
ρi(t, ρ, x) = 0 .
(4.1.107)
The corresponding infinitesimal PBH transformations are [59],[68]
ζ t(t, ρ, x) = tσ(x) , (4.1.108)
ζρ(t, ρ, x) = −2ρσ(x) , (4.1.109)
ζ i(t, ρ, x) = ζ i(x, ρ) , hij(ρ, x)∂ρζ
i(ρ, x) =
ℓ2
2
∂iσ(x) , (4.1.110)
δhij(ρ, x) = 2σ(x)(1− ρ∂ρ)hij(ρ, x) + Lζ(ρ,x)hij(ρ, x) . (4.1.111)
We see that PBH transformations depend on two free parameters σ(x) and
ζ i(x) = ζ i(0, x) corresponding to the local Weyl and local diffeomorphisms of
the boundary metric gij(x) = hij(0, x). All other terms n!ζ
(n)i(x) = ∂
n
∂nρ
ζ(ρ, x)|ρ=0
of the ρ expansion of the ζ i(ρ, x) are expressed through σ(x) according to the
relation (4.1.110). This dependence fixes the special unhomogeneous forms of
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the Weyl transformations of the FG coefficients, which is in full agreement with
the direct solution (4.1.37)-(4.1.39) of the corresponding equations (4.1.29) or
(4.1.37) (see [59] for details).
To include the Weyl gauge field Ai(x) in this game and find an ambient space
description of the Ricci gauging we introduce a generalized d + 2 dimensional
gauged ambient space with the following metric
ds2GA =
t2
ℓ2
[
hij(ρ, x) + ρℓ
2Ai(x)Aj(x)
]
dxidxj − ρdt2 − t [dt+ tAi(x)dxi] dρ .
(4.1.112)
Then we consider corresponding d + 2 dimensional diffeomorphisms conserving
the form of (4.1.112)
δgGAtt (t, ρ, x) = δg
GA
tρ (t, ρ, x) = δg
GA
ρρ (t, ρ, x) = δg
GA
ti (t, ρ, x) = 0 , (4.1.113)
and giving for Ai(x) a gauge transformation with the Weyl parameter σ(x)
(4.1.102). The corresponding solution gives for new PBH transformations
ζ t(t, ρ, x) = tσ(x) , (4.1.114)
ζρ(t, ρ, x) = −2ρσ(x) , (4.1.115)
ζ i(t, ρ, x) = ζ i(x) , (4.1.116)
δhij(ρ, x) = 2σ(x)(1− ρ∂ρ)hij(ρ, x) + Lζ(x)hij(ρ, x) , (4.1.117)
δAi(x) = ∂iσ(x) + Lζ(x)Ai(x) . (4.1.118)
Comparing with (4.1.108)-(4.1.111) we see that we were lucky with the ansatz
(4.1.112) to restore the Weyl part of the PBH transformation with the proper
gauge transformation for Ai(x). The only difference that we have here is the ρ-
independence of the bulk diffeomorphisms ζ i(x) and correspondingly the absence
of the condition (4.1.110). It is a price for the additional gauge field transforma-
tion (4.1.118). However, this difference is very essential for the FG expansion.
Putting ζ i(x) = 0 we get from (4.1.117) for pure Weyl transformations of the FG
coefficients n!h
(n)
ij (x) only the homogeneous parts
δgij(x) = 2σ(x)gij(x) , (4.1.119)
δh
(1)
ij (x) = 0 , (4.1.120)
δh
(2)
ij (x) = −2σ(x)h(2)ij (x) . (4.1.121)
So it seems really as a Weyl gauged version of the FG expansion. For making the
final check of this assertion we turn now to the Ricci flatness condition for the
gauged ambient metric (4.1.112). Inverting the metric (4.1.112) we obtain ℓ2A2 −2γt − ℓ
2
t
Aj
−2γ
t
4ργ
t2
2ρℓ2
t2
Aj
− ℓ2
t
Ai 2ρℓ
2
t2
Ai ℓ
2
t2
hij
 , (4.1.122)
CHAPTER 4. CONFORMAL INVARIANT LAGRANGIANS 47
where
γ = 1 + ρℓ2A2, A2(ρ, x) = hnm(ρ, x)An(x)Am(x) , (4.1.123)
Ai(ρ, x) = hik(ρ, x)Ak(x) . (4.1.124)
Then the calculation of the Christoffel symbols and Ricci tensor became straight-
forward if we admit the condition Fij = 0 . After a long calculation we see that
the first four equations
RGAit = R
GA
ρt = R
GA
tt ≡ 0 , (4.1.125)
RGAρρ =
1
2
[
hklh′′kl −
1
2
hijh′jkh
klh′li
]
= 0 , (4.1.126)
are the same as in the usual ambient space. But the last two undergo a change
RGAiρ =
1
2
hkl
[
∇(h)i h′kl −∇(h)k h′il
]
+
1
2
hklh′klAi +
d− 2
2
h′ikh
klAl − ρh′′ikhklAl = 0
, (4.1.127)
ℓ2RGAij = ℓ
2Rij [h]− (d− 2)h′ij − γhklh′klhij + ργ
[
2h′′ij − 2h′ilhlmh′mj + hklh′klh′ij
]
− (d− 2)(∇(h)i Aj + AiAj − A2hij)− hij∇(h)k Ak
+ ρ[hklh′kl∇(h)i Aj − (d− 4)A2h′ij − 2Ak(h′ikAj + h′jkAi)
− hkl(h′ki∇(h)l Aj + h′kj∇(h)l Ai) +∇(h)k (h′ijAk) + 2ρh′ikAkh′jlAl] = 0. (4.1.128)
Then inserting in (4.1.128) ρ = 0 we obtain instead of (4.1.38) the following
solution for the first coefficient of the FG expansion
1
ℓ2
h
(1)
ij (x) = Kij −∇iAj −AiAj +
1
2
gijAkAlg
kl
= Kij − Ωij [A] , (4.1.129)
1
ℓ2
h(1)(x) = J − Ω[A] . (4.1.130)
So we see that (4.1.129) is Weyl invariant which is in agreement with the PBH
transformation (4.1.120). On the other hand we see that Ricci gauging leads to
a trivialization of the Fefferman-Graham expansion. Indeed the Ricci gauging
condition (4.1.105) means
h
(1)
ij ≡ 0. (4.1.131)
Moreover because equations (4.1.126)-(4.1.128) express recursively each next h
(n)
ij
through the nonzero powers of previous ones we can conclude that all higher h
(n)
ij
coefficients of the FG expansion are trivialized after imposing the Ricci gauging
condition. The final conclusion which we can make now is the following: The FG
expansion for a gauged ambient metric (4.1.112) can be obtained from the usual
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expansion for (4.1.27) by the Weyl gauging. For example we can easily guess the
next coefficient
h
(2)
ij (x) =
ℓ4
4
{
B˜ij
d− 4 + (K
m
i − Ωmi [A])(Kmj − Ωmj [A])
}
, (4.1.132)
where
B˜ij = Bij − (d− 4)Ak(Ckij + Ckji)− (d− 4)AkAlW lkij (4.1.133)
is the Weyl gauged Bach tensor.
4.2 Conformal invariant interaction of a scalar
field with the higher spin field in AdSD
4.2.1 The cases of spin two and spin four
We work in Euclidian AdSD with the following metric, curvature and covariant
derivatives:
ds2 = gµν(z)dz
µdzν =
L2
(z0)2
δµνdz
µdzν ,
√−g = L
D
(z0)D
,
[∇µ, ∇ν ]V ρλ = R σµνλ V ρσ − R ρµνσ V σλ ,
R ρµνλ = −
1
(z0)2
(
δµλδ
ρ
ν − δνλδρµ
)
= − 1
L2
(
gµλ(z)δ
ρ
ν − gνλ(z)δρµ
)
,
Rµν = −D − 1
(z0)2
δµν = −D − 1
L2
gµν(z) , R = −(D − 1)D
L2
.
In [32] the authors constructed gauge and generalized Weyl invariant actions
for spin two and four gauge fields interacting with a scalar field. Here we review
these results in the form suitable for a generalization to arbitrary higher even spin
fields. We work with double traceless higher spin fields in Fronsdal’s formulation
[23],[25] where the free field equation of motion for the higher spin ℓ field hµ1...µs
reads
Fµ1...µℓ = ✷hµ1...µℓ − ℓ∇(µ1∇ρhµ2...µℓ)ρ +
ℓ(ℓ− 1)
2
∇(µ1∇µ2h ρµ3...µℓ)ρ
+
ℓ2 + ℓ(D − 6)− 2(D − 3)
L2
hµ1...µℓ +
ℓ(ℓ− 1)
L2
g(µ1µ2h
ρ
µ3...µℓ)ρ
= 0 (4.2.1)
This equation is invariant under gauge transformation§
§We denote symmetrization of indices by round brackets.
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δhµ1...µℓ = ℓ∇(µ1ǫµ2...µℓ) = ∇µ1ǫµ2...µℓ + c.p. (4.2.2)
where
h ρσµ1...µℓ−4ρσ = 0, (4.2.3)
ǫ ρµ1...µℓ−3ρ = 0. (4.2.4)
The trace of Fronsdal’s tensor reads as
r(ℓ)µ1...µℓ−2 = −1
2
TrF(hℓ) = ∇α∇βh(ℓ)αβµ1 ...µℓ−2 −✷h(ℓ)αµ1 ...µℓ−2α
−ℓ− 2
2
∇(µ1∇αh(ℓ)µ2...µℓ−2)αββ −
(ℓ− 1)(D + ℓ− 3)
L2
h(ℓ)αµ1...µℓ−2α . (4.2.5)
For the case ℓ = 2 one can see [32] that a Weyl invariant action is
SWI(φ, h(2)) = S0(φ) + S
Ψ(2)
1 (φ, h
(2)) + Sr
(2)
1 (φ, h
(2)). (4.2.6)
where
S0(φ) =
1
2
∫
dDz
√−g[∇µφ∇µφ+ D(D − 2)
4L2
φ2], (4.2.7)
SΨ
(2)
1 (φ, h
(2)) =
1
2
∫
dDz
√−gh(2)µνΨ(2)µν (φ) (4.2.8)
Ψ(2)µν (φ) = −∇µφ∇νφ+
gµν
2
(∇λφ∇λφ+ D(D − 2)
4L2
φ2), (4.2.9)
Sr
(2)
1 (φ, h
(2)) =
1
8
D − 2
D − 1
∫
dDz
√−gr(2)(h(2))φ2, (4.2.10)
r(2)(h(2)) = ∇µ∇νh(2)µν −✷h(2)µµ −
D − 1
L2
h(2)µµ (4.2.11)
which is of course the linearized form of (4.1.47) and is invariant with respect to
the gauge and Weyl transformations ¶
δ1εφ = ε
µ(z)∇µφ, δ0εh(2)µν = 2∇(µεν); (4.2.12)
δ1σφ(z) = ∆σ(z)φ(z), δ
0
σh
(2)
µν = 2σ(z)gµν . (4.2.13)
∆ = 1− D
2
(4.2.14)
¶∆ is so-called conformal weight of the scalar and gets fixed by conformal invariance condi-
tion
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Now we turn to the case ℓ = 4. In [32] the authors started from the ac-
tion (4.2.7) and applied Noether’s procedure using the following higher spin
’reparametrization’ of the scalar field with a traceless third rank symmetric tensor
parameter
δ1ǫφ(z) = ǫ
µνλ(z)∇µ∇ν∇λφ(z), ǫααµ = 0. (4.2.15)
The variation of (4.2.7) is‖
δ1ǫS0(φ) =
∫
dDz
√−g{−∇(αǫµνλ)∇µ∇αφ∇ν∇λφ+ ǫµν(1)[
1
2
∇µ∇αφ∇ν∇αφ
+
D(D + 2)
8L2
∇µφ∇νφ]−∇(µǫν)(2)[−∇µφ∇νφ+
gµν
2
(∇λφ∇λφ+ D(D − 2)
4L2
φ2)]
+[∇2φ− D(D − 2)
4L2
φ]∇µ(ǫµν(1)∇νφ)}. (4.2.17)
We see immediately that the first two lines of (4.2.17) produce interactions with
the spin four and two currents. From the other hand the last line in (4.2.17) is
proportional to the equation of motion following from S0(φ) and therefore can be
absorbed after gauging by the trace of the spin four gauge field (2ǫµν(1) → h(4)αµνα )
performing the following field redefinition of φ
φ→ φ+ 1
2
∇µ(h(4)αµνα ∇νφ) (4.2.18)
Such a type of field redefinition is a standard correction of Noether’s procedure
and means that we always can drop from the cubic part of the action terms
proportional to the equation of motion following from the quadratic part of the
initial action.
So finally we see that the action
SGI(φ, h(2), h(4)) = S0(φ) + S
Ψ(2)
1 (φ, h
(2)) + SΨ
(4)
1 (φ, h
(4)), (4.2.19)
where S0(φ) , S
Ψ(2)
1 (φ, h
(2)) are defined in (4.2.7)-(4.2.9) and
SΨ
(4)
1 (φ, h
(4)) =
1
4
∫
dDz
√−gh(4)µναβΨ(4)µναβ(φ) (4.2.20)
Ψ
(4)
µναβ(φ) = ∇(µ∇νφ∇α∇β)φ− g(µν [∇α∇γφ∇β)∇γφ+
D(D + 2)
4L2
∇αφ∇β)φ], (4.2.21)
‖From now on we will never make a difference between a variation of the Lagrangians or
the actions discarding all total derivative terms and admitting partial integration if necessary.
For compactness we introduce shortened notations for divergences of the tensorial symmetry
parameters
ǫ
µν...
(1) = ∇λǫλµν..., ǫµ...(2) = ∇ν∇λǫνλµ..., . . . (4.2.16)
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is invariant with respect to the gauge transformations of the spin four field with an
additional spin two field gauge transformation inspired by the second divergence
of the spin four gauge parameter∗∗
δ1ǫφ(z) = ǫ
µνλ(z)∇µ∇ν∇λφ(z), (4.2.22)
δ0ǫh
(4)µναβ = 4∇(µǫναβ), δ0ǫh(4)αµνα = 2ǫµν(1), (4.2.23)
δ0ǫh
(2)µν = 2∇(µǫν)(2). (4.2.24)
Thus we introduced a gauge invariant interaction of the scalar with the spin
four gauge field h
(4)
µναβ in the minimal way. The next step is the spin four Weyl
invariant interaction.
We write the generalized Weyl transformation law for the spin four case as in
the [32]
δ0σh
(4)µναβ(z) = 12σ(µν(z)gαβ), δ1σφ(z) = ∆4σ
αβ∇α∇βφ, (4.2.25)
where we introduced a generalized ”conformal” weight ∆4 for the scalar field.
Then following [32] one can make (4.2.19) Weyl invariant introducing the follow-
ing terms
Sr
(4)
1 =
1
2
ξ14
∫
dDz
√−gr(4)µν∇µφ∇νφ+ 1
2
ξ04
∫
dDz
√−g∇µ∇νr(4)µνφ2,(4.2.26)
where††
r(4)µν = ∇α∇βh(4)αβµν −✷h(4)αµνα −∇(µ∇βh(4)ν)βαα −
3(D + 1)
L2
h(4)αµνα , (4.2.27)
δ1ǫ r
(4)µν = 0, r(4)µµ = 0, (4.2.28)
ξ14 = −
1
4
D
D + 3
, ξ04 =
1
32
D(D − 2)
(D + 1)(D + 3)
, ∆4 = ∆ = 1− D
2
. (4.2.29)
Thus the linearized action for a scalar field interacting with the spin two and four
fields in a conformally invariant way is
SWI(φ, h(2), h(4)) = SWI(φ, h(2)) + SΨ
(4)
1 (φ, h
(4)) + Sr
(4)
1 (φ, h
(4)), (4.2.30)
which is invariant with respect to gauge and generalized Weyl transformations
δ1φ = εµ∇µφ+ ǫµνλ∇µ∇ν∇λφ+∆σφ+∆σµν∇µ∇νφ, (4.2.31)
δ0h(2)µν = 2∇(µεν) + 2∇(µǫν)(2) + 2(1−∆− 4Dξ14)∇(µσν)(1)
+2σgµν + 2ξ14σ(2)g
µν (4.2.32)
δ0h(4)µναβ = 4∇(µǫναβ) + 12σ(µνgαβ). (4.2.33)
∗∗Note that the spin two part of our action continues to be invariant in respect of usual
linearized reparametrization (4.2.12)
††We have to mention that our ∆4 here differs from ∆˜ in [32] because of field redefinition
(4.2.18) which is the reason why SΨ
(4)
1 from [32] turned into (4.2.21). When we make field
redefinition, we add to the Lagrangian terms which are not Weyl invariant, and in order to
restore Weyl invariance we have to change the coefficient ∆4.
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4.2.2 Gauge invariant interaction for the spin ℓ case
Here we generalize our construction to the general spin ℓ case. Again following
[32] we apply the following gauge transformation
δ1ǫφ(z) = ǫ
µ1µ2...µℓ−1(z)∇µ1∇µ2 ...∇µℓ−1φ(z), (4.2.34)
δ0ǫh
(ℓ)µ1...µℓ = l∇(µℓǫµ1µ2...µℓ−1), δ0ǫh(ℓ)αµ1...µℓ−2α = 2ǫµ1...µℓ−2(1) , (4.2.35)
ǫααµ3...µℓ−1 = 0 (4.2.36)
to the action (4.2.7) and obtain the following starting variation for Noether’s
procedure
δ1ǫS0(φ) =
∫
dDz
√−g{∇αǫµ1...µℓ−1∇αφ∇µ1 ...∇µℓ−1φ+
ǫµ1...µℓ−1∇αφ∇α∇µ1 ...∇µℓ−1φ+
D(D − 2)
4L2
ǫµ1...µℓ−1φ∇µ1...∇µℓ−1φ}. (4.2.37)
Using the following notations
T (n, k) = ∇αǫµ1...µn−1(ℓ−n) ∇µ1 ...∇µk−1∇αφ∇µk ...∇µn−1φ, (4.2.38)
M(n, k) = ǫµ1...µn(ℓ−n−1)∇µ1 ...∇µk∇αφ∇µk+1...∇µn∇αφ, (4.2.39)
N(n, k) = ǫµ1...µn(ℓ−n−1)∇µ1 ...∇µkφ∇µk+1 ...∇µnφ. (4.2.40)
and commutation relation (D.1) from Appendix D we rewrite (4.2.37) in the form
δ1ǫS0(φ) =
∫
dDz
√−g{T (ℓ, 1) +M(ℓ− 1, 0) +
+
(ℓ− 1)(ℓ− 2)
2L2
N(ℓ− 1, 1) + D(D − 2)
4L2
N(ℓ− 1, 0)}. (4.2.41)
Then using relations between T (m,n), M(m,n) and N(m,n) from Appendix C
and after some algebra we ’diagonalize’ (4.2.41)
δ1ǫS0(φ) =
ℓ
2∑
m=1
(−1)m
(
ℓ−m− 1
m− 1
)∫
dDz
√−g{−T (2m,m) + 1
2
M(2m− 2, m− 1)
+
(D + 2m− 2)(D + 2m− 4)
8L2
N(2m− 2, m− 1)
− m− 1
ℓ− 2m+ 1ǫ
µ1...µ2m−2
(ℓ−2m+1) (∇µ1 ...∇µm−1 [∇2φ−
D(D − 2)
4L2
φ]∇µm ...∇µ2m−2φ)} (4.2.42)
Further performing a final symmetrization in (4.2.42), we obtain the following
elegant expression
δ1ǫS0(φ) =
∫
dDz
√−g
{ ℓ2∑
m=1
(
ℓ−m− 1
m− 1
)
[−∇(µ2mǫµ1...µ2m−1)(ℓ−2m) Ψ(2m)µ1...µ2m]
+[∇2φ− D(D − 2)
4L2
φ]
ℓ
2∑
m=2
(
ℓ−m− 1
m− 2
)
∇µ1 ...∇µm−1(ǫµ1...µ2m−2(ℓ−2m+1)∇µm ...∇µ2m−2φ)
}
, (4.2.43)
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where
Ψ(2m)µ1...µ2m = (−1)m{∇µ1 ...∇µmφ∇µm+1 ...∇µ2mφ
−m
2
gµ2m−1µ2mg
αβ∇(µ1 ...∇µm−1∇α)φ∇(µm ...∇µ2m−2∇β)φ
−m(D + 2m− 2)(D + 2m− 4)
8L2
gµ2m−1µ2m∇µ1 ...∇µm−1φ∇µm ...∇µ2m−2φ} (4.2.44)
and we admitted symmetrization for the set µ1, . . . µ2m of indices. So we see that
miraculously the coefficients in (4.2.44) don’t depend on ℓ ! All ℓ- dependence is
concentrated in the second line of (4.2.43) proportional to the equation of motion
for the action (4.2.7). This part like in the spin four case can be removed by an
appropriate field redefinition (see (4.2.49), (4.2.50), (D.6))
φ→ φ+
ℓ
2∑
m=2
m− 1
2(ℓ− 2m+ 1)∇µ1 ...∇µm−1(h
(2m)αµ1 ...µ2m−2
α ∇µm ...∇µ2m−2φ)(4.2.45)
and we can drop these terms from our consideration. Thus we arrive at the
following spin ℓ gauge invariant action
SGI(φ, h(2), h(4), ..., h(ℓ)) = S0(φ) +
ℓ
2∑
m=1
SΨ
(2m)
1 (φ, h
(2m)) (4.2.46)
where
SΨ
(2m)
1 (φ, h
(2m)) =
1
2m
∫
dDz
√−gh(2m)µ1...µ2mΨ(2m)µ1...µ2m
=
(−1)m
2m
∫
dDz
√−g{h(2m)µ1 ...µ2m∇µ1 ...∇µmφ∇µm+1 ...∇µ2mφ
−m
2
h(2m)αµ1 ...µm−1αµm...µ2m−2 ∇(µ1 ...∇µm−1∇µ)φ∇(µm ...∇µ2m−2∇µ)φ
−m(D + 2m− 2)(D + 2m− 4)
8L2
h(2m)αµ1 ...µ2m−2α ∇µ1 ...∇µm−1φ∇µm ...∇µ2m−2φ},
(4.2.47)
and the final form of the improved gauge transformations
δ1ǫφ(z) = ǫ
µ1µ2...µℓ−1(z)∇µ1∇µ2 ...∇µℓ−1φ(z), (4.2.48)
δ0ǫh
(2m)µ1 ...µ2m = 2m∇(µ2mε(2m)µ1...µ2m−1), δ0ǫh(2m)αµ1 ...µ2m−2α = 2ε(2m)µ1 ...µ2m−2(1) , (4.2.49)
ε(2m)µ1...µ2m−1 =
(
ℓ−m− 1
m− 1
)
ǫ
µ1...µ2m−1
(ℓ−2m) . (4.2.50)
Now we can insert m = ℓ
2
into (4.2.44) and compare our general expression for
SΨ
(ℓ)
1 (φ, h
(ℓ)) with the already known cases of spin two (the energy momentum
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tensor for the scalar field) (4.2.9) and spin four (4.2.21). We can easily see that for
these cases SΨ
(ℓ=2,4)
1 (φ, h
(ℓ)) exactly reproduces (4.2.9) and (4.2.21) respectively.
So we found the gauge invariant action for a general spin l gauge field coupled to
a scalar and this action has the following property:
The gauge invariant action SGI(φ, h(2), h(4), ..., h(ℓ)) for a spin ℓ gauge field
coupled to a scalar includes gauge invariant actions of the tower of all smaller
even spin gauge fields coupled to the same scalar in an analogous way.
Note that this statement holds true only if we think of an even number of
divergencies applied to the gauge parameter as a possible redefinition of gauge
parameter of smaller even spin gauge fields, in that case this amazing hierarchy of
all smaller even spin currents appear. Another possibility is to regard divergencies
of the gauge parameter as gauge transformation for divergencies of the trace of
the spin ℓ field and make an appropriate field redefinition. In that case we
don’t need to introduce smaller spin currents, but the field redefinition will be of
another form. The current of spin ℓ is the same in both approaches, it is unique,
and in the flat space limit reproduces currents constructed in [84], [40] and [45]
applying a partial integration and field redefinition. The interesting point is that
this symmetric form of currents is unique, and the natural generalization of the
energy-momentum tensor of the scalar field (4.2.9).
4.2.3 Weyl invariant action for a higher spin field coupled
to a scalar
In this section we introduce generalized Weyl transformations for higher spin
fields and derive a Weyl invariant action for a higher spin field coupled to a scalar
field. Following [32] we write the generalized Weyl transformation for the even
spin l field in the form
δ0σh
(ℓ)µ1...µℓ = ℓ(ℓ− 1)σ(µ1...µℓ−2gµℓ−1µℓ), (4.2.51)
δ0σh
(ℓ)αµ1...µℓ−2
α = 2(D + 2ℓ− 4)σµ1...µℓ−2, (4.2.52)
δ1σφ = ∆ℓσ
µ1...µℓ−2∇µ1 ...∇µℓ−2φ. (4.2.53)
Then we assume that the Weyl invariant action for a spin ℓ field should be
accompanied with similar Weyl invariant actions for smaller spin gauge fields
and therefore can be constructed from (4.2.46) adding ℓ
2
additional terms
SWI(φ, h(2), h(4), ..., h(ℓ)) = SGI(φ, h(2), ..., h(ℓ)) +
ℓ/2∑
m=1
Sr
(2m)
1 (φ, h
(2m)), (4.2.54)
where each Sr
(2m)
1 is gauge invariant itself. In the case of spin two we had only the
linearized Ricci scalar (see (4.2.10)) and for the spin four case we had two terms
constructed from the spin four generalization of the Ricci scalar (see (4.2.26)).
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Now we will see that the generalization of the Ricci scalar for a higher spin field
namely the trace of Fronsdal’s operator (4.2.5) (see [25],[32]) is the only gauge
invariant combination of two derivatives and a higher spin field which we need
to construct the Weyl invariant action (4.2.54) starting from (4.2.46). We will
use the following strategy for solving our problem: We apply transformation
(4.2.51)-(4.2.53) to (4.2.46) and try to compensate it with the variation of
ℓ/2∑
m=1
Sr
(2m)
1 (φ, h
(2m)), where
Sr
(ℓ)
1 (φ, h
(2), ..., h(ℓ)) =
=
1
2
ℓ
2
−1∑
m=0
ξmℓ
∫
dDz
√−g∇µ2m+1 ...∇µℓ−2r(ℓ)µ1...µℓ−2∇µ1 ...∇µmφ∇µm+1 ...∇µ2mφ (4.2.55)
introducing necessarily gauge andWeyl transformations for lower spin gauge fields
δσh
(2m)µ1 ...µ2m = 2m(2m− 1)Cmℓ σ(µ1...µ2m−2(ℓ−2m) gµ2m−1µ2m), m = 1, ..., ℓ/2,(4.2.56)
C
ℓ/2
ℓ = 1. (4.2.57)
In other words we solve the equation
δ1σS
WI(φ, h(2), ..., h(ℓ)) = δ1σS0 +
ℓ/2∑
s=1
δ0σS
Ψ(2s)
1 +
ℓ/2∑
s=1
δ0σS
r(2s)
1 = 0(4.2.58)
which consists of a system of ℓ+ 1 equations for (ℓ/2 + 1)(ℓ/2 + 2)/2 dependent
variables
△ℓ, (4.2.59)
Cmℓ , m = 1, 2, . . . , ℓ/2, (4.2.60)
ξn2s, n = 0, 1, . . . s− 1; s = 1, ..., ℓ/2. (4.2.61)
but when we find ξ
ℓ/2−k
ℓ we also find ξ
s−k
2s for any s ≥ k. In other words we find
a whole diagonal of this triangle matrix
C1ℓ C
2
ℓ . . . C
ℓ/2−1
ℓ C
ℓ/2
ℓ ∆ℓ
ξ0ℓ ξ
1
ℓ . . . ξ
ℓ/2−2
ℓ ξ
ℓ/2−1
ℓ
ξ0ℓ−2 ξ
1
ℓ−2 . . . ξ
ℓ/2−2
ℓ−2
. . . . .
. . . .
ξ04 ξ
1
4
ξ02

(4.2.62)
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which helps us to solve the whole system. We have two equations for any column
of this matrix besides the last, for which we have one equation for ∆. We start
from the last column and go to the left. When we take any column and two
equations for that column of variables, we have only two variables to find if we
already solved all columns to the right of that one (it is easy to see that the
first two rows of (4.2.62) are all we need to find out. The second row gives the
solution for any spin ℓ. ξ-s in lower rows are just particular case and can be
determined by putting concrete spin value in a general solution, which means
that the independent variables are only first two rows of the (4.2.62) and the
number of variables in these two rows is ℓ+1, just as much as equations we have.
This right-to-left method can be used only due to the fact that we solve system for
general spin case. This is a deductive method which we use. Another approach is
an inductive method - one could solve equations for concrete cases of spin 2,4,6...
and obtaining all rows lower than second, and therefore whole Weyl invariant
Lagrangian for lower spins, solve first two rows. Of course this is impossible for
general spin ℓ). That means that our system has a unique solution. Placing all
complicated Weyl variations of (4.2.58) into the Appendix E, we present here the
resulting system of equations for the unknown variables (4.2.59)-(4.2.61):
∆ℓ = 1− D
2
(4.2.63)
(−1)ℓ/2
2
(∆ℓ − ℓ− 2
2
)− (D + 2ℓ− 5)ξℓ/2−1ℓ = 0 (4.2.64)
(−1)mCmℓ +
ℓ/2∑
s=m+1
mCsℓ ξ
m
2s = 0, (m = 1, ..., ℓ/2− 1) (4.2.65)
(−1)m−1
2
(m− 1)Cmℓ − Cmℓ (D + 4m− 5)ξm−12m
+
1
2
ℓ/2∑
s=m+1
Csℓ [−m(m− 1)ξm2s − (2s− 2m+ 2)(D + 2s+ 2m− 5)ξm−12s ] = 0
(m = 1, ..., ℓ/2− 1) (4.2.66)
The solution of this system is universal ∆ℓ = ∆ = 1− D2 and
ξmℓ =
(−1)m
2l−2m(l/2)
(
ℓ/2
m
)
(D
2
+m− 1)l/2−m
(D+l−1
2
+m− 1)l/2−m
(4.2.67)
ξmℓ =
(−1)m
2ℓ−2m(ℓ/2)
(
ℓ/2
m
)
(D
2
+m− 1)ℓ/2−m
(D+ℓ−1
2
+m− 1)ℓ/2−m
(4.2.68)
Cmℓ =
(−1)ℓ/2−m
2ℓ−2m
(
ℓ/2− 1
m− 1
)
(D
2
+m− 1)ℓ/2−m
(D−1
2
+ 2m)ℓ/2−m
. (4.2.69)
These expressions completely fix (4.2.55) and therefore the full Weyl invariant
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action (4.2.54), and also determine the transformation law for the whole tower of
higher spin gauge fields (4.2.56).‡‡
‡‡It is easy to see from formula (E.4) that we get also a redefinition of the gauge parameters
for all lower even spin fields which in the spin 4 case coincides with formula (4.2.32).
Chapter 5
Cubic Interactions of HSF
5.1 Off-Shell construction of some Higher Spin
gauge field cubic interactions
5.1.1 Exercises on spin one field couplings with the higher
spin gauge fields
We start this section constructing the well known interaction of the electro-
magnetic field Aµ in flat D dimensional space-time with the linearized spin two
field. Hereby we illustrate how Noether’s procedure regulates the relation be-
tween gauge symmetries of different spin fields. The standard free Lagrangian of
the electromagnetic field is
L0 = −1
4
FµνF
µν = −1
2
∂µAν∂
µAν +
1
2
(∂A)2, (5.1.1)
Fµν = ∂µAν − ∂νAµ, ∂A = ∂µAµ. (5.1.2)
To construct the interaction we propose a possible form for the action of the spin
two linearized gauge symmetry
δ0εh
(2)µν(x) = 2∂(µεν)(x) = ∂µεν(x) + ∂νεµ(x), (5.1.3)
on the spin one gauge field Aµ(x). Then Noether’s procedure fixes this coupling
(1-1-2 interaction) of the electromagnetic field with linearized gravity correcting
when necessary the proposed transformation.
We start from the following general ansatz for a gauge variation of Aµ with
respect to a spin 2 gauge transformation with vector parameter ερ
δ1εAµ = −ερ∂ρAµ + Cερ∂µAρ. (5.1.4)
Then we apply this variation (5.1.4) to (5.1.1) and after some algebra neglecting
58
CHAPTER 5. CUBIC INTERACTIONS OF HSF 59
total derivatives we obtain∗
δ1εL0 = ∂(µεν)∂µAρ∂νAρ −
1
2
ε(1)∂µAν∂
µAν +
1
2
ε(1)(∂A)
2 + C∂(µεν)∂ρAµ∂
ρAν
− 2C∂(µεν)∂ρA(µ∂ν)Aρ + C
2
ε(1)∂µAν∂
νAµ − C
2
ε(1)(∂A)
2
+ (C − 1)(∂A)∂µεν∂νAµ. (5.1.5)
Then we have to compensate (or integrate) this variation using the gauge varia-
tion of the spin 2 field (5.1.3) and its trace δ0εh
(2)µ
µ = 2ε(1) . We see immediately
that the last line in (5.1.5) is irrelevant but can be dropped by choice of the free
constant C = 1. With this choice we have instead of (5.1.4)
δ1εAµ = −ερ∂ρAµ + ερ∂µAρ = ερFµρ, (5.1.6)
so that our spin two transformation now is manifestly gauge invariant with respect
to the spin one gauge invariance
δ0σAµ = ∂µσ, (5.1.7)
and our spin one gauge invariant free action (5.1.1) keeps this property also after
spin two gauge variation. Namely (5.1.5) now can be written as
δ1εL0 = ∂(µεν)FµρF ρν −
1
4
ε(1)FµνF
µν . (5.1.8)
This variation can be compensated introducing the following 2-1-1 interaction
L1(Aµ, h(2)µν ) =
1
2
h(2)µνΨ(2)µν , (5.1.9)
where
Ψ(2)µν = −FµρF ρν +
1
4
gµνFρσF
ρσ, (5.1.10)
is the well known energy-momentum tensor for the electromagnetic field.
Thus we solved Noether’s equation
δ1εL0(Aµ) + δ0εL1(Aµ, h(2)µν ) = 0 (5.1.11)
in this approximation completely, defining a first order transformation and inter-
action term at the same time. Finally note that the corrected Noether’s procedure
spin two transformation of the spin one field (5.1.6) can be written as a combi-
nation of the usual reparametrization for the contravariant vector Aµ(x) (non
∗Using the same conventions as in previous Chapter (see (4.2.16)).
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invariant with respect to (5.1.7)) and spin one gauge transformation with the
special field dependent choice of the parameter σ(x) = ερ(x)Aρ(x)
δ1εAµ = ε
ρFµρ = −ερ∂ρAµ − ∂µερAρ + ∂µ (ερ(x)Aρ(x)) , (5.1.12)
A symmetry algebra of these transformations can be understood from commuta-
tor
[δ1η, δ
1
ε ]Aµ(x) = δ
1
[η,ε]Aµ(x) + ∂µ
(
ερηλFρλ(x)
)
(5.1.13)
[η, ε]λ = ηρ∂ρε
λ − ερ∂ρηλ (5.1.14)
So we see that algebra of transformations (5.1.12) close on field dependent gauge
transformation (5.1.7).
Now we turn to the first nontrivial case of the vector field interaction with a
spin four gauge field with the following zero order spin four gauge variation
δ0ǫh
µρλσ = 4∂(µǫρλσ), δ0ǫh
ρλσ
ρ = 2ǫ
λσ
(1). (5.1.15)
where we have a symmetric and traceless gauge parameter ǫµνλ to construct a
gauge variation for Aµ. According to the previous lesson we start from a spin
one gauge invariant ansatz for the spin four transformation of Aµ field
δ1ǫAµ = ǫ
ρλσ∂ρ∂λFµσ. (5.1.16)
Thus we have now the following variation of L0
δ1ǫL0 = δ1ǫ (−
1
4
FµνF
µν) = (δ1ǫAν)∂µF
µν = −∂µ(ǫρλσ∂ρ∂λFνσ)F µν . (5.1.17)
After some algebra, again neglecting total derivatives and using the Bianchi
identity for Fµν
∂µFνλ + ∂νFλµ + ∂λFµν = 0, (5.1.18)
and taking into account the important relation
− ∂µǫρλσ∂ρF νµ ∂λFσν = −∂(µǫρλσ)∂(ρF νµ ∂λFσ)ν +
1
4
ǫλσ(1)∂
νFµλ∂
µFνσ
−1
2
∂νǫρλσ∂λFσν∂
µFµρ − 1
4
ǫλσ(1)∂
µFµρ∂
νFνσ, (5.1.19)
we arrive at the following form of the variation convenient for our analysis
δ1ǫL0 = −∂(µǫρλσ)∂(ρF νµ ∂λFσ)ν +
1
4
ǫλσ(1)∂
νFµλ∂
µFνσ +
1
4
ǫλσ(1)∂λFµν∂σF
µν
− ∂λ(ǫλσ(1)Fµσ)∂νF νµ −
1
4
ǫλσ(1)∂
µFµλ∂
νFνσ − 1
2
∂ρǫνλσ∂λFσρ∂
µFµν
+ ∂(µǫ
ν)
(2)FµσF
σ
ν −
1
4
ǫ(3)FµνF
µν . (5.1.20)
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Returning to the gauge variation of the spin four field (5.1.15) we notice that
all terms in the first line of (5.1.20) and the first two terms in the second line
can be integrated to the interaction terms. The last term in the second line is
proportional to the free field equations but is not integrable, so we can cancel this
term only by changing the initial variation of Aµ (5.1.16). The modified form of
(5.1.16) is
δ1ǫAµ = ǫ
ρλσ∂ρ∂λFµσ +
1
2
∂ρǫµλσ∂
λF σρ. (5.1.21)
Therefore
L1 = 1
4
h(4)µρλσ∂(ρF
ν
µ ∂λFσ)ν −
1
8
h(4)ρλσρ ∂
νFµλ∂
µFνσ − 1
8
h(4)ρλσρ ∂λFµν∂σF
µν
+ ∂λ(
1
2
h(4)ρλσρ Fµσ)∂νF
νµ +
1
8
h(4)ρλσρ ∂
µFµλ∂
νFνσ
− 1
2
h(2)µνFµσF
σ
ν +
1
8
h(2)ρρ FµνF
µν . (5.1.22)
But the two terms in the second line are proportional to the equation of
motion for the initial Lagrangian (5.1.1), hence they are not physical and can be
removed by the following field redefinition
Aµ → Aµ − ∂λ(h αλσα Fµσ)−
1
4
hααµσ∂βF
βσ. (5.1.23)
So we can drop the second line of (5.1.22).
Another novelty in comparison with the previous case is the third line of
(5.1.20). Comparing with (5.1.8) we see that we can integrate these two terms
introducing an additional spin two field coupling and compensate the first and
third line introducing the following linearized Lagrangian for the coupling of the
electromagnetic field to the spin four and spin two fields
L1(Aµ, h(2)µν , h(4)µναβ) = 1
4
h(4)µναβΨ
(4)
µναβ +
1
2
h(2)µνΨ(2)µν , (5.1.24)
where the current Ψ
(2)
µν is the same energy-momentum tensor (5.1.9) and
Ψ
(4)
µναβ = ∂(αF
ρ
µ ∂βFν)ρ −
1
2
g(µν∂
λFασ∂
σFβ)λ − 1
2
g(µν∂αF
σρ∂β)Fσρ. (5.1.25)
The whole lagrangian
L0(Aµ) + L1(Aµ, h(2)µν , h(4)µναβ), (5.1.26)
is invariant with respect to the spin one gauge transformations and the following
higher spin transformations
δ1Aµ = ǫ
ρλσ∂ρ∂λFµσ +
1
2
∂ρǫµλσ∂
λF σρ,
δ0h(4)µναβ = 4∂(µǫναβ), δ0ǫh
µαβ
µ = 2ǫ
αβ
(1),
δ0h(2)µν = 2∂(µǫ
ν)
(2), δ
0h(2)µµ = 2ǫ(3). (5.1.27)
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Therefore we proved that like the previously investigated scalar–higher spin cou-
pling case (previous Chapter), the interaction with the spin four gauge field leads
to the additional interaction with the lower even spin two field. Following [34]
we review here also vector field coupling to the general HS field. We start from
following gauge variation
δ1ǫAµ = ǫ
µ1...µl−1
ℓ ∇µ1 ...∇µl−2Fµl−1µ. (5.1.28)
¿From very long and tedious calculations we get
δ1ǫL0 =
ℓ/2∑
m=1
(
ℓ−m− 1
m− 1
)
(−∇(µ2mǫµ1...µ2m−1)ℓ(l−2m) Ψµ1...µ2m(Aµ))
+
ℓ/2∑
m=1
(
ℓ−m− 1
m− 1
)
m− 1
m
∇µm+1 ...∇µ2m−2(∇νǫµ1...µ2m−2ℓ(l−2m)µ ∇µ1 ...∇µm−1F νµm)∇αF αµ
+
ℓ/2∑
m=1
(
ℓ−m− 1
m− 1
)
m− 1
2m
∇µm ...∇µ2m−3(ǫµ1...µ2m−3ℓ(l−2m+1)µ∇µ1 ...∇µm−2∇νFνµm−1)∇αF αµ
−
ℓ/2∑
m=1
(
ℓ−m− 1
m− 1
)
m− 1
l − 2m+ 1∇µm ...∇µ2m−2(ǫ
µ1...µ2m−2
ℓ(l−2m+1)∇µ1 ...∇µm−2Fµm−1µ)∇αF αµ, (5.1.29)
where
Ψµ1...µ2m(Aµ) = (−1)m(−∇µ1 ...∇µm−1F νµm∇µm+1 ...∇µ2m−1Fµ2mν
+
m− 1
2
gµ1µ2∇µ3 ...∇µm∇αFµm+1β∇µm+2 ...∇µ2m−1∇βFµ2mα
+
m
4
gµ1µ2∇µ3 ...∇µm+1F ρσ∇µm+2 ...∇µ2mFρσ) (5.1.30)
and we admitted symmetrization for the set µ1 . . . µ2m of indices. This means
that when we change our initial variation (5.1.28) to
δ1ǫAµ = ǫ
µ1...µl−1
ℓ ∇µ1 ...∇µl−2Fµl−1µ
−
ℓ/2∑
m=1
(
ℓ−m− 1
m− 1
)
m− 1
m
∇µm+1 ...∇µ2m−2(∇νǫµ1...µ2m−2ℓ(l−2m)µ ∇µ1 ...∇µm−1F νµm), (5.1.31)
and also take into account appropriate field redefinition
Aµ → Aµ +
ℓ/2∑
m=1
(
ℓ−m− 1
m− 1
)
m− 1
2m
∇µm ...∇µ2m−3(ǫµ1...µ2m−3ℓ(l−2m+1)µ∇µ1 ...∇µm−2∇νFνµm−1)∇αF αµ
−
ℓ/2∑
m=1
(
ℓ−m− 1
m− 1
)
m− 1
l − 2m+ 1∇µm ...∇µ2m−2(ǫ
µ1...µ2m−2
ℓ(l−2m+1)∇µ1 ...∇µm−2Fµm−1µ)∇αF αµ (5.1.32)
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we can see that the gauge invariant Lagrangian for interaction of electromagnetic
field with the higher even spin ℓ field is
L1(Aµ, h(2), h(4), ..., h(ℓ)) =
ℓ/2∑
m=1
1
2m
h(2m)µ1 ...µ2mΨ(2m)µ1...µ2m(Aµ). (5.1.33)
This result is similar to the scalar case investigated in the section 4.2. The
same tower of even spin gauge fields appear when we construct gauge invariant
interaction with higher spin fields. The generalization to the non-Abelian charged
vector (Yang-Mills) fields is trivial. In scalar case we went further and constructed
Weyl invariant lagrangian. The Weyl invariance can’t be generalized for spin one
case. That is the price for spin one manifest gauge invariance (in all interactions
vector field is represented by it’s curvature Fµν). Here we wanted to mention that
AdSD corrections to (5.1.30) have following basic properties. As in the scalar case
there are no 1/L4 or higher corrections. The 1/L2 term is proportional to ℓ− 2.
As a result, for 1-1-2 interaction we don’t have any difference between interaction
in the flat space and AdS.
5.1.2 Generalization to the 2-2-4 and 2-2-6 interactions
In this section we turn to the spin two field as a lower spin field in the con-
struction of the higher spin gauge invariant interactions with spin 4 and spin 6
gauge potentials. And again we want to keep manifest the lower spin two gauge
invariance.
So proceeding similarly as in the previous section we start from the free spin
two Pauli-Fierz Lagrangian [2]
L0(h(2)µν ) =
1
2
∂µh
(2)
αβ∂
µh(2)αβ − ∂αh(2)αβ∂µh(2)µβ + ∂µh(2)αα ∂βh(2)βµ −
1
2
∂µh
(2)α
α ∂
µh
(2)β
β ,
(5.1.34)
and try to solve the following Noether’s equation
δ1εL0(h(2)µν ) + δ0εL1(h(2)µν , h(4)αβλρ) = 0. (5.1.35)
For this purpose we introduce the following starting ansatz for the spin four
transformation of the spin two field
δ1ǫh
(2)
µν = ǫ
ρλσ∂ρΓλσ,µν , (5.1.36)
where Γλσ,µν is the spin two gauge invariant symmetrized linearized Riemann
curvature
Γαβ,µν =
1
2
(Rαµ,βν +Rβµ,αν), (5.1.37)
Γ(αβ,µ)ν = 0, (5.1.38)
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introduced by de Witt and Freedman for higher spin gauge fields together with
the higher spin generalization of the Christoffel symbols [27]. This symmetrized
curvature is more convenient for the construction of an interaction with symmet-
ric tensors. The corresponding Ricci tensor (Fronsdal operator for higher spin
generalization) and scalar can be defined in the usual manner using traces
Fµν = Γ λµν,λ = ✷h(2)µν − 2∂(µ∂αh(2)ν)α + ∂µ∂νh(2)αα , (5.1.39)
F = Fµµ = 2(✷h(2)µµ − ∂µ∂νh(2)µν). (5.1.40)
In terms of these objects the Bianchi identities can be written as
∂λΓµν,αβ = ∂(µΓν)λ,αβ + ∂(αΓβ)λ,µν , (5.1.41)
∂λFαβ = ∂µΓµλ,αβ + ∂(αFβ)λ, (5.1.42)
∂λFλµ = 1
2
∂µFαα . (5.1.43)
Then a variation of (5.1.34) with respect to (5.1.36) is
δ1ǫL0(h(2)µν ) =
δL0
δh
(2)
µν
δ1ǫh
(2)
µν = −(Fµν −
1
2
gµνF)ǫρλσ∂ρΓλσ,µν . (5.1.44)
To integrate it and solve the equation (5.1.35) we submit to the following strategy:
1) First we perform a partial integration and use the Bianchi identity (5.1.42)
to lift the variation to a curvature square term.
2) Then we make a partial integration again and rearrange indices using
(5.1.38) and (5.1.41) to extract an integrable part.
3) Symmetrizing expressions in this way we classify terms as
• integrable
• integrable and subjected to field redefinition (proportional to the free field
equation of motion)
• non integrable but reducible by deformation of the initial ansatz for the
gauge transformation (again proportional to the free field equation of mo-
tion)
Then if no other terms remain we can construct our interaction together with
the corrected first order transformation. Following this strategy after some fight
with formulas we obtain the following expression
δ1ǫL0(h(2)µν ) = −∂(αǫβµν)(Ψ(4)(Γ)αβµν −Ψ(4)(F)αβµν)
− ǫµν(1)Γµν,αβ
δL0
δh
(2)
αβ
+ ∂ρǫ µνα Γβρ,µν
δL0
δh
(2)
αβ
, (5.1.45)
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where
Ψ
(4)
(Γ)αβµν = Γ
ρσ
(αβ, Γµν),ρσ −
2
3
g(αβΓ
ρ,σλ
µ Γν)ρ,σλ, (5.1.46)
Ψ
(4)
(F)αβµν = F(αβFµν) − g(αβFσµFν)σ = −
δL0
δh(2)(αβ
Fµν) + g(αβ δL0
δh
(2)µ
σ
Fν)σ, (5.1.47)
δL0
δh(2)αβ
= −Fαβ + 1
2
gαβF . (5.1.48)
So we see immediately that in (5.1.45) only the last term of the second line is not
integrable but proportional to the equation of motion and can be dropped by the
correction to the initial gauge transformation (5.1.36). On the other hand taking
into account (5.1.15) and (5.1.46)-(5.1.48) we can compensate Ψ
(4)
(F) and the first
term in the second line of (5.1.45) by the following field redefinition
h(2)µν → h(2)µν −
1
2
h(4)αλσα Γλσ,µν −
1
4
h(4)αλµν Fαλ +
1
4
h
(4)αλ
α(µFν)λ. (5.1.49)
Thus after field redefinition we arrive at the 4-2-2 gauge invariant interaction
L1(h(2)µν , h(4)αβµν) =
1
4
h(4)αβµνΨ
(4)
(Γ)αβµν(h
(2)
µν )
=
1
4
h(4)αβµνΓαβ,ρσΓ
ρσ
µν, −
1
6
h(4)αµνα Γ
ρ,σλ
µ Γνρ,σλ, (5.1.50)
with the following gauge transformations
δǫh
(2)
µν = ǫ
ρλσ∂ρΓλσ,µν − ∂ρǫλσ(µΓ ρ,λσν) , (5.1.51)
δ0ǫh
(4)µρλσ = 4∂(µǫρλσ), δ0ǫh
(4)ρλσ
ρ = 2ǫ
λσ
(1). (5.1.52)
Now in possession of knowledge about the 2-2-4 interaction we start to con-
struct the most nontrivial interaction in this section between spin 2 and spin 6
gauge fields. We would like to check the appearance of the 2-2-4 coupling during
the construction of 2-2-6 which we expect from the analogy with the scalar case
considered in [32, 33] and the 1-1-4 case considered in the previous subsection.
To proceed we have to solve the following Noether’s equation
δ1εL0(h(2)µν ) + δ0εL1(h(2)µν , h(6)αβλρσδ) = 0, (5.1.53)
with a starting ansatz for the spin 6 first order gauge transformation for the spin
2 field:
δ1ǫh
(2)
µν (x) = ǫ
αβρλσ(x)∂α∂β∂ρΓλσ,µν(x), (5.1.54)
and the standard zero order gauge transformation for the spin 6 gauge field
δ0ǫh
(6)µναβσρ = 6∂(µǫναβσρ)(x), (5.1.55)
δ0ǫh
(6)µαβσρ
µ = 2ǫ
αβσρ
(1) . (5.1.56)
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First of all we have to transform the variation
δ1εL0(h(2)µν ) = −(Fµν −
1
2
gµνF)ǫαβρλσ∂α∂β∂ρΓλσ,µν , (5.1.57)
into a form convenient for integration. Following the same strategy as before
in the 2-2-4 case, using many times partial integration and Bianchi identities
(5.1.38), (5.1.41)-(5.1.43), we obtain after tedious but straightforward calcula-
tions
δ1εL0(h(2)µν ) = ∂(αǫβµνλρ)Ψ(6)(Γ)αβµνλρ − ∂(αǫβµν)Ψ(4)(Γ)αβµν
+
4
3
∂ρǫ µνλσα ∂λ∂σΓβρ,µν
δL0
δh
(2)
αβ
− 1
3
∂ρ∂λǫ µνσαβ ∂σΓρλ,µν
δL0
δh
(2)
αβ
−Rµνint(Γ,F)
δL0
δh
(2)
µν
, (5.1.58)
where
Ψ
(6)
(Γ)αβµνλρ = ∂(αΓ
σδ
βµ, ∂νΓλρ),σδ − g(αβ∂µΓ κ,σδν ∂λΓρ)κ,σδ
−1
2
g(αβ∂
κΓ σδµν, ∂σΓλρ),κδ, (5.1.59)
Ψ
(4)
(Γ)αβµν = Γ
ρσ
(αβ, Γµν),ρσ −
2
3
g(αβΓ
ρ,σλ
µ Γν)ρ,σλ, (5.1.60)
and Rµνint(Γ,F) δL0δh(2)µν are remaining integrable terms proportional to the equation
of motion. Indeed the symmetric tensor Rµνint(Γ,F) is expressed through the only
integrable combinations of derivatives of gauge parameter
Rµνint(Γ,F , ǫ) = ǫαβλδ(1) ∂α∂βΓ µνλδ, −
1
3
∂λǫ
αβδ(µ
(1) ∂αΓ
ν)
λ,βδ + ∂λ
[
∂(λǫαβδµν)∂αFβδ
]
− 2
3
∂λ
[
ǫλαµν(1) ∂αF
]
+
1
6
ǫαβµν(1) ∂α∂βF + ∂(αǫβµν)(2) Fαβ +
5
3
∂αǫ
βλµν)
(1) ∂λFαβ
− 5
3
∂λ
[
ǫ
λαβ(µ
(1) ∂αFν)β
]
+
1
6
✷ǫαβµν(1) Fαβ −
1
6
∂λǫαβµν(1) ∂λFαβ −
1
2
ǫ
α(µ
(3) Fν)α .
(5.1.61)
Substituting into this expression ∂(λǫαβδµν) with 1
6
h(6)λαβδµν , ∂(αǫ
βµν)
(2) with
1
4
h(4)αβµν ,
and correspondingly 2ǫαβµν(1) and 2ǫ
αβ
(3) with their traces, we define a field redefini-
tion for h(2)µν
h(2)µν → h(2)µν +Rµνint(Γ,F , h(6), h(4)), (5.1.62)
using which we can drop the third line in (5.1.58). The second line in (5.1.58)
can be cancelled by the following deformation of the initial ansatz for the trans-
formation (5.1.54)
δ1ǫh
(2)
αβ = ǫ
µνρλσ∂µ∂ν∂ρΓλσ,αβ − 4
3
∂ρǫ µνλσα ∂λ∂σΓβρ,µν +
1
3
∂ρ∂λǫ µνσαβ ∂σΓρλ,µν . (5.1.63)
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Thus we arrive at the promised result that the 2-2-6 interaction automatically
includes also the 2-2-4 interaction constructed above, and the corresponding tri-
linear interaction Lagrangian is
L1(h(2), h(4), h(6)) = −1
6
h(6)αβµνλρΨ
(6)
(Γ)αβµνλρ +
1
4
h(4)αβµνΨ
(4)
(Γ)αβµν
= −1
6
h(6)αβµνλρ∂αΓ
σδ
βµ, ∂νΓλρ,σδ +
1
6
h(6)αµνλρα ∂µΓ
κ,σδ
ν ∂λΓρκ,σδ
+
1
12
h(6)αµνλρα ∂
κΓ σδµν, ∂σΓλρ),κδ +
1
4
h(4)αβµνΓαβ,ρσΓ
ρσ
µν, −
1
6
h(4)αµνα Γ
ρ,σλ
µ Γνρ,σλ. (5.1.64)
This formula together with the corrected gauge transformation (5.1.63) solves
completely Noether’s equation (5.1.53).
5.1.3 2s-s-s interaction Lagrangian
Now we turn to the generalization of the Noether procedure of the 2-2-4 case
to the general s-s-2s interaction construction. So we must propose a first order
variation of the spin s field with respect to a spin 2s gauge transformation. Re-
membering that Fronsdal’s higher spin gauge potential is double traceless, we
must make sure that the same holds for the variation. Expanding the general
variation in powers of a2
δh(s)(a) = δh
(s)
(1)(a) + a
2δh(s−2)(a) + (a2)2δh(s−4)(a) + . . . , (5.1.65)
we see that the double tracelessness condition ✷2aδh
(s)(a) = 0 expresses the third
and higher terms of the expansion (5.1.65) through the first two free parame-
ters δh
(s)
(1)(a) and δh
(s−2)(a)†. ¿From the other hand Fronsdal’s tensor is double
traceless by definition and therefore all these O(a4) terms are unimportant be-
cause they do not contribute to (2.1.39). This leaves us freedom in the choice of
δh(s−2)(a). Substituting (5.1.65) in (2.1.39) we discover that the following choice
of δh(s−2)(a)
δh(s−2)(a) =
1
2(D + 2s− 2)✷aδh
(s)
(1)(a), (5.1.66)
reduces our variation (2.1.39) to
δ(1)L0(h(s)(a)) = −F (s)(a) ∗a δh(s)(1)(a). (5.1.67)
†For completeness we present here the solution for δh(s−4)(a) following from the double
tracelessness condition
δh(s−4)(a) = − 1
8α1α2
[
✷
2
aδh
(s)
(1)(a) + 4α1✷aδh
(s−2)(a)
]
,
αk = D + 2s− (4 + 2k), k ∈ {1, 2}.
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Then we propose the following spin 2s transformation of the spin s potential
δh
(s)
(1)(a) = U˜(b, a, 2, s)ǫ2s−1(z; b) ∗b Γ(s)(z; b, a), (5.1.68)
where
U˜(b, a, 2, s) = (−1)
s
(s− 1)!
s∏
k=2
[
(∇∂b)− 1
k
(a∂b)(∇∂a)
]
, (5.1.69)
is operator dual to
[(b∇)− 1
2
(a∇)(b∂a)]U(b, a, 3, s) =
s∏
k=2
[(b∇)− 1
k
(a∇)(b∂a)], (5.1.70)
with respect to the ∗a,b contraction product. Taking into account (2.1.30) and
Bianchi identities (2.1.36) we get
δ(1)L0(h(s)(a)) = ǫ2s−1(z; b) ∗b Γ(s)(z; b, a) ∗a [(b∇)− 1
2
(a∇)(b∂a)]U(b, a, 3, s)F (s)(z; a)
= ǫ2s−1(z; b) ∗b Γ(s)(z; b, a) ∗a 1
s(s− 1)[(b∇)−
1
2
(a∇)(b∂a)]✷bΓ(s)(z; b, a)
= ǫ2s−1(z; b) ∗b Γ(s)(z; b, a) ∗a 1
s
(∇∂b)Γ(s)(z; b, a)
= −(b∇)ǫ2s−1(b) ∗b Γ(s)(b, a) ∗a Γ(s)(b, a)− ǫ2s−1(b) ∗b ∇µΓ(s)(b, a) ∗a 1
s
∂µb Γ
(s)(b, a). (5.1.71)
Then using a secondary Bianchi identity (2.1.35) and a primary one (2.1.15) one
can show that
−ǫ2s−1(b) ∗b ∇µΓ(s)(b, a) ∗a 1
s
∂µb Γ
(s)(b, a)
=
1
2s(s+ 1)(2s− 1)(∇∂b)ǫ
2s−1(b) ∗b ∂bµΓ(s)(b, a) ∗a ∂µb Γ(s)(b, a). (5.1.72)
Putting all together we see that the integrated first order interaction Lagrangian
(with generalized Bell-Robinson current [40])
L1(h(s)(a), h(2s)(b)) = 1
2s
h(2s)(z; b) ∗b Ψ(2s)(Γ) (z; b), (5.1.73)
Ψ
(2s)
(Γ) (z; b) = Γ
(s)(b, a) ∗a Γ(s)(b, a)− b
2
2(s+ 1)
∂bµΓ
(s)(b, a) ∗a ∂µb Γ(s)(b, a). (5.1.74)
supplemented with transformation (5.1.68) for h(s)(a) and the standard zero order
for h(2s)(a)
δ0h
(2s)(z; b) = 2s(b∇)ǫ(2s−1)(z; b), (5.1.75)
δ0✷bh
(2s)(z; b) = 4s(∇∂b)ǫ(2s−1)(z; b), (5.1.76)
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completely solves Noether’s equation
δ(1)L0(h(s)(a)) + δ0L1(h(s)(a), h(2s)(b)) = 0. (5.1.77)
Note that here just as in the 2-2-4 case we did not obtain an interaction with
lower spins because all derivatives included in the ansatz were used for the lifting
to the second curvature.
5.2 Cubic selfinteraction for Higher Spin gauge
fields
5.2.1 Higher spin gauge field selfinteraction: The Noether’s
procedure
Here we present again Fronsdal’s Lagrangian
L0(h(s)(a)) = −1
2
h(s)(a) ∗a F (s)(a) + 1
8s(s− 1)✷ah
(s)(a) ∗a ✷aF (s)(a), (5.2.1)
where F (s)(z; a) is the so-called Fronsdal tensor
F (s)(z; a) = ✷h(s)(z; a)− s(a∇)D(s−1)(z; a), (5.2.2)
and D(s−1)(z; a) is the so-called de Donder tensor or traceless divergence of the
higher spin gauge field
D(s−1)(z; a) = Divh(s−1)(z; a)− s− 1
2
(a∇)Trh(s−2)(z; a), (5.2.3)
✷aD
(s−1)(z; a) = 0. (5.2.4)
The initial gauge variation of a spin s field that is of field order zero is
δ(0)h
(s)(z; a) = s(a∇)ǫ(s−1)(z; a), (5.2.5)
with the traceless gauge parameter
✷aǫ
(s−1)(z; a) = 0, (5.2.6)
for the by definition double traceless gauge field
✷
2
ah
(s)(z; a) = 0. (5.2.7)
Therefore on this level we can see from (5.2.5) and (5.2.6) that a correct gener-
alization of the Lorentz gauge condition in the case of s > 2 could be only the
so-called de Donder gauge condition
D(s−1)(z; a) = 0. (5.2.8)
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The equation of motion following from (5.2.1) is
δL0(h(s)(a)) = −(F (s)(a)− a
2
4
✷aF (s)(a)) ∗a δh(s)(a), (5.2.9)
and zero order gauge invariance (when δh(s)(a) = δ(0)h
(s)(a)) can be checked by
substitution of (5.2.5) into this variation and use of the duality relation (2.1.8)
and identity (2.1.37) taking into account tracelessness of the gauge parameter
(5.2.6).
Now we turn to the formulation of Noether’s general procedure for construct-
ing the spin s cubic selfinteraction. Similar to [40] Noether’s equation in this case
looks like‡
δ(1)L0(h(s)(a)) + δ0L1(h(s)(a)) = 0, (5.2.10)
where L1(h(s)(a)) is a cubic interaction Lagrangian and δ(1)h(s)(a) is a gauge
transformation that is of first order in the gauge field. Actually equation (5.2.10)
just expresses in the cubic order on the field the general gauge invariance
δL(h(s)(a)) = δL(h
(s)(a)
δh(s)(a))
∗a δh(s)(a) = 0, (5.2.11)
where
L(h(s)(a)) = L0(h(s)(a)) + L1(h(s)(a)) + . . . , (5.2.12)
δh(s)(a) = δ(0)h
(s)(a) + δ(1)h
(s)(a) + . . . . (5.2.13)
Combining (5.2.9) and (5.2.10) we obtain the following functional Noether’s equa-
tion
δ(0)L1(h(s)(a)) = (F (s)(a)− a
2
4
✷aF (s)(a)) ∗a δ(1)h(s)(a), (5.2.14)
and we would like to present in this section the solution of the latter equation for
the case s = 4 and propose a generalization for any even s.
First we investigate a first order variation of the spin s gauge transformation.
Remembering that Fronsdal’s higher spin gauge potential has scaling dimension
∆s = s− 2 (zero for the s = 2 graviton case) and ascribing the same dimensions
to the free part of the Lagrangian that is quadratic in the fields and derivatives
L0(h(s)(a)) and to the interaction L1(h(s)(a)) cubic in the fields, we arrive at the
idea that the number of derivatives in the interaction should be s. This type of
interacting theories will behave in the same way as gravity. Then we can easily
conclude from (5.2.10) that the number of derivatives in the first order variation
δ(1)h
(s)(a) should be s − 1. For s = 2 this consideration is of course in full
agrement with the linearized expansion of the Einstein-Hilbert action.
‡From now on we will admit integration everywhere where it is necessary (we work with a
Lagrangian as with an action) and therefore we will neglect all d dimensional space-time total
derivatives when making a partial integration.
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The next observation is connected with double tracelessness of Fronsdal’s
higher spin gauge potential. This means that we must make sure that the same
holds for the variation. Expanding the general variation in powers of a2
δ(1)h
(s)(a) = δ(1)h˜
(s)(a) + a2δ(1)h
(s−2)(a) + (a2)2δh(s−4)(a) + . . . , (5.2.15)
we see that the double tracelessness condition ✷2aδh
(s)(a) = 0 expresses the third
and higher terms of the expansion (5.2.15) through the first two free parameters
δ(1)h
(s)(a) and δ(1)h
(s−2)(a)§. ¿From the other hand Fronsdal’s tensor (and the
r.h.s of (5.2.14)) is double traceless by definition and therefore all these O(a4)
terms are unimportant because they do not contribute to (5.2.14). This leaves
us freedom in the choice of initial δ(1)h
(s−2)(a). Using this freedom we can shift
the initial first order variation in the following way
δ(1)h
(s)(a)⇒ δ(1)h(s)(a) + a
2
2(D + 2s− 2)✷aδh
(s)
(1)(a), (5.2.16)
and discover that (5.2.14) reduces to
δ(0)L1(h(s)(a)) = F (s)(a) ∗a δh(s)(1)(a). (5.2.17)
Now to solve this equation we can formulate the following strategy:
1) First we can start from any cubic ansatz with s derivatives L1(h(s)(a))
suitable in respect to the zero order variation (5.2.5) and variate it inserting in
the l.h.s. of (5.2.17) .
2) Then we make a partial integration and rearrange indices to extract an inte-
grable part due to terms proportional to Fronsdal’s tensor F (s)(a) (or TrF (s)(a))
in agreement with the r.h.s. of (5.2.17).
3) Symmetrizing expressions in this way we classify terms as
• integrable
• integrable and subjected to field redefinition (proportional to Fronsdal’s
tensor)
• non integrable but reducible by deformation of the initial ansatz for the
gauge transformation (again proportional to Fronsdal’s tensor)
§For completeness we present here the solution for δh(s−4)(a) following from the double
tracelessness condition
δh(s−4)(a) = − 1
8α1α2
[
✷
2
aδh
(s)
(1)(a) + 4α1✷aδh
(s−2)(a)
]
,
αk = D + 2s− (4 + 2k), k ∈ {1, 2}.
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Then if no other terms remain we can construct our interaction together with
the corrected first order transformation. Following this strategy we will consider
the s = 2 and s = 4 cases in the next subsections in detail. The exact and
unique results after field redefinition and partial integration that are presented
in the next two subsections are in full agreement with the prediction for general
even spin s. To formulate this prediction let us first introduce a classification of
cubic monoms with s derivatives. We will call leading terms all those monoms
without traces and divergences or equivalently without h¯(s−2) = Tr : h(s) and
D(s−1), where the derivatives are contracted only with gauge fields and not with
other derivatives. This type of terms is interesting because any partial integration
will map such term to the terms of the same type and create one additional term
with a divergence, which we can map to D dependent and trace dependent terms.
Another important point of this class of monoms is that inside of this class we
have the following important term involving the linearized Freedman-de Witt
gauge invariant curvature [27, 85]
Linitial1 (h(s)(a)) =
1
2s
h(s)(b) ∗b Γ(s)(b, a) ∗a h(s)(a), (5.2.18)
Γ(s)(z; b, a) =
s∑
k=0
(−1)k
k!
(b∇)s−k(a∇)k(b∂a)kh(s)(z; a). (5.2.19)
This term we can use (and we used it in the case s=4) as an initial ansatz for the
solution of (5.2.17). Using (2.1.25) and (2.1.36) we see that
δ(0)Linitial1 (h(s)(a)) = −ǫ(s−1)(z; b)(b∇)h(s)(a) ∗a ∗bΓ(s)(b, a) +O(F (s)). (5.2.20)
It is easy to see from (5.2.19) that after variation in the r.h.s. of (5.2.20) we get
s+1 monoms linear on the gauge parameter ǫ(s−1)(z; b) and quadratic in the gauge
field, where some of them contain two factors (b∇) of contracted derivatives.
These terms we can separate as next level terms including the de Donder tensor
D(s−1)(z; b). To prove this statement we note first that due to partial integration
there is the following simple formula:
F (z)∇µG(z)∇µH(z) = 1
2
(✷F (z)G(z)H(z)− F (z)✷G(z)H(z)− F (z)G(z)✷H(z)) .
(5.2.21)
The objects F (z), G(z), H(z) in our case are proportional to h(s)(z; a) or ǫ(s−1)(z; a).
Then using the definition of Fronsdal’s operator (5.2.2) and from (5.2.3) and
(5.2.5) follows the transformation rule
δ(0)D
(s−1)(z; a) = ✷ǫ(s−1)(z; a). (5.2.22)
This implies that we can classify all terms with contracted derivatives (i.e. terms
with Laplacians) as monoms containing D(s−1)(z; a) or δ(0)D(s−1)(z; a) which
therefore vanish in the de Donder gauge. Actually according to the r.h.s of
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(5.2.17) we can during functional integration always replace any ✷h(s)(a) with
F (s)(a)+s(a∇)D(s−1)(a) obtaining a contribution to δ(1) and shifting this monom
to the next level class comprising one more order of the de Donder tensor.
Operating in this way we can integrate Noether’s equation (5.2.17) (or equiv-
alently express the r.h.s. of (5.2.20) as −δ(0)Lcubic1 (h(s)) + O(F (s))) using the
initial ansatz (5.2.20) step by step: integrating first the leading terms without
any de Donder tensor or trace, then integrate terms involving only traces but not
D(s−1)(z; a). That is the solution in de Donder gauge. After that we can continue
the integration and obtain terms linear on D(s−1)(z; a) , quadratic and so on. The
procedure will be closed when we obtain a sufficient number ofD(s−1)(z; a) to stop
the production of terms with contracted derivatives and therefore the production
of new level terms coming from formula (5.2.21).
Collecting the leading terms and rearranging by partial integration derivatives
in a cyclic way so that each derivative acting on a tensor gauge field is contracted
with the preceding tensor we finally come to the following prediction for the
leading terms of the interaction for a general spin s gauge field:
Lleading(1) (h(s)(z)) =
1
3s(s!)3
∑
α+β+γ=s
(
s
α, β, γ
)∫
z1,z2,z3
δ(z − z1)δ(z − z2)δ(z − z3)[
(∇1∂c)γ(∇2∂a)α(∇3∂b)β(∂a∂b)γ(∂b∂c)α(∂c∂a)β
]
h(a; z1)h(b; z2)h(c; z3), (5.2.23)
where the relative coefficients between monoms are trinomial coefficients:(
s
α, β, γ
)
=
s!
α!β!γ!
, s = α + β + γ. (5.2.24)
Correspondingly the leading term of the first order gauge transformation should
be
δleading(1) h
(s)(c; z) =
1
s!(s− 1)!
∑
α+β+γ=s
(−1)β
(
s− 1
α− 1, β, γ
)∫
z1,z2
δ(z − z1)δ(z − z2)[
(c∇1)γ(∇2∂a)α−1(∇1∂b)β(∂a∂b)γ(c∂b)α(c∂a)β
]
ǫ(a; z1)h(b; z2). (5.2.25)
Splitting the trinomial into two binomials we can rewrite this expression in a
more elegant way
δleading(1) h
(s)(c; z) =
1
s!
s−1∑
k=0
k!
(
s− 1
k
)
γ
(k)
(ǫ(s−1))
(c, b; a)∗a,b, (a∇)s−k−1(c∂b)s−kh(s)(b)
(5.2.26)
where
γ
(k)
(ǫ(s−1))
(c, b; a)
=
k!
(s− 1)!
k∑
i=0
(−1)i
i!
(c∇)k−i(b∇)i(c∂b)i
[
(a∂b)
s−1−kǫ(s−1)(b)
]
.(5.2.27)
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Comparing with (5.2.19) we see that
γ
(k)
(ǫ(s−1))
(c, b; a) = Γ(k)(c, b; h(k)a (b)), (5.2.28)
where
h(k)a (b) =
k!
(s− 1)!
[
(a∂b)
s−1−kǫ(s−1)(b)
]
, (5.2.29)
and therefore the γ
(k)
(ǫ(s−1))
(c, b; a) coefficients inherit in the c, b index spaces all
properties of the corresponding spin k curvature described in details in Section
2.1. In the next two sections we show for the s = 2, 4 cases that fixing the leading
terms by partial integration and field redefinition leads to the unique solution of
Noether’s equation (5.2.17).
5.2.2 Cubic selfinteraction and Noether’s procedure, the
spin two example
Using our general basis for the spin 2 case
hµν , (5.2.30)
Dµ = (∇h)µ − 1
2
∇µh, (5.2.31)
h = h µµ , (5.2.32)
we can rewrite the free Fronsdal (linearized Einstein-Hilbert gravity) Lagrangian
for the spin two gauge field in the following way:
L0 = −1
2
hµν(✷hµν − 2∇(µDν)) + 1
4
h(✷h− 2(∇D)), (5.2.33)
(∇D) = ∇µDµ. (5.2.34)
This action is invariant with respect to the zero order gauge transformation
δ(0)hµν = 2∇(µεν). (5.2.35)
According to our strategy described in the previous section we obtain the
following cubic interaction Lagrangian
L1(h(2)) = 1
2
hαβ∇α∇βhµνhµν + hαµ∇αhβν∇βhµν
−1
4
(∇D)hµνhµν − 1
2
hµν∇µhDν , (5.2.36)
supplemented with the Lie derivative form of the first order transformation law
δ(1)hµν = ε
ρ∇ρhµν + 2∇(µερhν)ρ, (5.2.37)
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and the following field redefinition leading to this minimized form of Lagrangian
(5.2.36)
hµν → hµν + 1
4
(hhµν − 2h ρµ hνρ −
1
2(D − 2)h
2gµν), (5.2.38)
Note that the interaction Lagrangian in de Donder gauge
Dµ = 0, (5.2.39)
reduces to the first two leading terms of (5.2.36). This minimized form of the
leading terms is equivalent to the expansion up to cubic terms of the Einstein-
Hilbert action (see [40]) after partial integration and field redefinition, and is in
full agreement with (5.2.23) for s = 2.
To see the same for the first order transformation law (5.2.37) and (5.2.26)
we note that the second term in the (5.2.37) can be written in the form involving
the vector curvature γ
(1)
µν = 2∇[µεν] and the additional field redefinition
(∇(µερ −∇ρε(µ)hν)ρ + (∇(µερ +∇ρε(µ)hν)ρ
= (∇(µερ −∇ρε(µ)hν)ρ + 1
2
δ0ε(h
ρ
(µ hν)ρ). (5.2.40)
Consequently the first order gauge variation becomes
δ(1)hµν = ε
ρ∇ρhµν + γ(1) ρ(µ hν)ρ, (5.2.41)
and the field redefinition (5.2.38) reduces to
hµν → hµν + 1
4
(hhµν − 1
2(D − 2)h
2gµν). (5.2.42)
5.2.3 The cubic selfinteraction for spin four
We start this nontrivial case by introducing the free Fronsdal’s Lagrangian for
the spin four gauge field hαβγδ
L0(h(4)) = −1
2
hαβγδFαβγδ + 3
2
h¯αβF¯αβ, (5.2.43)
Fαβγδ = ✷hαβγδ − 4∇(αDβγδ), (5.2.44)
F¯αβ = Fγγαβ = ✷h¯αβ − 2(∇D)αβ, (5.2.45)
which is invariant under
δ(0)hαβγδ = 4∇(αǫβγδ), (5.2.46)
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where we defined the de Donder tensor and the trace of the gauge field by
Dαβγ = (∇h)αβγ − 32∇(αh¯βγ), (5.2.47)
h¯βγ = h
α
βγα , (5.2.48)
D βαβ = 0, h¯
β
β = 0. (5.2.49)
The spin four case is much more complicated than the spin two case and
includes all difficulties and complexities of a general spin s interaction but remains
inside the domain of problems which one can handle analytically. To apply our
strategy and integrate the corresponding Noether’s equation completely we have
to introduce the following table to classify terms and levels of the interaction
Lagrangian.
0 1 2
0
1
2
3
D
h¯
hhh DDhDhh
h¯hh
h¯h¯h
h¯h¯h¯
h¯Dh h¯DD
h¯h¯D
(5.2.50)
This table introduces some ”coordinate system” for classification of our interac-
tion
L1 =
∑
i,j=0,1,2,3
i+j≤3
Lintij (h(4)), (5.2.51)
where
Lintij (h(4)) ∼ ∇4−i(D)i(h¯(4))j(h(4))3−j−i. (5.2.52)
In this notation the leading term described in the second section is Lint00 (h(4)). On
the other hand the first column of table (5.2.50) is nothing else but the interaction
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Lagrangian in de Donder gauge Dαβγ = 0 and can be expressed as a sum
LintdD(h(4)) =
3∑
j=0
Lint0j (h(4)). (5.2.53)
Integrating Noether’s equation step by step (cell by cell in means of (5.2.50))
starting from the initial curvature ansatz (5.2.18), we obtain after very long and
tedious calculations the following cubic interaction Lagrangian:
Lint00 (h(4)) =
1
8
hαβγδhµνλρΓ
(4)
αβγδ,µνλρ −∇µhαβγδ∇α∇βhγνλρ∇δhµνλρ
+
3
4
∇µhαβγδ∇α∇νhγδλρ∇βhµνλρ
+3∇µ∇νhαβγδhανλρ∇β∇λh γδµρ , (5.2.54)
Lint01 (h(4)) = −
3
2
hαβγδ∇α∇βhγνλρ∇δ∇ν h¯λρ − 3hαβγδh δνλρ∇α∇β∇ν∇λh¯γρ
+
3
2
∇µhαβγδ∇ν∇αhµβγλ∇δh¯νλ −∇λhµαβγ∇ρhναβγ∇µ∇νh¯λρ
+
1
4
hµαβγhναβγ∇µ∇ν(∇∇h¯), (5.2.55)
Lint02 (h(4)) = −
3
2
hαβγδ∇α∇β∇µh¯γν∇δh¯µν +
3
2
hαβγδ∇α∇µh¯βν∇γ∇νh¯ δµ
−3
4
∇µ∇νhαβγδ∇αh¯βν∇γh¯δµ − 3
4
hαβγδ∇α∇βh¯γδ(∇∇h¯)
−3∇µhαβγδ∇ν∇αh¯βγ∇δh¯µν , (5.2.56)
Lint03 (h(4)) =
3
4
∇µ∇νh¯αβ∇αh¯µλ∇β h¯νλ −
3
4
∇µh¯νλ∇νh¯µλ(∇∇h¯), (5.2.57)
Lint10 (h(4)) = 3∇α∇νDλρβhαβγδ∇γh νλρδ +
3
2
∇ρDαβλ∇µhαβγδ∇λhρµγδ
−2∇δDνλρ∇νhαβγδ∇λhραβγ − 3
2
(∇D)αρ∇µhαβγδ∇βh γδρµ
+
1
4
(∇D)µν∇µhαβγδ∇νhαβγδ − 1
2
(∇D)µνhαβγδ∇µ∇νhαβγδ
−∇α(∇D)µνhαβγδ∇µhνβγδ + 3
4
∇α(∇D)µνhαβγδ∇βhµνγδ,(5.2.58)
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Lint11 (h(4)) = −
1
2
h¯γδ∇γhµνλρ∇δ∇µDνλρ + 1
2
h¯γδ∇γ∇δhµνλρ∇µDνλρ
+
3
4
∇µh¯γδhµνλρ∇γ∇νD λρδ −
3
4
∇µh¯γδhµνλρ∇ν∇λDγδρ
+
9
4
∇µh¯γδ∇ρhγδνλ∇λDµνρ + 3h¯γδ∇ρhγµνλ∇µ∇νD λρδ
+
3
2
h¯γδ∇ρhγµνλ∇µ∇δDνλρ − 3
2
h¯γδ∇ρ∇γhδµνλ∇µDνλρ
−3
4
(∇D)γδ∇µh¯νλ∇γhδµνλ − 3
4
∇µ(∇D)γδh¯νλ∇λhγδµν
+6∇µ∇ν(∇D)γδh¯γλh νλδµ +
1
4
h¯γδ✷Dµνρ∇γhδµνρ
−3
8
h¯γδ✷Dµνρ∇µhγδνρ, (5.2.59)
Lint12 (h(4)) =
3
4
Dµνρ(∇h¯)δ∇δ∇µh¯νρ −
9
8
∇γ∇δDµνρh¯γδ∇µh¯νρ
−3Dµνρh¯γδ∇γ∇µ∇νh¯δρ − 3∇µDνργ∇νh¯γδ∇δh¯µρ
−3
2
(∇D)γδ∇γh¯µν∇δh¯µν −
3
8
(∇D)γδh¯µν∇γ∇δh¯µν
+
3
2
∇µ(∇D)γδ∇γh¯µν h¯ νδ − 3(∇D)γδ∇γ∇µh¯δν h¯µν
−9
4
(∇D)γδ∇µh¯γν∇νh¯δµ +
3
2
∇µ(∇D)γδ∇νh¯γδh¯µν
+
3
8
(∇D)γδh¯γδ(∇∇h¯) +
3
8
∇µ∇ν(∇D)γδh¯γµh¯δν
−3
2
✷(∇D)γδh¯γµh¯ µδ , (5.2.60)
Lint20 (h(4)) = 3DαβγDµνρ∇µ∇νhραβγ −
9
4
DαβγDµνρ∇α∇µhβγνρ
+3Dαβγ∇ρD µνγ ∇αhβµνρ +
1
2
(∇D)γδDµνρ∇γhδµνρ, (5.2.61)
Lint21 (h(4)) = −
3
4
h¯γδ∇γDµνρ∇δDµνρ + 1
8
(∇∇h¯)DµνρDµνρ
+
3
4
(∇h¯)δDµνρ∇µDδνρ + 9
4
h¯γδ∇γDµνρ∇µDδνρ
+3h¯γδ∇µD νργ ∇νDδµρ + 3∇µ∇νh¯γδD νργ Dδµρ
−3
4
h¯γδ(∇D)µν∇µDνγδ + 6h¯γδ∇µ(∇D) νγ Dδµν
+3h¯γδ(∇D) νγ (∇D)δν . (5.2.62)
CHAPTER 5. CUBIC INTERACTIONS OF HSF 79
Collecting factors coming with Fronsdal’s equation of motion (Fronsdal’s ten-
sor) in Noether’s equation we obtain next to the free term δ(0)h of the gauge
transformation law for the spin four field the linear term
δ(1)hαβγδ = ǫ
µνρ∇µ∇ν∇ρhαβγδ
+3(∇αǫ µνρ −∇ρǫ µνα )∇µ∇νh ρβγδ
+3(∇α∇βǫ µνρ − 2∇α∇νǫ µβρ +∇ν∇ρǫ µαβ )∇µh νργδ
+(∇α∇β∇γǫµνρ − 3∇α∇β∇µǫγνρ + 3∇α∇µ∇νǫβγρ −∇µ∇ν∇ρǫαβγ)h µνρδ
+(trace terms O(gαβ))
= γ
(0)µνρ
(ǫ(3))
∇µ∇ν∇ρhαβγδ + 3γ(1) µν(ǫ(3))α,ρ ∇µ∇νh
ρ
βγδ
+3γ
(2) µ
(ǫ(3))αβ,νρ
∇µh νργδ + γ(3)(ǫ(3))αβγ,µνρh
µνρ
δ
+(trace terms O(gαβ)), (5.2.63)
where we assumed symmetrization of the indices α, β, γ, δ and the spin four field
redefinition
hαβγδ → hαβγδ −9
8
∇µ∇ν h¯αβh µνγδ −
1
4
(∇∇h¯)hαβγδ − 3
4
∇µ
[
(∇h¯)µhαβγδ
]
+
1
2
h¯µν∇µ∇αhβγδν +∇ν(∇h¯)αh νβγδ −
3
2
∇µh¯να∇βh µνγδ
−3
8
h¯µν∇α∇βhγδµν + 1
4
∇µ(h¯µαDβγδ − 3
2
h¯αβDγδµ)
+
9
2
∇µ∇αh¯βγ h¯δµ − 21
32
∇νh¯αβ∇ν h¯γδ
−3
2
∇α∇βh¯ µγ h¯δµ +
15
8
(∇h¯)α∇βh¯γδ
+(trace terms O(gαβ)), (5.2.64)
where symmetrization over the indices α, β, γ, δ is also understood.
Finally note that we did not obtain an Linter30 ∼ (D)3 part of interaction (that’s
why we didn’t draw corresponding cell in the first row of (5.2.50)) because we
started the leading part Linter00 (5.2.54) from the curvature term and fixed in
this way partial integration freedom. After that as it was mentioned above all
other terms of interaction could be constructed in a unique way up to some field
redefinition. This particular way of derivative rearrangement (including partial
integration of all other level terms) does not lead to a (D)3 term as opposed
to other ways of rearranging the derivatives by means of the partial integration
freedom. On the other hand if we rearrange the derivatives as described in the
subsection 5.2.1 we get leading part of the interaction Linter00 in complete agreement
with our prediction (5.2.23) for s = 4. The same is true for the transformation
law (5.2.63) and (5.2.26).
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5.3 General cubic interaction s1 − s2 − s3
5.3.1 Notations
Here we present Fronsdal’s Lagrangian:
L0(h(s)(a)) = −1
2
h(s)(a) ∗a F (s)(a) + 1
8s(s− 1)✷ah
(s)(a) ∗a ✷aF (s)(a), (5.3.1)
where F (s)(z; a) is the Fronsdal tensor
F (s)(z; a) = ✷h(s)(z; a)− s(a∇)D(s−1)(z; a), (5.3.2)
and D(s−1)(z; a) is the deDonder tensor or traceless divergence of the higher spin
gauge field
D(s−1)(z; a) = Divh(s−1)(z; a)− s− 1
2
(a∇)Trh(s−2)(z; a), (5.3.3)
✷aD
(s−1)(z; a) = 0. (5.3.4)
The initial gauge variation of order zeroth in the spin s field is
δ(0)h
(s)(z; a) = s(a∇)ǫ(s−1)(z; a), (5.3.5)
with the traceless gauge parameter for the double traceless gauge field
✷aǫ
(s−1)(z; a) = 0, (5.3.6)
✷
2
ah
(s)(z; a) = 0. (5.3.7)
Therefore at this point we can see from (5.3.5) and (5.3.6) that the de Donder
gauge condition 5.2.8 is a correct generalization of the Lorentz gauge condition in
the case of spin s > 2. Finally we note that in deDonder gauge (5.2.8) F (s)(z; a) =
✷h(s)(z; a) and the field h(s) decouples from it’s trace in Fronsdal’s Lagrangian
(5.3.1).
5.3.2 Noether’s theorem in leading order: Trinomial co-
efficients
We consider three potentials h(s1)(z1; a), h
(s2)(z2; b), h
(s3)(z3; c) whose spins si are
assumed to be ordered
s1 ≥ s2 ≥ s3. (5.3.1)
For the interaction we make the cyclic ansatz
L(0,0)I (h(s1)(a), h(s2)(b), h(s3)(c)) =
∑
ni
Cs1,s2,s3n1,n2,n3
∫
dz1dz2dz3δ(z3 − z1)δ(z2 − z1)
Tˆ (Q12, Q23, Q31|n1, n2, n3)h(s1)(z1; a)h(s2)(z2; b)h(s3)(z3; c), (5.3.2)
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where
Tˆ (Q12, Q23, Q31|n1, n2, n3) = (∂a∂b)Q12(∂b∂c)Q23(∂c∂a)Q31(∂a∇2)n1(∂b∇3)n2(∂c∇1)n3 ,
(5.3.3)
and the notation (0, 0) as a superscript means that it is an ansatz for terms with-
out Divh(si−1) = (∇i∂ai)h(si)(ai) and Trh(si−2) = 1si(si−1)✷aih(si)(ai). Denoting
the number of derivatives by ∆ we have
n1 + n2 + n3 = ∆. (5.3.4)
As balance equations we have
n1 +Q12 +Q31 = s1,
n2 +Q23 +Q12 = s2,
n3 +Q31 +Q23 = s3. (5.3.5)
These equations are solved by
Q12 = n3 − ν3,
Q23 = n1 − ν1,
Q31 = n2 − ν2. (5.3.6)
Since the l.h.s. cannot be negative, we have
ni ≥ νi. (5.3.7)
The νi are determined to be
νi = 1/2(∆ + si − sj − sk), i, j, k are all different. (5.3.8)
These νi must also be nonnegative, since otherwise the natural limitation of the
ni to nonnegative values would imply a boundary value problem which has only a
trivial solution. It follows that the minimally possible ∆ is expressed by Metsaev’s
(see [42] equ. (5.11)-(5.13)) formula (using the ordering of the si).
∆min = max [si + sj − sk] = s1 + s2 − s3. (5.3.9)
For example
∆min = 6 for s1 = s2 = 4, s3 = 2. (5.3.10)
This value and the ordering of the si implies for the νi
ν1 = s1 − s3,
ν2 = s2 − s3,
ν3 = 0. (5.3.11)
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¿From this result and the experience with the cubic selfinteraction for s = 4 we
can guess that the coefficient C in the ansatz is a trinomial
Cs1,s2,s3n1,n2,n3 = const
(
s3
n1 − s1 + s3, n2 − s2 + s3, n3
)
, (5.3.12)
which entails ∑
ij
Qij = ∆−
∑
i
νi,∑
i
νi = 3/2∆− 1/2
∑
i
si, (5.3.13)
and the expression (5.3.9) for ∆min.
For the proof of this equation (5.3.12) we use Noether’s theorem to derive
recursion relations which are then solved. By variation w.r.t. h(si) we obtain
three currents whose divergences must vanish on shell. We need only do the
explicit variation once:
J (3)(z3; c) =
∑
Cs1,s2,s3n1,n2,n3
∫
dz1dz2δ(z3 − z1)δ(z3 − z2)
(∂a∂b)
Q12(∂bc)
Q23(c∂)Q31(∂a∇2)n1(∂b∇3)n2(c∇1)n3
h(s1)(z1; a)h
(s2)(z2; b), (5.3.14)
having the divergence
(∂c∇3)J (3)(z3; c) =
∑
Cs1,s2,s3n1,n2,n3
{n3(∇1∇3)(∂a∂b)Q12(∂bc)Q23(c∂a)Q31(∂a∇2)n1(∂b∇3)n2(c∇1)n3−1
+Q23(∂a∂b)
Q12(∂bc)
Q23−1(c∂a)Q31(∂a∇2)n1(∂b∇3)n2+1(c∇1)n3
+Q31(∂a∂b)
Q12(∂bc)
Q23(c∂a)
Q31−1(∂a∇2)n1(∂a∇3)(∂b∇3)n2(c∇1)n3}
h(s1)(z1; a)h
(s2)(z2; b) | z1 = z2 = z3. (5.3.15)
This divergence (and the corresponding divergences of the currents J (1,2)) must
vanish on shell.
We shall develop now a recursive algorithm. First we study the terms not
containing any deDonder expression D(si−1), i = 1, 2, 3:
D(si−1) =
1
si
[(∂ai∇i)− 1/2(ai∇i)✷ai ]h(si)(zi; ai), ai = a, b, c. (5.3.16)
We use that
(∇1∇3) = 1/2[✷2 −✷1 −✷3], (5.3.17)
and
✷ih
(si)(zi; ai) = F (si)(zi; ai) + si(ai∇i)D(si−1), (5.3.18)
✷iǫ
(si−1)(zi; ai) = δ
(0)
i D
(si−1), (5.3.19)
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where F (si)(zi; ai) is Fronsdal’s gauge invariant equation of motion and can be
dropped on shell. So the n3-term of (5.3.15) does not contribute to the leading
order terms. On the other hand the Q23-term is purely leading order. The Q31-
term contains
(∂a∇3) = −(∂a∇2)− (∂a∇1). (5.3.20)
Only the first term yields a leading order contribution, the next one is a divergence
term.
In the leading order terms we renumber the powers n1 → n1 + 1 in the Q23-
term and n2 → n2 + 1 in the leading order Q31 term. We get
[(n1 + 1− ν1)Cs1,s2,s3n1+1,n2,n3 − (n2 + 1− ν2)Cs1,s2,s3n1,n2+1,n3] (5.3.21)
(∂a∂b)
n3−ν3(∂bc)n1−ν1(c∂a)n2−ν2(∂a∇2)n1+1(∂b∇3)n2+1(c∇1)n3 = 0.
It follows that the factor in the square bracket must vanish. Two analogous
relations follow from the two other currents. The solution of these three recursion
relations is
Cs1,s2,s3n1,n2,n3 = const
( ∑
ni −
∑
νi
n1 − ν1, n2 − ν2, n3 − ν3
)
, (5.3.22)
which is equivalent to (5.3.12) for ∆ = ∆min and therefore ν3 = 0, and describes
also all other ∆ > ∆min cases. Comparison with (5.3.9), (5.3.13) proves that in
the ∆min case we can present the trinomial coefficient also as
Cs1,s2,s3Q12,Q23,Q31 = const
(
smin
Q12, Q23, Q31
)
. (5.3.23)
We see that the number of contractions between indices of our three fieldsQ12, Q23, Q31
define coefficients in our interaction completely.
Finally we want to make a remark concerning the case where two or all three
of these fields are equal. Then we get only two or one current whose divergences
vanish on shell. But in this case we have a symmetry which restores the result
(5.3.12), (5.3.21) and shows that this is correct in all cases.
5.3.3 Cubic interactions for arbitrary spins: Complete so-
lution of the Noether’s procedure
To derive the next terms of interaction containing one deDonder expression we
turn to the Lagrangian formulation of the task and solve Noether’s equation
3∑
i=1
δ
(1)
i L0i (h(si)(a)),+
3∑
i=1
δ
(0)
i LI(h(s1)(a), h(s2)(b), h(s3)(c)) = 0. (5.3.24)
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where
δ
(0)
i h
(si)(ai) = si(ai∇i)ǫsi−1(zi; ai) (5.3.25)
L0i (h(si)(a)) = −
1
2
h(si)(ai) ∗ai F (si)(ai) +
1
8si(si − 1)✷aih
(si)(ai) ∗ai ✷aiF (s)(ai)
(5.3.26)
Shifting δ
(1)
i by a trace term in the same way as in previous section we obtain the
following functional equation:
3∑
i=1
δ
(0)
i LI(h(s1)(a), h(s2)(b), h(s3)(c)) = 0 +O(F (si)(ai)). (5.3.27)
We solve this equation starting from the ansatz (5.3.2), (5.3.3) and integrating
level by level in means of its dependence on deDonder tensors and traces of higher
spin gauge fields.
Actually we have to solve the following equation:
C
{si}
{ni}Tˆ (Qij |ni)[(a∇1)ǫ(s1−1)h(s2)h(s3) + h(s1)(b∇2)ǫ(s2−1)h(s3) + h(s1)h(s2)(c∇3)ǫ(s3−1)]
= 0 +O(F (si)(ai), D(si−1)(ai),✷aih(si)(ai)). (5.3.28)
Taking into account that due to (5.3.5)
Tˆ (Qij |ni)(ai∇i)ǫ(si−1)(ai) = [Tˆ (Qij |ni), (ai∇i)]ǫ(si−1)(ai), (5.3.29)
we see that all necessary information for the recursion can be found calculating
these commutators
[Tˆ (Qij|ni), (a∇1)] = Q31Tˆ (Q12, Q23, Q31 − 1|n1, n2, n3 + 1)
−Q12Tˆ (Q12 − 1, Q23, Q31|n1, n2 + 1, n3)
+n1Tˆ (Q12, Q23, Q31|n1 − 1, n2, n3)(∇1∇2)
−Q12Tˆ (Q12 − 1, Q23, Q31|n1, n2, n3)(∂b∇2), (5.3.30)
[Tˆ (Qij|ni), (b∇2)] = Q12Tˆ (Q12 − 1, Q23, Q31|n1 + 1, n2, n3)
−Q23Tˆ (Q12, Q23 − 1, Q31|n1, n2, n3 + 1)
+n2Tˆ (Q12, Q23, Q31|n1, n2 − 1, n3)(∇2∇3)
−Q23Tˆ (Q12, Q23 − 1, Q31|n1, n2, n3)(∂c∇3), (5.3.31)
[Tˆ (Qij |ni), (c∇3)] = Q23Tˆ (Q12, Q23 − 1, Q31|n1, n2 + 1, n3)
−Q31Tˆ (Q12, Q23, Q31 − 1|n1 + 1, n2, n3)
+n3Tˆ (Q12, Q23, Q31|n1, n2, n3 − 1)(∇3∇1)
−Q31Tˆ (Q12, Q23, Q31 − 1|n1, n2, n3)(∂a∇1), (5.3.32)
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where we used relations like (5.3.18) and (5.3.20). In these commutators we can
use also the following identities
∇1∇2 = 1
2
(✷3 − ✷2 −✷1),
∇2∇3 = 1
2
(✷1 − ✷2 −✷3),
∇3∇1 = 1
2
(✷2 − ✷3 −✷1). (5.3.33)
Now we see immediately from the first two lines of (5.3.30)-(5.3.32) that these
contribute to (5.3.27) as leading order terms and yield the same equations for the
Csini coefficients as (5.3.21)
(Q31 + 1)C
s1,s2,s3
n1,n2+1,n3 − (Q12 + 1)Cs1,s2,s3n1,n2,n3+1 = 0, (5.3.34)
(Q12 + 1)C
s1,s2,s3
n1,n2,n3+1 − (Q23 + 1)Cs1,s2,s3n1+1,n2,n3 = 0, (5.3.35)
(Q23 + 1)C
s1,s2,s3
n1+1,n2,n3
− (Q31 + 1)Cs1,s2,s3n1,n2+1,n3 = 0. (5.3.36)
with the solution (5.3.22) or (5.3.23).
To find the full interaction we follow the same strategy as in the case of
s = 4 selfinteraction and introduce the following classification for the higher
order interaction terms in D and h¯ = Trh :
LI =
∑
i,j=0,1,2,3
i+j≤3
L(i,j)I (h(sk)), (5.3.37)
where
L(i,j)I (h(s)) ∼ ∇s−i(D)i(h¯(s))j(h(s))3−j−i. (5.3.38)
In this notation the leading term described in the second section is L(0,0)I (h(s)).
To integrate Noether’s equation next to the leading term we have to insert
in (5.3.27) the last two lines of (5.3.30)-(5.3.32) and use two important relations
(5.3.18), (5.3.19). Thus we arrive at the following O(D) solution:
L(1,0)I =
∑
ni
∫
dzdz1dz2dz3δ(z1 − z)δ(z3 − z)δ(z2 − z)[
+
s1n1
2
Cs1,s2,s3n1,n2,n3Tˆ (Qij|n1 − 1, n2, n3)D(s1−1)h(s2)h(s3)
+
s2n2
2
Cs1,s2,s3n1,n2,n3Tˆ (Qij|n1, n2 − 1, n3)h(s1)D(s2−1)h(s3)
+
s3n3
2
Cs1,s2,s3n1,n2,n3Tˆ (Qij|n1, n2, n3 − 1)h(s1)h(s2)D(s3−1)
]
. (5.3.39)
The detailed proof of this formula can be found in the Appendix F where we
describe also derivations of all other terms.
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The next O(D2) and O(D3) level Lagrangians are
L(2,0)I =
∑
ni
∫
dzdz1dz2dz3δ(z1 − z)δ(z3 − z)δ(z2 − z)[
+
s3n3s1n1
2
Cs1,s2,s3n1,n2,n3Tˆ (Qij|n1 − 1, n2, n3 − 1)D(s1−1)h(s2)D(s3−1)
+
s1n1s2n2
2
Cs1,s2,s3n1,n2,n3Tˆ (Qij|n1 − 1, n2 − 1, n3)D(s1−1)D(s2−1)h(s3)
+
s2n2s3n3
2
Cs1,s2,s3n1,n2,n3Tˆ (Qij|n1, n2 − 1, n3 − 1)h(s1)D(s2−1)D(s3−1)
]
,(5.3.40)
and
L(3,0)I =
∑
ni
∫
dzdz1dz2dz3δ(z1 − z)δ(z3 − z)δ(z2 − z)[
+
s3n3s2n2s1n1
2
Cs1,s2,s3n1,n2,n3Tˆ (Qij |n1 − 1, n2 − 1, n3 − 1)D(s1−1)D(s2−1)D(s3−1)
]
.
(5.3.41)
The remaining terms in the Lagrangian contain at least one trace:
L(0,1)I = L(0,2)I = 0, (5.3.42)
L(0,3)I =
∑
ni
Cs1,s2,s3n1,n2,n3
Q12Q23Q31
8
∫
dz1dz2dz3δ(z1 − z)δ(z2 − z)δ(z3 − z)[
Tˆ (Q12 − 1, Q23 − 1, Q31 − 1|n1, n2, n3)✷ah(s1)✷bh(s2)✷ch(s3)
]
, (5.3.43)
L(1,1)I =
∑
ni
Cs1,s2,s3n1,n2,n3
∫
dz1dz2dz3δ(z1 − z)δ(z2 − z)δ(z3 − z)[
+
s1Q12n2
4
Tˆ (Q12 − 1, Q23, Q31|n1, n2 − 1, n3)D(s1−1)✷bh(s2)h(s3)
+
s2Q23n3
4
Tˆ (Q12, Q23 − 1, Q31|n1, n2, n3 − 1)h(s1)D(s2−1)✷ch(s3)
+
s3Q31n1
4
Tˆ (Q12, Q23, Q31 − 1|n1 − 1, n2, n3)✷ah(s1)h(s2)D(s3−1)
]
, (5.3.44)
L(1,2)I =
∑
ni
Cs1,s2,s3n1,n2,n3
∫
dz1dz2dz3δ(z1 − z)δ(z2 − z)δ(z3 − z)[
+
s1Q12Q23n3
8
Tˆ (Q12 − 1, Q23 − 1, Q31|n1, n2, n3 − 1)D(s1−1)✷bh(s2)✷ch(s3)
+
s2Q23Q31n1
8
Tˆ (Q12, Q23 − 1, Q31 − 1|n1 − 1, n2, n3)✷ah(s1)D(s2−1)✷ch(s3)
+
s3Q31Q12n2
8
Tˆ (Q12 − 1, Q23, Q31 − 1|n1, n2 − 1, n3)✷ah(s1)✷bh(s2)D(s3−1)
]
,
(5.3.45)
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L(2,1)I =
∑
ni
Cs1,s2,s3n1,n2,n3
∫
dz1dz2dz3δ(z1 − z)δ(z2 − z)δ(z3 − z)[
+
s2s3Q31n1n2
4
Tˆ (Q12, Q23, Q31 − 1|n1 − 1, n2 − 1, n3)✷ah(s1)D(s2−1)D(s3−1)
+
s1s2Q23n3n1
4
Tˆ (Q12, Q23 − 1, Q31|n1 − 1, n2, n3 − 1)D(s1−1)D(s2−1)✷ch(s3)
+
s3s1Q12n2n3
4
Tˆ (Q12 − 1, Q23, Q31|n1, n2 − 1, n3 − 1)D(s1−1)✷bh(s2)D(s3−1)
]
.
(5.3.46)
So we integrated all cells of the following classification table corresponding to
(5.3.37)
h¯
D
0 1 2 3
0
1
2
3
hhh Dhh DDh DDD
0
0
h¯h¯h¯
h¯Dh h¯DD
h¯h¯D
(5.3.47)
and proved that after fixing the freedom of partial integration in the leading term
(i.e. our cyclic ansatz) all other terms of interaction can be integrated in a unique
way when we avoid additional partial integration during recursions.
Summarizing we see that the interaction Lagrangian in deDonder gaugeD(s−1)(z; a) =
0 can be expressed as a sum
LdDI (h(s)) =
3∑
j=0
L(0,j)I (h(s)). (5.3.48)
and it is nothing else than the first column of this table. Therefore (5.3.42) means
that in deDonder gauge the traces of the HS fields decouple from the fields as they
do in the free Lagrangian.
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5.3.4 Discussion: Towards gauge transformations as open
Lie algebras
If all spins in the cubic interaction are equal s, we can derive the first order
gauge transformation of h(s) from the r. h. s. of Noether’s equation (5.3.27)
taken off shell
[O(F) part of δ0
ǫ(s1−1)
LI ]
=
∑
ni
Cs1,s2,s3n1,n2,n3
∫
dz1dz2dz3δ(z1 − z)δ(z2 − z)δ(z3 − z)[
− s1n1
2
Tˆ (Qij |n1 − 1, n2, n3)ǫ(s1−1)F (s2)h(s3)
+
s1Q12n2
4
Tˆ (Q12 − 1, Q23, Q31|n1, n2 − 1, n3)ǫ(s1−1)✷bF (s2)h(s3)
+
s3s1Q12n2n3
4
Tˆ (Q12 − 1, Q23, Q31|n1, n2 − 1, n3 − 1)ǫ(s1−1)✷bF (s2)D(s3−1)
+
s1Q12Q23n3
8
Tˆ (Q12 − 1, Q23 − 1, Q31|n1, n2, n3 − 1)ǫ(s1−1)✷bF (s2)✷ch(s3)
+
s1n1
2
Tˆ (Qij |n1 − 1, n2, n3)ǫ(s1−1)h(s2)F (s3)
+
s1Q12n2
4
Tˆ (Q12 − 1, Q23, Q31|n1, n2 − 1, n3)ǫ(s1−1)✷bh(s2)F (s3)
+
s1s2n1n2
4
Tˆ (Q12, Q23, Q31|n1 − 1, n2 − 1, n3)ǫ(s1−1)D(s2−1)F (s3)
− s1Q12Q23n3
8
Tˆ (Q12 − 1, Q23 − 1, Q31|n1, n2, n3 − 1)ǫ(s1−1)✷bh(s2)✷cF (s3)
]
.
(5.3.49)
If we assume moreover that the gauge transformations form a Lie algebra of
power series in some ”coupling constant” g, we can following along the ideas of
Berends, Burger and Van Dam in their classical paper [46] derive conclusions on
the higher order interactions. We sum up simple results:
The arguments of these authors to show that such power series algebra does
not exist for s = 3, cannot be generalized to even spins.
For a given gauge function ǫ(s−1)(z; a) the gauge transformation is a substitu-
tion (classically) with expansion
h→ h + δǫh = h+∇ǫ+
∑
n≥1
gnΘn(h, h, ...h; ǫ), (5.3.50)
with Θn depending on ǫ linearly and on h in the n’th power. Moreover we assume
that the commutator of two such transformations is given by
[δǫ, δη]h = δC(h;ǫ,η)h, (5.3.51)
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with the expansion
C(h; ǫ, η) = g
∑
n≥0
gnCn(h, h, ...h; ǫ, η), (5.3.52)
where each Cn depends on ǫ and η linearly and on h in the n’th power. As
substitutions gauge transformations are associative and their infinitesimals must
satisfy the Jacobi identity. At order g2 this is e.g.∑
η,ǫ,ζcyclic
{C1(∇ζ ; η, ǫ) + C0(C0(η, ǫ), ζ)} = 0. (5.3.53)
The commutator can also be expanded
[δη, δǫ] = g(Θ1(∇ǫ; η)−Θ1(∇η; ǫ))
+ g2{[Θ1(Θ1(h; ǫ); η)−Θ1(Θ1(h; η); ǫ)]
+ [Θ2(∇ǫ, h; η)−Θ2(∇η, h; ǫ)]
+ [Θ2(h,∇ǫ; η)−Θ2(h,∇η; ǫ)]}+O(g3). (5.3.54)
Inserting this expansion into the definition of the functions Cn we obtain
∇C0(η, ǫ) = Θ1(∇ǫ; η)−Θ1(∇η; ǫ), (5.3.55)
∇C1(h; η, ǫ) = Θ1(Θ1(h; ǫ); η)−Θ1(Θ1(h; η); ǫ)−Θ1(h;C0(η, ǫ))
+ Θ2(∇ǫ, h; η)−Θ2(∇η, h; ǫ) + Θ2(h,∇ǫ; η)−Θ2(h,∇η; ǫ).
(5.3.56)
Assume that Θ1(h; ǫ) has been extracted from (5.3.49) for the case of equal spins
s. Then the order of derivations in Θ1 is
♮Θ1(h; ǫ) = s− 1. (5.3.57)
Inserting this result into (5.3.53), (5.3.55) we obtain the number of derivations
in C0, C1 as
♮C0(η, ǫ) = s− 1 and ♮C1(h; η, ǫ) = 2s− 3. (5.3.58)
This implies
♮Θ2(h, h; ǫ) = 2s− 3. (5.3.59)
Consequently the quartic interaction must contain 2s− 2 derivatives. The argu-
ment can be continued to still higher interactions: For n’th order interactions the
number is (s− 2)(n− 2) + 2. This result is equivalent to introduction of a scale
L and dimensions in the following way
[h] = Ls−2, [∇] = 1
L
, (5.3.60)
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with a dimensionless coupling constant g, so that each term in the power series
has the same dimension. Note that in the case of ∆ = ∆min we obtained in the
previous subsections of this section and in previous section the same dimensions
for cubic selfinteractions and a free Fronsdal’s action.
In [46] the argument was presented that for spin s = 3 a Lie algebra of gauge
transformations in the form of power series does not exist, the problem starting
with the second power. The argument was based on the term
(∂a∇2)s−1ǫ(s−1)(z1; a)h(s)(z2; b), (5.3.61)
which exists in Θ1. Such term is present in fact for any spin, as can be inspected
from (5.3.49). Namely, in the fifth term of the square bracket of (5.3.49) (this
is the unique localization) we get such expression for n1 = s, n2 = n3 = 0. In
equation (5.3.56) in the first line we have thus 2s − 2 derivatives acting on the
field h in either term. In no other terms of (5.3.56) such expression appears.
Therefore they must cancel inside this line and they do cancel indeed for even
spin only. There is in this case no obstruction of the power series algebra by these
arguments. A deeper investigation of such algebras will follow in the future.
Chapter 6
Generating function of HSF
cubic interactions
6.1 Generating function for the Free Lagrangian
of all higher spin gauge fields
We introduce a generating function for HS gauge fields by
Φ(z; a) =
∞∑
s=0
1
s!
h(s)(z; a) (6.1.1)
where we assume that the spin s field has scaling dimension s− 2, the ai vectors
have dimension −1, and therefore all terms in the generating function for higher
spin gauge fields (6.1.1) have the same dimension −2.
A zeroth order gauge transformation for this field reads as
δ0ΛΦ(z; a) = (a∇)Λ(z; a), (6.1.2)
δ0ΛDaΦ(z; a) = ✷Λ(z; a), (6.1.3)
δ0Λ✷aΦ(z; a) = 2(∇∂a)Λ(z; a). (6.1.4)
where
Λ(z; a) =
∞∑
s=1
1
(s− 1)!ǫ
(s−1)(z; a), (6.1.5)
is the generating function of the gauge parameters and is dimensionless∗.
Fronsdal’s constraint for the gauge parameter reads as
✷aΛ(z; a) = 0, (6.1.6)
∗The gauge parameter for spin s field ǫ(s−1) has scaling dimension s − 1, therefore after
contraction with s− 1 a-s becomes dimensionless.
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For a spin s field gauge variation we get as expected
δ0ǫh
(s)(z; a) = s(a∇)ǫ(s−1)(z; a), (6.1.7)
The second Fronsdal constraint of the gauge field reads in these notations
✷
2
aΦ(z; a) = 0, (6.1.8)
We introduced the ”de Donder” operator
Dai = (∂ai∇i)−
1
2
(ai∇i)✷ai (6.1.9)
This operator is ”linear” in ∂ai .
Here we write the quadratic Lagrangian for free higher spin gauge fields in
general form using the generating function for HS fields (6.1.1). First we introduce
Fronsdal’s operator
Fai = ✷i − (ai∇i)(∇i∂ai) +
1
2
(ai∇i)2✷ai , (6.1.10)
or with the help of (6.1.9)
Fai = ✷i − (ai∇i)Dai . (6.1.11)
The operator of the equation of motion can be written in the form
Gai = Fai −
a2i
4
✷aiFai (6.1.12)
Now we can write the free Lagrangian for all gauge fields of any spin in a sym-
metric elegant form
Lfree(z) = κ
2
exp[λ2∂a1∂a2 ]
∫
z1z2
δ(z1 − z)δ(z2 − z)
{(∇1∇2)− λ2Da1Da2 −
λ4
4
(∇1∇2)✷a1✷a2}Φ(z1; a1)Φ(z2; a2) |a1=a2=0 (6.1.13)
where λ has scaling dimension −1, therefore λ2 compensates the dimension of the
operator in the exponent. We will see that all relative coupling constants of HS
interactions can be expressed as powers of λ. The parameter κ is a constant which
makes the action dimensionless (analogous to Einstein’s constant and simply
connected with the latter). It has scaling dimension 6− d, where d is the space-
time dimension. For Einstein’s constant κE we get
κ−2E = κλ
4 (6.1.14)
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It is now obvious that in the free Lagrangian there is no mixing between gauge
fields of different spin. It can also be written in such forms
Lfree(z) = −1
2
exp[λ2∂a1∂a2 ]
∫
z1
δ(z1 − z)(Ga1)Φ(z1; a1)Φ(z; a2) |a1=a2=0
= −1
2
exp[λ2∂a1∂a2 ]
∫
z2
δ(z2 − z)(Ga2)Φ(z; a1)Φ(z2; a2) |a1=a2=0 (6.1.15)
These expressions reproduce Fronsdal’s Lagrangians for all gauge fields with any
spin.
6.2 Generating Function for Cubic Interactions
We are going to present a very beautiful and compact form of all HS gauge
field interactions derived in the previous chapter. First we rewrite the leading
term of a general trilinear interaction of higher spin gauge fields with any spins
s1, s2, s3
Lleading(1) (h(s1)(z), h(s2)(z), h(s3)(z))
=
∑
α+β+γ=n
1
α!β!γ!
∫
z1,z2,z3
δ(z − z1)δ(z − z2)δ(z − z3)[
(∇1∂c)s3−n+γ(∇2∂a)s1−n+α(∇3∂b)s2−n+β(∂a∂b)γ(∂b∂c)α(∂c∂a)β
]
h(s1)(a; z1)h
(s2)(b; z2)h
(s3)(c; z3), (6.2.1)
where the number of derivatives is
∆ = s1 + s2 + s3 − 2n, (6.2.2)
0 ≤ n ≤ min(s1, s2, s3) (6.2.3)
As we see, the minimal and maximal possible numbers of derivatives are
∆min = s1 + s2 + s3 − 2min(s1, s2, s3), (6.2.4)
∆max = s1 + s2 + s3. (6.2.5)
The case of ∆min is important also because only in that case the interaction
(6.2.1) has the same dimension as the lowest spin field free Lagrangian.
These interactions trivialize only if we have two equal spin values and the
third value is odd. This we call the ℓ− s − s case, where ℓ is odd. In that case
we should have a multiplet of spin s fields, with at least two charges to couple to
the spin ℓ field. As example consider an odd spin self-interaction. In the case of
ℓ− ℓ− ℓ odd spin self interaction, the number of possible charges in the multiplet
should be at least 3.
CHAPTER 6. GENERATING FUNCTION OF HSF CUBIC INTERACTIONS94
The same Lagrangian can be written in the following way (due to a constant
normalization factor 2∆)
Lleading(1) (h(s1)(z), h(s2)(z), h(s3)(z))
=
∑
α+β+γ=n
1
α!β!γ!
∫
z1,z2,z3
δ(z − z1)δ(z − z2)δ(z − z3)[
(∇12∂c)s3−n+γ(∇23∂a)s1−n+α(∇31∂b)s2−n+β(∂a∂b)γ(∂b∂c)α(∂c∂a)β
]
h(s1)(a; z1)h
(s2)(b; z2)h
(s3)(c; z3), (6.2.6)
where
∇12 = ∇1 −∇2, (6.2.7)
∇23 = ∇2 −∇3, (6.2.8)
∇31 = ∇3 −∇1. (6.2.9)
Now we can see that the following expression is a generating function for the
leading term of all interactions of HS gauge fields.
A00 = ∫
z1,z2,z3
δ(z − z1)δ(z − z2)δ(z − z3)expW
Φ1(z1; a1 +
1
2
∇23)Φ2(z2; a2 + 12∇31)Φ3(z3; a3 + 12∇12) |a1=a2=a3=0 (6.2.10)
with
W =
λ2
2
[(∂a1∂a2)(∂a3∇12) + (∂a2∂a3)(∂a1∇23) + (∂a3∂a1)(∂a2∇31)] (6.2.11)
This can be written in another form
A00(Φ(z)) =
∫
z1,z2,z3
δ(z − z1,2,3)expWˆ × Φ(z1; a1)Φ(z2; a2)Φ(z3; a3) |a1=a2=a3=0 (6.2.12)
where
Wˆ = λ
2
2
[(∂a1∂a2)(∂a3∇12) + (∂a2∂a3)(∂a1∇23) + (∂a3∂a1)(∂a2∇31)]
+1
2
[(∂a3∇12) + (∂a1∇23) + (∂a2∇31)], (6.2.13)∫
z1,z2,z3
δ(z − z1,2,3) =
∫
z1,z2,z3
δ(z − z1)δ(z − z2)δ(z − z3) (6.2.14)
for brevity. Furthermore we will always assume this integration with delta func-
tions, without writing it explicitly. The operator in the second row of (6.2.13)
is a dimensionless operator, therefore it does not need any dimensional constant
multiplier.
Now we can derive all other terms in the Lagrangian using the following
important relation
[expWˆ , A] = expWˆ [Wˆ , A] + expWˆ [Wˆ , [Wˆ , A]] + expWˆ [Wˆ , [Wˆ , [Wˆ , A]]] + ... (6.2.15)
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for any operator A. And therefore
[expWˆ , (a1∇1)] = expWˆ [Wˆ , (a1∇1)], (6.2.16)
[expWˆ , (a2∇2)] = expWˆ [Wˆ , (a2∇2)], (6.2.17)
[expWˆ , (a3∇3)] = expWˆ [Wˆ , (a3∇3)]. (6.2.18)
The following commutators will be used many times while deriving trace and
divergence terms
[Wˆ , (a1∇1)] = −λ
2
4
[(∂a2∇2)(∂a3∇12) + (∂a3∇3)(∂a2∇31)] +
1
2
[λ2(∂a2∂a3) + 1]∇1∇23,(6.2.19)
[Wˆ , (a2∇2)] = −λ
2
4
[(∂a3∇3)(∂a1∇23) + (∂a1∇1)(∂a3∇12)] +
1
2
[λ2(∂a3∂a1) + 1]∇2∇31,(6.2.20)
[Wˆ , (a3∇3)] = −λ
2
4
[(∂a1∇1)(∂a2∇31) + (∂a2∇2)(∂a1∇23)] +
1
2
[λ2(∂a1∂a2) + 1]∇3∇12.(6.2.21)
Note that
∇1∇23 = ✷3 − ✷2, (6.2.22)
∇2∇31 = ✷1 − ✷3, (6.2.23)
∇3∇12 = ✷2 − ✷1, (6.2.24)
which is obvious because†
∇1 +∇2 +∇3 = 0. (6.2.25)
We are working with the same type of diagram as in previous chapter.
✷ai
Dai 0 1 2 3
0
1
2
3
A00 A10 A20 A30
A01
A02
A03
A11 A21
A12
(6.2.26)
†We always understand partial integrations to be performed, working with a Lagrangian as
with an action.
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Now we take a gauge variation of A00, and find generating functions for all other
terms in the cubic Lagrangian. A simple but elegant structure is exhibited by
the first row of the diagram
A10(Φ(z)) = A30(Φ( z )) = 0, (6.2.27)
A20(Φ(z)) = 1
4
expWˆ{ +[λ2(∂a1∂a2) + 1][λ2(∂a2∂a3) + 1]Da3Da1
+[λ2(∂a2∂a3) + 1][λ
2(∂a3∂a1) + 1]Da1Da2
+[λ2(∂a3∂a1) + 1][λ
2(∂a1∂a2) + 1]Da2Da3}
Φ(z1; a1)Φ(z2; a2)Φ(z3; a3) |a1=a2=a3=0 (6.2.28)
Other terms are
A01(Φ(z)) = 0, (6.2.29)
A11(Φ(z)) = λ
2
16
expWˆ{ +[λ2(∂a1∂a2) + 1](∂a1∇23)✷a3Da2
−[λ2(∂a1∂a2) + 1](∂a2∇31)✷a3Da1
+[λ2(∂a2∂a3) + 1](∂a2∇31)✷a1Da3
−[λ2(∂a2∂a3) + 1](∂a3∇12)✷a1Da2
+[λ2(∂a3∂a1) + 1](∂a3∇12)✷a2Da1
−[λ2(∂a3∂a1) + 1](∂a1∇23)✷a2Da3}
Φ(z1; a1)Φ(z2; a2)Φ(z3; a3) |a1=a2=a3=0 (6.2.30)
and so on.
All these expressions can be written in a very elegant form. First we introduce
Grassmann variables by
ηa1 , η¯a1 , ηa2 , η¯a2 , ηa3 , η¯a3 . (6.2.31)
Then we change expressions in the formula (6.2.12) in a following way
(∂a1∂a2)→ (∂a1∂a2) +
1
4
ηa1 η¯a2✷a2 +
1
4
ηa2 η¯a1✷a1 , (6.2.32)
(∂a2∂a3)→ (∂a2∂a3) +
1
4
ηa2 η¯a3✷a3 +
1
4
ηa3 η¯a2✷a2 , (6.2.33)
(∂a3∂a1)→ (∂a3∂a1) +
1
4
ηa3 η¯a1✷a1 +
1
4
ηa1 η¯a3✷a3 , (6.2.34)
(∂a1∇23)→ (∂a1∇23) + ηa1 η¯a2Da2 − ηa1 η¯a3Da3 (6.2.35)
(∂a2∇31)→ (∂a2∇31) + ηa2 η¯a3Da3 − ηa2 η¯a1Da1 (6.2.36)
(∂a3∇12)→ (∂a3∇12) + ηa3 η¯a1Da1 − ηa3 η¯a2Da2 . (6.2.37)
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and can write
A(Φ(z)) =
∫
dηa1dη¯a1dηa2dη¯a2dηa3dη¯a3(1 + ηa1 η¯a1)(1 + ηa2 η¯a2)(1 + ηa3 η¯a3)
expWˆΦ(z1; a1)Φ(z2; a2)Φ(z3; a3) |a1=a2=a3=0, (6.2.38)
where
Wˆ =
1
2
[1 + λ2(∂a1∂a2 +
1
4
ηa1 η¯a2✷a2 +
1
4
ηa2 η¯a1✷a1)][∂a3∇12 + ηa3 η¯a1Da1 − ηa3 η¯a2Da2 ]
+
1
2
[1 + λ2(∂a2∂a3 +
1
4
ηa2 η¯a3✷a3 +
1
4
ηa3 η¯a2✷a2)][∂a1∇23 + ηa1 η¯a2Da2 − ηa1 η¯a3Da3 ]
+
1
2
[1 + λ2(∂a3∂a1 +
1
4
ηa3 η¯a1✷a1 +
1
4
ηa1 η¯a3✷a3)][∂a2∇31 + ηa2 η¯a3Da3 − ηa2 η¯a1Da1 ](6.2.39)
This operator generates all terms in the cubic interaction of any three HS fields
with any possible number of derivatives ∆ in the range ∆min ≤ ∆ ≤ ∆max.
Another possible form of the Wˆ operator is
Wˆ = [1 + λ2(∂a1∂a2 +
1
2
ηa1 η¯a2✷a2)][(∂a3∇1) +
1
2
ηa3 η¯a1Da1 −
1
2
ηa3 η¯a2Da2 +
1
2
ηa3 η¯a3Da3 ]
+ [1 + λ2(∂a2∂a3 +
1
2
ηa2 η¯a3✷a3)][(∂a1∇2) +
1
2
ηa1 η¯a2Da2 −
1
2
ηa1 η¯a3Da3 +
1
2
ηa1 η¯a1Da1 ]
+ [1 + λ2(∂a3∂a1 +
1
2
ηa3 η¯a1✷a1)][(∂a2∇3) +
1
2
ηa2 η¯a3Da3 −
1
2
ηa2 η¯a1Da1 +
1
2
ηa2 η¯a2Da2 ](6.2.40)
This case generates the Lagrangian derived in previous chapter. The leading term
of that Lagrangian is (6.2.1). These two operators (6.2.39) and (6.2.40) generate
two Lagrangians that differ from each other just by partial integration and field
redefinition. All interactions of HS gauge fields with any number of derivatives
are unique and are generated by both operators (6.2.39) and (6.2.40).
In the case of (6.2.39) we have
✷ai
Dai 0 1 2 3
0
1
2
3
A00 0 A20 0
0
A02
A03
A11 A21
A12
(6.2.41)
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In the case of (6.2.40) we have
✷ai
Dai 0 1 2 3
0
1
2
3
A00 A10 A20 A30
0
0
A03
A11 A21
A12
(6.2.42)
Both forms of the same cubic Lagrangian are very useful for further investigations.
Chapter 7
Conclusions and outlook
In this Thesis I present first of all recent results in the theory of Higher Spin
gauge field interactions. In addition a powerful method of constructing higher
order conformal invariants is presented.
The cubic interaction problem in Higher Spin gauge field theory is solved in
the most general case covering all possibilities. The other beauty of the result is
the compactness and clearness of final formulas, that can be derived from a Gen-
erating Function, which reproduces all possible nontrivial interactions between
massless Higher Spin gauge fields in a flat background spacetime. However, it is
not trivial to continue this construction to higher orders on the gauge field. The
solution of the main problem of existence of a local (or nonlocal) Lagrangian for
Higher Spin gauge fields is very close now: the problem of the quartic interaction
is an urgent and real task which could shed light on the solution in all orders.
These results can be used also to test AdS/CFT correspondence between
critical O(N) sigma model and Higher Spin gauge field theory on AdS (after
deformation to AdS from an even dimensional flat space).
Another important point here is that the interactions in flat space-time de-
rived in this Thesis are independent of the space-time dimensions. At last we
note that the structure of the Generating Function for these interactions leads to
new connections with the massless regime of String Theory.
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Appendix A
The Euclidian AdSd+1 metric
ds2 = gµν(z)dz
µdzν =
1
(z0)2
δµνdz
µdzν (A.1)
can be realized as an induced metric for the hypersphere defined by the following
embedding procedure in d+ 2 dimensional Minkowski space
XAXBηAB = −X2−1 +X20 +
d∑
i=1
X2i = −1, (A.2)
X−1(z) =
1
2
(
1
z0
+
z20 +
∑d
i=1 z
2
i
z0
)
, (A.3)
X0(z) =
1
2
(
1
z0
− z
2
0 +
∑d
i=1 z
2
i
z0
)
, (A.4)
Xi(z) =
zi
z0
. (A.5)
Using these embedding rules we can identify the variable ζ(z, w) as an SO(1, d+1)
invariant scalar product
−XA(z)Y B(w)ηAB = 1
2z0w0
(
2z0w0 +
d∑
µ=0
(z − w)2µ
)
= ζ = u+ 1, (A.6)
and therefore can be realized by cosh of a hyperbolic angle. Indeed we can
introduce another embedding
X−1(η, ωµ) = cosh η, (A.7)
Xµ(η, ωµ) = sinh η ωµ ,
d∑
µ=0
ω2µ = 1, (A.8)
ds2 = dη2 + sinh2 η dΩd. (A.9)
In these coordinates the chordal distance u between an arbitrary point XA(η,Ωµ)
and the pole of the hypersphere Y A(η = 0, ωµ) is simply
ζ = −XAY BηAB = cosh η. (A.10)
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Therefore the invariant measure is expressed as
√
gdηdΩd = (sinh η)
ddηdΩd = [u(u+ 2)]
d−1
2 dudΩd. (A.11)
So we see that the integration measure for d = 3 (D = d + 1 = 4) will cancel
one order of u−n in short distance singularities and we have to count the singu-
larities starting from u−2 which is ”logarithmically divergent” in standard QFT
terminology.
In this article we use the following rules and relations for u(z, z′), I1a, I2c and
the bitensorial basis {Ii}4i=1
✷u = (d+ 1)(u+ 1), ∇µ∂νu = gµν(u+ 1), gµν∂µu∂νu = u(u+ 2), (A.12)
∂µ∂ν′u∇µu = (u+ 1)∂ν′u, ∂µ∂ν′u∇µ∂µ′u = gµ′ν′ + ∂µ′u∂ν′u, (A.13)
∇µ∂ν∂ν′u∇µu = ∂νu∂ν′u, ∇µ∂ν∂ν′u = gµν∂ν′u, (A.14)
∂
∂aµ
I1a
∂
∂aµ
I1a = u(u+ 2),
∂
∂aµ
I1
∂
∂aµ
I1a = (u+ 1)I2c, (A.15)
∂
∂aµ
I1
∂
∂aµ
I1 = c
2
2 + I
2
2c,
∂
∂aµ
I1
∂
∂aµ
I2 = (u+ 1)I
2
2c, ✷aI4 = 2(d+ 1)c
2
2, (A.16)
∂
∂aµ
I2
∂
∂aµ
I2 = u(u+ 2)I
2
2c, ✷aI3 = 2(d+ 1)I
2
2c + 2c
2
2u(u+ 2), (A.17)
∇µ ∂
∂aµ
I1 = (d+ 1)I2c, ∇µ ∂
∂aµ
I2 = (d+ 2)(u+ 1)I2c, ∇µI1∂µu = I2, (A.18)
∇µ ∂
∂aµ
I3 = 4I1I2c + 2(d+ 2)(u+ 1)c
2
2I1a, ∇µI2∂µu = 2(u+ 1)I2, (A.19)
∂
∂aµ
I1∂µu = (u+ 1)I2c,
∂
∂aµ
I2∂µu = u(u+ 2)I2c,
∂
∂aµ
I1∇µI1 = I1I2c, (A.20)
∂
∂aµ
I1∇µI2 = I2c ((u+ 1)I1 + I2) + c22I1a,
∂
∂aµ
I2∇µI1 = I2cI2, (A.21)
∂
∂aµ
I2∇µI2 = 2(u+ 1)I2cI2, ∇µI1∇µI1 = a21I22c, ✷I1 = I1, (A.22)
∇µI1∇µI2 = I2I1 + a21(u+ 1)I22c, ✷I2 = (d+ 2)I2 + 2(u+ 1)I1, (A.23)
∇µI2∇µI2 = I22 + 2(u+ 1)I1I2 + a21I22c(u+ 1)2 + c22I21a, (A.24)
aµ∇µI1a = a2(u+ 1), aµ∇µI2c = I1, aµ∇µI1 = a2I2c, (A.25)
aµ∇µI2 = a2(u+ 1)I2c + I1aI1, . (A.26)
Using these relations we can derive (F ′k :=
∂
∂u
Fk(u))
• Divergence map
∇µ1
∂
∂aµ
Ψℓ[F ] = I2cΨ
ℓ−1[DivℓF ] + O(c
2
2), (A.27)
(DivℓF )k = (ℓ− k)(u+ 1)F ′k + (k + 1)u(u+ 2)F ′k+1
+(ℓ− k)(ℓ+ d+ k)Fk + (k + 1)(ℓ+ d+ k + 1)(u+ 1)Fk+1.(A.28)
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• Trace map
✷aΨ
ℓ[F ] = I22cΨ
ℓ−2[TrℓF ] +O(c22), (A.29)
(TrℓF )k = (ℓ− k)(ℓ− k − 1)Fk + 2(k + 1)(ℓ− k − 1)(u+ 1)Fk+1
+(k + 2)(k + 1)u(u+ 2)Fk+2. (A.30)
• Laplacian map
✷1Ψ
ℓ[F ] = Ψℓ[LapℓF ] +O(a
2
1, c
2
2), (A.31)
(LapℓF )k = u(u+ 2)F
′′
k + (d+ 1 + 4k)(u+ 1)F
′
k + [ℓ+ k(d+ 2ℓ− k)]Fk
+2(u+ 1)(k + 1)2Fk+1 + 2(ℓ− k + 1)F ′k−1, (A.32)
✷Fk(u) = u(u+ 2)F
′′
k + (d+ 1)(u+ 1)F
′
k. (A.33)
• Gradient map
(a · ∇)1Ψℓ[F ] = I1aΨℓ[GradℓF ] +O(a21), (A.34)
(GradℓF )k = F
′
k + (k + 1)Fk+1. (A.35)
At the end we present all important commutation relations working in the
space of symmetric rank n tensors
[(∇∂a),✷]f (n)(z, a) = [2(a∇)✷a − (d+ 2n− 2)(∇∂a)] f (n)(z, a); (A.36)
[(∇∂a), (a∇)]f (n)(z, a) = ✷f (n)(z, a) + [∇µ, (a∇)]∂µa f (n)(z, a); (A.37)
[∇µ, (a∇)]∂µa f (n)(z, a) =
[
a2✷a − n(d+ n− 1)
]
f (n)(z, a); (A.38)
[✷, (a∇)]f (n)(z, a) = [2a2(∇∂a)− (d+ 2n)(a∇)] f (n)(z, a); (A.39)
✷a
[
a2f (n)(z, a)
]
= 2(d+ 2n+ 1)f (n)(z, a) + a2✷af
(n)(z, a). (A.40)
Appendix B
These two useful hypergeometric identities we learned from the book of H.
Bateman and A. Erdelyi “Higher transcendental functions” V.1, McGraw-Hill
Book company Inc. 1953.
2F1(a, b, 2b; z) =
(
1− z
2
)−a
2F1
(
a
2
,
a+ 1
2
, b+
1
2
;
(
z
2− z
)2)
, (B.1)
2F1(a, b, c; z) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a)(−z)
−a
2F1(a, 1− c+ a, 1− b+ a; z−1)
+
Γ(c)Γ(b− a)
Γ(b)Γ(c− a)(−z)
−b
2F1(a, 1− c+ b, 1− a+ b; z−1).(B.2)
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Appendix C
Here we present the basic relations between different T-s, M-s and N-s which
we use in section 4.2.
T (n, k) = (−1)m
m∑
i=0
(
m
i
)
T (n− i, k +m− i), (C.1)
T (n, k) = (−1)m
m∑
i=0
(
m
i
)
T (n− i, k −m), (C.2)
and the same for M and N. There is another important relation
T (n, k) = −M(n− 1, k)− k(k − 1)
2L2
N(n− 1, k − 1)
−[ (n− k − 1)(2D + n− k − 4)
2L2
+
D(D − 2)
4L2
]N(n− 1, k)
−ǫµ1...µn−1(ℓ−n) ∇µ1 ...∇µkφ∇µk+1 ...∇µn−1(✷−
D(D − 2)
4L2
)φ, (C.3)
and the ’symmetrization’ relations
M(2k + 1, k) =M(2k + 1, k + 1) = −1
2
M(2k, k), (C.4)
N(2k + 1, k) = N(2k + 1, k + 1) = −1
2
N(2k, k), (C.5)
T (2m,m) = ∇(αǫµ1...µ2m−1)(ℓ−2m) ∇µ1 ...∇µm−1∇αφ∇µm ...∇µ2m−1φ
+
(m− 1)(m− 2)
6L2
N(2m− 2, m− 1)− (m− 1)(m− 2)
12L2
N(2m− 4, m− 2), (C.6)
M(2m− 2, m− 1) = ǫµ1...µm−1(ℓ−2m+1)µm ...µ2m−2∇(µ1 ...∇µm−1∇α)φ∇(µm ...∇µ2m−2∇α)φ
+
(m− 1)(m− 2)
3L2
N(2m− 2, m− 1, m− 1)− (m− 1)(m− 2)
6L2
N(2m− 4, m− 2)
(C.7)
We must mention here that these relations are satisfied up to full derivatives and
therefore admit integration.
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Appendix D
We use the following commutation relations in AdSD
ǫµ1...µℓ−1 [∇µ,∇µ1 . . . .∇µk ]φ =
k(k − 1)
2L2
ǫµµ2...µℓ−1∇µ2 . . .∇µkφ, (D.1)
[∇µ1 . . .∇µk ,∇µ]ǫµ1...µℓ−1 =
2k(D + ℓ− 2)− k(k + 1)
2L2
ǫ
µµk+1...µℓ−1
(k−1) , (D.2)
ǫµ1...µℓ−1 [∇µ,∇µ1 . . .∇µk ]∇µφ =
k(2D + k − 3)
2L2
ǫµ1µ2...µℓ−1∇µ1 . . .∇µkφ, (D.3)
ǫµ1...µℓ−1 [∇2,∇µ1 . . .∇µk ]φ =
k(D + k − 2)
L2
ǫµ1µ2...µℓ−1∇µ1 . . .∇µkφ, (D.4)
where ǫµ1...µℓ−1 is the symmetric and traceless tensor. Finally we list all necessary
binomial identities
n−m∑
k=0
(−1)k
(
n
k
)
= (−1)n−m
(
n− 1
m− 1
)
,
n−m∑
k=0
(−1)k
(
n
m+ k
)
=
(
n− 1
m− 1
)
, (D.5)(
n
k
)
=
(
n− 1
k − 1
)
+
(
n− 1
k
)
,
(
ℓ−m− 1
m− 2
)
=
m− 1
ℓ− 2m+ 1
(
ℓ−m− 1
m− 1
)
. (D.6)
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Appendix E
Here we present all Weyl variations necessary for the derivation of (4.2.63)-
(4.2.66)
δ1σS0 = ∆ℓ
∫
dDz
√−g{
ℓ
2
−1∑
m=1
(
ℓ−m− 2
m− 1
)
∇(µ2mσµ1...µ2m−1)(ℓ−2m−1) Ψ(2m)µ1...µ2m
+
ℓ
2
−1∑
m=1
(−1)m−1
2
(
ℓ−m− 3
m− 1
)
✷σµ1...µ2m(ℓ−2m−2)∇µ1 ...∇µmφ∇µm+1 ...∇µ2mφ
+
ℓ
2
−1∑
m=1
(−1)m
(
ℓ−m− 3
m− 1
)
σµ1...µ2m(ℓ−2m−2)∇µ1 ...∇µm∇αφ∇µm+1 ...∇µ2m∇αφ
+O(
1
L2
)}. (E.1)
We don’t have to calculate O( 1
L2
) terms because they can be fixed from flat
space considerations and gauge invariance of Fronsdal’s operator in AdS. The first
term in (E.1) can be cancelled by an additional gauge transformation of all gauge
fields with spin less than ℓ. To cancel other terms we calculate the variation of∑ℓ/2
m=1 S
Ψ(2m)
1 (φ, h
(2m)):
δ0σS
Ψ(2m)
1 (φ, h
(2), ..., h(2m))
= Cmℓ
∫
dDz
√−g{−(m− 1)[∇(µ2m−2σµ1...µ2m−3)(ℓ−2m+1) Ψ(2m−2)µ1...µ2m−2
+
(−1)m
2
✷σ
µ1...µ2m−2
(ℓ−2m) ∇µ1 ...∇µm−1φ∇µm ...∇µ2m−2φ]
+(−1)m(1− D
2
)σ
µ1...µ2m−2
(ℓ−2m) ∇µ1 ...∇µm−1∇αφ∇µm ...∇µ2m−2∇αφ}. (E.2)
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and the variation of
∑ℓ/2
m=1 S
r(2m)
1 (φ, h
(2m)):
δ0σS
r(ℓ)
1 =
1
2
ℓ
2
−1∑
m=1
∫
dDz
√−g{[2m(2m− 1)ξmℓ − 2(m− 1)(D + 4m− 8)ξm−1ℓ ]×
×∇(µ2m−2σµ1...µ2m−3)(ℓ−2m+1) Ψ(2m−2)µ1...µ2m−2}
−1
2
∫
dDz
√−g{(ℓ− 2)(D + 2ℓ− 8)ξℓ/2−1ℓ ∇(µℓ−2σµ1...µℓ−3)ℓ(1) Ψ(ℓ−2)µ1...µℓ−2}
+
1
2
ℓ
2
−1∑
m=1
ξmℓ
∫
dDz
√−g{2m(1− D
2
)σ
µ1...µ2m−2
(ℓ−2m) ∇µ1 ...∇µm−1∇αφ∇µm ...∇µ2m−2∇αφ}
+
1
2
ℓ
2
−1∑
m=1
∫
dDz
√−g{[−m(m− 1)ξmℓ − (ℓ− 2m+ 2)(D + ℓ+ 2m− 5)ξm−1ℓ ]×
×✷σµ1...µ2m−2(ℓ−2m) ∇µ1 ...∇µm−1φ∇µm ...∇µ2m−2φ}
−1
2
∫
dDz
√−g{2(D + 2ℓ− 5)ξℓ/2−1ℓ ✷σµ1...µℓ−2∇µ1 ...∇µℓ/2−1φ∇µℓ/2 ...∇µℓ−2φ}
+O(
1
L2
) (E.3)
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Then finally we get
δσS
WI(φ, h(2), ..., h(ℓ)) = δ1σS0 +
ℓ/2∑
s=1
δ0σS
Ψ(2s)
1 +
ℓ/2∑
s=1
δ0σS
r(ℓ)
1
=
ℓ/2−1∑
m=1
∫
dDz
√−g{
(
ℓ−m− 2
m− 1
)
∆ℓ −mCm+1ℓ [1 + (D + 4m− 4)ξm2m+2]
+
1
2
ℓ/2∑
s=m+2
[(2m+ 2)(2m+ 1)ξm+12s − 2m(D + 4m− 4)ξm2s]} ×
×∇(µ2mσµ1...µ2m−1)(ℓ−2m−1) Ψ(2m)µ1...µ2m
+
∫
dDz
√−g{(−1)
ℓ/2
2
(∆ℓ − ℓ− 2
2
)− (D + 2ℓ− 5)ξℓ/2−1ℓ } ×
×✷σµ1...µℓ−2∇µ1 ...∇µℓ/2−1φ∇µℓ/2 ...∇µℓ−2φ
+
ℓ/2−1∑
m=1
∫
dDz
√−g{(−1)
m
2
[
(
ℓ−m− 2
m− 2
)
∆ℓ − (m− 1)Cmℓ ]− Cmℓ (D + 4m− 5)ξm−12m
+
1
2
ℓ/2∑
s=m+1
Csℓ [−m(m − 1)ξm2s − (2s− 2m+ 2)(D + 2s+ 2m− 5)ξm−12s ]} ×
×✷σµ1...µ2m−2(ℓ−2m) ∇µ1 ...∇µm−1φ∇µm ...∇µ2m−2φ
+
∫
dDz
√−g{(−1)ℓ/2(1− D
2
−∆ℓ)σµ1...µℓ−2∇µ1 ...∇µℓ/2−1∇αφ∇µℓ/2...∇µℓ−2∇αφ}
+
ℓ/2−1∑
m=1
∫
dDz
√−g{(−1)m−1
(
ℓ−m− 2
m− 2
)
∆ℓ + (−1)m(1− D
2
)Cmℓ
+(1− D
2
)
ℓ/2∑
s=m+1
mCsℓ ξ
m
2s}σµ1...µ2m−2(ℓ−2m) ∇µ1 ...∇µm−1∇αφ∇µm ...∇µ2m−2∇αφ (E.4)
¿From this expression we can derive our system of equations (4.2.63)-(4.2.66).
Appendix F
Proof of L(i,j)I
The expression for L(1,0)I (5.3.39) is right since the following remaining group
of terms vanishes:
+
s1n1s3
2
C
(si)
(ni)
[Tˆ (Qij |n1 − 1, n2, n3), (c∇3)](ǫ(s1−1)h(s2)D(s3−1) +D(s1−1)h(s2)ǫ(s3−1)) (F.1)
+
s1n1s2
2
C
(si)
(ni)
[Tˆ (Qij |n1 − 1, n2, n3), (b∇2)](D(s1−1)ǫ(s2−1)h(s3) − ǫ(s1−1)D(s2−1)h(s3)) (F.2)
+
s2n2s1
2
C
(si)
(ni)
[Tˆ (Qij |n1, n2 − 1, n3), (a∇1)](D(s1−1)ǫ(s2−1)h(s3) + ǫ(s1−1)D(s2−1)h(s3)) (F.3)
+
s2n2s3
2
C
(si)
(ni)
[Tˆ (Qij |n1, n2 − 1, n3), (c∇3)](h(s1)D(s2−1)ǫ(s3−1) − h(s1)ǫ(s2−1)D(s3−1)) (F.4)
+
s3n3s2
2
C
(si)
(ni)
[Tˆ (Qij |n1, n2, n3 − 1), (b∇2)](h(s1)D(s2−1)ǫ(s3−1) + h(s1)ǫ(s2−1)D(s3−1)) (F.5)
+
s3n3s1
2
C
(si)
(ni)
[Tˆ (Qij |n1, n2, n3 − 1), (a∇1)](ǫ(s1−1)h(s2)D(s3−1) −D(s1−1)h(s2)ǫ(s3−1)) (F.6)
−s1Q12s2C(si)(ni)Tˆ (Q12 − 1, Q23, Q31|ni)ǫ(s1−1)D(s2−1)h(s3) (F.7)
−s2Q23s3C(si)(ni)Tˆ (Q12, Q23 − 1, Q31|ni)h(s1)ǫ(s2−1)D(s3−1) (F.8)
−s3Q31s1C(si)(ni)Tˆ (Q12, Q23, Q31 − 1|ni)D(s1−1)h(s2)ǫ(s3−1). (F.9)
Indeed calculating commutators in the leading order and using relation (5.3.35)
we see that
(F.1) + (F.6)
= s1s2(Q23 + 1)C
si
n1+1,n2,n3 Tˆ (Q12, Q23, Q31|n1, n2 + 1, n3)D(s1−1)h(s2)ǫ(s3−1), (F.10)
which exactly cancels (F.9) after a corresponding shift of n2 and using relation
(5.3.36). In a similar way we can prove cancelation of the other two sets of three
lines.
To prove formulas for L(2,0)I and L(3,0)I we should manage the commutators of
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T operators with a,b,c, gradients in the following expression
s1s2s3
2
C
(si)
(ni)
[
[n1n3Tˆ (Qij |n1 − 1, n2, n3 − 1), (b∇2)](D(s1−1)D(s2−1)ǫ(s3−1) +D(s1−1)ǫ(s2−1)D(s3−1))
[n2n3Tˆ (Qij |n1, n2 − 1, n3 − 1), (a∇1)](D(s1−1)ǫ(s2−1)D(s3−1) + ǫ(s1−1)D(s2−1)D(s3−1))
[n1n2Tˆ (Qij |n1 − 1, n2 − 1, n3), (c∇3)](ǫ(s1−1)D(s2−1)D(s3−1) +D(s1−1)D(s2−1)ǫ(s3−1))
−n3Q12Tˆ (Q12 − 1, Q23, Q31|n1, n2, n3 − 1)(ǫ(s1−1)D(s2−1)D(s3−1) − ǫ(s1−1)D(s2−1)D(s3−1))
−n2Q31Tˆ (Q12, Q23, Q31 − 1|n1, n2 − 1, n3)(D(s1−1)D(s2−1)ǫ(s3−1) −D(s1−1)ǫ(s2−1)D(s3−1))
−n1Q23Tˆ (Q12, Q23 − 1, Q31|n1 − 1, n2, n3)(D(s1−1)ǫ(s2−1)D(s3−1) − ǫ(s1−1)D(s2−1)D(s3−1))
]
,
(F.11)
and use again (5.3.34)-(5.3.36) to show that (F.11) is zero.
The remaining terms are:
1
2
C
(si)
(ni)
[
−s1Q12s2(s2 − 1)[Tˆ (Q12 − 1, Q23, Q31|ni), (b∇2)]ǫ(s1−1)h¯(s2−2)h(s3)
−s2Q23s3(s3 − 1)[Tˆ (Q12, Q23 − 1, Q31|ni), (c∇3)]h(s1)ǫ(s2−1)h¯(s3−2)
−s3Q31s1(s1 − 1)[Tˆ (Q12, Q23, Q31 − 1|ni), (a∇1)]h¯(s1−2)h(s2)ǫ(s3−1)
]
, (F.12)
and
s1s2s3
4
C
(si)
(ni)
[
−n3Q12(s2 − 1)[Tˆ (Q12 − 1, Q23, Q31|n1, n2, n3 − 1), (b∇2)]
(ǫ(s1−1)h¯(s2−2)D(s3−1) −D(s1−1)h¯(s2−2)ǫ(s3−1))
−n1Q23(s3 − 1)[Tˆ (Q12, Q23 − 1, Q31|n1 − 1, n2, n3), (c∇3)]
(D(s1−1)ǫ(s2−1)h¯(s3−2) − ǫ(s1−1)D(s2−1)h¯(s3−2))
−n2Q31(s1 − 1)[Tˆ (Q12, Q23, Q31 − 1|n1, n2 − 1, n3), (a∇1)]
(h¯(s1−2)D(s2−1)ǫ(s3−1) − h¯(s1−2)ǫ(s2−1)D(s3−1))
]
, (F.13)
−s3s1(s1 − 1)n1
4
C
(si)
(ni)
Q31Tˆ (Q12, Q23, Q31 − 1|n1 − 1, n2, n3)
(δh¯(s1−2)h(s2)D(s3−1) + 2(∇D)(s1−2)h(s2)ǫ(s3−1))
−s1s2(s2 − 1)n2
4
C
(si)
(ni)
Q12Tˆ (Q12 − 1, Q23, Q31|n1, n2 − 1, n3)
(D(s1−1)δh¯(s2−2)h(s3) + 2ǫ(s1−1)(∇D)(s2−2)h(s3))
−s2s3(s3 − 1)n3
4
C
(si)
(ni)
Q23Tˆ (Q12, Q23 − 1, Q31|n1, n2, n3 − 1)
(h(s1)D(s2−1)δh¯(s3−2) + 2h(s1)ǫ(s2−1)(∇D)(s3−2)), (F.14)
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The last DDh¯ terms coming from our calculation are:
s1s2s3
4
C
(si)
(ni)
[
−(s3 − 1)n1n3Q23Tˆ (Q12, Q23 − 1, Q31|n1 − 1, n2, n3 − 1)
(D(s1−1)D(s2−1)δh¯(s3−2) + 2D(s1−1)ǫ(s2−1)(∇D)(s3−2))
−(s2 − 1)n2n3Q12Tˆ (Q12 − 1, Q23, Q31|n1, n2 − 1, n3 − 1)
(D(s1−1)δh¯(s2−2)D(s3−1) + 2ǫ(s1−1)(∇D)(s2−2)D(s3−1))
−(s1 − 1)n1n2Q31Tˆ (Q12, Q23, Q31 − 1|n1 − 1, n2 − 1, n3)
(δh¯(s1−2)D(s2−1)D(s3−1) + 2(∇D)(s3−2)D(s2−1)ǫ(s3−1))
]
. (F.15)
These terms can be used in the same fashion for proving the remaining part of
L(i,j)I to contain traces.
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