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Abstract---In this paper, we consider the problem of eigenvalue computation in a class of dynamical 
system equations arising from modelling turbulent dispersion. An alternative numerical approach is 
suggested for computing eigenvalues. The dynamical system equations are considered as differential- 
algebraic (DA) equations. The eigenvalues of the DA equations are then calculated as roots of the 
boundary condition at the end point. Numerical examples are included to illustrate the efficiency of 
the suggested approach. 
1. INTRODUCTION 
Sturm-Liouville (SL) systems theory has found wide applications in mathematical physics and 
engineering. The regular SL boundary value problem [l] is described as: find the eigenvalue 7 
and eigenfunction y satisfying 
dY0) 
- g p(t)dt [ 1 
+ q(t) y(t) = 7p(t) y(t), 
subject to boundary conditions: 
cqy(a) + (I$-p = 0, a: + 4 # 09 
Ply(b) + PQ- dY(b) = 0 ’ &+&#0. 
(1.1) 
(1.2a) 
(1.2b) 
The term “regular” implies that a and b are finite, a < b, p(t) and q(t) are strictly positive 
on the closed interval [a,b], q(t), p(t) E C[O, 11, and p(t) E C’[O, 11. Finding eigenvalues and 
eigenfunctions of SL systems is no doubt a very important issue. During the past decades, 
considerable progress has been made on the computation of regular SL eigenvalues, resulting in 
several successful algorithms. Among them, there are the shooting method, the finite difference 
method, the finite element method, the asymptotic correction method and so on. For details, 
see [2-51. 
SL problems are called singular if any of the following singularities are identified: 
(i) p(t) and/or q(t) fail to be strictly positive on [a, b]; 
(ii) a and/or b are infinite; 
(iii) any of the boundary conditions become singular. 
Obviously, dealing with singular SL problems is more difficult. In fact, there are relatively less 
results available in the literature. In this paper, our aim is to investigate a specific singular 
SL problem arising from turbulent dispersion modelling [S]. We will present a simple and effi- 
cient numerical approach to compute eigenvalues for this practical problem. The main idea of 
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our approach is to consider the model under study as a system of differential-algebraic (DA) 
equations [7]. Taking advantage of the initial boundary condition, we can solve the correspond- 
ing DA equations via the code LSODI [S]. Th e end boundary condition can be forced to be 
satisfied by appropriately adjusting the 7, which is just the eigenvalue of the problem. Numerical 
studies show that the present approach is efficient for SL eigenvalue computation. 
2. TURBULENT DISPERSION MODEL 
In the study of turbulent dispersion, a partial differential equation (PDE) is used to model 
the dispersion of a conservative substance with a fall or rise velocity in a two-dimensional steady 
turbulent flow [S]. Using the method of variable separation [9], this PDE is reduced into two 
ordinary differential equations (ODE). The solution to the first ODE is obtained directly through 
integration, as this equation is simply a linear, homogeneous, first-order ODE with a constant 
coefficient, The second ODE is much more interesting. It is given by 
$ [4(Y) y + AH(Y) 1 + 7X(Y) H(Y) = 9, 
with the boundary conditions defined by 
$(y) qp + (1 - 61)X H(y) = 0 as y-+0+, 
$(Y) dH(y) y + (1 - 62)X H(Y) = cl as y+ 1-, 
(2.1) 
(2.2a) 
where #J is a constant representing the non-dimensional fall or rise velocity; T/J(Y) is a non- 
dimensional diffusivity distribution; x(y) is a non-dimensional velocity distribution; and 61 and 62 
are two deposition coefficients, taking a value of zero if no material is removed from the flow and a 
value of one if all material coming in contact with the flow boundary is removed. Equations (2.1) 
and (2.2) constitute an eigenvalue problem in which the constant 7 of separation corresponds to 
an eigenvalue. The corresponding eigenfunction H(y) is twice continuously differentiable on the 
open interval (0,l). The eigenvalue problem is determined by requiring H(y) to be bounded at 
y=Oandvtobeboundedaty=l. 
In the case of a uniform diffusivity and a uniform velocity distribution, that is, $(y) and 
x(y) are both constants, (2.1) and (2.2) represent a regular SL boundary-value problem. The 
corresponding eigenvalues can be determined analytically and, hence, are not the subject matter 
of this paper. 
We are interested in the case of a parabolic diffusivity and a power velocity, which is of more 
practical importance [6], and, of course, more difficult to handle. More precisely, this paper 
considers the case: 
X(Y) = (I + 4 YQ, (2.3a) 
4(Y) = “YO - Yh (2.3b) 
where IC is Von Karman’s constant. (2.1) and (2.2), together with (2.3), define a singular, rather 
than regular, SL problem. Singularity arises in several aspects. For example, $~(y) given by 
(2.3b) does not satisfy the condition that $(y) > 0 for y E [O,l], and with this +(y), the 
boundary conditions also become singular. Thus, the techniques for solving regular SL problems 
cannot be used to solve this singular problem. Moreover, there is no analytic expression available 
for the eigenvalues in this case. 
3. THE PROPOSED APPROACH 
Substitution of (2.3) into (2.1) yields 
KY@ - Y) dy2 = + [A + Ic(l - 2y)] z + 7(1+ (Y)@‘H = 0. W) 
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It is important to note that the coefficient of the second-order derivative in (3.1) becomes zero 
at the two boundary points. In other words, y = 0 and y = 1 are two singular points of (3.1). 
This, in turn, implies that (3.1) is a DA equation [7]. 
Transforming the independent variable to t = 1 - y in (3.1) and then expanding yQ = (1 - t)” 
as 
cl _ t)a = -&_l)m da - 1)--C; - m+ 1) tm, 
m=O 
(3.2) 
one can easily see that t = 0, correspondingly y = 1, is a regular singular point, and, hence, the 
method of power series can be used in this case. Also, y = 0 is a regular singular point. 
Based on this analysis, [S] finds a power series solution to (3.1) as follows: 
1. When 61 = 6z = 0, the eigenfunction of power series form is given by 
H(y) = + ( > x’a 5 cm(l - y)“, m=O (3.3) 
where cc # 0. 
2. When 61 = 1 and 62 = 0, or 61 = 0 and 62 = 1, the power series solution is found to be 
H(Y)= (1 - Y)'ln 2 Cm(l- Y)", A > 0, (3.4a) 
m=O 
H(y) = y+ 2 Cm(l - y)“, 
m=O 
x < 0. (3.4b) 
Again, CO # 0 in both (3.4a) and (3.4b). 
The above power series solution provides us with a better understanding of the relationship 
between eigenvalues and eigenfunctions. This analytic eigenfunction is important from the the- 
oretical viewpoint. However, there are problems when eigenvalues are computed by use of these 
power series solutions. 
(i) Power series solutions converge only in the interval 0 < y 5 1. Hence the power series 
solution, either (3.3) or (3.4), is not accurate when it is evaluated at y = 0, which makes it 
most difficult for the eigenvalues to be determined using the boundary condition at y = 0. 
To avoid this problem, it is suggested in [S] to use an integrated form of the governing 
equation resulting from the two boundary conditions for eigenvalue computation. 
(ii) By using power series solutions, one has to consider boundary conditions separately for 
different values of 61 and 62 as shown in (3.3) and (3.4). 
(iii) Numerical examples show that a large number of terms in the power series is required for 
accurate eigenvalues, especially for the higher’order ones. 
We will deal with this singular SL problem from a different perspective. More precisely, in- 
stead of using the power series solution, we solve the singular ODE (2.1) directly by means of 
DA equations code-LSODI [8], h h w ic is based on implementation of backward differentiation 
formulas. 
Define 
a(Y) = NY) y + A H(Y), (3.5a) 
Z2(Y) = H(Y). (3.5b) 
Combining (3.5) with (2.1) and (2.3) gives rise to a system of linear DA equations: 
(3.6) 
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And the boundary conditions (2.2) are now changed into 
21(O) - 61 X22(0) = 0, (3.7a) 
21(l) - 62 X22(1) = 0. (3.7b) 
As shown above, y = 1 is a regular singular point in the DA equation. We write the boundary 
condition (3.7b) as a function of the eigenvalue 7 as 
f(7) = z1(1,7) - 62 Az2(1,7) = 0. (3.8) 
Taking the eigenvalues 7 as the roots of the function f(7), we can solve (3.8) for 7. Note that this 
method is different from the conventional shooting method. The details of the proposed method 
are explained in the following. 
1. 
2. 
3. 
To 
Choose initial values for xl(O) and 22(O). If 61 = 1, any set of non-zero xl(O) and 22(O) 
satisfying (3.7a) can serve as initial values since (3.6) is a system of linear, homogeneous 
DA equations. If 61 = 0, zr(O) needs to be set to zero while 22(O) can be chosen arbitrarily. 
Make an initial guess of the eigenvalue called 7 ‘. Note that 7’ is not necessarily accurate 
as shown in the example of the next section. 
Given zi(0) and 22(O), and q”, the solution of the system of DA equations (3.6) is obtained 
by means of the code LSODI. Obviously, (3.8) may not be satisfied. Thus, we shall use the 
code C05AGF in the NAG Library [lo] to adjust the 7 such that (3.8) is satisfied. This 
task is equivalent to locating the zeros of the continuous function f(7). 
4. NUMERICAL COMPUTATIONS 
illustrate the usefulness of the proposed approach, we present a numerical example in this 
section. 
The physical parameters in the turbulent dispersion model (2.1)-(2.3) are assumed to take the 
following values: 
u = 0.4, (Y = 0.1852, x = 0.3, 
which are all obtained according to physical experiments [7]. For the boundary conditions, assume 
that 
61 = 1, 62 = 0. 
So, we are considering 
Zl(0) - h2(0) = 0, zr(1) = 0. 
Tables 4.1 and 4.2 summarise the numerical results for the first six eigenvalues obtained by 
using the proposed approach. We applied the C05AGF, together with the LSODI, to calculate 
eigenvalues to an accuracy of 10 -6. For illustration, initial values and number of iterations in 
use of the C05AGF are also listed in the tables. From the results presented in Table 4.1, it is 
found that our approach is not sensitive to initial values. Even for the zero initial value, the 
proposed approach successfully gave rise to the smallest non-zero eigenvalue. Of course, if a good 
approximation to the eigenvalue is available, then less computational effort is needed for finding 
an eigenvalue. This is shown in Table 4.2. 
Table 4.1. Numerical results with 
rough initial values. 
n eigenvalue initial value no. of iterations 
Table 4.2. Numerical results with 
good initial values. 
n eigenvalue initial value no. of iterations 
1 0.513315 0.5 6 
2 1.948944 1.8 7 
3 4.240065 4.0 7 
4 7.381061 7.0 8 
5 11.373704 11.0 10 
6 16.217682 16.0 13 
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5. CONCLUSIONS 
In this paper, we considered a specific singular SL boundary-value problem arising in turbulent 
dispersion. An alternative numerical approach was suggested for computation of SL eigenvalues. 
This approach is simple and yet efficient. In this approach, DA equations solver is used to handle 
the singularity associated with the SL problem. As compared with the power series solution baaed 
method [6], the proposed approach is attractive in several aspects. First, due to the efficiency 
of the code LSODI, the boundary conditions at both y = 0 and y = 1 can be used directly for 
eigenvalue computation. Second, the approach can handle the different boundary conditions in a 
unified manner. Third, as shown in Section 4, the approach can be used to compute higher order 
eigenvalues with a desirable accuracy. 
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