Physiological studies in walking cats have indicated that two sensory signals are involved in terminating stance in the hind legs: one related to unloading of the leg and the other to hip extension. To investigate the relative importance of these two signals, we developed a 3-D computer simulation of the cat hind legs in which the timing of the swing-to-stance transition was controlled by signals related to either the force in ankle extensor
Abstract
Physiological studies in walking cats have indicated that two sensory signals are involved in terminating stance in the hind legs: one related to unloading of the leg and the other to hip extension. To investigate the relative importance of these two signals, we developed a 3-D computer simulation of the cat hind legs in which the timing of the swing-to-stance transition was controlled by signals related to either the force in ankle extensor muscles or the angle at the hip joint, or a combination of both. Even in the absence of direct coupling between the controllers for each leg, stable stepping was easily obtained using either a combination of ankle force and hip position signals, or the ankle force signal alone. Stable walking did not occur when the hip position signal was used alone. Coupling the two controllers by mutual inhibition restored stability but it did not restore the correct timing of stepping of the two hind legs. Small perturbations applied during the swing phase altered the movement of the contralateral leg in a manner that tended to maintain alternating stepping when the ankle force signal was included but tended to shift coordination away from alternating when the hip position signal was used alone. We conclude that coordination of stepping of the hind legs depends critically on load-sensitive signals from each leg, and that mechanical linkages between the legs, mediated by these signals, play a significant role in establishing the alternating gait.
Introduction
Over the past decade there has been considerable progress in our knowledge of the neuronal mechanisms regulating walking in mammals. At the cellular level, studies in neonatal rats and mice have yielded insights into the organization of central pattern generating networks (Kjaerulff and Kiehn, 1996, Cazalets et al., 1995) , the identification of interneurons that are involved in generating and coordinating centrally generated rhythms (Butt et al., 2002 , Stokke et al., 2002 , and the properties of neurons involved in pattern generation (Kiehn, 1991) . At the systems level, investigations on the cat have revealed numerous mechanisms by which afferent signals from peripheral sensory receptors regulate the centrally generated rhythms during the step cycle Pearson, 2002, Donelan and , some of which have also been identified in human infants Yang, 2002, 2000) . An important unresolved issue is whether our current knowledge of the neuronal mechanisms controlling walking is sufficient to explain the production of rhythmic stepping movements in normal walking animals. Resolving this issue is not a simple matter. First, it requires an understanding of the complex interactions between the nervous system, muscles, limb and body mechanics, and the environment. And second, it cannot be done using direct experimental approaches because individual neuronal mechanisms, or sets of mechanisms, cannot be isolated in behaving animals. In addition, the contribution of other, yet unknown, mechanisms can never be ruled out. One feasible strategy to assess the role of specific mechanisms is to develop computer simulations of walking systems that incorporate known properties of neuronal systems, muscles, and body mechanics (Yakovenko et al., 2004 , Ivashko et al., 2003 , Ekeberg et al., 2004 , Taga, 1998 . The great advantage of computer simulations is that they allow the isolation of individual mechanisms in a functional context. Another potential approach is to construct robot systems based on known biology (Ritzmann et al., 2004 , Fukuoka et al., 2003 , Quinn et al., 2003 . However, to date the results applicable to animal physiology from this approach have been limited, primarily due to the time consuming process of design and construction, and difficulty of manufacturing actuators that realistically mimic muscles.
Stepping of the cat hind legs is a behavior well suited for simulation studies because we possess considerable knowledge of the associated biology, such as the mechanical properties of the hind legs (Goslow et al., 1973, Hoy and Zernicke, 1985) , the kinematics of hind leg movements during stepping (Miller et al., 1975 , Goslow et al., 1973 , the properties of muscles in the cat hind leg (Brown et al., 1996) , the patterns of electromyographic activity in many hind leg muscles (Rossignol 1996 , Yakovenko et al., 2002 , and the neuronal mechanisms controlling stepping Pearson, 2002, Pearson, 2003) . This knowledge allows reasonably realistic simulation of the mechanics of the legs and muscles, and provides constraints on the mechanisms controlling muscle activation. The potential value of realistic simulation of hind leg stepping in the cat has been demonstrated in two recent studies (Ivashko et al., 2003 , Yakovenko et al., 2004 . Both studies used a 2-dimensional simulation of the hind legs to investigate issues related to the control of muscle activation. One led to a proposal for the neuronal architecture for the pattern generating networks in the spinal cord (Ivashko et al., 2003) , while the other examined the importance of stretch reflexes in controlling the level of activity in leg extensor muscles (Yakovenko et al., 2004) .
Our interest has focused on using computer simulations to examine some of the sensory mechanisms involved in controlling stepping of the hind legs of walking cats. Currently, two sensory mechanisms are considered important in controlling the stance-to-swing transition in the hind legs. The first is an inhibitory influence on the system generating flexor bursts from afferents arising from Golgi tendon organs in the ankle extensor muscles. Loading the ankle extensors stops rhythmic locomotor activity in decerebrate walking cats by inhibiting flexor burst generation (Duysens and Pearson, 1980) , while electrical stimulation of group Ib afferents (arising from the Golgi tendon organs) prolongs the stance phase during walking in intact and decerebrate cats (Whelan et al., 1995, Whelan and Pearson, 1997) and inhibits flexor burst generation during fictive locomotion in spinal and decerebrate cats (Conway et al., 1987 , Guertin et al., 1995 . These observations have led to the concept that a necessary condition for the initiation of swing is unloading of the ankle extensor muscles. This occurs naturally near the end of stance due to the transfer of load to the opposite hind leg and the shortening of the ankle extensors. The second sensory mechanism thought to be involved in regulating the stance-to-swing transition is activation of the flexor burst generating system by sensory signals from afferents arising in the hip region. Preventing hip extension stops stepping in spinal cats (Grillner and Rossignol, 1978) and imposed extension movement of the hip or stretching hip flexor muscles during stance can initiate flexor burst activity during fictive locomotion and stepping in decerebrate cats, respectively (Kriellaars et al., 1994; Hiebert et al., 1996) . Thus hip extension is another necessary condition for allowing the initiation of the swing phase. One hypothesis derived from these two sets of findings is that the transition from the stance phase to the swing phase in the hind legs of intact walking animals is normally initiated by a combined reduction in an inhibitory signal from load-sensitive afferents from the ankle extensor muscles and an increase in an excitatory signal from position-sensitive afferents from the hip onto the system generating flexor bursts (McCrea 2001; Pearson 2003) . If true, then an important issue is to establish the relative importance of these two mechanisms. Intuitively it seems reasonable that either mechanism acting alone could be effective in controlling the stance-to-swing transition, but this suspicion may be incorrect given the difficulty of imagining the consequences of the complex mechanical interactions between the legs, and the dependence of these interactions on the geometry of the legs and the state of the ankle extensor muscles. Here we have examined this issue in a simulation of the hind legs by analyzing the effects on the stepping pattern when the stance-to-swing transition was controlled by either a combination of the two mechanisms, or by one or the other mechanism alone.
Methods
The basis of this investigation was a 3-dimensional forward dynamics simulation of the two hind legs of the cat connected to a rigid trunk that is supported at the front by two stiff front legs, working as struts, sliding on the ground surface without friction ( Figure 1A) . Each leg has three links (thigh, shank and paw) with four degrees of freedom: two at the hip (flexion-extension and abduction-adduction), one at the knee (flexion-extension) and ankle (flexionextension). Since we initially could not know precisely which neuro-mechanical interactions would be of importance we used a full 3-dimensional model to allow possible instabilities involving lateral movements to emerge. With the exception of abduction-adduction movements of the hip (see below), movement at each joint was controlled by torques produced by three muscles arranged in a manner to mimic actual muscles in the cat hind leg. A finite state controller based on known physiological mechanisms for state transitions and magnitude control was used to establish the level of activation of each muscle (see later section).
Simulation of leg muscles
Seven muscles were included in the model of each leg ( Figure 1B [gastrocnemius, Gas] . The simulation of all muscles controlling flexion and extension movements was based on the model of Brown et al. (1996) for the soleus muscle. The parameters used for calculating the force-velocity and force-length relationships are given in Appendix A.1. The force was scaled linearly with the level of activation received from the controller. Each muscle also included an in-series elastic tendon (see Appendix A.3).
The muscle torque at each joint was obtained by summing the contribution from all muscles acting at the joint. Where explicit moment arms were required (see Appendix A.2), they were taken from published papers (Goslow et al., 1973) . The muscle lengths were set so that they would normally operate at lengths where force increases with length (see Appendix A.2). During the running of the simulation, the lengths and velocities of the muscles were calculated from the geometry of the leg segments, lever arms, and the actual angular velocities of joint movements.
Abduction and adduction movements of the hip were controlled by a passive linear spring and damper. For small movements this would correspond to tonically activated muscles. See Appendix A.4 for details.
Simulation of leg and body mechanics
The body and leg segments were modeled as rigid segments with the centre of mass located at the midpoint of each segment. The masses of the leg segments were taken from Hoy and Zernicke (1985, see AppendixA.5) . The mass of the trunk and hindquarters was taken as 2 kg with the center of mass in the middle of the segment connecting hind and forelegs. The moments of inertia for all segments were calculated from estimates of the segment dimensions (see Appendix A.5) assuming a constant density. In the simulation program, the location of each segment was represented by a redundant set of Cartesian coordinates specifying, individually for each segment, the location of its mid-point and its orientation in 3-dimensional space. A set of constraint equations was used to specify how the different segments were allowed to move in relation to each other, thus effectively enforcing the joint restrictions. The knee and ankle allowed only one degree of freedom (hinge joints) while the hip allowed two (universal joint). This constrained each leg to move in a plane, but this plane could rotate around an axis parallel to the length of the trunk segment (adduction-abduction).
The ground was modeled as a flat horizontal surface with some elasticity and damping. While a paw was on the ground, any displacement  x (mm) gave rise to a counteracting force of 2.0 x 3 (N) and, in addition, all downward velocities v were damped by a force 0.08 v  x  2 (N). The resulting ground model had the desired property of absorbing the kinetic energy of the leg at foot impact.
The time course of the movement was simulated by repeatedly, for each time step of 0.25 ms, calculating the next location of all segments. These new locations were calculated efficiently by numerically solving the Lagrangian equations for the system in combination with the constraint equations. This calculation was done using a multidimensional Newton-Raphson method which involved computing the Jacobian matrix for the entire equation system. Since the entire system involves 180 state variables, special techniques for handling sparse equation systems where used to avoid handling the full 180×180 matrix. In particular, Cholesky factorization was used since it preserved the sparse structure of the system.
Simulation of the neural control system
The activation of the muscles in each leg was controlled by a system that incorporated a selected subset of the known features of the biological system controlling stepping in the hind leg of the cat. We did not attempt to incorporate all the known biological properties into the controller because our aim was to construct a simple, understandable controller that would still produce stable and realistic stepping movements. Minimizing the complexity has the advantage that the contribution of individual mechanisms can be more readily determined.
Each leg was controlled by a separate controller, each progressing sequentially and repeatedly through four states: lift-off, swing, touch-down, and stance. The switching between these states was governed by signals related to the state of the leg, and different sets of muscles were activated in each state (Figure 2 ). Lift-off commenced when the force in the ankle extensor was low enough and the hip joint sufficiently extended. These two factors were combined linearly, so that a low force would initiate the swing at less extension while a higher force would require more extension. This particular rule was in some experiments replaced by alternative rules based on only the muscle force or the hip angle (see Results). The ankle flexor, bifunctional knee flexor and hip extensor, and hip flexor muscles were activated simultaneously to lift the foot from the ground. Swing commenced as soon as the foot left the ground, and was produced by activation of the hip and ankle flexors. Touch-down was initiated when a combination of the hip and knee angles passed a preset value. The hip extensor/knee flexor and ankle extensor/knee flexor were activated during the touch-down phase. Finally, the stance phase was initiated when the foot contacted the ground. The hip extensor, knee extensor and both muscles extending the ankle were activated during the stance phase. Coupling between the controller for the left and right leg was implemented as an additional rule delaying the transition from stance to lift-off as long as the contralateral controller was not in its stance phase. This coupling could be removed in order to analyze the performance with only peripheral coupling present (see Results). The exact rules used are listed in Appendix A.6.
During the lift-off phase, the levels of activation of the muscles were constant. During the swing, the hip and ankle flexors received an input which first increased and then decreased as the swing progressed. This was achieved in the model by using the knee angle as an indicator of the swing state, so that increased flexion in the knee activated the ankle and hip flexor muscles more. During the touch-down phase, activation of the bifunctional hip extensor, knee flexor muscle was proportional to the hip angular velocity, functioning as an efficient brake of the swing movement. All levels were adjusted manually to produce a realistic movement of the leg from lift-off to touch-down ( Figure 3A ).
During the stance phase, the levels of activation in the knee extensor, the ankle extensor/knee flexor, and the ankle extensor muscles were established by linearly combining signals describing the state of the leg (muscle forces and lengths and joint angles, see Appendix A.6). Including a signal related to the extension of the hip for the knee extensor simulated the progressively increasing level of activation seen in normal walking cats. A signal proportional to the force in the Gas muscle was added to a constant value to activate the Sol muscle, and Gas was activated by a signal proportional to the force in the Sol muscle. This arrangement provided force-feedback to the ankle extensor muscles (Donelan and Pearson, 2004) . The gains of the feedback pathways were adjusted manually to produce realistic movements of the leg during the stance phase. Appendix A.6 lists all values used for muscle activation during stance and Figure 3B shows the resulting movement.
Two notable features of the control scheme were, 1) the possibility to remove all direct coupling between the controllers for the two legs, and 2) the lack of intrinsic rhythmicity, i.e. the inability to generate rhythmic output in the absence of afferent signals. Our rationale for excluding intrinsic rhythmicity was that phase transitions during slow walking over even terrain seem to be primarily timed by sensory signals. Recent physiological data indicate that both the stance-to-swing and swing-to-stance transitions are strongly dependent on sensory signals related to unloading of the ankle extensors and hip flexion, respectively (Pearson, 2003 . Making the model completely dependent on sensory signals excluded the possibility that an internal rhythmicity could take over during the experiments and drive the motor pattern in a different mode of operation. A central timing component could easily be added to the model by limiting the duration of flexor bursts during swing and extensor bursts during stance, but for this study this would only have served as a complication in interpreting the simulation results. The possibility to remove the direct coupling of the controllers of the two legs allowed us to examine to what extent the mechanical linkage between the two legs may serve as a factor in coordination (see Results).
Programming and running the simulation
The simulation program was developed and executed within the Debian GNU/Linux operating system. The simulation program consists of three major components: the mechanical dynamics solver, the control system, and the graphical engine. The component which numerically simulates the leg and body dynamics, including muscle properties, was written in the programming language C. C was chosen for these time critical parts in order to get maximal simulation performance. The model of the neural control system was written in the scripting language Python and linked to the C components. This partitioned organization allowed easy experimentation because normally only the parts written in the Python scripts were changed between trials. The resulting movements were presented graphically on the screen via the OpenGL graphics library, making it possible to directly see the consequences of various parameter changes and perturbations. The time step for the mechanical calculations was 0.25 ms, the controller was updated every 0.5 ms, and the graphics and data collection was processed once every 10 ms. When running on a 1.465 GHz processor machine (AMD Athlon XP 1700+) with a 3D-accelerated graphics card (NVidia GForce2), the rate of the simulation was approximately 15% of real time; for example, a 6 s experiment took about 40 s to simulate. This high rate readily allowed quick assessment of the quality of each trial.
Results

Walking without central crossed coupling
The initial objective of this investigation was to determine whether the simulation based on the control scheme illustrated in Figure 2 was capable of producing stable stepping with features resembling those in normal walking cats. We began by investigating the performance of the simulation without crosscoupling between the two controllers. This was consistent with our strategy of developing the simulation with the minimum of complexity, and it gave us the opportunity to assess the extent to which mechanical linkage between the legs was involved in coordinating stepping. The parameters used for the muscles and body mechanics were set according to values based on biological measurements (see Appendix) and were not varied in the course of the investigation. Thus, the only parameters that were changed were those in the Python script representing the neural control strategy for each leg. By systematically changing these parameters we found that stable stepping could be easily produced. Videos of the simulations are available in the supplementary material, and can also be viewed at http://sans.nada.kth.se/catstepping. Videos are referred to using the same numbers as the corresponding figure (e.g. video 3C corresponds to the data illustrated in figure 3C ).
The step cycle of each leg clearly displayed the four distinct phases F, E1, E2 and E3 that characterize the joint movements in walking cats (Engberg & Lundberg 1969) , with extension at the knee and ankle during late swing (the E1 phase) and yielding at the ankle during early stance (the E2 phase) ( Figure 4A ). A striking, and initially unexpected result of the simulation was the strong reciprocal coordination between the stepping of the two legs (Figures 4 and 5A, see also Video 5A). This coordination must be entirely due to mechanical coupling because there was no other linkage between the two controllers in this situation.
Not surprisingly, the patterns of activation in the muscles of each leg resembled those occurring in normal walking animals ( Figure 4B ), since some of these features were coded directly, e.g. augmenting level of activity in the knee extensor (VL), and others resulted from expected changes in feedback signals, e.g. declining levels of activity of the two muscles (Gas and Sol) extending the ankle due to a declining contribution of the force-feedback. The ground reaction forces were also qualitatively similar to those occurring in walking animals ( Figure 4C ), and as expected, the vertical ground reaction force averaged over one step equaled the weight of the hind legs plus half the body weight, and both horizontal forces averaged to zero when the forward velocity was constant.
The lateral movements at the hip joint were small and did not present any surprises ( Figure 4A ). The neutral adduction angle of 2 degrees gave the model a posture with the legs leaning slightly inwards. During stance, the load on the leg caused an increase in the adduction up to around 4 degrees.
Robustness of the gait
The model parameters were tuned to generate a natural walking pattern when walking over a flat horizontal ground. By exposing the model to other situations the robustness of the system could be assessed. A simple and at the same time natural disturbance was introduced by modifying the ground level to make the model walk in an upslope or downslope. With an upslope of 20% (11.3 degrees) the cat slowed down but was able to continue walking ( Figure 3D ). The shorter steps are mainly a consequence of the slower speed. When exposed to a downslope the cat accelerated forcing it to take longer steps. A 20% downslope resulted in a too high speed for the walking controller to handle, but with a 15% slope (8.5 degrees) the model could adapt to the situation ( Figure 3E ). Note that no changes or adjustments were made to the pattern of muscle activation in the different walking situations. Therefore, the slowdown and speedup of forward progression when walking upslope and downslope, respectively, were due to the gravitational force counteracting and assisting propulsive forces of the muscles. In addition to speed changes, the working range of the hip shifted backward during upslope walking and forward during downslope walking, thus matching qualitatively behavioral observations in cats (Carlson-Kurta et al. 1998; . Figure 3C demonstrates a single trial where the model encountered multiple challanges, first a steep upslope and then a continuously varying ground level (see also Video 3C).
We also tested the models ability to handle external forces applied at the center of gravity of the trunk segment. With an extra load of 10 N the model was still able to walk, taking on a more crouched posture. A lateral force of 5 N during 1 s made the model change walking direction due to the lack of friction in the front paws, but the walking pattern remained seemingly unaffected. A short (100 ms) impact of 20 N had a similar effect. A 4 N force during 1 s directed backwards made the model slow down considerably but it continued walking, much like in the upslope situation. Increasing the force even more (4.5 N) made the model stop and eventually fall backwards. Similarly, a forward force of 5 N made it speed up while 6 N was too much causing it to fall by tripping (hitting the ground during swing). Videos of these experiments are available in the supplementary material.
Finally, we tested the robustness against changes of internal parameters. Since the control system was tuned to match the particular musculo-skeletal system used, changing a critical internal parameter was expected to have an exaggerated impact when the control system was not re-tuned. As a critical parameter we selected the force-length curve of the gastrocnemius muscle. When shortening the muscle by a factor of 10% the cat was still able to walk, albeit less gracefully.
Stance termination rules
The main objective of the current investigation was to functionally characterize the two main signals involved in determining the stance duration, i.e. 1) the sensory signal related to unloading of the ankle extensors and 2) the sensory signal related to hip extension. In particular, we wanted to find out whether a rule based on either of these signals alone would be sufficient. From hereon we refer to these two rules for regulating stance duration as the unloading rule and the hip extension rule, respectively. The unloading rule controlled stance termination by initiating liftoff when the force in the uniarticular ankle extensor muscle (homologous to Soleus) fell below a fixed value of 5 N. The hip extension rule led to stance termination when the hip angle exceeded a fixed value of 107 o . These threshold values correspond to the actual load and hip angle, respectively, where the switch normally occurred with the combined rule used above. To make the comparison between the two rules, we first ran the simulation using the combined rule and then bilaterally switched to one of the rules under study after stepping had stabilized ( Figure 5 ). The state of the simulation was thus identical at the time when the switch was made to either the unloading rule ( Figure 5B ) or the hip extension rule ( Figure 5C , and Video 5C).
Following the switch, the behavior of the simulation was clearly different for the two rules. Switching to the unloading rule produced no noticeable alteration in the coordination of stepping in the two legs, and the gait pattern remained stable. On the other hand, when we switched to the hip extension rule there was a strong tendency for the gait to become unstable and for the model to eventually either trip or fall. Figure 5C shows an example where the hip extension rule led to a progressive divergence in phase coordination of the two legs from a stable value of 0.5 (alternating gait) to a point where the left leg tripped. Tripping occurred when the end of the paw touched the ground during swing, before the condition for initiating touchdown was reached. Typically, the premature contact with the ground was brief but it did delay significantly the completion of the swing phase. The irregular gait pattern following a trip explains the discontinuities in the phase relationships shown in Figure 5C , 6C and 6D.
When only the hip extension rule was used, we systematically attempted to find combinations of values of the threshold hip angle and the parameters controlling the activation of extensor muscles to produce stable walking with alternating stepping of the two legs, but we failed to find any. In all instances the phase values systematically drifted away from 0.5, and in the majority of runs the model eventually fell or collapsed. The leg movements, both in the sagittal plane and laterally, initially remained normal while the interleg coordination was disturbed. Visual observations of the simulations clearly indicated that the instabilities arose when the phase value shifted away from 0.5 to a point where the swing phases of the two legs started to overlap, i.e. when there was a period when neither leg was in contact with the ground. In our initial simulations this overlap was allowed because we deliberately excluded any form of coupling between the controllers of the two legs. However, we know from physiological experiments (Lam & Pearson 2001) that there is mutual inhibition between the neuronal systems generating flexor bursts in the two hind legs that prevents the two legs from entering the swing phase simultaneously. Thus, to more closely simulate the physiological situation, we added a supplementary control rule that prevented the leg controller from entering the lift-off phase when the opposite leg was not in the stance phase (we refer to this rule as the cross-coupling rule). When used in combination with the unloading rule, this cross coupling did not change anything. In fact, the result was identical to that of Figure 5B . In contrast, when the cross-coupling rule was supplementing the hip extension rule, the simulation changed from being unstable into being stable, i.e. it produced a stationary gait pattern, but the coordination was abnormal ( Figure 5D ). Following the switch to this rule, the phase values drifted progressively away from 0.5 (as we observed initially when only the hip extension rule was used) to a point at which the two swing phases commenced to overlap. At this point the cross-coupling rule became effective and the gait entered a stable, asymmetrical mode with the onset of swing in one leg following immediately after the termination of swing of the opposite leg. This asymmetric gait was not very stable and small changes of the initial conditions often lead to a fall.
Perturbation analysis
Having found that the two rules for terminating the stance phase when used alone resulted in differences is stepping behavior, we anticipated that the responses to perturbations would also differ. To examine this prediction, we perturbed the simulation by suddenly removing the ground friction for 100 ms, mid-way during the stance of the left leg ( Figure 6 ). The coordination of stepping in the two legs was only transiently affected by the slip perturbation when the combined rule was used ( Figure 6A and Video 6A) and when the unloading rule was used ( Figure 6B ). In both cases the perturbation shifted the phase values away from 0.5, but these values converged back to close to 0.5 within a few step cycles. By contrast when the hip extension rule was used either alone ( Figure 6C ) or together with the cross-coupling rule ( Figure 6D ) the simulation became very unstable and either fell or collapsed quickly.
The striking difference between the behavior of the simulation using the unloading and the hip extension rules for terminating stance led us to examine the reason(s) for this difference. The basic issue was to determine why the unloading rule stabilized the coordination between the legs at a phase value close to 0.5 while the hip extension rule led to a progressive shift away from a phase value of 0.5. Insight into this issue came by examining the effects of slightly changing the touchdown time of the opposite leg (Figure 7 ). When the unloading rule was used for controlling stance termination, slightly advancing or delaying swing termination resulted in an advance or delay, respectively, in the time of stance termination of the following step in the first leg ( Figure 7A and 7B ). This reaction is appropriate for maintaining a phase value of 0.5: if one leg is early the other must be quicker to catch up. On the other hand, when the hip extension rule was used for controlling stance termination, the time of liftoff did not change appropriately. In fact, a tendency for the opposite effect was observed ( Figure 7C ). This has the effect of shifting the phase values away from 0.5. The mechanisms behind these two responses can be understood by observing how delaying or advancing the opposite leg affected the ankle extensor load and hip angle around the time of stance termination (Figure 8 ). The load in the ankle extensor dropped after a rather constant delay following contralateral touchdown ( Figure 8A ) which is natural since the opposite leg takes part of the load. This explains the stabilizing effect of the unloading rule. The mechanism behind the reversed effect for the hip extension rule can also be understood by considering the mechanical consequences of the perturbation. Delaying the time when the swinging leg received ground contact resulted in a faster hip extension in the standing leg near the end of its stance thus causing the hip to reach the critical angle earlier.
Advancing the time of ground contact produced the opposite effects ( Figure 8B ). The reason for these changes in the velocity of hip extension is that near the end of stance the force vector of the ground reaction force is directed posterior to the hip joint and therefore provides a torque supporting the hip extension. When the opposite leg becomes loaded after touchdown, this supporting torque is reduced leading to a slower extension. Consequently, if swing termination is delayed in the opposite leg, the standing leg extends faster. If the hip extension rule is used alone for stance termination this leads to an earlier stance termination, contrary to what is needed to restore the alternating gait. Monitoring the direction of the ground reaction force in the model confirmed that it was consistently directed posterior to the hip joint during late stance.
One of the primary findings of this study was that the unloading rule led to stable walking of the simulation with and without small perturbations of the movements of single legs. This stability is due to the fact that any event that reduces the load carried by one leg automatically results in additional loading of the contralateral leg. This coupling mechanism can be reduced by simply lifting the body so that the average load is lower. Figure 9A shows that when the hindquarters were lifted by a vertical force of 12 N, applied at the center of gravity of the trunk segment, the coordinated alternating gait disappeared. In fact, the system re-stabilized into a new gait resembling galloping, with the stance phases markedly shortened. The swing phases in the two legs overlapped by about 30%, but unlike previous situations this did not result in tripping and falling, presumably because the external lifting force saved the hindquarters from falling down during the overlap period. The production of a galloping-like gait by lifting the hindquarters does not match behavioral observations because we know that alternating stepping is maintained when the hindquarters of decerebrate and normal cats are lifted (Pearson, unpublished observations) . However, by including the cross-coupling rule in the simulation the physiological behavior was easily reproduced ( Figure 9B ).
Discussion
In this investigation we have used a 3-dimensional dynamic simulation of the hind legs of the cat to assess the functional characteristics of two neuronal mechanisms that are currently considered to be involved in terminating the stance phase of the step cycle. The first is removal of inhibition from force-sensitive afferents in the ankle extensor muscles onto the spinal system generating burst of activity in flexor motoneurons (Whelan et al., 1995, Duysens and Pearson, 1980) , and the second is excitation of the flexor burst generating system by sensory signals related to the magnitude of activity in position-sensitive afferents from the hip (Grillner and Rossignol, 1978, Hiebert et al., 1996) . The combination of these two mechanisms has led to the concept that a necessary condition for the initiation of the swing phase is unloading and extension of the leg (Prochazka, 1996 , Pearson, 2003 . To date, all the data supporting this concept have come from studies on spinal or decerebrate preparations in which the mechanical properties of the preparation were often far from normal (at one extreme, data have often been collected from paralyzed preparations). Furthermore, in situations in which data were derived in a functional context (such as stepping in spinal cats (Grillner and Rossignol, 1978) ), it has not been possible to completely isolate the contribution of specific mechanisms to the regulation of the step cycle. Ultimately, any proposal for a mechanism controlling stepping must be evaluated in a context that includes all the complex interactions between neuronal, muscular, mechanical and environmental events. Because this has not yet been done for any proposed mechanism regulating phase transitions, we currently do not know how effectively the stance-to-swing transition can be regulated by sensory signals from the hip and/or the ankle extensor muscles. Because this issue cannot be addressed directly in normal walking animals, our approach has been to use a computer simulation that allows the study of individual mechanisms in isolation.
At the outset, we recognized that the simulation could only capture some of the features of the walking system of the cat due to the absence of biological information. The mechanics were simplified by only simulating stepping in the hind legs, assuming the mass in each leg segment was uniformly distributed, and disregarding movements of the trunk. All muscles were simulated with the same model, and only a subset of all hind leg muscles was included. And finally, the controller included only a few sensory pathways and did not attempt to simulate neuronal events in the spinal cord (see below). Our design philosophy was to keep the simulation as simply as possible by minimizing the number of elements, yet sufficiently complex to produce robust stepping on a variety of terrains and to mimic the main characteristics of stepping in the hind legs. Moreover, the simulation was specifically designed to allow an examination of the regulation of the stance phase by sensory signals from the ankle extensor muscles and the hip joint. There are undoubtedly other sensory signals, as well as central processes, involved in regulating the transition from stance to swing, but for our purposes the absence of these processes was not a limitation because we wished to examine the characteristics of individual mechanisms in regulating the stance to swing transition independently from other mechanisms.
When doing changes to a model and observing the consequences it is important to first ensure that the initial model is robust both with regard to its operating environment and to the precise parameter values used. We have exposed the model to a number of different walking situations, such as exposure of external forces in all directions, and are quite convinced that the model is capable of producing realistic walking patterns in varying circumstances. The results in figure 3C , D and E demonstrate that the model is capable of continuing walking when the situation is quite different. An addition, moderate changes of internal model parameters has no serious impact on the walking behavior. Thus, we believe that the general results are independent of the particular parameters we have used.
The main finding of the current investigation was a major qualitative difference in the characteristics of coordination of stepping in the hind legs when unloading of the ankle extensor muscle was used to control the termination of stance compared to the use of hip extension for terminating stance. The unloading rule invariably led to stable alternating stepping in the hind legs, whereas the hip extension rule led to progressive shifts in the coordination (Figures 5 and 6 ) and often to falling or collapse of the hindquarters. The analysis of the effects of small perturbations of one leg revealed the reason for this difference. When the unloading rule was used, a perturbation of one leg led to a modification of stepping in the opposite leg that tended to preserve a phase value of 0.5, i.e. alternating stepping ( Figure 7B and 8A ). On the other hand when the hip extension rule was used, perturbations of stepping in one leg led to changes in the opposite leg that tended to shift the phase away from 0.5 ( Figure 7C and 8B) . It was the tendency to move away from an alternating gait that eventually led to instability when the hip extension rule was used alone.
It is important to note that the initial observations we made on the unloading and hip extension rules were done in simulations that did not include any cross coupling between the controllers for the two legs. Including cross coupling had no influence on coordination when the unloading rule was used alone because the mechanical linkage associated with this rule ensured no overlap of flexor activity in the two legs (see below). On the other hand, the performance of the simulations using the hip extension rule was strongly influenced when cross coupling between flexor systems was included (compare Figures 5C and 5D ). This is because the hip extension rule on its own led to overlap of flexor burst activity and when this occurred there was a high probability that the simulation collapsed or fell ( Figure 5C ). Including cross coupling prevented this overlap and stable stepping resulted ( Figure 5D ). However, the cross coupling did not prevent the initial tendency of shifting the coordination away from phase values of 0.5. Thus when the simulation was started at a phase value of 0.5 the phase shifted until the activity in the flexor systems just began to overlap. At this point the inhibitory cross coupling prevented simultaneous stepping and the system settled into an asymmetrical gait not normally seen in walking animals.
A significant advantage of initially excluding cross coupling between the controllers for the two legs was that it allowed the characteristics of purely mechanical linkages between the legs to be examined. The possibility that mechanical linkages may play a significant role in coordinating stepping movements has not been considered seriously in the past. Here we have shown that mechanical linkage resulting from the unloading rule leads to robust reciprocal coordination of stepping in the two legs. Thus, if the unloading rule operates in walking animals then it is likely that mechanical linkage between the legs normally functions to assist in coordination. A prediction from this conclusion is that a loss of load information from the ankle extensors would disturb the coordination of stepping in the two hindlegs. The dominance of the unloading rule over the hip extension rule (Figures 5 and 6 ) also predicts that abolition of sensory feedback from the hip region would have little influence on the timing and coordination of stepping of the two hind legs. If this proves to be true, then an obvious question is whether or not sensory feedback from the hip has any significant function in controlling phase transitions during walking. An alternative function for hip afferents may be to control transitions from extensor to flexor activity in situations in which the leg is unloaded, or only weakly loaded, such as scratching and swimming. To our knowledge there have been no physiological investigations on the role of hip afferents during swimming and scratching, so it is not possible to assess the likelihood of their involvement in regulating phase transitions during these behaviors. It is also noteworthy that lifting the hindquarters reduced stance duration in the simulation that included crossed coupling ( Figure 9B ) leading to the prediction that the same thing should happen for cats stepping on a treadmill when their hindquarters are lifted.
Another feature of our simulation was that we did not attempt to simulate intrinsic rhythmicity in the controllers (central pattern generation). Because the existence of central pattern generating networks with intrinsic rhythmicity in the cat spinal cord is beyond doubt, it is essential that we justify excluding these networks from the simulation. Recent physiological data indicate that the phase transitions between stance and swing and between swing and stance may be switched by phasic sensory signals from peripheral receptors (Pearson, 2003 . The finite-state simulation we used was designed to mimic the phase-switching influences of these sensory signals, and thus examine whether these signals can indeed control transitions in a manner that leads to stable stepping on a horizontal terrain. This is not to say we believe central pattern generating networks are unimportant in the generation of locomotor activity. Indeed the central pattern generators contribute substantially to burst generation in motoneurons, and this action is supported by sensory input to motoneurons mediated by pathways modulated by the central pattern generators (McCrea 2001) . We could have easily modified our controller to produce a centrally generated rhythm in the absence of sensory input by simply limiting the duration of the swing and stance phases independent of sensory signals. However, because the focus of the study was on establishing the functional characteristics of different sensory signals that might regulate the stance to swing transition, we would have had to set the duration of stance-related activity of the central pattern generator to a value sufficiently long to allow the sensory signals to initiate swing. In this situation, limiting the duration of centrally generated bursts would have been superfluous. We acknowledge that exclusion of central pattern generators resulted in a controller that did not mimic known mechanisms for establishing the magnitude of muscle activity, but again we felt this was not necessary for examining sensory control of the swing to stance transition. The levels of muscle activation used in the controller were selected to yield stable locomotion under a variety of conditions (Figure 3 ) and therefore provide a robust system for isolating the functional characteristics of the two sensory mechanisms we examined.
Our present study, together with the previous investigation by Yakovenko et al. (2004) , have clearly demonstrated that simulations of the interacting mechanical, muscular and neuronal elements of the cat hind legs can yield valuable insights into mechanisms controlling stepping. Yakovenko et al. (2004) demonstrated that feedback from muscle proprioceptors during the stance phase can stabilize stepping when the output of central pattern generating networks is low, and we have found that the ankle extensor unloading rule is able to stabilize the alternating gait when used to control the time of paw liftoff. In addition, we unexpectedly found that the unloading rule mechanically couples the two hind legs in a manner that leads to stable alternating stepping of the two legs. The use of simulations of walking in the cat will undoubtedly become more prominent in the near future. First, they provide a framework for bringing together the large body of data on the neuronal, muscular and mechanical elements involved in producing walking. Second, they provide a powerful tool for gaining insights into complex interactions between the environment, limbs and the neuromuscular system. Finally, the computational techniques for real-time simulations are now available, and can be easily extended to simulations with more degrees of freedom, more muscles, and more complex neuronal control mechanisms.
A.1 Muscle parameters
The muscle force was calculated using the muscle model of Brown et al. (1996) . The total force F is expressed as
where a is the neural activation, F L is the length dependence, F V the velocity dependence, and F P a passive stretch component. The actual force is scaled by the maximal isometric force F max , and all lengths are normalized with respect to L max (the length where F L =1 ).
The force-length dependence is calculated as
with parameters β=2.3, ω=1.26, and ρ=1.62.
The force-velocity dependence is 
A.2 Muscle insertion
The muscles were all coupled to the skeletal model so that 2 degrees of joint motion correspond to 1% of muscle length change, except for the gastrocnemius where 1.5 degrees at the ankle or 4.5 degrees at the knee are required. In the conversion between muscle force and torque, lever arms were taken to be 15 mm for gastrocnemius and soleus insertion at the ankle, 5 mm for gastrocnemius at the knee and 9 mm for vastus lateralis.
The muscle lengths were set so that at a neutral posture with the hip at 65 degrees, the knee at 100 degrees, and the ankle at 105 degrees, all single joint muscles had a length of 85% of L max and all dual joint muscles 75%. in units of F max / L max . For example, the value 100 for the semitendinosus means that at maximal muscle force, the length change due to series elasticity is 1% of L max which corresponds to a joint angle of 2 degrees (see above).
A.4 Abduction/adduction
Abduction-adduction movements at the hip joint were controlled by a passive torque-spring with linear elasticity and damping. The neutral angle (zero torque) of the spring was set to 2 degrees of adduction. The spring parameters were: In each panel, the bottom diagram shows the time of ground contact for the two legs (black rectangles). The curves on top show the phase of the two legs, measured both when the leg touches and leaves the ground. The phase of each event (touching or leaving ground) is defined in relation to the corresponding events in the opposite leg; zero (and one) meaning the same time (synchrony) while 0.5 means midway inbetween.
A: Stance termination is determined by linearly weighting the hip angle and the load on the ankle extensor muscles. The phase remaining close to 0.5 indicates a stable gait where the legs move in anti-phase.
B:
Up to the time 2.5, this is identical to A, but at that time the stance termination rule is replaced by one where only the unloading information is used. C: At time 2.5, the stance termination rule is replaced by one where only the hip angle is used. Note that the phase gradually drifts away from 0.5. At time 4.0, the left leg is not able to clear the ground during swing, and at time 4.5 the model falls.
D:
In this trial, cross-couping is added, compared to C. The coupling prevents stance termination as long as the contralateral leg is not in stance. Note that this controller is capable of generating a stable gait, but the left and right legs are not in anti-phase. Figure 6 : Simulation using the same control mechanisms as is figure 5, but subjecting the model to a perturbation (slip) just before the control mechanism under study is put into action (at time 2.5, dashed vertical line). Horizontal friction is temporarily set to zero during 100 ms while the left leg is in stance, causing it to slide backwards and terminate the stance prematurely. In both cases where unloading of the ankle extensor is used (A and B) , the system is able to return to a stable gait. In both C and D, the model quickly looses the gait coordination and falls.
Figure 7: Change of liftoff timing due to small variations in the touchdown time of the contralateral leg. The swing termination rule of the contralateral leg was manipulated so that this leg was set down slightly earlier or later than normal. The diagrams shows the reaction when using: (A) the combined rule, (B) the unloading rule alone, and (C) the hip extension rule alone. In order to maintain a stable gait, any delay (or advance) in one leg must be followed by a corresponding delay (advance) of the opposite leg, here seen as a positive slope as in A and B. Even a minute tendency to change in the opposite direction (negative slope, as in C) will eventually break down any regular gait. Figure 8 : A detailed view of how the two factors involved in stance termination (ankle load, A, and hip angle, B) were affected by timing variations in the opposite leg. The stance termination mechanism itself was here disabled to make it possible to see the undisturbed movement and force. The three curves correspond to the situation when the opposite leg was set down early (solid), normally (dashed) or late (dotted). The arrows indicate the time of touchdown of the opposite leg in these three cases (exact times are listed in the key of B).
A shows the effect on the unloading rule. A delay of the opposite leg caused a corresponding delay in when the muscle force reached the threshold value (dashed horizontal line) while an early touchdown resulted in an earlier force reduction.
B shows how the hip extension rule was affected. When the opposite leg was later than normal the hip angle continued to extend faster (steeper curve) causing it to reach the threshold for stance termination (dashed horizontal line) earlier.
When the opposite leg was early the hip extended slower (less steep) which caused it to reach the threshold later. 
B:
The unloading rule used in combination with cross-coupling, preventing stance termination when the opposite leg is not in the stance phase. In this case, the same lifting did not break the gait pattern.
