Abstract. It is shown that a formula of Heinig for the inverse of a Toeplitz matrix follows from a formula of the author for the inverse of a Hankel matrix. also [11] ), the analogous connection between the Heinig formula and an inversion formula of the author [10] for Hankel matrices appears to have gone unnoticed. We make this connection explicit here. We first state Heinig's result.
The explicit formulas of Gohberg and Semencul [4] and Heinig [6] for the inverse of a Toeplitz matrix have important applications and provide theoretical insight into the properties of Toeplitz matrices. Although it has been noted in several papers (e.g. [1] , [2] , [3] , [5] , [7] , [8] ) that there is a close connection between the GohbergSemencul formula and the Toeplitz inversion formula given by the author in [9] (cf.
also [11] ), the analogous connection between the Heinig formula and an inversion formula of the author [10] for Hankel matrices appears to have gone unnoticed. We make this connection explicit here. We first state Heinig's result.
Theorem 1 [Heinig, 1979] . Suppose that the Toeplitz matrix
is invertible, and let x 0 , . . . , x n and z 0 , . . . , z n be the solutions of the systems
and
where φ −n−1 (which does not appear in T n ) is arbitrary. Let x r = 0 if r < 0 or r > n; z n+1 = −1, z r = 0 if r < 0 or r > n + 1.
Let A n and U n be the lower triangular Toeplitz matrices
and let D n and V n be the upper triangular Toeplitz matrices
Then
We will deduce (6) from an inversion formula given in [10] for a Hankel matrix
The following lemma is clearly implicit in the first paragraph of Section 3 of [10] .For the reader's convenience, we use the notation of that paragraph here.
Lemma 1 [Trench, 1965] .Suppose that the matrix H n in (7) and its principal submatrix
2 are both invertible, and let u 0,n−1 , . . . , u n−1,n−1 and u 0n , . . . , u nn be the solutions of the systems
and n s=0
where C 2n+1 in (9) (which does not appear in H n ) is arbitrary. Define
u n,n−1 = u n+1,n = 1 (11) and u n+1,n−1 = 0. Then
where
with a −1,s+1 = a r−1,n+1 = 0, 0 ≤ r, s ≤ n. 8) , it can be seen that
hence, our assumptions imply that λ n = 0, so that the division in (12) is legitimate.
However, to deduce the Heinig formula in complete generality, it is necessary to eliminate the assumption that H n−1 is invertible. The following stronger version of Lemma 1 was motivated by this requirement. It had not occurred to the author earlier.
Theorem 2.
Suppose that H n in (7) is invertible, and let ξ 0 , . . . , ξ n and η 0 , . . . , η n be the solutions of the systems
where C 2n+1 is arbitrary. For convenience, define ξ n+1 = 0 and
Then H −1 n = (a rs ) n r,s=0 , with
subject to (13).
Proof. Comparing (9) and (11) with (15) and (16) shows that
From (8), (10) and (11),
From this and (14),
if λ n = 0. Now (18) and (19) imply that (12) can be rewritten as (17) if H n and H n−1 are both nonsingular. However, the quantities in (14), (15) and (17) are all continuous functions of C 0 , . . . , C 2n so long as det(H n ) = 0; hence, (17) is also valid for all such C 0 , . . . , C 2n , including those for which det(H n−1 ) may happen to vanish.
To obtain Theorem 1, we simply rewrite (1) and (2) as
and apply Theorem 2 to the Hankel matrix
i.e., with
Making this substitution into (14) and (15) and comparing the results with (20) and (21) shows that ξ r = x r and η r = −z r (0 ≤ r ≤ n). Moreover,
by definition (cf. (3) and (16)). Therefore, (17) can be rewritten as
for the Hankel matrix (22). With {a rs } as in (23),
Replacing k by n − k here yields n k=0 a r,n−k φ k−s = δ rs , 0 ≤ r, s ≤ n;
hence, the elements of T 
Finally, replacing s by n − s in (13) and (23) and using (24) shows that
with
The last two equations are equivalent to the Heinig formula. To see this, simply perform the matrix operations in (6), recalling (3), (4), and (5) which is equivalent to (25) and (26).
