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Abstract
Gelfand numbers represent a measure for the information complexity which is given by the
number of information needed to approximate functions in a subset of a normed space with
an error less than ε. More precisely, Gelfand numbers coincide up to the factor 2 with the
minimal error ewor(n,Λall) which describes the error of the optimal (non-linear) algorithm that
is based on n arbitrary linear functionals. This explains the crucial role of Gelfand numbers in
the study of approximation problems. Let Stp1,p1B((0, 1)
d) be the Besov spaces with dominating
mixed smoothness on (0, 1)d. In this paper we consider the problem App : Stp1,p1B((0, 1)
d) →
Lp2((0, 1)
d) and investigate the asymptotic behaviour of Gelfand numbers of this embedding.
We shall give the correct order of convergence of Gelfand numbers in almost all cases. In
addition we shall compare these results with the known behaviour of approximation numbers
which coincide with ewor−lin(n,Λall) when we only allow linear algorithms.
1 Introduction
Gelfand and approximation numbers play a crucial role in information-based complexity. Let us
first recall some related notions, see [19, 34]. Let F˜ and G be normed spaces of functions defined
on the set Dd ⊂ R
d. We consider the linear operator
App : F → G, App(f) = f (1.1)
where F is a subset of F˜ , such as the unit ball of F˜ . Our aim consists in computing an approximation
of f ∈ F . Let
N(f) = [L1(f), ..., Ln(f)] ∈ R
n
be the information about f ∈ F we can use. Here Li ∈ Λ ⊂ F˜
′, a subset of the set of all linear,
real-valued and continuous functionals on F˜ . We are interested in two different classes Λ. First,
Λ = Λall = F˜ ′. Second, Λ = Λstd, the set of all linear functionals generated by function value, i.e.,
for some x ∈ Dd we have
L(f) = f(x), for all f ∈ F.
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This type of information is called standard information. To approximate f ∈ F we use algorithms
of the form A = ϕ ◦ N where ϕ : Rn → G is an arbitrary mapping. Then the worst case error of
the algorithm A is given by
ewor(n,A) = sup
f∈F
‖f −A(f)|G‖.
The minimal error of the class Λ is defined as
ewor(n,Λ) = inf
A:Li∈Λ,i=1,...,n
ewor(n,A).
In such a situation it is well-known that
cn(F,G) ≤ e
wor(n,Λall) ≤ 2cn(F,G) (1.2)
for all n ≥ 1, see [34, Section 5.4]. Here cn(F,G) is the Gelfand n-width of the set F in G. The
error ewor(n,Λ) is inversely related to the information complexity nwor(ε,Λ) which is given by
nwor(ε,Λ) = min{n : there exists A with ewor(n,A) ≤ ε}.
The number nwor(ε,Λ) shows that to solve the problem (1.1) within an error of ε > 0, we need n
information operations in the class Λ. If we only allow linear algorithms ϕ : Rn → G then we get
ewor−lin(n,Λall) = inf
A:Li∈Λ,i=1,...,n
ϕ is linear
ewor(n,A).
These are the approximation numbers of the embedding App : F˜ → G, sometimes also called linear
widths. We wish to emphasize that linear algorithms are not always optimal, see, e.g., [19, Section
4.2]. This explains the importance of Gelfand numbers in the study of the information complexity
of the class Λall.
There is an increasing interest in information-based complexity and high-dimensional approxi-
mation in the context of function spaces with dominating mixed smoothness. The reason for this
is clear, function spaces with dominating mixed smoothness are much smaller than their isotropic
counterpart (with the same smoothness). There is a realistic hope that one can approximate func-
tions from these classes for larger dimension than in case of isotropic spaces. Let us mention that
there exist a number of problems in finance and quantum chemistry modeled on function spaces
with dominating mixed smoothness, see, e.g., [11] and [46].
Let Ω be the unit cube of Rd, i.e., Ω = (0, 1)d. The purpose of the present paper is to study
the order of convergence of Gelfand numbers of the embedding
App : Stp1,p1B(Ω)→ Lp2(Ω),
1 < p1, p2 <∞ and t > max(
1
p1
− 1p2 , 0). Here S
t
p1,p1B(Ω) denotes the Besov space with dominating
mixed smoothness on Ω. A particular interesting special case is given by p1 = 2. Then S
t
2,2B(Ω)
coincides with Htmix(Ω), a space, which attracts a lot of attention recently in numerical analysis.
Note that if t = m ∈ N, then these spaces can be simply described as the collection of all f ∈ L2(Ω)
such that all distributional derivatives Dαf with α = (α1, ..., αd) ∈ N
d
0 and maxi=1,...,d |αi| ≤ m
belong to L2(Ω). This paper is a continuation of [15]-[17].
The paper is organized as follows. Our main results are discussed in Section 2. Section 3 is
devoted to the function spaces under consideration. In Section 4 we prove the results for sequence
spaces associated to mixed Besov spaces and transfer them to the level of function spaces.
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Notation: As usual, N denotes the natural numbers, N0 := N∪ {0}, Z the integers and R the real
numbers. For a real number a we put a+ := max(a, 0). By [a] we denote the integer part of a. If
j¯ = (j1, ..., jd) ∈ N
d
0, then we put |j¯|1 := j1 + . . . + jd . If X and Y are two Banach spaces, then
the symbol X →֒ Y indicates that the embedding is continuous. X ′ denotes the dual space of X.
The meaning of A . B is given by: there exists a constant c > 0 such that A ≤ cB. Similarly & is
defined. The symbol A ≍ B will be used as an abbreviation of A . B . A. For a finite set ∇ the
symbol |∇| denotes the cardinality of this set. Finally, the symbols id, id∗ and App will be used for
identity operators, id, id∗ mainly connection with sequence spaces and App with function spaces.
The symbol idmp1,p2 refers to the identity
idmp1,p2 : ℓ
m
p1 → ℓ
m
p2 . (1.3)
2 The main results
Let X, Y be Banach spaces and T be a continuous linear operator from X to Y , i.e., T ∈ L(X,Y ).
The nth Gelfand number of T is defined as
cn(T ) := inf
{
‖TJXM ‖ : codim (M) < n
}
,
where JXM : M → X refers to the canonical injection of M into X. Let A be a subset of Y . The
Gelfand n-width of the set A in Y is given by
cn(A,Y ) := inf
Ln
sup
x∈A∩Ln
‖x|Y ‖
where the infimum is taken over all subspaces Ln of codimension n in Y . If T is a compact operator
then the (n+1)th Gelfand number of the operator T ∈ L(X,Y ) and the Gelfand n-width of T (BX)
in Y coincide, see [8]. Here BX is the closed unit ball of X.
Related to Gelfand numbers are the Kolmogorov, approximation and Weyl numbers. The nth
Kolmogorov number of the linear operator T ∈ L(X,Y ) is defined as
dn(T ) = inf
Ln−1
sup
‖x|X‖≤1
inf
y∈Ln−1
‖Tx− y|Y ‖.
Here the outer infimum is taken over all linear subspaces Ln−1 of dimension (n− 1) in Y . The nth
approximation number of T is defined as
an(T ) := inf{‖T −A‖ : A ∈ L(X,Y ), rank(A) < n} .
And the nth Weyl number of T is given by
xn(T ) : = sup{an(TA) : A ∈ L(ℓ2,X), ‖A‖ ≤ 1} .
The inequality
xn(T ) ≤ cn(T ) ≤ an(T ), (2.1)
valid for every bounded linear operator T , see [21, Theorem 2.10.1], and the relation
cn(T ) = dn(T
′) (2.2)
if T is a compact operator, see [20, Theorem 11.7.7], are useful tools when dealing with Gelfand
numbers. Here T ′ denotes the dual operator of T .
Gelfand numbers, as well as Kolmogorov, approximation and Weyl numbers belong to the
class of s-numbers. Here we use the definition of s-numbers in [21, Section 2.2]. Let X,Y,X0, Y0
be Banach spaces. An s-function is a map s assigning to every operator T ∈ L(X,Y ) a scalar
sequence {sn(T )}n∈N such that the following conditions are satisfied:
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(a) ‖T‖ = s1(T ) ≥ s2(T ) ≥ ... ≥ 0;
(b) sn+m−1(S + T ) ≤ sn(S) + sm(T ) for all S ∈ L(X,Y ) and m,n ∈ N ,
(c) sn(BTA) ≤ ‖B‖ · sn(T ) · ‖A‖ for all A ∈ L(X0,X), B ∈ L(Y, Y0);
(d) sn(T ) = 0 if rank(T ) < n for all n ∈ N;
(e) sn(id : ℓ
n
2 → ℓ
n
2 ) = 1 for all n ∈ N.
Remark 2.1. (i) In the literature there is some ambiguity concerning the notion of s-numbers.
There is a different definition of s-numbers in which one replaces axiom (b) by a weaker condition,
i.e., sn(S + T ) ≤ sn(S)+ ‖T‖ for all S, T ∈ L(X,Y ) and m,n ∈ N, see [20, Section 11.1]. For more
details about s-numbers and n-widths we refer to the monographs of Pietsch [20, Chapter 11], [21,
Chapter 2] and Pinkus [22, Chapter 2].
(ii) In the recent comprehensive survey [9] of Dinh Du˜ng, Temlyakov and Ullrich the reader can
find the state of the art concerning the behaviour of s-numbers for embeddings of function spaces
with dominating mixed smoothness into Lebesgue spaces.
Our main result reads as follows.
Theorem 2.2. Let 1 < p1, p2 <∞ and t > (
1
p1
− 1p2 )+. Then we have
cn(App : S
t
p1,p1B(Ω)→ Lp2(Ω)) ≍ n
−α(log n)(d−1)β , n ≥ 2 ,
where
(i) α = t, β = t− 1p1 +
1
2 if max(2, p2) ≤ p1 or
(
p1, p2 < 2, t >
1
2
)
;
(ii) α = β = t− 1p1 +
1
p2
if 2 ≤ p1 ≤ p2;
(iii) α = t− 12 +
1
p2
, β = t− 1p1 +
1
p2
if p1 < 2 ≤ p2, t > 1−
1
p2
;
(iv) α =
p′1
2 (t−
1
p1
+ 1p2 ), β =
2α
p′1
if
(
p1 ≤ 2 < p2, t < 1−
1
p2
)
or
(
p1 < p2 ≤ 2, t <
1/p1−1/p2
2/p1−1
)
.
Remark 2.3. (i) Let 1 < p1, p2 < ∞. Then App : S
t
p1,p1B(Ω) → Lp2(Ω) is compact if and only
if t > ( 1p1 −
1
p2
)+, see [43, Theorem 3.17]. Hence the restriction t > (
1
p1
− 1p2 )+ is natural. This
condition guarantees that Gelfand numbers converge to 0 as n tends to infinity.
(ii) Gelfand numbers of embeddings Btp1,p1(Ω) → Lp2(Ω) have been investigated by Vybiral [44].
Here Btp1,p1(Ω) denotes isotropic Besov space on Ω. There are a few more references where Gelfand
numbers of such embeddings in slightly modified situations have been considered, see [47, 48, 49, 50].
The picture in Theorem 2.2 is nearly complete except one case plus some limiting situations.
The only case which has been left open consists in 1 < p1, p2 < 2 and max(0,
1/p1−1/p2
2/p1−1
) < t < 12 .
Proposition 2.4. Let 1 < p1, p2 < 2 and max(0,
1/p1−1/p2
2/p1−1
) < t < 12 . Then we have
cn(App : S
t
p1,p1B(Ω)→ Lp2(Ω)) . n
−t(log n)
(d−1)(2t− 2t
p1
)
, n ≥ 2 .
We conjecture that the upper estimate given in Proposition 2.4 is sharp. Now we turn to
extreme cases given by either p2 = ∞ or p2 = 1. Let us recall a result of Temlyakov [36], see also
[6].
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Proposition 2.5. Let t > 12 . Then we have
cn(App : S
t
2,2B(Ω)→ L∞(Ω)) ≍ n
−t+ 1
2 (log n)(d−1)t, n ≥ 2 .
Remark 2.6. In the literature many times the notation Htmix(Ω) and MW
t
2(Ω) are used instead
of St2,2B(Ω). In [36, 6] the authors deal with approximation numbers. However, for Banach spaces
Y and Hilbert spaces H we always have
xn(T : H → Y ) = cn(T : H → Y ) = an(T : H → Y ),
see [20, Proposition 11.5.2] and [21, Proposition 2.4.20].
By using abstract properties of Gelfand numbers, results in Theorem 2.2 and Proposition 2.5
one can derive the following result.
Theorem 2.7. (i) Let either 2 ≤ p <∞ and t > 0 or 1 < p < 2 and t > 12 . Then we have
cn(App : S
t
p,pB(Ω)→ L1(Ω)) ≍ n
−t(log n)
(d−1)(t− 1
p
+ 1
2
)
, n ≥ 2 .
(ii) Let 1 < p ≤ 2 and t > 1. Then we have
cn(App : S
t
p,pB(Ω)→ L∞(Ω)) ≍ n
−t+ 1
2 (log n)
(d−1)(t− 1
p
+ 1
2
)
, n ≥ 2 .
Remark 2.8. Observe that part (ii) in Theorem 2.7 is not the limit of part (iii) in Theorem 2.2
when p2 → ∞. More exactly, there is a jump of order (log n)
(d−1)/2 as it happens many times in
this field.
From (1.2) and Theorem 2.2 we have the estimate for the worst-case error of the class Λall.
Corollary 2.9. Under the conditions of Theorem 2.2, for the embedding App : Stp1,p1B(Ω) →
Lp2(Ω) we have
ewor(n,Λall) ≍ n−α(log n)(d−1)β , n ≥ 2 ,
where α and β are given in Theorem 2.2.
A comparison with approximation numbers
Since an = e
wor−lin(n,Λall) and cn ≍ e
wor(n,Λall), it is reasonable to compare Gelfand and ap-
proximation numbers of the embedding App : Stp1,p1B(Ω)→ Lp2(Ω). The asymptotic behaviour of
approximation numbers is given in the following theorem.
Theorem 2.10. Let 1 < p1, p2 <∞ and t > (
1
p1
− 1p2 )+. Then we have
an(App : S
t
p1,p1B(Ω)→ Lp2(Ω)) ≍ n
−α(log n)(d−1)β , n ≥ 2,
where
(i) α = t, β = t+ (12 −
1
p1
)+ if p2 ≤ p1;
(ii) α = β = t− 1p1 +
1
p2
if p1 ≤ p2 ≤ 2 or 2 ≤ p1 ≤ p2;
(iii) α = β = t− 1p1 +
1
2 if 2 < p2 < p
′
1, t >
1
p1
;
(iv) α = β = t− 12 +
1
p2
if 2 ≤ p′1 < p2, t > 1−
1
p2
;
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(v) α =
p′1
2 (t−
1
p1
+ 1p2 ), β =
2α
p′1
if 2 ≤ p′1 < p2, t < 1−
1
p2
.
Remark 2.11. Parts (i)-(iv) have been proved by Romanyuk [27, 28] and Bazarkhanov [5]. Part
(v) follows analogously to the Gelfand case, see Remark 4.10 below.
The difference of Gelfand and approximation numbers of the embedding App : Stp1,p1B(Ω) →
Lp2(Ω) is illustrated in the following figure, see Theorems 2.2, 2.10 and Proposition 2.4. We assume
the dimension d ≥ 2.
0 1
2
1
2
1
1
p2
1 1
p1
lim
n→∞
cn
an
= 0
L: cn ≍ an
cn ≍ an
H: lim
n→∞
cn
an
= 0
Figure 1. Comparison of Gelfand and approximation numbers
Here H refers to the domain of “high smoothness”, i.e., t > 1− 1p2 and L refers to “low smoothness”,
i.e., t < 1− 1p2 . Figure 1 indicates that Gelfand numbers and approximation numbers show similar
behaviour if either p1 ≥ 2 or 2 ≤ p
′
1 < p2, t < 1 −
1
p2
, i.e., cn ≍ an. This implies that in
those cases, nonlinear algorithms for approximation problem App : Stp1,p1B(Ω) → Lp2(Ω) are not
essentially better than linear algorithms. In other cases Gelfand number are essentially smaller
than approximation numbers, i.e., limn→∞
cn
an
= 0.
Now we proceed to the extreme cases. Since L∞(Ω) has the metric extension property, see [20,
Proposition C.3.2.2] and also [22, page 36], we have cn(T ) = an(T ) for all linear bounded operator
T from Banach spaces X into L∞(Ω), see [20, Proposition 11.5.3]. From this we can extend the
result in Theorem 2.7 (ii) for approximation numbers.
Theorem 2.12. (i) Let 2 ≤ p <∞ and t > 0. Then we have
an(App : S
t
p,pB(Ω)→ L1(Ω)) ≍ n
−t(log n)
(d−1)(t− 1
p
+ 1
2
)
, n ≥ 2 .
(ii) Let 1 < p ≤ 2 and t > 1. Then we have
an(App : S
t
p,pB(Ω)→ L∞(Ω)) ≍ n
−t+ 1
2 (log n)(d−1)(t−
1
p
+ 1
2
), n ≥ 2 .
Remark 2.13. (i) The proof of part (i) can be found in [30]. Theorems 2.7 and 2.12 indicate that
if 2 ≤ p <∞ and t > 0 then
cn(App : S
t
p,pB(Ω)→ L1(Ω)) ≍ an(App : S
t
p,pB(Ω)→ L1(Ω)).
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(ii) We wish to mention that the study of approximation of functions with mixed smoothness in the
uniform norm (L∞-norm) is more difficult. Beside the above result, there is only a small number
of cases, where the exact order of an(App : S
t
p,qB(Ω) → L∞(Ω)) (in this case an = cn), if n tends
to infinity, has been found. We refer to comments and open problems presented in the survey [9,
Sections 4.5 and 4.6].
Gelfand numbers of embeddings of Sobolev spaces with dominating mixed smoothness
For better understanding and completeness we shall give the asymptotic behaviour of Gelfand
numbers of embeddings of Sobolev spaces with dominating mixed smoothness. Let 1 < p < ∞
and t ∈ R. Then StpH(Ω) denotes the Sobolev spaces of fractional order with dominating mixed
smoothness. These spaces represent special cases of the Triebel-Lizorkin spaces with dominating
mixed smoothness Stp,qF (Ω), i.e., S
t
p,2F (Ω) = S
t
pH(Ω) in the sense of equivalent norms, see Section
3. In the case p = 2 we have St2H(Ω) = S
t
2,2B(Ω) = H
t
mix(Ω), see Section 1. It is well-known that
for t = m ∈ N
Smp H(R
d) :=
{
f ∈ Lp(R
d) : ‖f |Smp H(R
d)‖ :=
∑
|α|∞≤m
‖Dαf |Lp(R
d)‖ <∞
}
in the sense of equivalent norms. Here α = (α1, ..., αd) ∈ N
d
0 and |α|∞ = maxi=1,...,d |αi|. Using
(2.2), lifting properties of Sobolev spaces with dominating mixed smoothness, see [31, Section 2.2.6]
and (StpH(Ω))
′ = S−tp′ H(Ω), see [13, Section 5.5], we obtain
cn(App : S
t
p1H(Ω)→ Lp2(Ω)) = dn(App : Lp′2(Ω)→ S
−t
p′1
H(Ω))
≍ dn(App : S
t
p′2
H(Ω)→ Lp′1(Ω)).
Here 1 < p1, p2 <∞, t > (
1
p1
− 1p2 )+ and p
′
1, p
′
2 are conjugates of p1, p2 respectively. The behaviour
of Kolmogorov numbers in such a context has been investigated at several places [23, 24, 25, 26, 29]
and [5, 10, 35]. Using the result on Kolmogorov numbers in the already mentioned references we
obtain the following theorem, see also [9, Section 9.7].
Theorem 2.14. Let 1 < p1, p2 <∞ and t >
(
1
p1
− 1p2
)
+
. Then we have
cn(App : S
t
p1H(Ω)→ Lp2(Ω)) ≍ n
−α(log n)(d−1)α , n ≥ 2,
where
(i) α = t−
(
1
p1
− 1p2
)
+
if p2 ≤ p1 or 2 ≤ p1 ≤ p2;
(ii) α = t− (12 −
1
p2
)+ if p1 ≤ min(p2, 2), t > max(
1
2 , 1−
1
p2
).
For the comparison of Gelfand numbers to approximation numbers of the embedding App :
Stp1H(Ω)→ Lp2(Ω) with 1 < p1, p2 <∞ we refer to [9, Section 9.7]. Similar as in proof of Theorem
2.7 we obtain the behaviour of the Gelfand numbers in the extreme situations.
Theorem 2.15. (i) Let 1 < p <∞ and t > 0. Then we have
cn(App : S
t
pH(Ω)→ L1(Ω)) ≍ an(App : S
t
pH(Ω)→ L1(Ω)) ≍ n
−t(log n)(d−1)t, n ≥ 2 .
(ii) Let 1 < p ≤ 2 and t > 1. Then we have
cn(App : S
t
pH(Ω)→ L∞(Ω)) = an(App : S
t
pH(Ω)→ L∞(Ω)) ≍ n
−t+ 1
2 (log n)(d−1)t, n ≥ 2 .
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Remark 2.16. (i) The asymptotic behaviour of approximation numbers in part (i) has been proved
by Romanyuk [30].
(ii) Recall that part (ii) in Theorem 2.15 still holds true if p = 2 and t > 12 since S
t
2H(Ω) = S
t
2,2B(Ω)
in the sense of equivalent norms, see Proposition 2.5 and Remark 2.6.
(iii) Observe, to prove Theorem 2.2 by applying the same duality argument as in Theorem 2.14 we
would need to know
dn(App : S
t
p′2
H(Ω)→ S0p′1,p′1
B(Ω)),
since (Stp1,p1B(Ω))
′ = S−t
p′1,p
′
1
B(Ω), see [13, Section 2.3.8]. However, these numbers are not investi-
gated except in a few special cases, e.g., p1 = 2.
3 Besov and Triebel-Lizorkin spaces with dominating mixed
smoothness
3.1 Spaces on Rd and on the unit cube
Let us first introduce the Besov space with dominating mixed smoothness Stp,pB(R
d). Detailed
treatments of these spaces are given at various places, we refer to the monographs [1, 31], see also
[2, 3, 4] and [43]. In this section we shall review the spaces Stp,pB(R
d) by using the Fourier analytic
approach.
Let S(Rd) be the Schwartz space of all complex-valued rapidly decreasing infinitely differentiable
functions on Rd. The topological dual, the class of tempered distributions, is denoted by S ′(Rd)
(equipped with the weak topology). We denote the Fourier transform and its inverse on S(Rd) by
F and F−1. Both F and F−1 are extended to S ′(Rd) in the usual way. Let ϕ0(ξ) ∈ C
∞
0 (R) with
ϕ0(ξ) = 1 on [−1, 1] and suppϕ0 ⊂ [−
3
2 ,
3
2 ]. For j ∈ N we define
ϕj(ξ) = ϕ0(2
−jξ)− ϕ0(2
−j+1ξ) , ξ ∈ R.
For k¯ = (k1, ..., kd) ∈ N
d
0 the function ϕk¯(x) ∈ C
∞
0 (R
d) is defined as
ϕk¯(x) := ϕk1(x1) · ... · ϕkd(xd) , x ∈ R
d.
Definition 3.1. Let 1 < p < ∞ and t ∈ R. The Besov space with dominating mixed smoothness
Stp,pB(R
d) is the collection of all tempered distributions f ∈ S ′(Rd) such that
‖ f |Stp,pB(R
d)‖ :=
( ∑
k¯∈Nd
0
2t|k¯|1p ‖F−1[ϕk¯ Ff ]( · )|Lp(R
d)‖p
)1/p
<∞.
Remark 3.2. (i) If d = 1 we obtain Stp,pB(R) = B
t
p,p(R) where B
t
p,p(R) is the isotropic Besov space
on R. There is an extensive literature about isotropic Besov spaces, we refer to the monographs
of Nikol’skij [18] and Triebel [38, 39, 40]. Probably, one of the most interesting properties of
Besov spaces with dominating mixed smoothness consists in the cross-norm, i.e., if fi ∈ B
t
p,p(R) for
i = 1, ..., d then
f(x) =
d∏
i=1
fi(xi) ∈ S
t
p,pB(R
d) and ‖ f |Stp,pB(R
d)‖ =
d∏
i=1
‖ fi |B
t
p,p(R)‖ .
(ii) If 1 < p < ∞ and t > 0, then the scale Stp,pB(R
d) can be characterized by differences, see [31,
Chapter 2], but see also [1, 42].
8
The space Stp,pB(R
d) is actually a d-fold tensor product of the space Btp,p(R). Tensor products
of Besov spaces have been investigated in [32, 33]. For 1 < p < ∞, let σp denote the p-nuclear
tensor norm. Concerning the basic notions of tensor products of Banach spaces and basic properties
of the p-nuclear tensor norm we refer to [14], but see also [7]. We have the following result.
Proposition 3.3. Let d > 1, t ∈ R and 1 < p <∞. Then the following formula
Stp,pB(R
d) = Btp,p(R)⊗σp · · · ⊗σp B
t
p,p(R) (d times)
holds true in the sense of equivalent norms.
Remark 3.4. The proof of Proposition 3.3 can be found in [32]. Tensor product of more than two
spaces should be understood as iterated tensor products, i.e., X ⊗σp Y ⊗σp Z = X ⊗σp (Y ⊗σp Z).
For later use, let us recall the lifting properties of Besov spaces with dominating mixed smooth-
ness, see [31, Section 2.2.6].
Theorem 3.5. Let t, r ∈ R and 1 < p <∞. We define the lifting operator by
Irf := F
−1[(1 + ξ21)
r/2 · · · (1 + ξ2d)
r/2Ff ] , f ∈ S ′(Rd), ξ = (ξ1, ..., ξd) ∈ R
d.
Then Ir maps S
t
p,pB(R
d) isomorphically onto St−rp,p B(R
d) and ‖Irf |S
t−r
p,p B(R
d)‖ is an equivalent
norm in Stp,pB(R
d).
We proceed by introducing Triebel-Lizorkin spaces with dominating mixed smoothness
Stp,qF (R
d) which will be useful in our proofs of the main results. We refer to [31, Chapter 2].
Definition 3.6. Let 1 < p, q <∞. The Triebel-Lizorkin space with dominating mixed smoothness
Stp,qF (R
d) is the collection of all tempered distributions f ∈ S ′(Rd) such that
‖ f |Stp,qF (R
d)‖ :=
∥∥∥( ∑
k¯∈Nd0
2t|k¯|1q | F−1[ϕk¯ Ff ]( · )|
q
)1/q∣∣∣Lp(Rd)∥∥∥ <∞.
Remark 3.7. (i) In view of Definitions 3.1 and 3.6 we have Stp,pB(R
d) = Stp,pF (R
d).
(ii) If d = 1 we obtain Stp,qF (R) = F
t
p,q(R). The classes F
t
p,q(R
d) are the isotropic Triebel-Lizorkin
spaces, we refer again to the monographs [18, 38, 39, 40]. Triebel-Lizorkin spaces with dominating
mixed smoothness have a cross-norm, i.e., if fi ∈ F
t
p,q(R) for i = 1, ..., d, then we have
f(x) =
d∏
i=1
fi(xi) ∈ S
t
p,qF (R
d) and ‖ f |Stp,qF (R
d)‖ =
d∏
i=1
‖ fi |F
t
p,q(R)‖ .
(iii) Sobolev spaces with dominating mixed smoothness StpH(R
d) represent special cases of Triebel-
Lizorkin classes, i.e., Stp,2F (R
d) = StpH(R
d) (1 < p <∞) in the sense of equivalent norms, see [31,
Theorem 2.3.1]. In case t = 0 we get back the Littlewood-Paley assertion Lp(R
d) = S0p,2F (R
d), see
Nikol’skij [18, 1.5.6].
Since the spaces Stp,pB(R
d) and Lp(R
d) are special cases of the classes Stp,qF (R
d), from now on
we will work with the scale Stp,qF (R
d). We now turn to the spaces on unit cube Ω. For us it will be
convenient to define spaces on Ω by restrictions. By D′(Ω) we denote the set of all complex-valued
distributions on Ω.
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Definition 3.8. Let 1 < p, q < ∞ and t ∈ R. Then Stp,qF (Ω) is the space of all f ∈ D
′(Ω) such
that there exists a distribution g ∈ Stp,qF (R
d) satisfying f = g|Ω. It is endowed with the quotient
norm
‖ f |Stp,qF (Ω)‖ = inf
{
‖g|Stp,qF (R
d)‖ : g|Ω = f
}
.
Remark 3.9. Of course, we have Stp,pB(Ω) = S
t
p,pF (Ω). For the existence of a linear extension
operator from Stp,pB(Ω) into S
t
p,pB(R
d) and the intrinsic characterizations (by differences) of the
spaces Stp,pB(Ω) we refer to [41, Section 1.2.8].
3.2 Sequence spaces related to function spaces with dominating mixed smooth-
ness
We first recall wavelet bases of Triebel−Lizorkin spaces with dominating mixed smoothness. Let
N ∈ N. Then there exists ψ0, ψ1 ∈ C
N (R), compactly supported,∫ ∞
−∞
tm ψ1(t) dt = 0 , m = 0, 1, . . . , N ,
such that {2j/2 ψj,m : j ∈ N0, m ∈ Z}, where
ψj,m(t) :=
{
ψ0(t−m) if j = 0, m ∈ Z ,√
1/2ψ1(2
j−1t−m) if j ∈ N , m ∈ Z ,
is an orthonormal basis in L2(R), see [45]. Consequently, the system
Ψν¯,m¯(x) :=
d∏
ℓ=1
ψνℓ,mℓ(xℓ) ν¯ ∈ N
d
0, m¯ ∈ Z
d ,
is a tensor product wavelet basis of L2(R
d). Vybiral [43, Theorem 2.12] has proved the following.
Lemma 3.10. Let 1 < p, q <∞ and t ∈ R. There exists N = N(t, p, q) ∈ N such that the mapping
W : f 7→ (2|ν¯|1〈f,Ψν¯,m¯〉)ν¯∈Nd
0
, m¯∈Zd
is an isomorphism of Stp,qF (R
d) onto stp,qf .
We put
AΩν¯ :=
{
m¯ ∈ Zd : suppΨν¯,m¯ ∩Ω 6= ∅
}
, ν¯ ∈ Nd0 .
For given f ∈ Stp,qF (Ω) let Ef be an element of S
t
p,qF (R
d) s.t.
‖ Ef |Stp,qF (R
d)‖ ≤ 2 ‖ f |Stp,qF (Ω)‖ and (Ef)|Ω = f .
We define
g :=
∑
ν¯∈Nd
0
∑
m¯∈AΩν¯
2|ν¯|1 〈Ef,Ψν¯,m¯〉Ψν¯,m¯ .
Then it follows that g ∈ Stp,qF (R
d), g|Ω = f ,
supp g ⊂ {x ∈ Rd : max
j=1,... ,d
|xj| ≤ c1} and ‖ g |S
t
p,qF (R
d)‖ ≤ c2 ‖ f |S
t
p,qF (Ω)‖ .
Here c1, c2 are independent of f . For this reason we define the following sequence spaces
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Definition 3.11. Let 1 < p, q <∞ and t ∈ R.
(i) If
λ = {λν¯,m¯ ∈ C : ν¯ ∈ N
d
0, m¯ ∈ A
Ω
ν¯ } ,
then we define
st,Ωp,qf :=
{
λ : ‖λ|st,Ωp,q f‖ =
∥∥∥( ∑
ν¯∈Nd0
∑
m¯∈AΩν¯
|2|ν¯|1tλν¯,m¯χν¯,m¯(·)|
q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞} .
(ii) If µ ∈ N0 and
λ = {λν¯,m¯ ∈ C : ν¯ ∈ N
d
0, |ν¯|1 = µ, m¯ ∈ A
Ω
ν¯ } ,
then we define
(st,Ωp,qf)µ =
{
λ : ‖λ|(st,Ωp,q f)µ‖ =
∥∥∥( ∑
|ν¯|1=µ
∑
m¯∈AΩν¯
|2|ν¯|1tλν¯,m¯χν¯,m¯(·)|
q
) 1
q
∣∣∣Lp(Rd)∥∥∥ <∞} .
Later on we shall need the following lemmas, see [13, 15, 43].
Lemma 3.12. (i) Let ν¯ ∈ Nd0 and µ ∈ N0. Then we have
#(AΩν¯ ) ≍ 2
|ν¯|1 and Dµ =
∑
|ν¯|1=µ
#(AΩν¯ ) ≍ µ
d−12µ.
The equivalence constants do not depend on µ ∈ N0.
(ii) Let 1 < p <∞ and t ∈ R. Then
(st,Ωp,pf)µ = 2
µ(t− 1
p
)ℓ
Dµ
p , µ ∈ N0 .
Lemma 3.13. (i) Let 1 < p1, p2, q1, q2 <∞ and t ∈ R. Then
‖ id∗µ : (s
t,Ω
p1,q1f)µ → (s
0,Ω
p2,q2f)µ‖ . 2
µ
(
−t+( 1
p1
− 1
p2
)+
)
µ
(d−1)( 1
q2
− 1
q1
)+
with a constant behind . independent of µ ∈ N0.
(ii) Let 1 < p1 < p2 <∞, 1 < q1, q2 <∞ and t ∈ R. Then
‖id∗µ : (s
t,Ω
p1,q1f)µ → (s
0,Ω
p2,q2f)µ‖ . 2
µ(−t+ 1
p1
− 1
p2
)
with a constant behind . independent of µ ∈ N0.
4 Proofs
The proof is in some sense standard. By means of wavelet characterizations of Triebel−Lizorkin
spaces we switch from the consideration of Gelfand numbers of the embedding App : Stp1,p1B(Ω)→
Lp2(Ω) to the Gelfand numbers of id
∗ : st,Ωp1,p1f → s
0,Ω
p2,2
f . Next, we reduce the problem to the
estimate of cn(id
∗
µ : (s
t,Ω
p1,p1f)µ → (s
0,Ω
p2,2
f)µ). In a further reduction step estimates of cnµ(id
∗
µ) are
traced back to estimates of cn(id
Dµ
p1,p2), see (1.3) for this notion. All what is needed about these
numbers is collected in the following lemma.
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Lemma 4.1. Let 1 ≤ p1, p2 ≤ ∞ and 1 ≤ n ≤ m <∞. Then if p1 > 1 we have
cn(id
m
p1,p2) ≍


(m− n+ 1)
1
p2
− 1
p1 if 1 ≤ p2 ≤ p1, (4.1a)(
min{1,m
1− 1
p1 n−
1
2 }
) 1/p1−1/p2
1/p1−1/2 if 1 < p1 < p2 ≤ 2, (4.1b)
max
{
m
1
p2
− 1
p1 ,
(√
1− n/m
) 1/p1−1/p2
1/2−1/p2
}
if 2 ≤ p1 < p2,
max
{
m
1
p2
− 1
p1 ,min{1,m
1− 1
p1 n−
1
2}
√
1− n/m
}
if 1 < p1 ≤ 2 < p2. (4.1c)
For the proof of Lemma 4.1 we refer to Gluskin [12]. The heart of the matter consists in the
following assertion.
Lemma 4.2. Let 1 < p1, p2 <∞ and t ∈ R. Then
cn
(
App : Stp1,p1B(Ω)→ Lp2(Ω)
)
≍ cn(id
∗ : st,Ωp1,p1f → s
0,Ω
p2,2
f)
holds for all n ∈ N.
Proof . From the Littewood-Paley assertion S0p2,2F (Ω) = Lp2(Ω) (1 < p2 <∞), see [18, 1.5.6], we
have
cn
(
App : Stp1,p1B(Ω)→ Lp2(Ω)
)
≍ cn
(
App : Stp1,p1B(Ω)→ S
0
p2,2F (Ω)
)
.
Lemma 3.10 and property (c) of the s-numbers yield
cn
(
App : Stp1,p1B(Ω)→ S
0
p2,2F (Ω)
)
≍ cn(id
∗ : st,Ωp1,p1f → s
0,Ω
p2,2
f),
see also a related proof for Weyl numbers in [15, Lemma 7.1]. From this the claim follows. 
4.1 Gelfand numbers of embeddings of sequence spaces
As the consequence of Lemma 4.2, in the following we shall deal with the behaviour of Gelfand
numbers of the identity mapping
id∗ : st,Ωp1,p1f → s
0,Ω
p2,2
f .
To get a lower bound we use the following lemma.
Lemma 4.3. For all µ ∈ N0 and all n ∈ N we have
cn(id
∗
µ : (s
t,Ω
p1,p1f)µ → (s
0,Ω
p2,2
f)µ) ≤ cn(id
∗) . (4.2)
Lemma 4.3 was proved for Weyl numbers in [15, Lemma 6.10]. However we can follow the proof
there and obtain the similar result for Gelfand numbers. Concerning the estimate from above the
main idea is using the decomposition method, see [43] and also [15]. We define the operators
idµ : s
t,Ω
p1,p1f → s
0,Ω
p2,2
f ,
where
(idµλ)ν¯,m¯ :=
{
λν¯,m¯ if |ν¯|1 = µ,
0 otherwise.
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We split id∗ : st,Ωp1,p1f → s
0,Ω
p2,2
f into a sum of identities between building blocks
id∗ =
J∑
µ=0
idµ +
L∑
µ=J+1
idµ +
∞∑
µ=L+1
idµ,
where J and L are at our disposal. These numbers J and L will be chosen in dependence on the
parameters. The additivity and the monotonicity of the Gelfand numbers yield
cn(id
∗) ≤
J∑
µ=0
cnµ(idµ) +
L∑
µ=J+1
cnµ(idµ) +
∞∑
µ=L+1
‖idµ‖, (4.3)
where n− 1 =
∑L
µ=0(nµ − 1). We observe that for n ∈ N and µ ∈ N0 we have
cn
(
idµ : s
t,Ω
p1,p1f → s
0,Ω
p2,2
f
)
= cn
(
id∗µ : (s
t,Ω
p1,p1f)µ → (s
0,Ω
p2,2
f)µ
)
, (4.4)
in particular, ‖idµ‖ = ‖id
∗
µ‖. We have
‖id∗µ‖ . 2
−µ
(
t−( 1
p1
− 1
p2
)+
)
µ
(d−1)( 1
2
− 1
p1
)+ ,
see Lemma 3.13, which results in the estimate
∞∑
µ=L+1
‖id∗µ‖ . 2
−L
(
t−( 1
p1
− 1
p2
)+
)
L
(d−1)( 1
2
− 1
p1
)+ . (4.5)
Now we choose nµ := Dµ + 1, µ = 0, 1, ...., J . Then we get
J∑
µ=0
nµ ≍
J∑
µ=0
µ(d−1)2µ ≍ Jd−12J (4.6)
and cnµ(id
∗
µ) = 0, see property (d) of s-numbers, which implies
J∑
µ=0
cnµ(id
∗
µ) = 0 . (4.7)
Summarizing (4.3)-(4.5) and (4.7) we have found
cn(id
∗) .
L∑
µ=J+1
cnµ(id
∗
µ) + 2
−L
(
t−( 1
p1
− 1
p2
)+
)
L
(d−1)( 1
2
− 1
p1
)+ . (4.8)
Now we turn to the problem to reduce the estimates for Gelfand numbers cnµ(id
∗
µ) to estimates
for cn(id
m
p1,p2). The following results were proved for Weyl numbers in [15, Propositions 6.7, 6.8,
Lemma 6.9], but they are also true for Gelfand numbers.
Lemma 4.4. Let 1 < p1 <∞ and t ∈ R. Then we have the following assertions.
(i) If 1 < p2 ≤ 2, then
µ
(d−1)(− 1
p2
+ 1
2
)
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . cn(id
∗
µ) . 2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2). (4.9)
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(ii) If 2 ≤ p2 <∞, then
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . cn(id
∗
µ). (4.10)
Lemma 4.5. Let 1 < p1, p2 <∞ and 0 < ε < p2. Then
cn(id
∗
µ) ≤ 2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2−ε) . (4.11)
In addition, we need the following lemma.
Lemma 4.6. Let 1 < p1, p2 <∞ and 0 < ε. Then
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2+ε) . cn(id
∗
µ). (4.12)
Proof . We consider the following diagram
(st,Ωp1,p1f)µ (s
0,Ω
p2+ε,p2+εf)µ
(s0,Ωp2,2f)µ
id2
id∗µ id1
and obtain
cn(id
2) ≤ ‖ id1 ‖ cn(id
∗
µ), (4.13)
see property (c) of s-numbers. By Lemma 3.13 we have
‖ id1 ‖ . 2
µ( 1
p2
− 1
p2+ε
)
. (4.14)
From Lemma 3.12 we derive
2
µ(−t+ 1
p1
− 1
p2+ε
)
cn(id
Dµ
p1,p2+ε) . cn(id
2) .
Inserting this and (4.14) into (4.13) we obtain the claimed estimate. 
Proposition 4.7. Let 1 < p2 <∞, max(2, p2) ≤ p1 <∞ and t > 0. Then
cn(id
∗) ≍ n−t(log n)
(d−1)(t− 1
p1
+ 1
2
)
, n ≥ 2.
Proof . The upper estimates is a direct consequence of the inequality cn ≤ an and Theorem 2.10
(i), see also [16]. Concerning the estimate from below we first consider the case p2 ≤ 2 ≤ p1. From
(4.2) and (4.9) we have
µ
(d−1)(− 1
p2
+ 1
2
)
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . cn(id
∗). (4.15)
Now we choose n = [Dµ/2] ([x] denotes the integer part of the real number x) then
cn(id
Dµ
p1,p2) ≍ D
1
p2
− 1
p1
µ ≍ (2
µµd−1)
1
p2
− 1
p1
see (4.1a). Putting this into (4.15) we arrive at
cn(id
∗) & 2−µtµ
(d−1)( 1
2
− 1
p1
)
.
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Since 2µ ≍ n
(logn)d−1
we obtain
cn(id
∗) & n−t(log n)
(d−1)(t− 1
p1
+ 1
2
)
for n ≍ µd−12µ, µ ∈ N0. By monotonicity of Gelfand numbers, we extend this result to all n ≥ 2.
We estimate the lower bound for the case 2 ≤ p2 ≤ p1 by considering the chain of embeddings
st,Ωp1,p1f →֒ s
0,Ω
p2,2
f →֒ s0,Ω2,2 f .
From property (c) of the s-numbers we obtain
cn(id : s
t,Ω
p1,p1f → s
0,Ω
2,2 f) ≤ cn(id
∗) · ‖id : s0,Ωp2,2f → s
0,Ω
2,2 f‖ . cn(id
∗).
This together with the above result implies the desired estimate. The proof is complete. 
Proposition 4.8. Let 1 < p1 < 2 ≤ p2 and t > 1−
1
p2
. Then
cn(id
∗) ≍ n
−t+ 1
2
− 1
p2 (log n)
(d−1)(t− 1
p1
+ 1
p2
)
, n ≥ 2.
Proof . First, the lower estimate follows from the relation xn ≤ cn, see (2.1). We refer to [15] for
the behaviour of Weyl numbers of this embedding. Now we turn to estimate from above. If 2 < p2
we choose ε > 0 such that 2 < p2 − ε. From (4.8) and (4.11) we have
cn(id
∗) .
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
cµ(id
Dµ
p1,p2−ε) + 2
−L
(
t− 1
p1
+ 1
p2
)
. (4.16)
In case p2 = 2 we choose ε = 0 and use (4.9), then the estimate (4.16) still holds true. Now we
define
nµ =
[
Dµ2
(J−µ)λ
]
, µ = J + 1, ..., L.
Here λ > 1 will be chosen later on. This together with (4.6) guarantees that
n =
L∑
µ=0
(nµ − 1) + 1 ≍ J
d−12J . (4.17)
In a view of (4.1b) and (4.1c) we have
2
µ(−t+ 1
p1
− 1
p2
)
cµ(id
Dµ
p1,p2−ε) . 2
µ(−t+ 1
p1
− 1
p2
)
D
1− 1
p1
µ [Dµ2
(J−µ)λ]−
1
2
. 2
µ(−t+ 1
2
− 1
p2
+λ
2
)
µ
(d−1)( 1
2
− 1
p1
)
2−
J
2 .
Since t > 1− 1p2 we can choose λ > 1 such that −t+
1
2 −
1
p2
+ λ2 < 0. Consequently
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
cµ(id
Dµ
p1,p2−ε) . 2
J(−t+ 1
2
− 1
p2
+λ
2
)
J
(d−1)( 1
2
− 1
p1
)
2−
J
2
. 2
J(−t+ 1
2
− 1
p2
)
J
(d−1)( 1
2
− 1
p1
)
.
Now choosing L in (4.16) large enough and using n ≍ 2JJd−1 we obtain
cc2JJd−1(id
∗) . 2
J(−t+ 1
2
− 1
p2
)
J
(d−1)( 1
2
− 1
p1
)
.
Substituting n = c2JJd−1 in this inequality and using monotonicity arguments we get the estimate
from above. 
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Proposition 4.9. Let 1 < p1 ≤ 2 < p2 and
1
p1
− 1p2 < t < 1−
1
p2
. Then
cn(id
∗) ≍ n
−
p′1
2
(t− 1
p1
+ 1
p2
)
(log n)
(d−1)(t− 1
p1
+ 1
p2
)
, n ≥ 2.
Proof . Step 1. Estimate from below. Since p2 ≥ 2 we employ (4.2) and (4.10) to obtain
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . cn(id
∗).
By choosing n = [D
2/p′1
µ ] we have from (4.1c)
2
µ(−t+ 1
p1
− 1
p2
)
. cn(id
∗).
Because of 2µ ≍ n
p′1
2 /(log n)d−1 we arrive at
cn(id
∗) & n
−
p′1
2
(t− 1
p1
+ 1
p2
)
(log n)
(d−1)(t− 1
p1
+ 1
p2
)
.
Again the monotonicity of Gelfand numbers implies the estimate for all n ≥ 2.
Step 2. Estimate from above. We use the inequality (4.16). Next we define
nµ :=
[
Dµ 2
{(µ−L)β+J−µ}
]
≤ Dµ/2 , J + 1 ≤ µ ≤ L , (4.18)
where β > 0 will be fixed later on. This guarantees (4.17). From (4.1c) we obtain
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2−ε) . 2
µ(−t+ 1
p1
− 1
p2
)
D
1
p′
1
µ
[
Dµ 2
{(µ−L)β+J−µ}
]− 1
2
= 2
µ(−t+1− 1
p2
−β
2
)
2
Lβ−J
2 µ
(d−1)( 1
p′
1
− 1
2
)
.
Because of t < 1− 1p2 , we can choose β > 0 small enough such that −t+ 1−
1
p2
− β2 > 0. Hence
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2−ε) . 2
L(−t+1− 1
p2
−β
2
)
2
Lβ−J
2 L
(d−1)( 1
p′
1
− 1
2
)
= 2
L(−t+1− 1
p2
)
2−
J
2 L
(d−1)( 1
p′
1
− 1
2
)
.
We define
L =
[p′1
2
J + (
p′1
2
− 1)(d− 1) log J
]
(4.19)
which leads to
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2−ε) . 2
Jp′1
2
(−t+ 1
p1
− 1
p2
)
J
(d−1)(
p′1
2
−1)(−t+ 1
p1
− 1
p2
)
.
Inserting this and (4.19) into (4.16) we have found
cn(id
∗) . 2
Jp′1
2
(−t+ 1
p1
− 1
p2
)
J
(d−1)(
p′1
2
−1)(−t+ 1
p1
− 1
p2
)
for n ≍ 2JJd−1. Employing monotonicity arguments we finish the proof. 
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Remark 4.10. Because of
an(id
m
p1,p2) ≍ max
{
m
1
p2
− 1
p1 ,min{1,m
1− 1
p1 n−
1
2}
√
1− n/m
}
if 2 ≤ p′1 < p2, see [12], by similar argument as above, we obtain part (v) in Theorem 2.10.
Proposition 4.11. Let 1 < p1 < p2 ≤ 2 and
1
p1
− 1p2 < t <
1/p1−1/p2
2/p1−1
. Then
cn(id
∗) ≍ n
−
p′1
2
(t− 1
p1
+ 1
p2
)
(log n)
(d−1)(t− 1
p1
+ 1
p2
)
, n ≥ 2.
Proof . Step 1. Estimate from below. If p2 < 2 we choose ε > 0 such that p2 + ε ≤ 2 and employ
(4.12) to obtain
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2+ε) . cn(id
∗).
Now (4.1b) with n =
[
D
2/p′1
µ
]
leads to
2
µ(−t+ 1
p1
− 1
p2
)
. cn(id
∗).
This implies the lower estimate if p2 < 2. By using (4.9) and a similar argument we get the result
for p2 = 2 as well.
Step 2. Estimate from above. Since p2 ≤ 2 from (4.8) and (4.9) we arrive at
cn(id
∗) .
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) + 2
−L
(
t− 1
p1
+ 1
p2
)
. (4.20)
Next we define nµ, µ = J + 1, ..., L, as in (4.18). Now (4.1b) leads to
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . 2
µ(−t+ 1
p1
− 1
p2
)
(
D
1− 1
p1
µ
[
Dµ 2
{(µ−L)β+J−µ}
]− 1
2
) 1/p1−1/p2
1/p1−1/2
= 2
µ(−t+
1/p1−1/p2
2/p1−1
−
1/p1−1/p2
2/p1−1
β)
(
2
Lβ−J
2
) 1/p1−1/p2
1/p1−1/2 µ
(d−1)( 1
p2
− 1
p1
)
.
Because of t < 1/p1−1/p22/p1−1 , we can choose β > 0 small enough such that
−t+
1/p1 − 1/p2
2/p1 − 1
−
1/p1 − 1/p2
2/p1 − 1
β > 0.
Consequently
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . 2
L(−t+
1/p1−1/p2
2/p1−1
−
1/p1−1/p2
2/p1−1
β)
(
2
Lβ−J
2
) 1/p1−1/p2
1/p1−1/2 J
(d−1)( 1
p2
− 1
p1
)
≍ 2
L(−t+
1/p1−1/p2
2/p1−1
)
2
−J
1/p1−1/p2
2/p1−1 J
(d−1)( 1
p2
− 1
p1
)
≍ 2−tL2
(L−J)
1/p1−1/p2
2/p1−1 J
(d−1)( 1
p2
− 1
p1
)
.
(4.21)
Again we define
L :=
[p′1
2
J + (
p′1
2
− 1)(d− 1) log J
]
≍
p′1
2
( 2
p1
− 1
)
J +
p′1
2
( 2
p1
− 1
)
(d− 1) log J + J.
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Inserting this into (4.21) we find
L∑
µ=J+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . 2
−t
p′1
2 J (d−1)t(1−
p′1
2
)2
p′1
2
(J+(d−1) log J)( 1
p1
− 1
p2
)
J
(d−1)( 1
p2
− 1
p1
)
= 2
−J
p′1
2
(t− 1
p1
+ 1
p2
)
J
(d−1)(1−
p′1
2
)(t− 1
p1
+ 1
p2
)
.
This together with the special choice of L leads to
cn(id
∗) . 2
−J
p′1
2
(t− 1
p1
+ 1
p2
)
J
(d−1)(1−
p′1
2
)(t− 1
p1
+ 1
p2
)
for n ≍ 2JJd−1, see (4.20). Finally, we finish the proof by the standard monotonicity argument. 
Proposition 4.12. Let 1 < p1, p2 < 2 and max(0,
1/p1−1/p2
2/p1−1
) < t < 12 . Then we have
cn(id
∗) . n−t(log n)
(d−1)(2t− 2t
p1
)
, n ≥ 2.
Proof . Step 1. The case p1 < p2 < 2 and
1/p1−1/p2
2/p1−1
< t < 12 . We split the sum in (4.8) into two
terms
cn(id
∗) .
K∑
µ=J+1
cnµ(id
∗
µ) +
L∑
µ=K+1
cnµ(id
∗
µ) + 2
−L
(
t− 1
p1
+ 1
p2
)
.
K∑
µ=J+1
2
µ(−t+ 1
p1
− 1
2
)
cn(id
Dµ
p1,2
) +
L∑
µ=K+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) + 2
−L
(
t− 1
p1
+ 1
p2
)
,
(4.22)
see (4.9). We define
K =
[
J +
( 2
p1
− 1
)
(d− 1) log J
]
and
nµ :=
{[
Dµ 2
(µ−K)β+J−µ
]
if J + 1 ≤ µ ≤ K ,[
Jd−12J 2(K−µ)γ
]
if K + 1 ≤ µ ≤ L .
Here β, γ > 0 will be fixed later. The condition β, γ > 0 implies (4.17). We estimate the first sum
on the right-hand side of (4.22). We have
K∑
µ=J+1
2
µ(−t+ 1
p1
− 1
2
)
cn(id
Dµ
p1,2
) .
K∑
µ=J+1
2
µ(−t+ 1
p1
− 1
2
)
D
1− 1
p1
µ
[
Dµ 2
{(µ−K)β+J−µ}
]− 1
2
≍
K∑
µ=J+1
2µ(−t+
1
2
−β
2
) 2
Kβ−J
2 µ
(d−1)( 1
2
− 1
p1
)
,
see (4.1b). Since t < 12 we can choose β > 0 such that −t+
1
2 −
β
2 > 0. Consequently we obtain
K∑
µ=J+1
2
µ(−t+ 1
p1
− 1
2
)
cn(id
Dµ
p1,2
) . 2K(−t+
1
2
−β
2
) 2
Kβ−J
2 K
(d−1)( 1
2
− 1
p1
)
≍ 2−Kt2
K−J
2 K
(d−1)( 1
2
− 1
p1
)
.
(4.23)
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Now we deal with the second sum on the right-hand side of (4.22). From (4.1b) we have
L∑
µ=K+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) .
L∑
µ=K+1
2
µ(−t+ 1
p1
− 1
p2
)
(
D
1− 1
p1
µ
[
Jd−12J 2(K−µ)γ
]− 1
2
) 1/p1−1/p2
1/p1−1/2
≍
L∑
µ=K+1
2
µ(−t+
1/p1−1/p2
2/p1−1
−
1/p1−1/p2
2/p1−1
γ)
(
µ
(d−1)(1− 1
p1
)[
Jd−12J 2Kγ
]− 1
2
) 1/p1−1/p2
1/p1−1/2 .
Since t > 1/p1−1/p22/p1−1 we can choose γ > 0 such that −t+
1/p1−1/p2
2/p1−1
− 1/p1−1/p22/p1−1 γ < 0. This leads to
L∑
µ=K+1
2
µ(−t+ 1
p1
− 1
p2
)
cn(id
Dµ
p1,p2) . 2
K(−t+
1/p1−1/p2
2/p1−1
−
1/p1−1/p2
2/p1−1
γ)
(
K
(d−1)(1− 1
p1
)[
Jd−12J 2Kγ
]− 1
2
) 1/p1−1/p2
1/p1−1/2
≍ 2−Kt
(
K
(d−1)(1− 1
p1
)
J−
d−1
2 2
K−J
2
) 1/p1−1/p2
1/p1−1/2
≍ 2−Kt
(
J
(d−1)( 1
2
− 1
p1
)
2
K−J
2
) 1/p1−1/p2
1/p1−1/2 .
(4.24)
The last line is due to J < K < dJ . Replacing K into (4.23) and (4.24) we arrive at
L∑
µ=J+1
cnµ(id
∗
µ) . 2
−Kt ≍ 2−JtJ
(d−1)(t− 2t
p1
)
.
Choosing L large enough we have proved
cn(id
∗) . 2−JtJ
(d−1)(t− 2t
p1
)
for n ≍ 2JJd−1. By monotonicity of Gelfand numbers we finish the proof in this case.
Step 2. The case p2 ≤ p1 < 2 and 0 < t <
1
2 . Since t > 0 we can choose p1 < p < 2 such that
1/p1−1/p
2/p1−1
< t < 12 . We consider the chain of embeddings
st,Ωp1,p1f →֒ s
0,Ω
p,2 f →֒ s
0,Ω
p2,2
f
and obtain
cn(id
∗) ≤ cn(id : s
t,Ω
p1,p1f → s
0,Ω
p,2 f) · ‖id : s
0,Ω
p,2 f → s
0,Ω
p2,2
f‖ . cn(id : s
t,Ω
p1,p1f → s
0,Ω
p,2 f),
see property (c) of the s-numbers. Finally the result in Step 1 implies the desired estimate. The
proof is complete. 
4.2 Proof of the main results
We are now in position to prove Theorems 2.2, 2.7, 2.15 and Proposition 2.4.
Proof of Theorem 2.2. The cases max(2, p2) ≤ p1 and (iii), (iv) are consequences of Lemma 4.2
and Propositions 4.7−4.9 and 4.11. The lower bounds of the cases p1, p2 ≤ 2 and (ii) follow from the
relation xn ≤ cn. We refer to [15] for the asymptotic behaviour of xn(App : S
t
p1,p1B(Ω)→ Lp2(Ω)).
The upper bound of (ii) is derived from the inequality cn ≤ an and part (ii) in Theorem 2.10. To
finish we consider the chain of continuous embeddings
Stp1,p1B(Ω) →֒ L2(Ω) →֒ Lp2(Ω)
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if p2 ≤ 2. Now property (c) of the s-numbers together with part (iii) in Theorem 2.2 implies the
estimate from above in the case p1, p2 < 2 and t >
1
2 . The proof is complete. 
Proof of Proposition 2.4. The proof follows from Lemma 4.2 in combination with Proposition
4.12. 
The following proposition will be used to prove the results in Theorems 2.7 and 2.15, see [37, 15].
Proposition 4.13. Let 0 < θ < 1. Let X,Y, Y0, Y1 be Banach spaces. Further we assume Y0∩Y1 →֒
Y and the existence of a positive constant C such that
‖y|Y ‖ ≤ C ‖y|Y0‖
1−θ‖y|Y1‖
θ for all y ∈ Y0 ∩ Y1.
Then, if T ∈ L(X,Y0) ∩ L(X,Y1) ∩ L(X,Y ) we obtain
cn+m−1(T : X → Y ) ≤ C c
1−θ
n (T : X → Y0) c
θ
m(T : X → Y1)
for all n,m ∈ N.
Proof of Theorem 2.7. Step 1. We prove (i).
Substep 1.1. Estimate from above. Since p > 1 there exist ε > 0 such that 1 + ǫ < p. We have the
following embeddings
Stp,pB(Ω) →֒ L1+ε(Ω) →֒ L1(Ω).
Property (c) of the s-numbers together with the result in Theorem 2.2 (i) implies the estimate from
above.
Substep 1.2. Estimate from below. Since p > 1 there exist p0, p1 and 0 < θ < 1 such that
1 < p0 < p1 < min(p, 2) and
1
p0
=
Θ
1
+
1−Θ
p1
.
This yields
‖f |Lp0(Ω)‖ ≤ ‖f |L1(Ω)‖
1−θ ‖f |Lp1(Ω)‖
θ for all f ∈ Lp1(Ω).
Next we employ the interpolation property of the Gelfand numbers, see Proposition 4.13, and
obtain
c2n−1(App : S
t
p,pB(Ω)→ Lp0(Ω)) . c
1−θ
n (App : S
t
p,pB(Ω)→ L1(Ω)) c
θ
n(App : S
t
p,pB(Ω)→ Lp1(Ω)).
Now, the estimate from below follows from part (i) in Theorem 2.2.
Step 2. Proof of (ii). The lower estimate follow from the inequality xn ≤ cn. We refer again to
[15, Theorem 3.4] for asymptotic behaviour of xn(App : S
t
p,pB(Ω)→ L∞(Ω)). Let 1 < p < 2 and
t > 1. Then there always exists some r > 12 such that t − r >
1
2 . We consider the commutative
diagram
Stp,pB(Ω) L∞(Ω)
Sr2,2B(Ω)
App
App1 App2
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The multiplicativity of the Gelfand numbers, see [20, Section 11.9], yields
c2n−1(App) ≤ cn(App1) cn(App2) ≍ cn(App1) · n
−r+ 1
2 (log n)(d−1)r , (4.25)
see Proposition 2.5. By the lifting property of mixed Besov spaces, see Theorem 3.5, and Theorem
2.2 (iii) we have
cn(App1) ≍ cn(App : S
t−r
p,p B(Ω)→ L2(Ω)) ≍ n
−t+r(log n)(d−1)(t−r−
1
p
+ 1
2
).
Putting this into (4.25) we get the desired upper estimate. The proof is complete. 
Proof of Theorem 2.15. Step 1. Proof of (i). Recall that
an(App : S
t
pH(Ω)→ L1(Ω)) ≍ n
−t(log n)(d−1)t, n ≥ 2
was obtained by Romanyuk [30]. From this and the inequality cn ≤ an we get the upper bound for
Gelfand numbers. By similar arguments as in the Substep 1.2 of the proof of Theorem 2.7 and the
result in part (i) in Theorem 2.14 we obtain the estimate from below as well.
Step 2. Proof of (ii). Since the target space is L∞(Ω), it is enough to prove (ii) for Gelfand numbers.
The lower estimate is a consequence of the inequality xn ≤ cn and the result in [17, Theorem 2.6].
Concerning the estimate from above we consider the diagram
StpH(Ω) L∞(Ω)
Sr2H(Ω)
App
App1 App2
Now similar arguments as in Step 2 of the proof of Theorem 2.7 yields the desired result. This
finishes the proof. 
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