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Let (H, J)beaKrein spacewith selfadjoint involution J. Startingwith
a canonical representation of a J-selfadjoint projection, J-projection
in short, as the sum of a J-positive projection and a J-negative one
we study in detail the structure of a regular subspace, that is, the
range of a J-projection. We treat the problem when the sum of two
regular subspaces is again regular. We also treat the problemwhen
the closure of the range of the product of a J-contraction and a
J-expansion becomes regular.
© 2009 Elsevier Inc. All rights reserved.
1. Preliminaries and main results
Let H be a Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. Suppose that a (non-scalar)
selfadjoint involution J, that is, J = J∗ = J−1, is given to produce an indeﬁnite inner product
[x, y] := 〈Jx, y〉 (x, y ∈ H).
In this case (H, J) is called a Krein space.
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The operators
J+ := (I + J)/2 and J− := (I − P)/2
are mutually annihilating orthoprojections such that
I = J+ + J− and J = J+ − J−.
LetH+ := ran(J+), andH− := ran(J−).ThenH = H+ ⊕ H−(orthogonal direct sum).Notice that
weuse ran(A) andker(A) to denote the range (space) and the kernel (space) of a bounded linear operator
A.
For a bounded linear operator A onH its J-adjoint A is deﬁned as
[Ax, y] = [x, Ay] (x, y ∈ H).
It is obvious that A = JA∗J, where A∗ is the usual adjoint (operator) of A. Then A is said to be
J-selfadjoint if A = A. This is equivalent to say that JA is seladjoint in the usual sense.
As usual, the order relation A B between two bounded selfadjoint operators is deﬁned as A −
B is positive semi-deﬁnite. In particular, A 0 means that A is positive semi-deﬁnite. Any bounded
selfadjoint operatorA is uniquelywrittenasA = A+ − A−,whereA+, A−  0andA+A− = A−A+ = 0.
(See [3] for the operator theory in Hilbert spaces.)
A bounded linear operatorA is said to be J-positive if JA 0. J-negativity is deﬁned correspondingly. A
J-positive (or J-negative) operator is J-selfadjoint. A bounded linear operatorA is said to be J-contractive
or a J-contraction (resp. J-expansive or a J-expansion) if
[x, x][Ax, Ax] (resp.[Ax, Ax]) (x ∈ H)
or equivalently J  A∗JA (resp.  A∗JA).
A subspaceM is said tobepositive if [x, x] 0(x ∈ M), or equivalentlyasEJE  0 for theorthoprojec-
tion E toM. FurtherM is said to beuniformly positive if there is  > 0 such that [x, x] ‖x‖2 (x ∈ M),
or equivalently EJE  E. Negativity and uniform negativity of a subspace is deﬁned as positivity and
uniform positivity with respect to the selfadjoint involution−J. By this deﬁnition the trivial subspace
{0} is uniformly positive as well as uniformly negative.
It is well known (see [1, Theorem 1.1]; [2, Lemma 1.8.4]) that for a uniformly positive subspace M
there are uniquely a subspace E ⊂ H+ and a strict contraction K , that is, ‖K‖ < 1, from E toH− such
that
M = {x ⊕ Kx : x ∈ E}.
(As a convention, we always write K = 0 when E = {0}.) The corresponding result holds for a
uniformly negative subspace.
In this case M is closed if and only if the subspace E is closed. Also M is maximal with respect
to set-inclusion in the class of uniformly positive subspaces if and only if E = H+. Therefore, every
maximal uniformly positive subspace is closed. The subspaceH+ is maximal uniformly positive while
H− is maximal uniformly negative.
Any uniformly positive subspace M is contained in a maximal uniformly positive subspace. Take,
for instance, K˜ := KE where E is the orthoprojection from H+ to the closure of the space E . The
corresponding results hold for a uniformly negative subspace.
For a subspaceM its J-orthocomplementwill be denoted byM[⊥], that is,
M[⊥] := {x : [x, y] = 0 (y ∈ M)}.
It is obvious to see thatM[⊥] = JM⊥ whereM⊥ is the usual orthocomplement.
In this paper we use, without any further mention, the following facts. For any closed subspacesM
andN
(M + N )[⊥] = M[⊥] ∩ N [⊥] and (M ∩ N )[⊥] = M[⊥] + N [⊥],
and (M[⊥])[⊥] = M, where {· · ·} denotes the closure.
IfM is amaximal uniformly positive subspace, its J-orthocomplement is amaximal uniformly neg-
ative subspace. In fact, if K is the strict contraction forM, its adjoint K∗ becomes the strict contraction
forM[⊥].
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In this paper, a bounded linear idempotent operator P is called a projection, that is, P2 = P. When
ran(P) = M and ker(P) = N , then P is called the projection to M parallel to N . In this case I − P
becomes the projection toN parallel toM.
A J-selfadjoint projection is called a J-projection. If P is a J-projection with ran(P) = M, then it is
necessarily the projection toM parallel toM[⊥]. Conversely, given a closed subspaceM, a projection
P toM parallel toM[⊥], if exists, is J-selfadjoint, hence a J-projection.
A subspaceM is said to be regular if it is the range of a J-projection. Every regular subspace is closed.
IfM is regular with J-projection P, so is its J-orthocomplementM[⊥] with J-projection I − P.
It is well known (see [1, Corollary 1.3.1]; [2, Corollary 1.7.17]) that every uniformly positive closed
subspace M is regular. In fact, since (M, [·, ·]) is a Hilbert space, for which the topology is equiva-
lent to the original norm topology, for y ∈ H the continuous linear functional x −→ [x, y] on M is
implemented by the inner product with a uniquely determined vector y˜ ∈ M, that is,
[x, y] = [x, y˜] (x ∈ M).
The linear map y −→ y˜ is just the J-projection toM. Obviously this J-projection is J-positive.
The J-orthocomplementof auniformlypositive (resp. uniformlynegative) subspace is characterized
as a closed subspace, containing a maximal uniformly negative (resp. maximal uniformly positive)
subspace. Therefore a closed subspace, containing amaximal uniformlynegative (ormaximal unifomly
positive) subspace, is always regular.
In Section 2, a canonical sumdecompositions of a J-projection (Theorem2.3) is given: a J-projection
P is uniquely written as P = P1 + P2 with a J-positive projection P1 and a J-negative one P2 such that
P1 commutes with both P2 and P
∗
2 .
The dual form (Theorem 2.12) of this result says that a J-projection Q is uniquely written as Q =




In Section 3, we treat the problem when the sum or the intersection of two regular subpaces is
again regular. The main result (Theorem 3.7) is that the sum of a uniformly positive closed subpace
and a uniformly negative closed subspace is always regular. Its dual form is that the intersection of
two closed subpaces is regular if one of them contains a maximal uniformly positive subspace while
the other does a maximal uniformly negative subspace.
In Section 4, we investigate regular subspaces related to J-contractions and J-expansions. Themain
result (Theorem4.5) is that ifA is a J-bicontraction and B is a J-biexpansion and if A commueswith both
B and B then the closure of ran(AB) is regular. Here A is called a J-bicontraction (resp. J-biexpansion) if
both A and A are J-contractions (resp. J-expansions).
In closing this introductory section, notice that the statements of many results are much simpliﬁed
when H is ﬁnite-dimensional. In this case, every subspace is closed and a subspace M is uniformly
positive (resp. uniformly negative) if [x, x] > 0 (resp. [x, x] < 0) for every non-zero x ∈ M, and further
a J-contraction (resp. a J-expansion) is necessarily a J-bicontraction (resp. a J-biexpansion).
2. J-projections
In this section, we present canonical representations of a J-projection. The basic idea is a modiﬁed
form of the approach of Hassi–Nordström [5]. Therefore this section is, in part, of expository character.
Let us begin with a general theorem on a projection in a Hilbert space (See [4, Chapter VI, Section
5]). Let M and N be closed subspaces, and E and F the orthoprojections to M and N , respectively.
Then there is a projection P toM parallel toN if and only if
M⊥ ∩ N⊥ = {0} and ‖FE‖ < 1.
In this case, P is determined as
P = (I − EFE)−1E(I − F).
In particular, whenN = M[⊥], the orthoprojection toM[⊥] is given by J(I − E)J. Therefore, there
is a J-projection to M if and only if ‖(I − E)JE‖ < 1, because this norm condition implies M⊥ ∩
(M[⊥])⊥ = {0}. Since
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‖(I − E)JE‖2  1 − 2⇐⇒EJ(I − E)JE (1 − 2)E
⇐⇒2E (EJE)2,
the norm condition becomes the invertibility of the selfadjoint operator EJE on M = ran(E) and the
J-projection P in question is written as
P = E · (EJE)|−1M · EJ.
Usually if a selfadjoint operator A has closed range, its restriction to the range space is invertible
and the operator G · (A|ran(A))−1 · G is called its Moore-Penrose inverse and denoted by A†, where G is
the orthoprojection to ran(A). With this notation we can write P = (EJE)†J.
Summing up, we have the following result.
Theorem 2.1. A closed subspace M is regular, that is, the range of a J-projection, if and only if ‖(I −
E)JE‖ < 1 or equivalently (EJE)2  2E for some  > 0 where E is the orthoprojection to M. In this case
the J-projection toM is determined as (EJE)†J.
An immediate consequence is that a positive (resp. negative) subspace, which is regular, is neces-
sarily uniformly positive (resp. uniformly negative).
Let us gather here simple facts on J-projections for later use. Proof is almost immediate.
Lemma 2.2 (See [5, Proposition 4]). Let P1 and P2 be J-projections.
(1) P1 is J-positive (resp. J-negative) if andonly if ran(P1) is uniformlypositive (resp.uniformlynegative).
(2) If the product P2P1 is J-selfadjoint, then P1 commutes with P2 and P2P1 is a J-projection with
ran(P2P1) = ran(P2) ∩ ran(P1). In particular, if P2P1 = 0 or P2P1 = P1, then P1 commutes with
P2.
(3) If P1 is J-positive and P2 is J-negative and if they commutes, then P2P1 = 0.
(4) The sum P1 + P2 is a J-projection if and only if P2P1 = 0.
For a pair of J-projections P1 and P2, let us write P2  P1 if P2P1 = P1. Then the relation P2  P1
is equivalent to the inclusion ran(P2) ⊃ ran(P1). By Lemma 2.2 P2  P1 implies the commutativity of
P1 and P2, and P2 − P1 is a J-projection such that (P2 − P1)P1 = 0. Also if P2  P1 and P2 is J-positive
(resp. J-negative) then P1 is J-positive (resp. J-negative).
The following is the main result of this section.
Theorem2.3 (cf . [5, Theorem 2]; [6, Theorem 5.1]). For a J-projection P there exist uniquely a J-positive
projection P1 and a J-negative projection P2 such that
P = P1 + P2, and P1 commutes with both P2 and P∗2 .
In fact, P1 and P2 are written as
P1 = ((EJE)+)†J and P2 = −((EJE)−)†J,
where E is the orthoprojection to the subspace M = ran(P).
Proof. We refer the reader to [3, Chapter 2] for the spectral theory of a selfadjoint operator used in this
proof. Since (EJE)2  2E for some  > 0by Theorem2.1, the selfajoint operator EJE|M has no spectrum
in the interval (−, ). Let E1 (resp. E2) be the spectral orthoprojection of EJE|M corresponding to the
interval [,∞) (resp. (−∞,−]). Notice that E1E (resp. E2E) is the spectral projection of the operator
EJE onH corresponding to the interval (0,∞) (resp. (−∞, 0)) and that
E1(EJE)
† = ((EJE)+)† and E2(EJE)† = −((EJE)−)†.
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Now identifying Ej with EjE (j = 1, 2) we have
E = E1 + E2, E1E2 = E2E1 = 0, PEj = Ej (j = 1, 2).
Let Pj := EjP (j = 1, 2). Since
PiPj = EiPEjP = EiEjP = δijEjP = δijPj ,
P1 and P2 are mutually annihilating projections with P1 + P2 = P.
Further P1 is J-positive while P2 is J-negative. In fact,
JP1 = J((EJE)+)†J  0 and JP2 = −J((EJE)−)†J  0.
Notice that P∗2 is a J-negative projection as P2 and by deﬁnition P∗2P1 = P∗E2E1P = 0. Then by
Lemma 2.2 (2) P1 commutes with P
∗
2 .
It remains to prove the uniqueness of a J-positive projection P1 and a J-negative projection P2.
First by Lemma 2.2 (3) the assumption implies that P2P1 = 0 and P∗2P1 = 0. Let Mj := ran(Pj) (j =
1, 2). Then P∗2P1 = 0 implies thatM = M1 ⊕ M2 (orthogonal sum). Since EPj = Pj(j = 1, 2) and by
J-selfadjointness P∗2 J = JP2, we have
P∗2 (EJE)P1 = P∗2 JP1 = JP2P1 = 0.
When combined with orthogonality of M1 and M2 this shows that each Mj reduces the selfadjoint
operator EJE. SinceM1 is uniformly positive andM2 is uniformly negative, we can conclude thatM1
(resp. M2) is the spectral subspace of (EJE)|M corresponding to the interval [0,∞) (resp. (−∞, 0)).
Therefore the subspaceMj and hence the J-projection Pj toMj is uniquely determined. 
With requirement of mere commutativity of P1 and P2 there are many possibilities for the repre-
sentation P = P1 + P2.
Theorem 2.4. Let P be a J-projection, and P1 a J-positive projection such that P  P1. Then P − P1 is a
J-negative projection if and only if P1 is a maximal element, with respect to the order relation , in the
class of J-positive projections Q such that P  Q .
A proof will be given in Theorem 3.10 of the next section.
Recall that for auniformlypositive closed subspaceM there areuniquely a closed subspaceE ⊂ H+
and a strict contraction K from E toH− such that
M = the right graph of K = Gr(E; K) := {x ⊕ Kx : x ∈ E}. (†)
Conversely such a right graph (†) is a uniformly positive closed subspace.
Correspondingly for a uniformly negative closed subspaceN there are a closed subspace F ⊂ H−
and a strict contraction L from F toH+ such that
N = the left graph of L = Gl(L;F) := {Ly ⊕ y : y ∈ F}. (‡)
Conversely such a left graph (‡) is a uniformly negative closed subspace.
Notice here that whenM (resp.N ) is {0}, then E (resp. F ) is {0}, and the operator 0 is assigned to
K (resp. L) in (†) (resp. (‡)).
Lemma 2.5. Consider a closed subspace E ⊂ H+ and one F ⊂ H−, and a strict contraction K from E to
H− and one L from F to H+. With the orthoprojection E from H+ to E and the one F from H− to F , the
following hold:
(1) the right graph Gr(E; K) and the left graph Gl(L;F) are J-orthgonal if and only if F(L∗ − K)E = 0,
(2) the right graph Gr(E; K) and the left graph Gl(L;F) are orthognal if and only if F(L∗ + K)E = 0.
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Proof. The J-orthogonality here means that
0 = [x ⊕ Kx, Ly ⊕ y] = 〈x, Ly〉 − 〈Kx, y〉 (x ∈ E , y ∈ F),
while the orthogonality does that
0 = 〈x ⊕ Kx, Ly ⊕ y〉 = 〈x, Ly〉 + 〈Kx, y〉 (x ∈ E , y ∈ F).
Now the assertions are immediate. 
The following is well known.
Lemma 2.6 (See [2, Theorem 1.8.17]). For a J-positive (resp. J-negative) projection P1 (resp. P2) there
are uniquely a closed subspace E ⊂ H+ (resp. F ⊂ H−) and a strict contraction K (resp. L) from E to
H− (resp. from F to H+) such that, with respect to the decomposition H = H+ ⊕ H−, the block matrix
representation of P1 (resp. P2) is given by
P1 =
[
E(I − K˜∗K˜)−1E −E(I − K˜∗K˜)−1K˜∗
K˜(I − K˜∗K˜)−1E −K˜(I − K˜∗K˜)−1K˜∗
]
, ()
where E is the orthoprojection fromH+ to E and K˜ := KE, and
P2 =
[−L˜(I − L˜∗L˜)−1L∗ L˜(I − L˜∗L˜)−1F
−F(I − L˜∗L˜)−1L˜∗ F(I − L˜∗L˜)−1F
]
, ()
where F is the orthoprojection fromH− to F , and L˜ := LF.
For a closed subspace E ofH+ (resp. F ofH−) let us use the notations
E∧ := H+ ∩ E⊥ (resp. F∨ := H− ∩ F⊥). ()
Theorem 2.7. For a J-projection P, there exist uniquely a closed subspace E ⊂ H+ and one F ⊂ H−, and
a strict contraction K from E to F∨ and one L from F to E∧ such that, with respect to the decomposition
H = E ⊕ E∧ ⊕ F ⊕ F∨, the block matrix representation of P is given by
P = D ·
⎡⎢⎢⎣
I 0 0 −K∗
0 −LL∗ L 0
0 −L∗ I 0





(I − K∗K)−1/2, (I − LL∗)−1/2, (I − L∗L)−1/2, (I − KK∗)−1/2
)
.
Here we write K = 0 (resp. L = 0) when E = {0} (resp. F = {0}).
Proof. By Theorem 2.3 the J- projection P is uniquely written as P = P1 + P2 where P1 is J-positive
while P2 is J-negative, and P2P1 = P∗2P1 = 0. Then by Lemma 2.6 P1 (resp. P2) is of the form ()
(resp. ()). Now since P2P1 = 0 (resp. P∗2P1 = 0) means the J-orthogonality (resp. the orthogonal-
ity) of Gr(E; K) and Gl(L;F) it follows from Lemma 2.5 that for the representations () and ()
F(L∗ − K)E = F(L∗ + K)E = 0, hence FKE = 0 and ELF = 0. Therefore, K (resp. L) can be considered
a strict contraction from E to F∨ (resp. from F to E∧).




E(I − K˜∗K˜)−1E −E(I − K˜∗K˜)−1K˜∗
K˜(I − K˜∗K˜)−1E −K˜(I − K˜∗K˜)−1K˜∗
]
+
[−L˜(I − L˜∗L˜)−1L∗ L˜(I − L˜∗L˜)−1F
−F(I − L˜∗L˜)−1L˜∗ F(I − L˜∗L˜)−1F
]
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=D ·
⎡⎢⎢⎣
I 0 0 −K∗
0 −LL∗ L 0
0 −L∗ I 0
K 0 0 −KK∗
⎤⎥⎥⎦ · D.
The uniqueness follows from the uniqueness of P1 and P2. 
Let us use the following notaion:
P(E ,K|L,F) := D ·
⎡⎢⎢⎣
I 0 0 −K∗
0 −LL∗ L 0
0 −L∗ I 0
K 0 0 −KK∗




(I − K∗K)−1/2, (I − LL∗)−1/2, (I − L∗L)−1/2, (I − KK∗)−1/2
)
.
Corollary 2.8. With notation () I − P(E ,K|L,F) = P(E∧ ,L∗|K∗ ,F∨).
Proof. Since
I = D ·
⎡⎢⎢⎣
I − K∗K 0 0 0
0 I − LL∗ 0 0
0 0 I − L∗L 0
0 0 0 I − KK∗
⎤⎥⎥⎦ · D,
we have
I − P(E ,K|L,F)=D ·
⎡⎢⎢⎣
−K∗K 0 0 K∗
0 I −L 0
0 L∗ −L∗L 0
−K 0 0 I
⎤⎥⎥⎦ · D
=P(E∧ ,L∗|K∗ ,F∨). 
With notation () Lemma 2.6 is written as follows:
Theorem 2.9. A J-positive projection P1 is uniquely written as P1 = P(E ,K|0,{0}) while a J-negative projec-
tion P2 is written as P2 = P({0},0|L,F), where E ⊂ H+ and F ⊂ H− are closed subspaces and K (resp. L)
is a strict contraction from E toH− (resp. one from F toH+).
The following fact is quite important for our disucssions.
Lemma 2.10 (Hassi − Nordström [5, Proposition 5]). A J-contractive (or J-expansive) projection is au-
tomatically J-selfadjoint. Therefore a projection P is J-contractive (resp. J-expansive) if and only if the
projection I − P is J-positive (resp. J-negative).
Corollary 2.11. A closed subspace M is the range of a J-contractive (resp. J-expansive) projection Q1
(resp. Q2) if and only if it contains a maximal uniformly negative (resp. maximal uniformly positive)
supspace. The J-projection Q1 (resp. Q2) is uniquely written as P(E ,0|L,H−) (resp. P(H+ ,K|0,F)), where
E ⊂ H+ andF ⊂ H− are closed subspaces andK (resp. L) is a strict contraction fromH+ toH− (resp.
one fromH− toH+).
In fact, this is a combination of Corollary 2.8 and Theorem 2.9 via Lemma 2.10.
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Theorem 2.12 (cf . [5, Theorem 2]; [6, Corollary 5.5]). For a J-projection Q there exist uniquely a J-
contractive projection Q1 and a J-expansive one Q2 such that Q1 commutes with both Q2 and Q
∗
2 , and
Q = Q1Q2. In fact. Q1 and Q2 are written as
Q1 = I − J((F⊥JF⊥)+)† and Q2 = I + J((F⊥JF⊥)−)†,
where F is the orthoprojection to ran(Q) and F⊥ := I − F.
Proof. Apply Theorem 2.3 to the J-projection P = I − Q to get a J-positive projection P1 and a J-
negative projection P2, and let Q1 = I − P1 and Q2 = I − P2. Then by Lemma 2.10 Q1 is J-contractive
and Q2 is J-expansive. The remaining assertions, including uniqueness, are easily assured. 
Theorem 2.13. Let Q be a J-projection, and Q1 a J-contractive projection such that Q1  Q . Then there is
a J-expansive projection Q2 such that Q = Q1Q2 if and only if Q1 is a minimal element,with respect to the
order relation , in the class of J-contractive projections P such that P  Q .
This is a direct consequence of Theorem 2.4.
3. Regular subspaces
Recall that a subspace is said to be regular if it is the range of a J-projection. In this section, we treat
the problem when the (algebraic) sum or the intersection of two regular subspaces is again regular.
But let us start with a canonical form of a regular subspace as the sum of a uniformly positive subspace
and a uniromly negative one, which is a variant of Theorem 2.7. Let us continue to use the notations
(†), (‡) and () in Section 2.
Theorem 3.1. For a regular subspaceM, there are uniquely a closed subspace E ⊂ H+ and oneF ⊂ H−,
and a strict contraction K from E to H− and one L from F to H+ such that FK = 0 and EL = 0, E and F
being the orthoprojections to E and F respectively, and
M = Gr(E; K) + Gl(L;F).
In this case, the J-orthocomplement of M is written as
M[⊥] = Gr(E∧; L∗) + Gl(K∗;F∨).
Before turning to a canonical intersection representation, let us give a simple lemma, whose proof
is straightforward.
Lemma 3.2. Let E (resp. F) be a closed subspace ofH+ (resp. ofH−), and K (resp. L) a strict contraction
from E toH− (resp. from F toH+). Then
Gr(E; K)[⊥] = Gl(K∗;H−) + E∧ and Gl(L;F)[⊥] = Gr(H+; L∗) + F∨.
Theorem 3.3. For a regular subspaceM, there are uniquely a closed subspace E ⊂ H+ and oneF ⊂ H−,
and a strict contraction K from E to H− and one L from F to H+ such that FK = 0 and EL = 0, E and F
beging the orthoprojections to E and F respectively, and
M = {Gr(H+; KE) + F} ∩ {Gl(LF;H−) + E}.
In this case, the J-orthocomplementM[⊥] is written as
M[⊥] = {Gr(H+; L∗) + F∨} ∩ {Gl(K∗;H−) + E∧}.
Proof. Using the representation ofM[⊥] in Theorem 3.1 and Lemma 3.2 we can see
M = (M[⊥])[⊥]=Gl(K∗;F∨)[⊥] ∩ Gr(E∧; L∗)[⊥]
={Gr(H+; KE) + F} ∩ {Gl(LF;H−) + E}.
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The proof of the representatin ofM[⊥] is similar. 
The sum of two regular subspaces is not necessarily regular even if they are simultaneously uni-
formly positive (or uniformly negative). Similarly the intersection of two regular subspaces is not
necessarily regular.
Lemma 3.4. Let M1 be a regular subspace with J-projection P1 and M2 a closed subspace. Then the sum
M1 + M2 (resp. its closure M1 + M2) is regular if and only if the subspace (I − P1)(M2) (resp. its
closure (I − P1)(M2)) is regular.
Proof. Let us take up the case with closure. Suppose ﬁrst that M := M1 + M2 is regular with J-
projection P. Since PP1 = P1, by Lemma 2.2 the product (I − P1)P is a J-projection. Since
(I − P1)(M2)=(I − P1)(M1 + M2) = (I − P1)(M)
=ran ((I − P1)P) = ran ((I − P1)P) ,
the subspace (I − P1)(M2) is regular.
Suppose conversely that the subspace (I − P1)(M2) is regular with J-projection Q . Then since by
deﬁnition P1Q = 0, by Lemma 2.2 the operator P := P1 + Q is a J-projection with range
ran(P) = M1 + (I − P1)(M2).
Now since M1 + (I − P1)(M2) is a closed subspace, containing M1 + M2 and contained in its
closureM, it must coincide withM, and henceM is regular. The proof for the case without closure is
parallel and is easier. 
Corollary 3.5. LetN1 be a regular subspace with J-projection Q1, andN2 a closed subspace. Then the
intersectionN1 ∩ N2 is regular if and only if the closure Q1(N [⊥]2 ) is regular.
Proof. The regularity of the closed subspace N1 ∩ N2 is equivalent to that of its J-orthocomplement
N [⊥]1 + N [⊥]2 . By assumption the subspaceN [⊥]1 is regularwith J-projection I − Q1. Nowapply Lemma
3.4 to see thatN [⊥]1 + N [⊥]2 is regular if and only if the subspace Q1(N [⊥]2 ) is regular. .
There is a useful lemma for the problems we are treating.
Lemma 3.6 (See [1, Theorem 3.2]; [2, Corollary 2.4.13]). If A is a J-contracttion, and M is a uniformly
negative subspace, then the subspace A(M) is uniformly negative. Further ifM is closed, so is the subspace
A(M).
The following is the main result of this section.
Theorem 3.7. IfM1 is auniformlypositive closed subspaceandM2 is auniformlynegative closed subspace,
then the sumM1 + M2 is a regular subspace.
Proof. The subspace M1 is regular with a J-projection P1, say. Then by Lemma 2.2 P1 is J-positive,
so that I − P1 is J-contractive by Lemma 2.10. Then by Lemma 3.6 the subspace (I − P1)(M2) is a
uniformly negative closed subspace, hence is regular. Now it follows from Lemma 3.4 that the sum
M1 + M2 is regular. 
The proof shows that if P1 is a J-positive projection and P2 is a J-negative one, the subspace
ran ((I − P1)P2) is a uniformlynegative closed subspace, hence coincideswith the range of a J-negative
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projection Q , say. Notice that this does not mean (I − P1)P2 = Q , but (I − P1)P2 = QS for some oper-
ator S such that ker(S) = ker ((I − P1)P2) and S is a bijection from ran (P∗2 (I − P∗1 )) to ran(Q∗). (See
[3, Theorem 17.1] for such a factorization.)
Corollary 3.8. If a closed subspace N1 contains a maximal uniformly positive subspace and a closed
subpaceN2 contains amaximal uniformly negative subspace, then the intersectionN1 ∩ N2 is regular.
Proof. It sufﬁces to prove that the J-orthocomplement of the intersection N1 ∩ N2 is regular. Notice
that
(N1 ∩ N2)[⊥] = N [⊥]1 + N [⊥]2 .
and that by Lemma 3.2 the subspaceN [⊥]1 is a uniformly negative closed subspace while the subspace
N [⊥]2 is a uniformly positive closed subspace. Then by Theorem 3.7 the sumN
[⊥]
1 + N [⊥]2 is a regular
subspacc, hence closed. Therefore N [⊥]1 + N [⊥]2 is regular. 
Without any additional condition the sum of two regular subspace is not regular. For instance,
let H = C3 with J = diag(1, 1,−1). Then H+ = span(e1, e2) and H− = span(e3) with the canon-
ical orthonormal basis ej (j = 1, 2, 3). Let M1 = span(e1) and M2 = span(e1 + e2 + e3). Both are
one-dimensional uniformly positive spaces, hence regular. Since the J-projection P1 to M1 is just
diag(1, 0, 0), the subspace (I − P1)(M2) = span(e2 + e3), which is a positive but not uniformly pos-
itive subspace, so that (I − P1)(M2) is not regular, hence M1 + M2 is not regular. This also shows
that both the subspaceM[⊥]1 andM
[⊥]
2 are regular but their intersection is not regular.
Theorem 3.9. LetM be a regular subspce.
(1) Every closed subspace ofM is regular if and only ifM is uniformly positive or uniformly negative.
(2) Every closed subspace, containingM, is regular if and only ifM contains a maximal uniformly positive
subspace or a maximal uniformly negative subspace.
Proof. SincebyLemma3.2 (1) and (2) equivalent,weproveonly (1). It is clear thatwhenM is uniformly
positive or uniformly negative, its closed subspace is again uniformly positive or uniformly negative,
so that regular. Suppose next that M is neither uniformly positive nor uniformly negative. Then M
contains a unit vector ywith [y, y] = 0. In fact, there are unit vectors x1 and x2 such that [x1.x1] 0 and[x2, x2] 0. Since the set W := {[x, x] : ‖x‖ = 1, x ∈ M} is a connected subset of the real line such
that W ∩ [0,∞) /= ∅ and W ∩ (−∞, 0] /= ∅, the set W must contains 0. Now the one-dimnesinal
subspaceCy is not regular. 
In closing this section, let us give a proof for Theorem 2.4. We introduced already the order relation
P  Q between two J-projections P and Q as PQ = Q . In terms of range spaces, the relation P  Q
is equivalent to the inclusion ran(P) ⊃ ran(Q). Therefore, Theorem 2.4 follows from the following
theorem via the technique of Lemma 3.4.
Theorem 3.10. Let M be a regular subspace, and M1 a uniformly positive closed subspace such that
M1 ⊂ M. Then there is a uniformly negative closed subspace M2 such that M = M1 + M2 if and
only if M1 is a maximal element, with respect to range-inclusion, in the class of uniformly positive closed
subspaces, contained inM.
Proof. Suppose ﬁrst that there is a uniformly negative closed subspaceM2 such thatM = M1 + M2.
Then the subspace M1 and M2 are written in the form M1 = Gr(E; K) and M2 = Gl(L;F) where
E is a closed subspace of H+ and F is one of H−, and K is a strict contraction from E to H− and L is
one L from F toH+. IfM1 is not a maximal element, there is a closed subspace E1 ⊂ H+ and a strict
contraction K1 from E1 toH− such that
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Gr(E; K) ⊂ Gr(E1; K1) ⊂ M.
Then it follows that E ⊂ E1 and Kx = K1x (x ∈ E). Since E /= E1, take a unit vector z ∈ E1  E.
Since
z ⊕ K1z ∈ Gr(E1; K1) ⊂ M = Gr(E; K) + Gl(L;F),
there exist a ∈ E and b ∈ F such that
z = a + Lb and K1z = Ka + b, i.e., z − a = Lb and K1(z − a) = b.
Since z − a /= 0 and b /= 0, we have
‖b‖ = ‖K1(z − a)‖ < ‖z − a‖ = ‖Lb‖ < ‖b‖,
which is impossible. This contradiction proves the maximality in question.
Suppose conversely thatM1 is a maximal element. Let P and P1 be the J-projections with rangeM
andM1 respectively. Since PP1 = P1, by Lemma 2.2 the operator P2 := (I − P1)P is a J-projection. Let
M2 = ran(P2). Then obviously M2 is a regular subspace such that M1 and M2 are J-orthogonal and
M = M1 + M2. Suppose thatM2 is not uniformly negative. SinceM2 is regular, it can not bemerely
negative. ThereforeM2 contains a vector xwith [x, x] > 0. Then it follows from J-orthogonality ofM1
and the one-dimensional subspaceCx that the sum M1 + Cx is a uniformly positive closed subspce
of M, which strictly contains M1. This contradiction shows that M2 is a uniformly negative closed
subspace. 
4. J-contractions and J-expansions
In this section, we study regular subpaces related to a J-contraction A (or a J-expansion B) and thier
product AB. Recall that A denotes the J-adjoint of A.
Our starting point is the following important fact, which corresponds to Lemma 2.10.
Lemma4.1 (See [1, Theorem 3.2]; [2, Theorem 2.4.14]). If A is a J-contraction (resp. J-expansion), then
ker(A) is uniformly positive (resp. uniformly negative).
Corollary 4.2. If A is a J-contraction (resp. J-expansion), then ran(A) is a regular subspace, containing
a maximal uniformly negative (resp. maximal uniformly positive) subspace.
Proof. Let us take up the case of a J-contraction. Since ker(A) is uniformly positive by Lemma 4.1, it is
a regular subspace, so is its J-orthocomplement ran(A). 
Recall that A is said to be a J-bicontraction (resp. J-biexpansion) if both A and A are J-contractions
(resp. J-expansions).
WhenH− is of ﬁnite dimension, a J-contraction A is necessarily a J-bicontraction (See [1, Corollary
3.3.1]). Therefore by Corollary 4.2 ran(A) = ran((A)) is a regular subspace, containing a maximal
uniformly negative subspace.
When H− is of inﬁnite dimension, the closure of the range of a J-contraction is not necessarily
regular. Here is a simple example.
LetH = C⊕ l2 with J = diag(I,−I), where l2 is the Hilbert space of square-summable numerical
sequences. Let e0 be a unit vector of C and ej (j = 1, 2, . . .) be the canonical orthonormal basis for
l2. Let S be the unilateal shift on l2, which maps ej to ej+1 (j = 1, 2, . . .). Then ker(S∗) = Ce1. Let




















J − A∗JA = diag(e0 ⊗ e0, 0) 0,
hence A is a J-contraction. Let us show that ker(A) is not regular. In fact, x ⊕ y ∈ ker(A) is equivalent
to say that x = 〈y, e1〉e0 and y = 〈y, e1〉e1, that is, ker(A) = span(e0 ⊕ e1). This one-dimensional
subspace is positivebutnotuniformlypositive, hencenot regular. Consequently its J-orthocomplement
ran(A) is not regular.
Notice that ran(A) = ran(AA∗) for any bounded linear operator A. The following is a J-version.
Lemma 4.3. If ker(A) is regular, then ran(A) = ran(AA).
Proof. Since ker(A)[⊥] = ran(A), by regularity assumption we have H = ran(A) + ker(A), and the
assertion follows. .
Theorem 4.4. Suppose that A and B are J-selfadjoint and that A is J-contrative while B is J-expansive. If
AB = BA, then
ran(AB) = ran(A) ∩ ran(B),
hence ran(AB) is regular.
Proof. Since by Lemma 4.1 ker(A) is uniformly positive and ker(B) is uniformly negative, there is
a J-positive projection P to ker(A) and a J-negative projection Q to ker(B). Since by commutativity
assumption ker(A) is invariant for B, we have (I − P)BP = 0, or equivalently BP = PBP. Taking J-
adjoints of both sides we can conclude that BP = PB. Applying the same consideration to the pair
(P, B), we have PQ = QP. Then PQ = QP = 0 by Lemma 2.2. Now if ABx = 0 for a vector x, then
0 = (I − P)Bx = B(I − P)x, hence (I − Q)(I − P)x = 0, that is, x = Px + Qx. This means that
ker(AB) ⊂ ker(A) + ker(B).
Since the inverse inclusion is obvious by commutativity of A and B, we have
ker(AB) = ker(A) + ker(B).
By taking J-orthocomplemets of both sides and using J-selfadjointness of A, B and AB, we can
conclude
ran(AB) = ran(A) ∩ ran(B).
The last assertion follows from Corollary 3.8. 
The following is the main result of this section, which is a general version of Theorem 4.4 without
J-selfadjointness.
Theorem 4.5. Let A be a J-bicontraction and B a J-biexpansion. If A commutes with both B and B, then
ran(AB) = ran(A) ∩ ran(B),
hence ran(AB) is regular.
Proof. By assumption and Lemma 4.1 both ker(A) and ker(B) are regular. Therefore by Lemma 4.3
ran(A) = ran(AA) and ran(B) = ran(BB).
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Againby assumptionAA is J-selfadjoint and J-contractivewhileBB is J-selfadjoint and J-expansive,
and AA commutes with BB. Then by Theorem 4.4 we have
ran(AB)⊃ran((AB)(AB)) = ran((AA)(BB))
=ran(AA) ∩ ran(BB) = ran(A) ∩ ran(B) ⊃ ran(AB). 
We constructed already a J-contraction A, for which ran(A) is not regular. Let B := I (identity
operator). Then B is J-biexpansive and A commutes with both B and B, Since ran(AB) = ran(A) we
can see that the last assertion of Theorem 4.5 is not true without J-bicontractivity of A.
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