Pseudogap opening in the two-dimensional Hubbard model: A functional
  renormalization group analysis by Hille, Cornelia et al.
Pseudogap opening in the two-dimensional Hubbard model: a functional
renormalization group analysis
Cornelia Hille,1 Daniel Rohe,2 Carsten Honerkamp,3, 4 and Sabine Andergassen1
1Institut fu¨r Theoretische Physik and Center for Quantum Science,
Universita¨t Tu¨bingen, Auf der Morgenstelle 14, 72076 Tu¨bingen, Germany
2Ju¨lich Supercomputing Centre, Forschungszentrum Ju¨lich GmbH, D-52425 Ju¨lich, Germany
3Institute for Theoretical Solid State Physics, RWTH Aachen University, D-52056 Aachen, Germany
4JARA-FIT, Ju¨lich Aachen Research Alliance - Fundamentals of Future Information Technology, Germany
Using the recently introduced multiloop extension of the functional renormalization group, we
compute the frequency and momentum dependent self-energy of the two-dimensional Hubbard model
at half filling and weak coupling. We show that, in the truncated-unity approach for the vertex, it
is essential to adopt the Schwinger-Dyson form of the self-energy flow equation in order to capture
the pseudogap opening. We provide an analytic understanding of the key role played by the flow
scheme in correctly accounting for the impact of the antiferromagnetic fluctuations. For the resulting
pseudogap, we present a detailed numerical analysis of its evolution with temperature, interaction
strength, and loop order.
I. INTRODUCTION
In correlated electrons physics, the term pseudogap
is usually associated with a gap-like suppression of the
low-energy spectral weight that occurs without a direct
connection to a phase transition. While in typical one-
dimensional conductors, the pseudogap can be under-
stood as a precursor of density-wave or Peierls ordering
[1–3], in other two-dimensional (2D) systems, in particu-
lar in hole-doped cuprates, the mechanism of the pseudo-
gap and its connection to symmetry-breaking transitions
are less clear. The associated momentum anisotropy in
the spectral function of the cuprates, with a pronounced
quasiparticle gap at the antinodal point, has been ob-
served in numerous experiments (see, e.g., [4, 5]). Theo-
retically, the pseudogap has been identified in the hole-
doped 2D Hubbard model with a small next-to-nearest
neighbor hopping amplitude t′ and strong coupling [6–
16]. A momentum-selective gap opening has been ob-
served also at electron doping, for weak to intermediate
interaction strengths [7, 10, 17–22]. In contrast to the
pseudogap originating from strong coupling effects, the
weak-coupling mechanism is induced by long-range an-
tiferromagnetic (AF) correlations [7, 17–20, 22–25]. For
this reason also the half-filled Hubbard model without
next-to-nearest neighbor hopping has been considered,
with the two-particle self-consistent approach (TPSC)
[22], the dynamical cluster approximation [21], the dy-
namical vertex approximation (DΓA) [25], and recently
also with the parquet approximation [26] and self-energy
diagrammatic determinant Monte Carlo [27] (mostly at
weak to intermediate coupling).
To capture pseudogap effects in fRG calculations at
weak to intermediate coupling, a proper resolution of the
sharp AF peak in the magnetic vertex is essential and
requires a fine transfer momentum grid. This can be im-
plemented very efficiently within the advanced variants of
the functional renormalization group (fRG), like the re-
cently described truncated-unity fRG [28–30] (TU-fRG),
where the bosonic transfer momentum dependence can
be suitably adapted, while the fermionic momentum de-
pendencies are sufficiently parametrized by fewer form
factors. We here present the first observation of pseudo-
gap physics within the TU-fRG. Our reasoning leading
to this finding also sheds lights on an apparent mystery
around two previous advanced fRG studies [31, 32]. In
the first fRG work [31], including the full frequency de-
pendence of the two-particle vertex together with a trun-
cation to s-wave form factors, the authors did not re-
port a strong momentum dependence in the quasiparti-
cle weight. On the other hand, in the second publication
[32], using an a posteriori evaluation of the self-energy
with the Schwinger-Dyson equation [33, 34] (SDE), a gap
at the antinodal point was observed.
In previous N -patch momentum discretizations, a
pseudogap has been detected in the quasiparticle weights
computed from two-loop contributions to the self-energy.
These were obtained either by using the Wick-ordered
fRG [35] or by inserting the integrated one-loop equa-
tion for the vertex into the flow equation for the self-
energy [36], avoiding in this way an explicit computa-
tion of a frequency dependent two-particle vertex. Other
momentum-resolved quantities obtained in N -patch fRG
were also indicative of a partial loss of the Fermi surface
[37, 38]. We note that only more recent studies [31, 39]
include the frequency dependence of the vertex, find-
ing however no momentum-dependent gap [31, 39, 40].
Mostly, models including a finite next-to-nearest neigh-
bor hopping t′ have been considered. For those, a gap
opening has been observed at hole doping, not too far
from van Hove filling, at the hot spots where the Fermi
surface crosses the magnetic Brillouin zone [35, 37]. Non-
Fermi liquid behavior of the self-energy has been observed
close to the pseudo-critical temperature and in the imme-
diate vicinity of the hot spots. Without next-to-nearest
neighbor hopping, the quasiparticle weight at T = 0 ap-
pears to be strongly renormalized at the antinodal point,
and less at the nodal one [41], with no pronounced gap-
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2opening tendencies [42].
In this work, we use a forefront algorithmic imple-
mentation of the fRG [29], which, with respect to pre-
vious fRG-based computation schemes, includes also an
accurate treatment of the frequency dependence of the
two-particle vertex. We provide a reasoning for the lack
of pseudogap physics in previous, conventional 1` flows
of the self-energy and demonstrate that its replacement
by the derivative of the SDE yields the expected gap
opening. More precisely, the pseudogap is defined as
the change of the self-energy frequency dependence from
Fermi-liquid-like to insulator-like at temperatures above
which (or interaction strengths below which) the fRG
flow signals an apparent AF ordering, which we dub
“pseudo-criticality”. The term ‘pseudo’ indicates that
finite-T magnetic ordering should not occur in these 2D
models. Recent work using the related parquet approx-
imation [26] suggests that the fRG may indeed be ca-
pable of capturing this Mermin-Wagner-physics. On the
technical level, consistent with the recently introduced
multiloop extension of the fRG [43, 44], the flow equa-
tion for the self-energy has to be adapted [30] according
to the SDE in the TU-fRG. In fact, it is known that
the SDE takes into account spin excitations explicitly,
including the second order self-energy corrections for an
effective model in which the high energy spin fluctua-
tions are integrated out [20, 22, 45, 46]. By using the
Ornstein-Zernike form for the spin susceptibility [47, 48],
the SDE predicts a spectral gap for momenta close to
the hot spots [20, 22]. Our modified TU-fRG scheme
captures this physics truthfully and is hence capable of
resolving the pseudogap.
The paper is organized as follows: In Section II we in-
troduce the Hubbard model and describe the SDE flow
scheme employed for the computation of the self-energy,
which in the TU-fRG framework correctly accounts for
the form-factor projections in the different channels. We
present our results in Section III A, showing that the
long-range AF fluctuations lead to a gap opening in the
SDE approach, in contrast to the conventional 1` flow
of the self-energy. Close to the AF pseudo-transition,
we find a momentum dependent gap which is maximal
at the antinodal point and, depending on the parame-
ter regimes, vanishes in the antinodal one. A qualitative
explanation of this method dependency is given in III C.
We conclude with a summary and an outlook in Section
IV.
II. MODEL AND METHOD
A. 2D Hubbard model
We here present results for a prototypical model of
correlated fermions, the 2D Hubbard model. In standard
second quantization the Hubbard Hamiltonian reads
H = −t
∑
〈ij〉σ
cˆ†iσ cˆjσ + U
∑
i
nˆi↑nˆi↓ − µ
∑
i,σ
nˆiσ , (1)
where t denotes the nearest-neighbor hopping amplitude
on a square lattice and U the local Coulomb repulsion.
In the following, we define our energies in terms of t ≡ 1
and restrict our analysis to half filling 〈nˆ〉 = 1. This is
achieved by an implicit shift of the Hartree part by U〈nˆσ〉
and setting the chemical potential to µ = 0. In this case,
the momentum transfer of (pi,±pi) corresponds to perfect
AF nesting on the square-shaped Fermi surface.
B. Functional renormalization group
The characteristic scale-dependent behavior of numer-
ous strongly correlated electron systems can be treated
in a flexible and unbiased way by the fRG, see Ref. [49]
for a review. Its starting point is an exact functional
flow equation, which yields the gradual evolution from
a microscopic model action to the final effective action
as a function of a flow scheme dependent energy scale.
By expanding in powers of the fields one obtains an
exact hierarchy of flow equations for vertex functions,
which in practical implementations is restricted to the
one- and two-particle vertex. Neglecting the renormal-
ization of three- and higher order particle vertices yields
approximate 1` flow equations for the self-energy and
two-particle vertex. The underlying approximations are
devised for the weak to moderate coupling regime, where
forefront algorithmic advancements brought the fRG for
interacting fermions on 2D lattices to a quantitatively
reliable level [29, 30].
The substantial improvement with respect to previ-
ous fRG-based computation schemes relies on an efficient
parametrization of the two-particle vertex which takes
into account both the momentum and frequency depen-
dence. Assuming SU(2) spin-rotation symmetry, the one-
particle irreducible vertex Vσ1,σ2,σ3,σ4(k1, k2, k3, k4) can
be expressed by a coupling function depending on three
independent generalized momenta V (k1, k2, k3) via [37]
V (k1, k2, k3, k4)σ1,σ2,σ3,σ4 =− δσ1,σ4δσ2,σ3V (k1, k4, k3)
+ δσ1,σ2δσ3,σ4V (k1, k2, k3) ,
(2)
with k4 = k1+k3−k2. Then the coupling function can be
channel-decomposed by the parquet decomposition [50]
V (k1, k2, k3) = Λ2PI + Φpp(k1 + k3, k1, k4)
+ Φph(k2 − k1, k1, k4)
+ Φph(k3 − k2, k1, k2) , (3)
where in the parquet approximation, the fully two-
particle irreducible vertex is approximated by Λ2PI = U ,
and the two-particle reducible contributions Φpp/ph/ph in
3the particle-particle, particle-hole, and crossed (or trans-
verse) particle-hole channel are parametrized using a sin-
gle generalized ’bosonic’ transfer momentum/frequency
as first argument and two ’fermionic’ ones as second and
third argument. In particular, we combine the TU-fRG
[28, 51, 52] using a form-factor expansion for the mo-
mentum dependence of the fermionic momentum depen-
dences with the full frequency treatment including the
high-frequency asymptotics [53, 54] for the fermionic fre-
quencies, see Refs. [29] and [30] for the details on the
algorithmic implementation.
In addition, we compute the self-energy and its feed-
back in the fRG flow of the two-particle vertex (see also
Refs. [55] and [31]). Instead of the conventional 1` flow
equation for the self-energy, we here employ the scale
derivative of the SDE. This is inspired by its connection
to the multiloop extension of the fRG, which allows to
sum up all the diagrams of the parquet approximation
with their exact weight [43, 44] and hence yield cutoff-
independent results. We here do not aim at a quanti-
tative analysis within the multiloop fRG, for which the
comparison to determinant Quantum Monte Carlo data
showed that the fRG is remarkably accurate up to moder-
ate interaction strengths [30]. We rather address a qual-
itative description of the spectral properties (with a sub-
stantially reduced numerical effort with respect to fully
loop converged computations) retaining only the multi-
loop equation for the self-energy, i.e. the scale derivative
of the SDE. Differently to the conventional 1` flow, the
SDE scale derivative accounts for the form-factor trun-
cation [30] and reads
Σ(k, iν) =U
∑
k′,iν′
G(k′, iν′)e±iν0
+
−
∑
k′q
∑
iν′iω
V (k,k′,k+ q, iν, iν′, iν + iω)
×G(k′, iν′)G(k+ q, iν + iω)G(k′ + q, iν′ + iω)U ,
(4)
with Σ(k) = δσ1,σ2Σσ1,σ2(k). Formally, the derivative
with respect to the flow parameter Λ yields the conven-
tional 1` contribution as well as the multiloop correc-
tions. The proof thereof reported in Ref. [44] assumes
the equivalence between the different channel represen-
tations of the SDE. However, in the TU-fRG only a fi-
nite number of form factors are considered in each chan-
nel (typically restricted to just a few). In this approxi-
mation, the transfer momentum dependence is not fully
reconstructed after a translation from one to another,
i.e. the projection between different channel representa-
tions is affected by information losses. We cured this by
implementing the self-energy flow, considering the most
favorable channel representation for each contribution,
directly in the derivative of the SDE (see also Ref. [30])
Σ˙(k, iν) = Σ˙G(k, iν) + Σ˙GGG(k, iν)
+ Σ˙pp(k, iν) + Σ˙ph(k, iν) + Σ˙ph(k, iν) , (5)
where the dot represents the Λ-derivative, and
Σ˙G(k, iν) =U
∑
k′,iν′
∂ΛG
Λ(k′, iν′)e±iν0
+
(6)
Σ˙GGG(k, iν) =− U2
∑
k′q
∑
iν′iω
∂Λ
[
GΛ(k′, iν′)GΛ(k+ q, iν + iω)GΛ(k′ + q, iν′ + iω)
]
(7)
Σ˙pp(k, iν) =−
∑
k′iν′
∑
m
f∗m(k)f0(k)4pi
2U
∂Λ
[∑
iν′′
∑
n
ΦΛpp(k
′ + k,m, n, iν′ + iν, iν, iν′′)ΠΛpp(k
′ + k, n, 0, iν′ + iν, iν′′)GΛ(k′, iν′)
]
, (8)
Σ˙ph(k, iν) =−
∑
k′iν′
∑
m
f∗m(k)f0(k)4pi
2U
∂Λ
[∑
iν′′
∑
n
ΦΛph(k
′ − k,m, n, iν′ − iν, iν, iν′′)ΠΛph(k′ − k, n, 0, iν′ − iν, iν′′)GΛ(k′, iν′)
]
(9)
Σ˙ph(k, iν) =−
∑
k′iν′
∑
m
f∗m(k)f0(k)4pi
2U
∂Λ
[∑
iν′′
∑
n
ΦΛ
ph
(k′ − k,m, n, iν′ − iν, iν, iν′′)ΠΛph(k′ − k, n, 0, iν′ − iν, iν′′)GΛ(k′, iν′)
]
. (10)
If not otherwise specified, we use the single-scale prop-
agator ∂ΛG
Λ ≈ SΛ = ∂ΛGΛ|Σ=const. Note that in
Eqs. (7)-(10), the derivative with respect to Λ on the
r.h.s. yields three contributions each. These depend on
4the (1`) flow of the two-particle vertex [29] that supple-
ments the above Eqs. (6)-(10).
We recall also the conventional 1` flow equation for the
self-energy
Σ˙Λ(k) = −
∑
p
(
2V Λ(k, k, p)− V Λ(p, k, k)
)
SΛ(p) ,
(11)
which we will consider for a comparison to the above SDE
flow.
We finally note that we here use the so-called inter-
action “cutoff” with G0,Λ = ΛG0 which gradually turns
on the bare onsite interaction U [56]. This allows one to
translate the flowing self-energy and two-particle vertex
at scale Λ to the solution (at the end of the flow) of a
rescaled bare vertex Λ2U , see Appendix A for the proof.
In particular, we can trace the onset of the gap opening
along the flow and identify the pseudo-critical interaction
in correspondence of the vertex divergence. Due to the
self-energy feedback into the flow of the vertex, and vice
versa, these will depend on the flow scheme applied to
the self-energy.
Moreover, for the two-particle vertex we consider only
a single local s-wave form factor and a small number of
frequencies, verifying that an additional d-wave form fac-
tor as well as more frequencies do not qualitatively affect
the results in the considered parameter regime. Specif-
ically, we use 8 fermionic and 17 bosonic frequencies in
the low frequency object depending on all three frequen-
cies. The same numbers are used in the high-frequency
asymptotics of a single fermionic frequency for the re-
maining bosonic and fermionic frequencies. The asymp-
totic of both fermionic frequencies is described by 513
bosonic frequencies. Concerning the transfer momen-
tum parametrization, in addition to 16× 16 momentum
patches distributed on an equally spaced grid in the Bril-
louin zone, we take into account a finer 5×5 grid around
the AF peak at q = (pi, pi), see also Fig. 7 for a more
detailed convergence analysis.
III. RESULTS
A. Self-energy flow versus Schwinger-Dyson
equation
We here present results for the self-energy together
with an analysis of the differences between the fRG cal-
culation using the 1` flow Eq. (11) with respect to the
derivative of the SDE in Eq. (5). In particular, we show
how in the latter the long-range AF fluctuations lead to
a gap opening, see also Appendix B.
Let us first look at the flow of the self-energy displayed
in Fig. 1, for an inverse temperature of 1/T = 10. The
upper panel with the green data corresponds to the fRG
calculation with the 1` flow of the self-energy and the
lower one with the blue data to the scheme with the
FIG. 1. Self-energy as a function of the flowing interaction
U for 1/T = 10. Comparison of the nodal (solid lines) and
antinodal points (dashed lines) for the first two Matsubara
frequencies in the conventional 1` scheme (upper panel) with
the derivative of the SDE for the self-energy (lower panel).
The crossings in the latter (inset) indicate the gap opening,
occurring first at the antinodal and then at the nodal point.
derivative of the SDE. We follow the flow at the nodal
kn = (pi/2, pi/2) (circle symbols in the plot) and antin-
odal kan = (pi, 0) (diamond symbols) momentum point,
both for the first (filled symbols, full lines) and second
(open symbols, dotted lines) Matsubara frequencies. The
imaginary part of the self-energy is shown as a function of
the flowing interaction U . The end point on the right de-
fines the so-called pseudo-critical interaction at which the
maximal component in one of the channels in the vertex
exceeds 103. In the 2D Hubbard model at half filling, the
diverging channel is Φph (see also Appendix B). In the
SDE scheme this divergence sets in at U = 1.69, which
is larger than in 1` where the flow diverges at U = 1.64.
This is consistent as the self-energy is larger in the SDE
scheme and therefore its screening of the ph-excitations
is stronger. In the inset of the lower panel a zoom on
the crossings of the imaginary parts of the self-energy
at the first and second Matsubara frequency is shown,
which at sufficiently low temperatures is associated with
a smooth, non-critical transition between a Fermi-liquid
and an insulating behavior [27]. In particular, this tran-
sition occurs first at the antinodal momentum point and
only for large values of the bare interaction at the nodal
point. The region in between identifies the pseudogap
regime which we will discuss in the following.
The presence of quasiparticles in a Fermi-liquid is
equivalent to a nonzero quasiparticle weight [57]
Z(k) =
(
1− ∂ Re Σ(ν,k)
∂ν
∣∣∣
ν→0
)−1
, (12)
where ν is a real frequency. The pseudogap opening can
5FIG. 2. ∂iν Im Σ(k, iν) evaluated at iν = ipiT as a function of
the flowing interaction U for 1/T = 10. The conventional 1`
self-energy flow (green) is compared to the one of the deriva-
tive of the SDE (blue). The latter crosses zero for both mo-
mentum points indicating the opening of a gap, while the
conventional flow exhibits a monotonous behavior.
be associated to Z(k) > 1, bearing in mind that the inter-
pretation of this factor as a quasiparticle weight is strictly
limited to the regime where quasiparticles can actually by
defined. In the low temperature limit, ∂ν Re Σ(ν,k)|ν→0
can be translated to Matsubara frequencies. Then, the
gap opening can be observed directly in the imaginary
part of the self-energy. For a Fermi liquid, the imaginary
part goes linearly through zero imaginary frequency. In
the gapped regime, Im Σ bends towards positive large
values approaching the zero (Matsubara) frequency limit
from below and towards negative large values from above
while in the Fermi liquid regime the bending is always to-
wards small values. The onset of a pseudo-gap can hence
be detected by the crossing of the imaginary parts of the
self-energy at the first and second Matsubara frequency
(see also Refs. [25, 27, 58] and [59]). Therefore, we study
the difference between the latter via
∂iν Im Σ(k, iν)|iν=ipiT = Im Σ(k, i3piT )− Im Σ(k, ipiT )
2piT
,
(13)
with ∂iν Im Σ(k, iν)|iν=ipiT ≤ 0 corresponding to the
Fermi-liquid-like regime and ∂iν Im Σ(k, iν)|iν=ipiT > 0
to a pseudogap at momentum k.
We report ∂iν Im Σ(k, iν)|iν=ipiT in Fig. 2, again
for both flow schemes. The zeros corresponding to
∂iν Im Σ(k, iν)|iν=ipiT = 0 in the SDE scheme (corre-
sponding to the crossings observed in Fig. 1) can be di-
rectly read off. The gap opening at the antinodal mo-
mentum point sets in first, followed by the one at the
nodal point close to the vertex divergence. Note that the
1` flow does not exhibit any zeros. Using the derivative
of the SDE replacing the conventional 1` flow of the self-
energy is therefore crucial for the description of spectral
properties, i.e. for seeing the gap open up.
A more conventional representation of the self-energy
as a function of the Matsubara frequency is provided in
Fig. 3, for bare interactions close to the gap opening. Be-
FIG. 3. Self-energy as a function of the Matsubara frequency
iνn for 1/T = 10 and U = 1.55, U = 1.6, U = 1.65 and
U = 1.675 (from top to bottom) just below and above the
gap opening at the nodal (circles) and antinodal (diamonds)
points. The results obtained in the conventional 1` flow are
shown in green, the ones from the derivative of the SDE in
blue. Note that for U = 1.65 the 1` flow is already diverged.
For comparison also the second-order perturbation theory for
U = 1.55 is shown in gray.
low the gap opening (for U = 1.55), we observe a Fermi-
liquid behavior with a pronounced upturn towards zero
at low frequencies in both the SDE and the 1` flow. At
the antinodal momentum point, the self-energy resulting
from the SDE flow already exhibits a tendency to a non
Fermi-liquid behavior. Once the gap is opened, this be-
havior turns first into a slight (for U = 1.6) and then
to a more pronounced (for U = 1.65) downturn at the
first Matsubara frequency, while the 1` results remain
Fermi-liquid like for all values of U (for comparison also
the second-order perturbation theory is shown). At the
nodal point, we still find a Fermi-liquid behavior in agree-
ment with a picture in which the pseudogap opens at the
anti-nodal points first. For the observation of the gap
opening at the nodal point, we would have to tune the
bare interaction very close to the pseudo-critical interac-
tion.
The momentum anisotropy can also be studied in the
evolution of ∂iν Im Σ(k, iν)|iν=ipiT along the Fermi sur-
face, shown in Fig. 4 for the same parameters. We note
that the spread with momentum is significantly larger in
the SDE flow where the monotonous decrease from the
6FIG. 4. ∂iν Im Σ(k, iν) evaluated at iν = ipiT as a function
of the momentum on the Fermi surface.
antinodal to the nodal momentum point crosses zero and
opens the gap with increasing bare interaction first for
U = 1.6 in proximity of the antinodal point. The 1` fRG
flow instead leads to Fermi-liquid behavior on the whole
Fermi surface.
We now investigate the temperature dependence of the
gap opening, starting from the considered 1/T = 10 in
Figs. 1-4 down to 1/T = 18, see Fig. 5 for the respective
results for ∂iν Im Σ(k, iν)|iν=ipiT . The detected behav-
ior is qualitatively the same: no gap opening occurs for
any temperature in the 1` flow, whereas the derivative of
the SDE yields a gap which sets in first at the antinodal
and subsequently at the nodal point. For decreasing T ,
the pseudo-critical interaction and with it the gap open-
ing is shifted to lower values, reducing at the same time
the distance between the zeros of ∂iν Im Σ(k, iν)|iν=ipiT
at the antinodal and nodal point and the pseudo-critical
scale. This can be seen in Fig. 6, where we show the tem-
perature dependence of the interaction at which the gaps
open and of the pseudo-critical interaction (gray squares)
at which the ph-channel exceeds the critical value and the
flow is stopped. We find that the antinodal gap opening is
clearly distinct from the pseudo-critical interaction even
for the lowest temperature considered here. In contrast,
the pseudo-critical interaction almost coincides with the
gap opening at the nodal point that sets in only a little
below.
At the same time, the presented fRG data is senstive
to the employed parametrization of the two-particle ver-
tex. In particular, a convergence in frequencies (with mi-
nor impact, see discussion in Sec. II B) and momenta be-
comes numerically challenging for lower values of T and
is not fully reached yet. The latter is illustrated in Fig. 7.
Upon increasing the number of patches, the gap opening
at the nodal point is shifted closer towards the pseudo-
critical interaction until it eventually merges with the
latter around 20 kx momentum points. With a further
refinement around q = (pi, pi) including 15 × 15 instead
of the former 5 × 5 patches and covering a larger mo-
mentum area (indicated by the subscript f on the right
side of Fig. 7), the gap opening can be resolved again
FIG. 5. ∂iν Im Σ(k, iν) evaluated at iν = ipiT as a function
of the flowing interaction U for different temperatures. Using
the conventional 1` self-energy flow (upper pannel) no gap
opening occurs for any temperature, while the derivative of
the SDE (lower pannel) yields a gap opening which for de-
creasing T sets in at lower values of the effective U .
as a precursor of the pseudo-criticality. In contrast, the
gap opening at the antinodal point does not approach
the pseudo-critical interaction. The disappearance of the
nodal gap as a precursor is due to the decreasing region
covered by the fine patching and the consequently re-
duced resolution of the AF peak for larger values of kx,
i.e. the region becomes smaller than the peak width.
When turning to a larger fine-patching region (indicated
by the subscript f), the peak width is again covered, ex-
plaining the non-monotonous behavior.
Hence, within the present analysis, the question
whether in the low-temperature regime the gap open-
FIG. 6. Flowing interaction U at which the gap opens as a
function of the temperature. The gap opening is shown for
the antinodal point (blue diamonds) and the nodal one (blue
dots), which occurs in the proximity of the AF divergence
(gray squares).
7FIG. 7. Flowing interaction U at which the gap opens as a
function of the number of momenta kx (with ky = kx and sub-
script f for enlarged fine patching region) accounted for in the
two-particle vertex, for 1/T = 10. The gap at the antinodal
point (blue diamonds) opens always before the AF divergence
(grey squares) sets in, while the gap at the nodal point (blue
dots) vanishes with increasing resolution of the Brillouin zone,
see text for details. The light blue lines corresponds to the
parametrization of all other computations.
ing at the nodal point is stable as a distinct feature from
the occurrence of long-range correlations cannot be an-
swered conclusively. Nevertheless, the data shown here is
consistent with the physical picture emerging from vari-
ous other state-of-the-art many-body techniques for the
weak- or moderate-coupling regime of the 2D Hubbard
model at half filling, as, e.g., in [6, 7, 12], or currently
collected in [59]. The AF correlations (associated to an
exponentially increasing correlation length) increase at
lower temperatures and eventually diverge at T = 0 when
the ground-state characterized by an AF long-range or-
der is reached. In this low-temperature regime, long-
wavelength AF fluctuations lead to an enhanced quasi-
particle scattering rate and to the formation of a pseu-
dogap in the single-particle spectrum (which evolves into
a sharp gap in the Slater-like insulator at T = 0). These
fluctuations gradually destroy the coherent quasiparticles
of the Fermi liquid. The crossover temperature corre-
sponding to the pseudogap opening is not uniform along
the Fermi surface: it is higher at the antinodal and lower
at the nodal points. Eventually, all states of the Fermi
surface are suppressed by AF fluctuations, resulting in a
full gap.
B. Towards full multiloop fRG
The 1` description truncates the infinite hierarchy of
flow equations [49] after the two-particle vertex. In the
multiloop extension [43, 44], a part of the higher order
vertex contributions is taken into account effectively by
including higher loop contributions to the one- and two-
particle vertex flows. The inclusion of all loop orders
yields the parquet approximation enhancing the pseudo-
critical interactions and lowering the pseudo-critical tem-
peratures [29] with respect to the 1` truncation. Accord-
ing to the Mermin-Wagner theorem [60], which is fulfilled
FIG. 8. ∂iν Im Σ(k, iν) evaluated at iν = ipiT as a function
of the flowing interaction U , for 1/T = 10 and different loop
orders `, both in the conventional fRG (upper panel) and
the SDE-approach for the self-energy flow which takes into
account the form-factor projections in the different channels
(lower panel). In the conventional fRG a tendency towards
gap opening is observed only very close to the pseudo-critical
temperature without actually leading to a crossing of the
self-energy in the first Matsubara frequencies. In the SDE-
approach, the gap opening at the antinodal point is observed
also at higher loop order, while the gap at the nodal point
vanishes with increasing `. For a direct comparison of the
gap opening scales and the onset of the AF divergence we
refer to Fig. 9 including higher loop orders.
by the parquet approximation, the instability eventually
disappears (this regime is however extremely difficult to
reach numerically).
For the precise form of the multiloop equations, we re-
fer to Refs. [44] and [29]. In the SDE-scheme for the self-
energy, we replaced both the 1` equation and multiloop
corrections of the self-energy by Eq. (4). Note that for the
Katanin replacement and in any higher loop order the dif-
ferentiated propagator becomes ∂ΛG
Λ = SΛ +GΛΣ˙ΛGΛ.
For the second part of ∂ΛG
Λ, the self-energy change has
to be known before the calculation of the vertex flow
and, in the SDE-scheme, inside the self-energy flow it-
self. Here, we replace it with the 1` flow in Eq. (11)
independently of the self-energy scheme used. For a full
feedback of the self-energy change according to Eq. (5)
to the Katanin replacement, further iterations within the
same Λ-step should be performed. As the correction is
only of quantitative nature [30], we here neglect these
iterations.
In Appendix A, we show that also for the multiloop
flow equations, the scale at which the interaction flow
8FIG. 9. Flowing interaction U at which the gap opens as a
function of the loop order `, for 1/T = 10. The gap opening at
the antinodal point (blue diamonds) occurs always before the
AF divergence (grey squares), while the gap opening at the
nodal point (blue dots) disappears into the pseudo-ordered
phase at higher loop order. The oscillatory behavior is char-
acteristic for the loop convergence [29].
diverges can be translated into a pseudo-critical interac-
tion.
In Fig. 8 we present the results for ∂iν Im Σ(k, iν) eval-
uated at iν = ipiT as a function of the flowing interac-
tion U , for 1/T = 10 and different loop orders `. While
in the conventional fRG no gap opens at any loop order,
in the SDE-approach, the gap opening at the antinodal
point is observed also at higher loop order, before the
flow has to be stopped and pseudo-criticality is reached.
A direct comparison of the gap opening interaction and
the onset of the AF divergence is shown in Fig. 9, as a
function of the loop order (for 1/T = 10). A trend to-
wards higher pseudo-critical interactions can be observed
already at the first loop orders, while the oscillatory be-
havior is characteristic for the loop convergence [29]. The
larger pseudo-critical interactions could in principle leave
more space for the pseudogap to develop. However, the
gap at the nodal point vanishes at higher loop order,
while at the antinodal point sets in at a rather small but
constant distance from the pseudo-critical line. There-
fore, the gap opening tendency is not loop-order depen-
dent and the only remaining difference between the 1`
and SDE scheme is the form-factor truncation. Further,
this indicates indirectly that the gap opening is driven
by strong AF fluctuations, see also Appendix B.
Our results do not contradict the findings of the par-
quet approximation [26]. There, for U = 2 a pseudogap
occurs at 1/T = 26 and a full gap at 1/T = 30. These
temperatures are presently difficult to access within a
multiloop fRG calculation, due to the required refine-
ment of the momentum and frequency dependence of the
two-particle vertex and the high number of loop orders
needed for convergence.
C. Difference of self-energy flow schemes in the
TU-fRG
In this section we will discuss the origin of the different
gap opening tendencies in the 1` and SDE flow and in
particular address the question why the long-range AF
correlations lead to a gap opening in the flow of the SDE,
while its effect is weakened in the conventional 1` flow of
the self-energy.
In the multiloop expansion of the fRG, the two schemes
are formally equivalent. Differences are introduced only
by truncating the form-factor expansion, which prevents
the full reconstruction of the SDE at loop convergence.
The results and discussion in Section III B rule out the
finite loop order as being responsible for the qualitatively
different physical behavior between the conventional and
the SDE flow.
The difference between the self-energy results as ob-
tained from the two flow schemes is hence to be at-
tributed to the truncation of the form-factor expansion.
As discussed in Section III B, the approximations intro-
duced by the projections between the different channel
representations imply that the 1` and SDE flow are not
equivalent any more. We first focus on the SDE (4) to-
gether with the corresponding flow Eq. (5) and consider
the lowest orders in the bare interaction U , see Fig. 10.
We decompose the vertex into the different channel con-
tributions and for simplicity neglect the self-energy cor-
rections in the propagators. The second order diagram
is not associated to any specific channel and can be com-
puted by using Fast-Fourier-transforms, see also Eq. (7).
For a better comparison to the conventional 1` flow, the
different colors of the boxes indicate the topology while
the ones of the Green’s functions refers to the projections,
i.e. the order in which the (truncated to s-wave) bubbles
are inserted. In the present convention, the orange bub-
ble is inserted into the blue one which is then closed by
a single Green’s function (black). We note that for the
FIG. 10. Lowest order diagrammatic contributions to the
SDE self-energy flow, where solid (dashed) lines carry spin up
(down) and the orange bubbles are projected to the blue ones.
The colored boxes facilitate the comparison to the conven-
tional flow shown in Fig. 11 (note that due to the restriction
to bare Green’s functions not all corresponding gray boxed
diagrams are included).
9FIG. 11. Lowest order diagrams for the conventional self-energy flow, with the F↑↓ (left) and F↑↑ (right) contribution. All
propagators are bare ones (neglecting any self-energy correction). In order to facilitate the comparison with the SDE flow shown
in Fig. 10, we group them in tadpole diagrams (gray boxes), equivalent 2nd order diagrams (red boxes), 3rd order diagrams
which are formally equivalent to the 3rd order diagrams from Φpp ( Φph) in the SDE flow (yellow/green boxes respectively)
but partly affected by approximations due to the form-factor expansion and their projections in the different channels.
diagrams shown in Fig. 10, the restriction to s-wave does
not introduce any approximation in the projection of the
different channel representations.
Now we compare these diagrams with those of the stan-
dard 1` flow shown in Fig. 11. We insert the parquet de-
composition of the two-particle vertex into the flow equa-
tion for the self-energy, being aware that in the 1` approx-
imation this holds only up to second order, and group the
different contributions according to their topology (indi-
FIG. 12. Comparison of the lowest order diagrams describing
the contribution of the crossed particle-hole channel to the
self-energy, in the SDE (left) and in the conventional 1` flow
(right). The results are shown in Figs. 13 and 14.
cated by the colored boxes), in analogy to Fig. 10. The
gray box at first order (left) is the tadpole diagram, while
the gray box at second order (right) is a self-energy cor-
rection thereof, which is included in the SDE-flow once
the self-energy corrections in the Green’s functions are
accounted for (despite not being displayed in Fig. 10).
The red ones at the second order include three contri-
butions. These amount to exactly the same diagram in
the SDE (see Fig. 10), as the blue bubble has no other
contributions than s-wave. At third order, the red boxes
with internal gray boxes are associated to self-energy cor-
rections of the second order diagram, while the gray ones
with and without internal red boxes correspond to self-
energy corrections of the first order diagram. Most im-
portantly, there are five different yellow and green boxes
at third order which represent the contributions to the
particle-particle and crossed particle-hole diagram in the
SDE (see Fig. 11). Here only a single one of each is cor-
rectly accounted for in s-wave. That the others are only
correct in the infinite form factor limit, can be seen from
the example of the first green diagram in the second line
for F↑↓: here the blue bubble gets non-s-wave contribu-
tions due to the insertion of the orange bubble. In the
s-wave (or any few form factor) truncation, these are ne-
glected. This explains why we obtain different results for
the two self-energy flow schemes.
In order to underline that the different form factor
approximation of the crossed particle-hole channel is
responsible for the flow-scheme-dependent gap opening
tendencies, we analyze the lowest order contributions of
the latter (e.g. the green boxes in Fig. 10 represent
the second order). The corresponding self-energy dia-
grams up to fourth order are shown in Fig. 12, the ex-
tension to higher orders is straightforward. The resulting
∂iν Im Σ(k, iν) is reported in Fig. 13 and 14 for the 4th
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FIG. 13. ∂iν Im Σ(k, iν) evaluated at iν = ipiT resulting from
the contributions of the crossed particle-hole channel up to the
4th (left) and 7th (right) order in U , as illustrated in Fig. 12.
While at the second order no gap opens, starting from the
3rd both approaches lead to a gap opening at the nodal and
antinodal point at some large value of U (not shown). At the
4th order, the SDE flow opens a gap at the antinodal point
first. At the 7th order one can already see that both flow
schemes open a gap first at the antinodal point and then at
the nodal one. Note that in the SDE flow both gaps open
before the first gap opening in the conventional 1` flow sets
in. For a study of the gap opening as a function of order in
U see Fig. 14.
and 7th order in U . The downturn of ∂iν Im Σ(k, iν) at
small U is due to the second order diagram in Fig. 12.
This is compensated by higher order contributions lead-
ing to a zero in ∂iν Im Σ(k, iν). The effect of the crossed
particle-hole channel contributions is more pronounced
at the antinodal point, see Fig. 13. Concerning the two
flow schemes, in the SDE flow the zero crossing is ob-
served first at 4th order at roughly U = 4.8, while all
other crossings occur only at much larger values of U .
For higher orders, the zero crossings shift to smaller in-
teractions. At the 7th order both flows open a gap first
at the antinodal point and then at the nodal one, con-
sistently with the physical picture obtained by the fRG
results of Fig. 2. Note that in the SDE flow both gaps
open before the first gap opening in the conventional 1`
flow sets in. This can seen also in the gap opening as a
function of order in U , see Fig. 14. With increasing order
in U , the gap opening occurs at lower values of U . While
the qualitative behavior of the SDE and 1` flow is the
same, the gaps at the antinodal and then at the nodal
point open first in the former, followed by the ones in the
latter.
We note that in the fRG calculation the gap opening
sets in at lower interactions due to the resummation of all
orders. In fact, the perturbation theory does not capture
the AF divergence. Despite these limitations, the present
analysis illustrates the order in which the gap opening
occurs: first in SDE-flow at the antinodal and then nodal
point; secondly, if we ignore the vertex divergency, in the
1` flow in the antinodal and last at the nodal point.
Finally, we emphasize that the two schemes yield dif-
ferent results only in a truncated form-factor expansion.
FIG. 14. Gap opening as a function of order in U at 1/T =
10 as extracted from ∂iν Im Σ(k, iν) evaluated at iν = ipiT ,
resulting from the contributions of the crossed particle-hole
channel only. With increasing order, the gap opening occurs
at lower values of U . The gap at the antinodal point opens
first, then the gap at the nodal point, consistently with the
full calculation in Fig. 2. While the qualitative behavior of
the SDE and 1` flow is the same, the gaps in the former
open first, followed by the ones in the latter. Note that the
pseudo-critical interaction is not captured in this approach as
a divergence of the vertex occurs only at infinite order.
A straightforward patching of all three momentum de-
pendencies on the same grid involves no information loss
in the projection from one channel to another. At the
same time, the fine grid required to resolve the AF diver-
gence in the magnetic channel, implies a huge numerical
cost. Similarly, also in the TU-fRG scheme both schemes
should converge to the same result for an increasing num-
ber of form factors. However, this number may be as
large as the bosonic patching points.
IV. CONCLUSIONS AND OUTLOOK
We have presented numerical results for the electron
self-energy of the 2D Hubbard on the square lattice at
half filling and perfect nesting, using a forefront im-
plementation of the TU-fRG. The main finding is that
our refined prescription for the calculation of the self-
energy permits to see the opening of a mildly anisotropic
pseudogap at low temperatures and sufficient coupling
strengths. Although foreshadowed in early N -patch fRG
works [35, 36], seeing the pseudogap opening had not
been possible at the same degree of quantitative control
with previous fRG approaches. The key insight of this pa-
per on TU-fRG is that the truncation of the form-factor
expansion for the fermionic momentum dependence of
the interaction does affect the self-energy flow differently
depending on how the latter is computed. Our new way
via the Schwinger-Dyson equation reduces the truncation
loss for the self-energy and thus allows one to observe the
pseudogap opening.
While in this work we only claim qualitative accuracy,
we have argued previously [30] that the same (multiloop)
fRG implementation also compares favorably with novel
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numerical solutions of the parquet equation (in the so-
called parquet approximation), and most importantly,
with determinant Quantum Monte Carlo, in situations
where the sign-problem is not present. This emphasizes
the high degree of numerical control of the method and
that one can obtain not only qualitative information but
also quantitatively correct results, at least for the one-
band Hubbard model.
We believe that fRG should be a welcome addition
to the toolbox of theoretical methods that can compute
spectral properties, as in general it has a high momentum
resolution, decent flexibility regarding the model and sys-
tem parameters, and an advantageous transparency as it
allows one to identify the relevant interaction processes
for a specific phenomenon. The next phase of research
should now strive for improved numerical performance
of the current fRG algorithm such that spectral and or-
dering properties of a wider class of correlated quantum
materials can indeed be studied at a similar quantitative
level.
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Appendix A: Scale invariance in the multiloop
interaction flow
In the interaction flow, the scale Λ can be translated
to the effective interaction [56]. This implies that at the
scale Λ, the flow for a bare interaction U corresponds
to the final result of a flow with bare interaction Λ2U .
We here prove this property to hold for all loop orders,
specifically
ΣΛ/l(l
2U) = lΣΛ(U) (A1a)
VΛ/l(l
2U) = l2VΛ(U) , (A1b)
where the flow scale is indicated by the subscript and
the bare interaction in the brackets. If VΛ(U) diverges at
some Λ < 1, we can set l = Λ and find that the vertex
would diverge exactly at Λ = 1 for a bare interaction
Λ2U .
If at every loop order
Σ˙Λ/l(l
2U) = l2Σ˙Λ(U) (A2a)
V˙Λ/l(l
2U) = l3V˙Λ(U) . (A2b)
is satisfied, we can show Eqs. (A1) by using the following
induction procedure. It is assumed that the integration
in Λ is done in descrete steps. At each step n, Λ takes
the value Λn and we have to consider the equation
VΛn(U) = VΛn−1(U) + (Λn − Λn−1)V˙Λn(U) . (A3)
As base case we consider
VΛ0/l(l
2U) = l2VΛ0(U) = l
2U . (A4)
With the induction hypothesis (A1b) and the condi-
tion (A2b) we can perform the induction step
VΛn/l(l
2U) = VΛn−1/l(l
2U) +
(
Λn
l
− Λn−1
l
)
V˙Λn/l(l
2U)
= l2VΛn−1(U) + l
2(Λn − Λn−1)V˙Λn(U)
= l2VΛn(U) . (A5)
The same procedure can be performed for the self-energy
with
ΣΛn(U) = ΣΛn−1(U) + (Λn − Λn−1)Σ˙Λn(U) (A6)
and the base case
ΣΛ0/l(l
2U) = ΣΛ0(U) = 0 . (A7)
Using the assumption (A1a) and the condition (A2a), the
induction step yields
ΣΛn/l(l
2U) = ΣΛn−1/l(l
2U) +
(
Λn
l
− Λn−1
l
)
Σ˙Λ/l(l
2U)
= lΣΛn−1(U) + l(Λn − Λn−1)Σ˙Λ(U)
= lΣΛn(U) . (A8)
For the proof of the conditions (A2) we have to use
the Green’s function and single-scale propagator, which
in the interaction flow are defined as
GΛ(U) = Λ
1
iω + (k)− ΛΣΛ(U) (A9a)
SΛ(U) =
iω + (k)
(iω + (k)− ΛΣΛ(U))2 (A9b)
respectively, and hence
GΛ/l(l
2U) =
Λ
l
1
iω + (k)− Λl ΣΛ/l(l2U)
=
Λ
l
1
iω + (k)− ΛΣΛ(U) =
1
l
GΛ(U)
(A10a)
SΛ/l(l
2U) =
iω + (k)
(iω + (k)− Λl ΣΛ/l(l2U))2
=
iω + (k)
(iω + (k)− ΛΣΛ(U))2 = SΛ(U) ,
(A10b)
where we used the assumption (A1a). The single-scale
propagator retains the same scaling property also after
the Katanin substitution
SKΛ (U) =
iω + (k) + Λ2Σ˙Λ(U)
(iω + (k)− ΛΣΛ(U))2
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= SΛ(U) +GΛ(U)Σ˙Λ(U)GΛ(U) (A11)
as we can use the condition (A2a) and the scaling prop-
erty of the Green’s function (A10a) in
SKΛ/l(l
2U) = SΛ/l(l
2U) +GΛ/l(l
2U)Σ˙Λ/l(l
2U)GΛ/l(l
2U)
= SΛ(U) +
1
l
GΛ(U)l
2Σ˙Λ(U)
1
l
GΛ(U)
= SkΛ(U) . (A12)
For the proof of the conditions (A2), we restrict our-
selves to a single channel for simplicity (it holds analo-
gously for their combination). In the 1` approximation,
Eqs. (A2) are shown easily via
Σ˙Λ/l(l
2U) =
∑∫
SΛn/l(l
2U)VΛn−1/l(l
2U) = l2
∑∫
SΛnVΛn−1(U) = l
2Σ˙Λ(U) (A13a)
V˙Λn/l(l
2U) =
∑∫
VΛn−1/l(l
2U)GΛn/l(l
2U)SΛn/l(l
2U)VΛn−1/l(l
2U)
= l3
∑∫
VΛn−1(U)GΛn(U)SΛn(U)VΛn−1(U) = l
3V˙Λn(U) (A13b)
which are satisfied both with and without self-energy
feedback and also for the Katanin substitution replac-
ing SΛ(U) by S
K
Λ (U). For the m` proof, we need to show
in addition that if the equations at a specific Λn are true
for the loop order `, they are also true for `+ 1. For this
induction we consider left, right and central diagrams:
the left m` correction is
Φ˙left,`+2η,Λ = I˙
`+1
η,Λ ◦Πη,Λ ◦ Vη,Λ , (A14)
where I˙Lη,Λ =
∑
η′ 6=η Φ˙
L
η′,Λ and η denotes the channel and
will be omitted in the following; the right m` correction
is related to Eq. (A14) by an exchange of the position of
I˙ and V which does not change the structure and hence
the scaling property; the central m` correction reads
Φ˙central,`+2Λ = VΛ ◦ΠΛ ◦ I˙`Λ ◦ΠΛ ◦ VΛ . (A15)
The left, right and central contributions are added to
the 1` vertex flow, which has been considered above and
shown to satisfy the scaling property. Therefore the re-
maining equation to be proven flow step after flow step
and loop order after loop order is
V˙ `Λn(U) = I˙
`−1
Λn
(U)GΛn(U)GΛn(U)VΛn−1(U) + VΛn−1(U)GΛn(U)GΛn(U)I˙
`−1
Λn
(U)
+ VΛn−1(U)GΛn(U)GΛn(U)I˙
`−2
Λn
(U)GΛn(U)GΛn(U)VΛn−1(U) . (A16)
While for Λn = Λ0, we get trivially for all loop orders
V˙ `Λ0/l(l
2U) = 0 = V˙ `Λ0(U) , (A17)
for Λ1, we refer to the following equations for any flow
step Λn. There, we have to consider two base cases as
the multiloop correction according to Eq. (A16) depends
both on ` − 1 and ` − 2. The first is actually the ` = 1
contribution (A13b) and the second the ` = 2 contribu-
tion
V˙ `=2Λn/l(l
2U) =
∑∫
V `=1Λn/l(l
2U)SΛn/l(l
2U)GΛn/l(l
2U)V `=1Λn/l(l
2U)︸ ︷︷ ︸
I˙`=1
Λn/l
(l2U)
GΛn/l(l
2U)GΛn/l(l
2U)VΛn−1/l(l
2U)
+ (right ∼ left) + (central = 0 )
= l3
∑∫
V `=1Λn (U)SΛn(U)GΛn(U)V
`=1
Λn (U)GΛn(U)GΛn(U)U = l
3V˙ `=2Λ1 (U) . (A18)
Here, we used Eq. (A2b) for V `=1Λn/l(l
2U) and also for VΛn−1/l(l
2U). The latter is only true if we apply the
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induction proof for each Λn independently (and in in-
creasing order of n). We note that if the condition (A16)
is true, then
I˙`−1Λn/l(l
2U) =
V `−1Λn/l(l
2U)SΛn/l(l
2U)GΛn/l(l
2U)V `−1Λn/l(l
2U)
(A19)
I˙`−2Λn/l(l
2U) =
V `−2Λn/l(l
2U)SΛn/l(l
2U)GΛn/l(l
2U)V `−2Λn/l(l
2U) .
(A20)
We will use these equations in the induction step
V˙ `Λn/l(l
2U) = I˙`−1Λn/l(l
2U)GΛn/l(l
2U)GΛn/l(l
2U)VΛn−1/l(l
2U) + (right ∼ left)
+ VΛn−1/l(l
2U)GΛn/l(l
2U)GΛn/l(l
2U)I˙`−2Λn/l(l
2U)GΛn/l(l
2U)GΛn/l(l
2U)VΛn−1/l(l
2U)
= l3I˙`−1Λn (U)
1
l
GΛn(U)
1
l
GΛn(U)l
2VΛn−1(U) + (right ∼ left)
+ l2VΛn−1(U)
1
l
GΛn(U)
1
l
GΛn(U)l
3I˙`−2Λn (U)
1
l
GΛn(U)
1
l
GΛn(U)l
2VΛn−1(U)
= l3V˙ `Λn(U) , (A21)
which proves the scaling property of the vertex flow.
Finally we turn to the two multiloop corrections of the
self-energy, for which we simply have to show Eq. (A2a)
in order to repeat the procedure as outlined in Eq. (A8).
The first multiloop correction is
Σ˙
(1)
Λn
(U) = −
∑∫
GΛn(U)
[
2V˙Λn(U)− V˙Λn(U)
]
, (A22)
satisfying the condition of the scale property
Σ˙
(1)
Λn/l
(l2U) = −
∑∫
GΛn/l(l
2U)
×
[
2V˙Λn/l(l
2U)− V˙Λn/l(l2U)
]
= −
∑∫ 1
l
GΛn(U)
[
2l3V˙Λn(U)− l3V˙Λn(U)
]
= l2Σ˙
(1)
Λn
(U) . (A23)
The second correction reads
Σ˙
(2)
Λn
(U) = −
∑∫
δSΛn(U)
[
2VΛn(U)− VΛn(U)
]
, (A24)
where δSΛn(U) = GΛn(U)Σ˙
(1)
Λn
(U)GΛn(U) also satisfies
the condition
Σ˙
(2)
Λn/l
(l2U) = −
∑∫
δSΛn/l(l
2U)
× [2VΛn/l(l2U)− VΛn/l(l2U)]
= −
∑∫
δSΛn(U)
[
2l2VΛn(U)− l2VΛn(U)
]
= l2Σ˙
(2)
Λn
(U) , (A25)
where we used that δSΛn(U) scales as the single-scale
propagator (with Katanin substitution) in Eq. (A12).
In addition, we verified also numerically that the scal-
ing property is satisfied at any loop order.
Appendix B: Importance of the crossed particle-hole
contribution
Here we discuss the role of the crossed particle-hole
channel Φph for the gap opening (see also Refs. [22, 45]
and [46]). This channel translates directly to the mag-
netic channel, which dominates the physics at half filling
and in a 1` fRG diverges at a pseudo-critical interaction.
Let us therefore focus on
Σph(k, iν) =−
∑
k′iν′
∑
m
f∗m(k)f0(k)4pi
2U
×
∑
iν′′
∑
n
Φph(k
′ − k,m, n, iν′ − iν, iν, iν′′)
×Πph(k′ − k, n, 0, iν′ − iν, iν′′)G(k′, iν′)
(B1)
and neglect all other contributions to
Σ(k, iν) =ΣG(k, iν) + ΣGGG(k, iν) + Σpp(k, iν)
+ Σph(k, iν) + Σph(k, iν) . (B2)
Close to the divergence, Φph exhibits a very strong s-wave
component such that we can neglect other form-factor
contributions and approximate Eq. (B1) by
Σph(k, iν) ≈−
∑
k′iν′
U
×
∑
iν′′
Φph(k
′ − k, 0, 0, iν′ − iν, iν, iν′′)
×Πph(k′ − k, 0, 0, iν′ − iν, iν′′)G(k′, iν′) .
(B3)
Using the high frequency asymptotics of the two-particle
vertex [54] we obtain
Σph(k, iν) ≈−
∑
k′iν′
[
K2,ph(k′ − k, 0, iν′ − iν, iν)
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FIG. 15. ∂iν Im Σ(k, iν) evaluated at iν = ipiT as a function
of the flowing interaction U for 1/T = 10 and different chan-
nel approximations, both with the conventional fRG (upper
panel) and the SDE-approach for the self-energy flow (lower
panel). Neglecting the pp- and ph-channels does not quali-
tatively affect the appearance of the gap opening, except for
the reduction of the critical scale which eventually prevents
its observation at kn.
+K1,ph(k′ − k, iν′ − iν)
]
G(k′, iν′) . (B4)
Here, K1,ph which is proportional to the crossed-particle
hole or to the (negative) magnetic susceptibility, yields
the strongest contribution and can be approximated by
K1,ph(k′ − k, iν′ − iν)
≈ δk′−k=(pi,pi)δiν′−iν=0K1,ph((pi, pi), 0)
,≈ −δk′−k=(pi,pi)δiν′−iν=0χAF , (B5)
leading to the following expression for the self-energy
Σph(k, iν) ≈ χAFG(k+ (pi, pi), iν) (B6)
≈ χAF 1
iν + k+(pi,pi)
. (B7)
For momenta on the Fermi surface k+(pi,pi) = 0,
the crossed particle-hole contribution to the imaginary
part of the self-energy is −χAF /(piT ) for the first
and −χAF /(3piT ) for the second Matsubara frequency.
For momenta on the Fermi surface we thus obtain
∂iν Im Σ(k, iν) = χAF /(3pi
2T 2) > 0. For comparison
we estimate Im Σ(k, iν = ipiT ) = −piTχAF /(pi2T 2 + 16)
and Im Σ(k, iν = i3piT ) = −3piTχAF /(9pi2T 2 + 16) for
the momenta k = (0, 0) and k = (pi, pi), with (0,0) =
−(pi,pi) = −4. In this simplified analysis, ∂iν Im Σ at
these momenta is negative for T > 4√
3pi
= 0.735 and
therefore presents no gap opening for higher tempera-
tures.
Note that the self-energy in Eq. (B7) basically co-
incides with the phenomenological ansatz of Eq. 7 in
Yang, Rice and Zhang [62]. This indicates that the phe-
nomenology arising from the numerical study here may
indeed be useful to explain pseudogap features in corre-
lated materials like high-temperature superconductors.
If the crossed particle-hole channel drives the gap open-
ing, suppressing the contribution of the other channels
should not change qualitatively the results, see Fig. 15.
Setting the particle-particle channel to zero (orange) or
setting both the direct particle-hole and particle-particle
channel to zero does not open a gap in the 1` scheme
and preserves the gap at the antinodal point in the SDE
scheme. At the nodal point, where the gap opening is
unstable with respect to the momentum patching points
and the loop order, no gap occurs when only the crossed
particle-hole channel is taken into account.
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