Abstract
In this paper we introduce the notion of smoothed competitive analysis of online algorithms. Smoothed analysis has been proposed by Spielman and Teng
We also prove an ª´¾ Ã µ lower bound Spielman and Teng [20] , we give a higher lower bound of ª´¾ Ã µ.
for any deterministic algorithm that is run on processing times smoothened according to the partial bit randomization model. For various other smoothening models, including the additive symmetric smoothening model used by

Introduction
Smoothed analysis was proposed by Spielman and Teng [20] as a hybrid between average case and worst case analysis to explain the success of algorithms that are known to work well in practice while presenting poor worst case performance. The basic idea is to randomly perturb the initial input instances and to analyze the performance of the algorithm on the perturbed instances. The smoothed complexity of an algorithm as defined by Spielman and Teng is the maximum over all input instances of the expected running time on the perturbed instances. Intuitively, the smoothed complexity of an algorithm is small if the worst case instances are isolated in the (instance ¢ running time) space. Spielman and Teng's striking result was to show that the smoothed complexity of the simplex method with a certain pivot rule and by perturbing the coefficients with a normal distribution is polynomial. In a series of later papers [6, 9, 17, 22, 21] , smoothed analysis was successfully applied to characterize the time complexity of other problems.
Competitive analysis [19] measures the quality of an online algorithm by comparing its performance to that of an optimal offline algorithm that has full knowledge of the future. Competitive analysis often provides an overpessimistic estimation of the performance of an algorithm, or fails to distinguish between algorithms that perform differently in practice, due to the presence of pathological bad instances that rarely occur. The analysis of online algorithms seems to be a natural field for the application of the idea of smoothed analysis. Several attempts along the line of restricting the power of the adversary have already been taken in the past. A partial list of these efforts includes the access graph model to restrict the input sequences in online paging problems to specific patterns [8] and the resource augmentation model for analyzing online scheduling algorithms [11] . More related to our work is the diffuse adversary model of Koutsoupias and Papadimitriou [12] , a refinement of competitive analysis that assumes that the actual distribution of the input is a member of a known class of possible distributions chosen by a worst case adversary.
Smoothed Competitive Analysis.
In this paper we introduce the notion of smoothed competitiveness. The competitive ratio of an online deterministic algorithm for a cost minimization problem is defined as the supremum over all input instances of the ratio between the algorithm and the optimal cost, i.e., ×ÙÔ Á´ Á ÇÈÌ Á µ. Following the idea of Spielman and Teng [20] , we smoothen the input instance according to some probability distribution . We define the smoothed competitive ratio as
where the supremum is taken over all input instances Á, and the expectation is taken over all instances Á that are obtainable by smoothening the input instance Á according to in the neighborhood AE´ Áµ. The notion of smoothed competitive analysis provides a framework unifying the concepts of worst case and average case analysis of online algorithms. Observe that we might alternatively define the smoothed competitive ratio as the ratio of the expectations in the expression above. We also address this issue in the paper.
This kind of analysis results in having the algorithm and the smoothening process together play a game against an adversary. In a way similar to the analysis of randomized online algorithms [7] , we define different types of adversaries. The oblivious adversary constructs the input sequence only on the basis of the knowledge of the algorithm and of the smoothening function . We also define a stronger adversary, the adaptive adversary, that constructs the input instance revealed to the algorithm after time Ø also on the basis of the execution of the algorithm up to time Ø. This means that the choices of the adversary at some time Ø only depend on the state of the algorithm at time Ø. Both adversaries are charged with the optimal offline cost on the input instance. Considering the instance space, in the oblivious case AE´ Áµ is defined at the beginning, once the adversary has fixed Á, while in the adaptive case AE´ Áµ is itself a random variable, since it depends on the evolution of the algorithm.
Smoothed competitive analysis is substantially different from the diffuse adversary model. In this latter model the probability distribution of the input instances is selected by a worst case adversary, while in the model we use in this paper the input instance is chosen by a worst case adversary and later perturbed according to a specific distribution.
The Multi-Level Feedback Algorithm. One of the most successful online algorithms used in practice is the MultiLevel Feedback algorithm (MLF) for processor scheduling in a time sharing multitasking operating system. MLF is a non-clairvoyant scheduling algorithm, i.e., scheduling decisions are taken without knowledge of the time a job needs to be executed. Windows NT [16] and Unix [23] have MLF at the very basis of their scheduling policies. The obvious goal is to provide a fast response to users. A widely used measure for the responsiveness of the system is the average flow time of the jobs, i.e., the average time spent by jobs in the system between release and completion. Job preemption is also widely recognized as a key factor to improve the responsiveness of the system. The basic idea of MLF is to organize jobs into a set of queues É ¼ É ½ . Each job is processed for ¾ time units, before being promoted to queue É ·½ if not completed. At any time, MLF processes the job at the front of the lowest queue. While MLF turns out to be very effective in practice, it behaves poorly with respect to worst case analysis. Assuming that processing times are chosen in ½ ¾ Ã , Motwani et al. [15] showed a lower bound of ª´¾ Ã µ for any deterministic non-clairvoyant preemptive scheduling algorithm. The next step was then to use randomization. A randomized version of the Multi-Level Feedback algorithm (RMLF) was first proposed by Kalyanasundaram and Pruhs [10] for a single machine achieving an Ç´ÐÓ Ò ÐÓ ÐÓ Òµ competitive ratio against the online adaptive adversary, where Ò is the number of jobs that are released. Becchetti and Leonardi present a version of RMLF achieving an Ç´ÐÓ Ò ÐÓ Ò Ñ µ competitive result on Ñ parallel machines and a tight Ç´ÐÓ Òµ competitive ratio on a single machine against the oblivious adversary, therefore matching for a single machine the randomized lower bound of [15] .
Contribution of this paper. In this paper, we apply smoothed competitive analysis to the Multi-Level Feedback algorithm. For smoothening the initial integral processing times we use the partial bit randomization model. The idea is to replace the least significant bits by some random number in ½ ¾ . A similar model was used by Beier et al. [5] and Banderier et al. [2] . Our analysis holds for a wide class of distributions that we refer to as well-shaped distributions, including the uniform, the exponential symmetric and the normal distribution. In [5] and [2] only the uniform distribution was considered. For varying from ¼ to Ã we "smoothly" move from worst case to average case analysis.
(i) We show that MLF admits a smoothed competitive ratio of Ç´´¾ µ ¿ · ¾ µ ¾ ¾ Ã µ, where denotes the standard deviation of the underlying distribution. The competitive ratio therefore improves exponentially with and as the distribution becomes less sharply concentrated around its mean. In particular, if we smoothen according to the uniform distribution, we obtain an expected competitive ratio of Ç´¾ Ã µ. We remark that our analysis holds for both the oblivious and the adaptive adversary. However, for the sake of clarity, we first concentrate on the oblivious adversary and outline the differences for the adaptive adversary later.
We have defined the smoothed competitive ratio as the supremum, over the set of possible input instances, of the expected ratio between the cost of the algorithm and the optimal cost. An alternative is to define it as the ratio between the expected costs of the algorithm and of the optimum, see also [18] . We point out that we obtain the same results under this alternative, weaker, definition.
(ii) As a consequence of our analysis we also obtain an average case analysis of MLF. As an example, for Ã our result implies an Ç´½µ expected ratio between the flow time of MLF and the optimum for all distributions with ¢´¾ µ, therefore including the uniform distribution. To the best of our knowledge, this is the first average case analysis of MLF. Recently, Scharbrodt et al. [18] performed the analysis of the average competitive ratio of the Shortest Expected Processing Time First heuristic to minimize the average completion time where the processing times of the jobs follow a gamma distribution. Our result is stronger in the following aspects: (a) the analysis of [18] applies when the algorithm knows the distribution of the processing times, while in our analysis we require no knowledge about the distribution of the processing times, and (b) our result applies to average flow time, a measure of optimality much stronger than average completion time. Early work by Michel and Coffman [14] only considered the problem of synthesizing a feedback queue system under Poisson arrivals and a known discrete probability distribution on processing times so that pre-specified mean flow time criteria are met.
(iii) We prove a lower bound of ª´¾ Ã µ against an adaptive adversary and a slightly weaker bound of ª´¾ Ã ¾ µ, for every Ã ¿, against an oblivious adversary for any deterministic algorithm when run on processing times smoothened according to the partial bit randomization model. We therefore conclude that a limited amount of smoothening is not sufficient to obtain a competitive deterministic algorithm against the adaptive adversary.
(iv) Spielman and Teng [20] used an additive symmetric smoothening model, where each input parameter is smoothened symmetrically around its initial value. A natural question is whether this model is more suitable than the partial bit randomization model to analyze MLF. In fact, we prove that MLF admits a poor competitive ratio of ª´¾ Ã µ under various other smoothening models, including the additive symmetric, the additive relative symmetric and the multiplicative smoothening model.
Problem Definition and Smoothening Models
The adversary releases a set Â ½ Ò of Ò jobs over time. Each job has a release time Ö and an initial processing time Ô . We assume that the initial processing times are integers in ½ ¾ Ã . We allow preemption of jobs, i.e., a job that is running can be interrupted and resumed later on the machine. The algorithm decides which uncompleted job should be executed at each time. The machine can process at most one job at a time and a job cannot be processed before its release time. For a generic schedule Ë, let Ë denote the completion time of job . Then, the flow time of job is given by Ë Ë Ö , i.e., the total time that is in the system. The total flow time of a schedule Ë is given by Ë È ¾Â Ë . A non-clairvoyant scheduling algorithm knows about the existence of a job only at the release time of the job and the processing time of a job is only known when the job is completed. The objective is to find a schedule that minimizes the total flow time.
The input instance may be smoothened according to different smoothening models. We discuss four different smoothening models below. We only smoothen the processing times of the jobs. One could additionally smoothen the release dates. However, for our analysis to hold it is sufficient to smoothen the processing times only. Furthermore, from a practical point of view, each job is released at a certain time, while processing times are estimates. Therefore, it is more natural to smoothen the processing times and to leave the release dates intact.
Additive Symmetric Smoothening Model. In the additive symmetric smoothening model the processing time of each job is smoothened symmetrically around its initial processing time. The smoothed processing time Ô of a job is drawn independently at random according to some probability function from a range Ä Ä , for some Ä. Here, Ä is the same for all processing times. A similar model is used by Spielman and Teng [20] .
The maximum is taken in order to assure that the smoothed processing times are at least ½.
Additive Relative Symmetric Smoothening Model. The additive relative symmetric smoothening model is similar to the previous one. Here, however, the range of the smoothed processing time of depends on its initial processing time Ô . More precisely, for ½, the smoothed processing time Ô of is defined as
Multiplicative Smoothening Model. In the multiplicative smoothening model the processing time of each job is smoothened symmetrically around its initial processing time. The smoothed processing times are chosen independently according to from the the range ´½ ¯µ Ô ´½ · µ Ô for some¯ ¼. This model is also discussed but not analyzed by Spielman and Teng [20] .
Partial Bit Randomization Model. The initial processing times are smoothened by changing the least significant bits at random according to some probability function . More precisely, the smoothed processing time Ô of a job is defined as
Note that¯ is at least ½ and therefore ½ is subtracted from Ô before applying the modification. For ¼ , this assures that the smoothed processing times are equal to the initial processing times. For Ã, the processing times are randomly chosen from ½ ¾ Ã according to the underlying distribution. A similar model is used by Beier et al. [5] and Banderier et al. [2] .
As will be seen later, MLF is not competitive at all under any of the first three models: MLF may admit a smoothed competitive ratio of ª´¾ Ã µ. Therefore, these models are not suitable to explain the success of MLF in practice. The model we use is the partial bit randomization model. Our analysis holds for any well-shaped distribution over ½ ¾ . A probability density function is well-shaped if it satisfies the following conditions: (i) is symmetric around its mean, (ii) the mean of is centered in ½ ¾ and (iii) is non-decreasing in the range ½ . In the sequel, we denote by the standard deviation of . We emphasize that the distribution may be discrete as well as continuous.
We discuss some features of the smoothed processing times. Let be defined as
·¯ . Consider a job with initial processing time in ½ ¾ . Then, the initial processing time of is completely replaced by some random processing time in ½ ¾ chosen according to the probability distribution .
Next, consider a job with initial processing time Ô 3 ¾ ½ ¾ , for some . Then, the smoothed processing time Ô is randomly chosen from a subrange of´¾ ½ ¾ according to the probability distribution . 
The Multi-Level Feedback Algorithm
In this section we describe the Multi-Level Feedback (MLF) algorithm. We say that a job is alive or active at time Ø in a schedule Ë, if it has been released but not completed at this time, i.e., Ö Ø Ë . Denote by Ü Ë ´Øµ the amount of time that has been spent on processing job in schedule Ë up to time Ø. We define Ý Ë ´Øµ Ô Ü Ë ´Øµ as the remaining processing time of job in schedule Ë at time Ø. In the sequel, we denote by the schedule produced by MLF. The set of active jobs is partitioned into a set of priority queues É ¼ É ½ . Within each queue, the priority is determined by the release dates of the jobs: the job with smallest release time has highest priority. For any two queues É and É , we say that É is lower than É if . At any time Ø, MLF behaves as follows.
1. Job released at time Ø enters queue É ¼ .
2. Schedule on the machine the alive job that has highest priority in the lowest non-empty queue.
3. For a job in a queue É at time Ø, if Ü ´Øµ Ô , assign Ø and remove the job from the queue.
4. For a job in a queue É at time Ø, if Ü ´Øµ ¾ Ô , job is moved from É to É ·½ .
Smoothed Analysis
Preliminaries
We classify jobs into classes according to their processing times: a job is of class
Observe that a job of class will end in queue É . Since all processing times are in ½ ¾ Ã , the maximum class of a job is Ã. Moreover, during the execution of the algorithm at most Ã · ½ queues are created. We denote by AE Ë´Ø µ the number of jobs that are active at time Ø in Ë. We use Ë Ë´Ø µ to refer to the set of active jobs at time Ø. We use and ÇÈÌ to denote the schedule produced by MLF and by an optimal algorithm, respectively. We state the following facts. Let be a generic random variable. For an input instance Á , Á denotes the value of for this particular instance Á . Note that Á is uniquely determined by the execution of the algorithm.
Fact 3 ([13]
We prove our main result in Subsection 4.2. The proof uses a high probability argument which, for the sake of clarity, is given in Subsection 4.3. Due to lack of space most of the proofs are only sketched. The proofs can be found in the full paper [4] .
Smoothed Competitiveness of MLF
In this section we prove that MLF is Ç´´¾ µ ¿ · ¾ µ ¾ ¾ Ã µ-competitive. Lemma 1 provides a deterministic bound on the number of lucky jobs in the schedule of MLF for a specific instance Á . The proof is similar to the one given in [3] and can be found in Appendix A. We also need the following bound on the probability that the sum of the random parts of the processing times exceeds a certain threshold value. To finalize the proof we are left to show that the following lemma holds. 
Lemma 1. For any input instance
Proof of Lemma 4
We only provide an overview of the proof of Lemma 4 here. The complete proof requires a number of additional techniques and lemmas that are provided in the full paper [4] .
The following two lemmas bound the probability that a job is lucky. In the first one, we prove that a job with Ô ¾´¾ ½ ¾ , for some , is lucky with probability at least We now show that the probability of a job being lucky given that it is of class , , is at least « ´ ¾ µ ¾ . Proof (sketch). The only difficult part is for Ð . For ½ Ô ¾ ¾ ½ ¡ , we can show an "Inverse Chebyshev" inequality, from which the lemma follows.
It is easy to see that Lemma 6 can be tightened so that we achieve probability at least ½ ¾ on the uniform distribution.
In the rest of this section we only consider properties of the schedule produced by MLF. We therefore omit the superscript in the notation below.
Let Ë Â . In the following, we will condition on the event that (i) the set of active jobs at time Ø is equal to Ë, i.e., 
And therefore,
The lemma follows from Lemmas 5 and 6.
We use the previous lemma to prove that, with high probability, at any time Ø the number of lucky jobs is also a good fraction of the overall number of jobs in the system. We are now ready to prove Lemma 4.
Proof.
where the fifth inequality is due to Corollary 1 and the sixth inequality follows since
Adaptive Adversary
Recall that an adaptive adversary may change its input instance on the basis of the outcome of the random process. Lemmas 2 and 7 are those in which an adaptive adversary might change the analysis with respect to an oblivious one. In the full paper [4] we discuss why these lemmas also hold for an adaptive adversary. Thus, the upper bound on the smoothed competitive ratio given in Theorem 1 also holds against an adaptive adversary.
Lower Bounds
The first bound is an ª´¾ Ã ¾ µ one on the smoothed competitive ratio for any deterministic algorithm against an oblivious adversary. As mentioned in the introduction, the adaptive adversary is stronger than the oblivious one, as it may construct the input instance revealed to the algorithm after time Ø also on the basis of the execution of the algorithm up to time Ø. The next theorem gives an ª´¾ Ã µ lower bound on the smoothed competitive ratio of any deterministic algorithm under the partial bit randomization model, thus showing that MLF achieves up to a constant factor the best possible ratio in this model. The lower bound uses ideas introduced by Motwani et al. in [15] for an ª´¾ Ã µ non-clairvoyant deterministic lower bound. 
Concluding Remarks
In this paper, we analyzed the performance of the MultiLevel Feedback algorithm using the novel approach of smoothed analysis. Smoothed competitive analysis provides a unifying framework for worst case and average case analysis of online algorithms. We considered several smoothening models, including the additive symmetric one, which adapts to our case the model introduced by Spielman and Teng [20] . The partial bit randomization model yields the best upper bound.
In particular, we proved that the smoothed competitive ratio of MLF using this model is Ç´´¾ where is the standard deviation of the probability density function for the random perturbation. The analysis holds for any well-shaped probability distribution. For distributions with ¢ ¾ µ, e.g., for the uniform distribution, we obtain a smoothed competitive ratio of Ç´¾ Ã µ. By choosing Ã, the result implies a constant upper bound on the average competitive ratio of MLF. We also proved that any deterministic algorithm must have a smoothed competitive ratio of ª´¾
