ABSTRACT This article is a response to Hermann Künzel's article 'Beware of the "telephone effect": the influence of telephone transmission on the measurement of formant frequencies' (Forensic Linguistics 8(1), 80-99). There, he shows convincingly that the evaluation of formant frequencies, notably F1, is affected by the band-pass filter effect of telephone transmission. This response does not question his data, or cast doubt on the general lesson to be drawn on the need for caution in estimating formant frequencies from telephone speech, or engage with the issues of dialectological methodology with which he is in part concerned, but it does challenge the apparent strength of the conclusion he draws for forensic speaker identification (FSI). His conclusion could be read as endorsing a complete exclusion of formants from the FSI process, and his article will, I fear, be misinterpreted by some as justification for setting aside a valuable source of speaker-characterizing acoustic information in FSI.
INTRODUCTION
Hermann Künzel, in his article 'Beware of the "telephone effect": the influence of telephone transmission on the measurement of formant frequencies' (Forensic Linguistics 8(1): 80-99), provides instructive data showing that evaluation of formant frequencies, particularly F1, is affected by the band-pass filter effect of telephone transmission. In this reply I will not be questioning his data or the general lesson to be drawn on the need for caution in estimating formant frequencies from telephone speech, or engaging with the issues of dialectological methodology with which he is in part concerned, but I will be taking issue specifically with the apparent strength of the conclusion he draws for forensic speaker identification (FSI). His conclusion could be read as endorsing a complete exclusion of formants from the FSI process, at least when one of the samples to be compared is telephone speech and the other is not. There are still forensic phoneticians who dispute the value of acoustic analysis, and Künzel's article will, I fear, be misinterpreted by some readers as justification for setting aside a valuable source of speaker-characterizing acoustic information in FSI.
KÜNZEL'S DATA
Künzel recorded ten male and ten female speakers reading a German version of a standard phonetic text, 'The North Wind and the Sun'. The readings were recorded direct through a microphone and simultaneously over a local digital telephone line. Thirteen vowels were selected for analysis, the number of tokens available for each varying between one and seven per speaker. The first two formants were measured manually from each recording, automatic estimation having proved erratic.
The results for F1 show that in the case of all speakers the frequency of F1 is significantly higher when measured from the telephone recording than from the direct recording. There is an effect of vowel type, with the greatest overestimations (around 10% to 15%) being found on the close vowels, and the smallest overestimations (up to 2%) on the fully open vowels -a correlation present equally in the male and female formant frequencies. Since it is close vowels that have the lowest F1 frequencies, this finding is in keeping with Künzel's prediction (Forensic Linguistics 8(1): 81-4) that distortion would be greatest for those vowels whose actual F1 is nearest to the low frequency cut-off of the telephone bandwidth. The latter is usually given as 350 Hz, and the real F1 frequency of (especially male) close vowels such as /i:/ and /u:/ may be as low as 300 Hz. The cutoff is not abrupt, but involves progressive attenuation; this will result in attenuation of even those components that are above the nominal cut-off value, and the result is that the apparent centre of F1 is shifted upwards from its true value whenever it is near the cut-off.
One apparent anomaly that is not commented on by Künzel is the fact that the magnitude of the average raising of the F1 estimate in telephone speech is very similar for males (5.13%) and females (5.75%). The distortion should be considerably less for female speakers, since all their formant frequencies tend to be higher than those of male speakers (by about 11% in the direct recordings used by Künzel) and therefore further from the low frequency cut-off. Looking at this another way, the female average direct F1 for /E/ is 492 Hz, and in the telephone estimate this rises by 6.3% to 523 Hz. The vowel with the most similar F1 frequency in the male average data is /´/ at 491 Hz (direct). This rises by only 3.5% to 508 Hz in the telephone estimate. Clearly, proximity of the real formant frequency to the low frequency cut-off is not the only factor at work. I can only speculate, but the explanation probably lies in the higher fundamental frequency and consequent greater separation of harmonics that will characterize the female speech (as explained in Künzel's footnote 4 in the general context of formant determination). If the cut-off attenuates a lower harmonic, and shifts the 'centre of gravity' of the formant envelope towards the next highest harmonic, the latter will be higher in female speech.
Whatever the true explanation of this anomaly, the message of the F1 data is clear: expect an overestimate of the frequency of F1 if the speech being measured is telephone speech.
In the case of F2, which varies over a much wider range between 850 Hz and about 2400 Hz, the situation is quite different. The telephone estimates deviate at most 2.2%; there is no general trend for the telephone estimates to be higher or lower; and only in the case of one speaker does the difference in estimates between the two recordings achieve significance.
Künzel briefly considers the upper cut-off of the telephone, and presents spectrograms in his Figure 9 of the same utterance (direct and telephone), which he claims show an additional resonance at around 3000 Hz in the telephone recording. It is not, I must say, self-evident to my eye that this resonance is missing, as opposed to less prominent, in the direct recording, but it is of course difficult to get a full perspective on this kind of matter from a static reproduction of a spectrogram on paper as opposed to interactively in front of a computer. Let us grant the general point that the response curve of a telephone transmission pathway, as seen for instance in Tosi (1979: 54-5) , can introduce artefactual peaks into the spectrum which could look like formants (one kind of 'pseudo-formant'). Künzel's demonstration of potential problems higher in the frequency scale concludes, as it were, the case for the prosecution.
KÜNZEL'S CONCLUSION
Towards the end of his article (Forensic Linguistics 8 (1): 93), Künzel says, after demonstrating the effect on F1, that '[f]ortunately, many forensic experts, including the present author, have always declined to use formant frequencies as parameters for voice comparisons', and, on p. 96, after additionally showing the stray pseudo-formant at a higher frequency, that '[t]his finding certainly emphasizes the old argument (proposed by engineers; see footnote 1), formerly applied to analogue transmission systems, against the use of any formant frequencies in forensic speaker identification'. I originally read the latter sentence as an expression of agreement with the view that all formant frequencies should be excluded from FSI, despite the reference to footnote 1, which reads:
This argument does not apply to many acoustic engineers, though. For instance, for those working on telephone-based automatic speaker recognition systems this problem has been one of the reasons for never even considering using formant information for feature vectors (Forensic Linguistics 8 (1): 96)
I now understand (Künzel, personal communication) that he did not intend to agree with the 'old argument', and certainly not to exclude all interpretations of formants in FSI; but I suspect I will not have been alone in misunderstanding this part of the article as, in effect, a blanket interdiction on the use of spectral information in FSI -at least in the form in which it is normally given quantitative expression. Of course the danger is a real one that '[e]rrors due to unnoticed formant shifts may ultimately lead to false identifications or false rejections, depending on whether correspondences or discrepancies of measurement values are created that way' (Forensic Linguistics 8 (1): 93). This danger of being misled by apparent correspondences or discrepancies is, however, ever present in FSI whatever the parameters being investigated; whether they are auditory or acoustic, dialectological or idiosyncratic. I will argue below that the losses that would result in FSI practice from discarding all formant information, as might be motivated by a strong interpretation of Künzel's findings, heavily exceed the gains. With all parameters the onus is on the expert to interpret the data, with reference to all the relevant factors that may affect the parameter. RESPONSE I should at this point put my cards on the table as someone who has on a number of occasions used formants and their frequency values in FSI (e.g. Nolan 1990 ). I have, I hope, used them with discretion, interpreting them cautiously, and certainly not as input to a blind decision-making procedure. Let me consider first how far the evidence he presents justifies a negative stance towards formant frequencies. I will then argue for the position that, whatever the practical difficulties, formants must make a central contribution to FSI.
Against and for formant frequencies
The main theme of Künzel's article is that F1 estimates from telephone speech are inaccurate. Equally striking in this study, however, is the surprisingly high accuracy of the F2 measurements, falling as they do centrally within the telephone bandwidth. One possible conclusion would be that first formant measurements should be ignored, but we should pay particular attention to second formant measurements. Künzel does focus his criticism in this way noting (Forensic Linguistics 8(1): 94) 'The current findings strongly suggest that in cases containing both types of speech recordings [direct and telephone] centre frequency and bandwidth of F1 should not be used for the analysis.' But, as I have indicated, the article as a whole seems to me to allow the reader a more general anti-formant interpretation.
The fact that the second formant can be reliably estimated from (good quality) telephone speech 1 is in fact extremely good news, because F2 is probably more sensitive than F1 to speaker characteristics for three reasons. First, F2 responds to constrictions of the vocal tract more finely than F1 and hence better reflects fine anatomical and articulatory interactions of a potentially idiosyncratic kind; this is because the standing wave in the unconstricted vocal tract tube corresponding to F2 is a 3 / 4 wavelength resonance with a higher concentration of nodes and antinodes, at which articulatory constrictions maximally change resonant frequencies (see, for example, Stevens 1998: 148-52) . This means that F2 is more sensitive than F1 to detailed differences of anatomy and articulation. Admittedly, by this line of reasoning formants higher than F2 should be even better, but their weakness and susceptibility to attenuation by the telephone bandwidth leave F2 as our best measurable candidate. Second, the higher a formant the more sensitive its frequency in Hertz is to differences in vocal tract size (an effect that is at least partially undone auditorily because of the non-linear response of the hearing system). For instance, the first three formants of an idealized neutral vowel for a typical 17.5 cm male vocal tract are 500 Hz, 1500 Hz, and 2500 Hz; shortening that vocal tract by 1.5 cm will raise F1 by 47 Hz, F2 by 141 Hz, and F3 by 234 Hz. Third, the dynamic excursion of F2 is the greatest of any measurable formant, and arguably provides most scope for idiosyncrasy.
I think, therefore, that far from justifying a general rejection of formant values, Künzel's data should be seen as some reassurance of the (relative) reliability of telephone transmission of the formant likely to be most useful in FSI.
The importance of formants
Let me now make the case for the indispensability of formants in FSI. The time-varying spectral distribution of acoustic energy -what we are most familiar with as portrayed by a spectrogram -inevitably reflects both the anatomical characteristics (size and shape) of the vocal tract, and the speaker's learned articulatory patterns. It is not a 'fingerprint' or 'voiceprint', because nothing in speech is constant and unchangeable, but it does give us our best shot at modelling the source from which the speech signal originates. The 'spectrographic' pattern has vastly more degrees of freedom, and hence opportunities for between-speaker discrimination, than other aspects of speech we might measure such as laryngeal fundamental frequency, with each formant being individually sensitive to vocal tract dimensions and articulatory configuration. It is simply too important to ignore.
This being the case, how do we characterize this 'spectrographic' pattern? Künzel alludes (footnote 1) to the fact that automatic speaker recognition techniques do not rely on formants. One of the reasons for this is the difficulty of automatic formant extraction, which will be exacerbated by telephone speech. Alternatives to formants for characterizing the time-varying energy distribution of speech include linear predictive coding (LPC) coefficients, which define an inverse filter computed to cancel out the effect of the vocal tract transfer function, or statistical measures (first and subsequent 'moments') capturing the shape of each spectrum as if it were a statistical distribution. These and other non-formant based measures have the advantage that they are not subject to sudden catastrophic errors of the kind that occur when a formant tracker 'misses' a lower formant (e.g. F1), and suddenly replaces its value with that of next formant up (F2).
Realistic FSI methods, however, unlike automatic speech recognition, involve expert human intervention. In at least two respects, this swings the balance back towards formants. First, the kind of errors that can result from the blind application of even a sophisticated formant tracker will often be obvious as errors to the expert, who can refer to standard acoustic-phonetic models (cf. Fant 1960 , Stevens 1998 to determine roughly at what frequency a particular formant is likely to be in a particular phonetic event, and check for continuity of formant dynamics before and after the problematic value, to avoid the error.
Second, such interpretation of the formant values is possible in the formant domain precisely because formant frequencies constitute the 'vocabulary' in which much of our knowledge about the acoustic properties of (sonorant) speech sounds is expressed. It is possible to interpret a spectral difference, for example between two tokens of the vowel /E/ in two recordings, one after /l/ and one after /r/, in the light of phonetic knowledge: a rhotic will potentially lower F3 and F2 of an adjacent vowel. If the difference fits that allophonic pattern, the evidence is compatible with the 'same speaker' hypothesis; if the difference is the reverse, it is one small grain of sand weighing on the side of the 'different speakers' hypothesis.
This kind of detailed phonetic interpretation would not, I think, be possible in terms of LPC coefficients or spectral moments -or, indeed, formant bandwidths. Yet it is in the interpretation of similarities and differences that the core of FSI lies, referring these to established models of allophonic, stylistic, dialectal, sociolinguistic, and indeed random, variation. The acoustic-phonetic and linguistic-phonetic knowledge relevant for interpreting the speech signal is simply not stated in these alternative domains.
To this list of models of variation Künzel has now added -ironically, given that his article is generally calling into question the use of formants for FSI -a model for variation due to telephone transmission characteristics. His article is a valuable first step towards a model that will allow safer interpretation of telephone samples. It suggests, provisionally, that we can rely on F2 frequencies and compare them with values from directly recorded speech. It cautions us not to expect equivalence of F1 values, but rather to expect that the same signal will yield a higher estimate of F1 when it has been passed through the telephone; and that the amount by which it is overestimated will depend in a lawful, but neither simple nor fully understood, way with respect to vowel type (being dependent not only on the frequency of F1 but also its amplitude (Forensic Linguistics 8(1): 93)).
A role for F1?
Where, for practical purposes, does that leave F1? Must the complexity of its distortion by the telephone rule it out from further consideration? Certainly it would not be possible, as Künzel notes on p. 93 of his article, to have a compensatory filter to restore the telephone signal to its 'true' spectral properties, given the complexity. Nor would it be anything but foolhardy, given the limited data so far, to assume that we can go ahead with a wholesale 'correction' of estimated telephone F1 frequencies on the basis of the relations that emerge from Künzel's data. But on the other hand, imagine the situation where a test, telephone sample consistently exhibits substantially lower F1 frequencies than the equivalents in the reference, direct, sample (not, of course, low enough and invariant enough to be the effect of a nasal formant). This would be an interesting fact, given what we know, and should surely be weighed into the scales on the side of 'incompatibility' of the samples with the hypothesis that the samples were spoken by the same speaker. If the F1s of the two samples were different, but lawfully related in the way demonstrated in the article under discussion, this would be at least a weak indication of compatibility between the samples.
The well-formedness of formants
Künzel notes that the 'pseudo-formant' at around 3000 Hz (discussed in the 'Künzel's data' section above) 'occurs throughout the whole recording of that speaker alone'. The fact that it is specific to one speaker is, he infers, due to the particular telephone connection used for that speaker. The significant point here, however, is that it occurs 'throughout the whole recording'. Again, proper interpretation would flag such an invariant resonance within the range of the first three or four formants as suspicious. The vocal tract is never still for long, and it is rare for a genuine formant within the telephone bandwidth to remain completely unaffected by this movement. This is not to say that there is not a problem; even though such a resonance might be discountable as an artefact, it may interact with real formants to affect any measurement of their frequencies. Clearly, a study of the effects of the upper cut-off of the telephone bandwidth is needed to complement what we now know about the F1 region.
In general, however, I would emphasize the need to regard formants not as arbitrary resonances to be sampled at specified points, but as the manifestations of a coherent dynamic articulatory activity. Given the acoustic theory of speech production, we can define the notion of a 'wellformed' formant pattern -one which is in accord tube-resonance relationships and which does not violate the dynamic constraints inherent in articulation. This is more problematic than might at first be imagined, since the vocal mechanism quite often produces 'stray' spectral peaks outside the normal run of formants -in particular as a result of nasality, or peaks in the laryngeal source spectrum. Nevertheless acoustic-phonetic theory is useful in predicting where formants should be heading at particular times in the phonetic sequence, and can help resolve ambiguities about what is relevant and what is spurious.
Consideration of the dynamics of articulation, and the acoustic consequences, leads me to a final point. Most of our acoustic-phonetic knowledge, and most of our formant-related characterization of speakers, has an essentially static nature. We concern ourselves for instance with vowel centre formant frequencies, and (in phonetics, but not much in FSI) 'loci' characterizing the point to which a formant moves for a consonant of a given place of articulation. I would suggest that the imprint of an individual's speech mechanism (language, articulatory habits, and vocal tract anatomy combined) will be found to lie more in dynamic descriptions than in static descriptions. If we have been correct in our choice of 'static' sampling points for linguistic description, it may be in the bits in between that speaker differences are most revealed. The challenge is to develop a powerful yet tractable descriptive device to characterize spectral dynamics for FSI.
Lest my use of the word 'imprint' give rise to any misunderstanding, let me emphasize that when we have such a descriptive device, we will not have a 'voiceprint'. Vocal tracts are not fingertips, and the traces left by voices are so variable that we must never fall into the trap of expecting absolute identification.
CONCLUSION
There are a number of reasons for responding to Künzel's article. Foremost, it is a study of great relevance to FSI, and contains data that all of us who participate in this area have to take note of. I hope that this response will help to stimulate further discussion of it, and further research along the same lines. Additionally, while I agree with much of the article, including the admonition against reckless use of formant frequencies, I do have to dissent from the negative interpretation that some will put on it. There is, I hope to have shown, a kind of 'dramatic irony' to the article: Künzel demonstrates that we should beware of telephone formants, but by his very demonstration begins to build a model that will make their use more practicable.
I think it is particularly important that his article should not lead to a negative evaluation of formant frequencies in the FSI arena because oth-erwise it may serve to discourage research into how to characterize the speaker-characterizing aspects in the 'spectrographic' domain, including dynamic aspects. This domain, as I have tried to argue above, is where I believe speakers leave their imprint most completely and subtly.
However, there is yet a further reason for responding. I strongly suspect that it will not be long before Künzel's article becomes the authority of choice in court for those contesting FSI evidence in which formants have played a part. This will probably not be primarily among acoustic phoneticians who share Künzel's legitimate concern about the detailed accuracy of formant measurements, but among those who prefer auditory analysis, and wish to claim that there is nothing to be gained by adding acoustic analysis to the phonetician's auditory skills. I am sure Künzel had no intention of giving succour to the view that acoustic analysis can add nothing to what we can do by ear, but I fear it will. If the cry is 'formants are unreliable …', I am content with that -as long as it is followed by '…just like all methods of speaker identification'. The ear cannot magically restore acoustic and phonetic information that has been lost from the signal, even if we may imagine it does by virtue of 'top-down' linguistic processing. Anyone who considers using Künzel's article to support the position that signals too poor for acoustic analysis can yield high-likelihood auditory judgments on speaker identity should pay particular attention to p. 94. There Künzel observes from an informal test that 'when both direct and telephone-recorded /i:/ are trimmed to identical durations and spliced together with a silent interval of one second between them a trained listener clearly hears a sequence of [i:] and [I]'.
NOTE
1 The stability of F2 measurements across transmission channels in Künzel's data does not of course imply that a given speaker's F2 for a vowel will be constant. Variation in style, rate, and 'clarity' of speech will cause changes in vowel quality, and hence F2. 2 Assuming Fn = C*(2n -1)/4l, where Fn is the frequency in Hz of formant n, l is the length of the tube in cm, and C is the velocity of sound in air approximated to 35,000 cm/sec.
