INTRODUCTION
Let J= IO, 24 X IO, 7r[, n > 1, be an integer, V: R" + R a function of class C2 whose gradient and Hessian matrix are respectively denoted by V' and I"', and let h E H with H = (L2(J))" be given, with the usual inner product ( , ) and corresponding norm 1. ] . We consider the system of semilinear wave equations utt -ux, -V(u) = h(t, x),
where subscripts denote the partial derivatives. By generalized solution of the periodic-Dirichlet problem on J for Eq. (1) (shortly GPDS on J) we mean a function u E H such that the equality between (n x n)-matrices in (2) means that B -A is positive semi-definite. Notice that this result extends to semi-linear wave systems a theorem of Lazer and Sanchez [8] on the existence of periodic solutions of ordinary differential systems of the form u"(t) -V'(u(t)) = h(t).
Condition (2) , in the case of Eq. (3), was improved by Lazer [7] for the uniqueness problem, and by Ahmad [ 1 ] for the existence. They replace (2) by the condition for all u E F?", where A and B are symmetric (n X n)-matrices whose respective eigenvalues a, Q a2 < ..+ < a, and /I, < /3* Q . .. Q p,, are such that
Notice that 1-l': 1 E iN} is the spectrum of (d*/dt*) together with the 2n-periodic boundary conditions. Subsequent proofs and extensions of this result were given by Brown and Lin [5] and Ward [ 121, and an abstract version also applicable to semi-linear elliptic systems was introduced by Bates [2] . Recently, Bates and Castro [3] have considered the system (1) under Dirichlet boundary conditions on ([0, n])*. By a combination of a minimax argument and Galerkin's method, they have proved that this problem has a unique solution if condition (4) holds with (with here for L the abstract realization of the wave operator with Dirichlet boundary conditions on ([0, ~1)') and if h: ([0, ~1)' + IR" has a first derivative with respect to t belonging to (L*(( [0, a])*))" and satisfies the condition h(0, x) = h(a, x) = 0, x E 10, n].
Those conditions on h are not very natural and the aim of this paper is to obtain an existence and uniqueness theorem for the GPDS of (1) on J (and Dirichlet conditions could have been treated as well) which avoids those restrictions on h. More precisely, we shall prove the following THEOREM A and B, with respective eigenvalues a,<aa,<...<a, and P, <P*< a** <p,, such that one has A< V"(u)<B (4) for every u E R" and Then Eq. (1) with the periodic-Dirichlet boundary conditions on J has a
The proof will use a Galerkin's type argument like in Bates and Castro's paper [3] but the approximate equations will be solved by a global inverse function theorem and monotonicity-type properties will replace compactness in the limit process. Uff -uxx --h if and only if u E dom L and Lu = h (see, e.g., [6, lo] for details). Therefore, if we assume the existence of a constant C > 0 such that, for all u E R", one has
it is well known that the mapping N detined on H by
a.e. on J maps continuously H into itself, and then the existence of GPDS on J for (1) is equivalent to the existence of a solution u E dom L for the equation in H Lu-Nu=h.
We shall now construct Galerkin's approximate equations for (10) in a way similar to that used in [3] and motivated by Lazer's initial constructions in [7] . For the (n x n)-symmetric matrices A and B introduced in (4), let (uk: 1 < k < n } and {b, : 1 < k < n} be orthonormal bases in R" such that Aa, = akak, Bb, = PA
(1 <k<n).
For every j E N, define the subspace Hj of H by
where (Z x R\l*)j = {(I, m) E Z x N* : 1 m* -1' ] <j, m* <j}. Notice that by this construction, the restriction of L to dom L n Hi has, in contrast with L, a spectrum bounded below and above and made of eigenvalues having finite multiplicity. Moreover, (JjeN Hj is dense in H and if we denote by Pi: H -+ H the orthogonal projector onto Hj (j E n\l), the Galerkin's approximate equations for (10) will be Luj -PjNuj = Pjh, ujEdomLnHj=Hj, jEN (12) which will be studied using a global inverse function theorem (see [5] for a different use of this theorem to the study of (3)).
THE GLOBAL INVERSE FUNCTION THEOREM AND THE EXISTENCE OF SOLU~ONS FOR THE GALERKIN'S EQUATIONS
We state here the used version of the global inverse function theorem for reader's convenience. We shall refer to [4] for a proof of this lemma and for its historical development starting with Hadamard's version for finite-dimensional spaces, which will be used here. We are indebted to the referee for the simplified version of Section 3 given here.
Let j E N be fixed. To apply Lemma 1 to the corresponding Galerkin's appropriate equation (12) we have to introduce a direct sum decomposition of Hj which is due Let Clearly, Hi = Xj @ one has to Bates and Castro [3] .
Y, (orthogonal direct sum) and, because of condition (5), dim Yj = dim Zj < co. (13) We now prove the existence of Galerkin's approximate solutions. Similarly, if .zj E dom L n Zj = Z,, we find
Inequalities (14) and (15) imply that Xj n Zj = (0) which, together with (13) and a lemma of Lazer [ 7 ] imply that H., = Xj @ Zj algebraically and hence topologically. Consequently, if uj E Hj, vi E Hi, Vj=Xj + zj with xj E Xi, zj E Zj, we obtain, using (14), (15) and the symmetry of L and PjN'(Uj), hence, using the integral mean value theorem, we get
with a right-hand member independent of j. The proof is complete.
CONVERGENCE OF GALERKIN'S METHOD FOR SOME SEMI-LINEAR EQUATIONS
Let H be a real Hilbert space, with inner product ( , ) and corresponding norm 1.1, and let 2: dom EC H -+ H be a linear, closed, densely defined operator such that One can show, using Minty's trick, that every continuous monotone mapping which takes bounded sets into bounded sets is of type m(L) for every z satisfying the properties listed above. We now state and prove a convergence result for Galerkin's method associated to nonlinear perturbations of z, a variant of a result given in [ 111. 
where Q = Z -P, and hence to the system 
and, using the second equation in (17), the boundedness properties of IsI and the weak closedness of the graph of E', we obtain, going, if wessary, to a subsequence,
Finally, let m E N and f, E H,. Then, by (16) we have, for all k such that j, > m, 0 = (~Vj, -PjkHVjk -Pi, h, fm) = (EV,, -flvj,, -h, fJ>, which gives, if k -+ co, using (19) and (20), (L"-NV-h&)=0.
As n E n\l is arbitrary and lJ,,, H, dense in H, this implies that Ev--flv-h=O and completes the proof. Consequently, if we set in Eq. (10) u=(3+-3~)u, so that v = (3, -s-)24
we obtain the equivalent equation
Moreover, as 3, trivially commute with the P,(j E [N), uj E Hj will be a solution of (12) This implies that N is monotone; being also Lipschitzian, it is therefore of type m(L) and it takes bounded sets into bounded sets. As o(z)\{O] is made of eigenvalues with finite multiplicity with no finite accumulation point, its right inverse R will be compact and we can apply Lemma 2 and Lemma 3 to obtain the existence of v E dom z such that b-&=h, and hence the existence of the solution u = (3, -3-)u for (10) . For the uniqueness, let ui and u, be two solutions of (10) Remark. It would be interesting to find a proof of Theorem 1 which does not require a Galerkin's argument. The difftculty lies in the fact that Lazer's lemma used in Section 3 requires that one of the spaces in the direct sum has a finite dimension. This is not the case if one tries to apply directly Lemma 1 to (10) by using the subspaces X and 2 of H defined like Xj and Zj but with (Z x N*), replaced by Z x N*. Then X and Z are both infinite dimensional and Lazer's lemma cannot be used to prove that H = X @ Z, a condition required by Lemma 1.
