, "Advancing x-ray scattering metrology using inverse genetic algorithms," J. Abstract. We compare the speed and effectiveness of two genetic optimization algorithms to the results of statistical sampling via a Markov chain Monte Carlo algorithm to find which is the most robust method for determining real-space structure in periodic gratings measured using critical dimension small-angle x-ray scattering. Both a covariance matrix adaptation evolutionary strategy and differential evolution algorithm are implemented and compared using various objective functions. The algorithms and objective functions are used to minimize differences between diffraction simulations and measured diffraction data. These simulations are parameterized with an electron density model known to roughly correspond to the real-space structure of our nanogratings. The study shows that for x-ray scattering data, the covariance matrix adaptation coupled with a mean-absolute error log objective function is the most efficient combination of algorithm and goodness of fit criterion for finding structures with little foreknowledge about the underlying fine scale structure features of the nanograting.
Introduction
The recent progression of information processing technology moving toward device components with smaller and smaller feature sizes has required the advent of novel metrology methods for characterizing the fine details of those nanostructures. Traditional photolithographic fabrication methods have started to reach fundamental limits in the size of features they can produce, [1] [2] [3] and the next generation methods, such as extreme ultraviolet lithography, 4, 5 have many lingering issues needing to be addressed to become economically viable. 6, 7 Thus, alternative lithographic methods-such as block copolymer (BCP) directed self-assembly (DSA), [8] [9] [10] [11] [12] [13] direct write focused ion or electron beam, 14, 15 or other multistep patterning photolithography techniques [16] [17] [18] -are necessary to continue the trend predicted by Gordon Moore of device density doubling every couple of years. 19 In particular, BCP DSA can be quite prone to defects 20 and poor longrange order 21, 22 compared to traditional lithography, and as a result, better metrology techniques for measuring the overall order need to be implemented. Regardless of the fabrication method chosen, precisely characterizing the structures made at these sub-10 nm dimensions is critical for ensuring quality control and device performance.
Current methods for characterizing defects in thin film BCPs include a combination of optical defect detection with scanning electron microscopy (SEM), 23 scatterometry or optical critical dimension (OCD) metrology, 24 and x-ray scattering metrology using critical dimension small-angle x-ray scattering (CDSAXS) [25] [26] [27] [28] [29] [30] with resonant soft x-rays. [31] [32] [33] [34] [35] SEM is most useful for detecting defects related to pattern registration, where deviations from the patterned template are visible at the surface. However, simulation studies have shown that for BCP thin films, deviations in the through-film morphology can be present below the top surface 36 and thus not be discernable by SEM. CDSAXS, on the other hand, has demonstrated the capability for detecting periodic buried structure morphologies that differ from a desired uniform grating 34 but require an inverse algorithm to convert the scattering intensity data into a meaningful real-space structure. If the goal is having fast turn-around nondestructive characterization of detailed internal structures (with many model parameters), then traditional optimization refinement methods are not practical due to the long run times necessary to solve and test simulated scattering data iteratively and the very real possibility of identical-cost, degenerate structural solutions (common to scattering analysis). Thus, an optimization algorithm that converges to the global best fit quickly and consistently is desired. Supplemental knowledge of the underlying structure can expedite this process and has to be used to some degree in model design, but such sample knowledge is not always readily available.
Previous studies [33] [34] [35] have used a Markov chain Monte Carlo (MCMC) algorithm 37 to determine the parameter set for the given structure model that best fits the measured scattering data. This approach requires a relatively good initial guess with tight parameter search bounds for the structure parameters and requires multiple independent chain runs to ensure the algorithm has convergence. However, the potential for fabrication errors requires larger parameter search bounds to ensure the solution found is the actual structure; thus, such an approach may not be able to distinguish a potential faulty sample. Approaches have also been tried that use massive computing resources with parallelization and highly refined grid-based models with a reverse MCMC, 38 but such an approach is limited by the availability of the computing resources. Genetic and evolutionary based algorithms have shown the capability to search large parameter spaces with wide bounds successfully. These algorithms mimic biological evolution using the model parameter sets as the encoding genetic information that is then processed through some kind of mixing strategy over many generations until the optimal parameter set evolves from an initial set of randomly generated parameters. 39 The mixing strategy can be simple such as in a differential evolution (DE) 40 approach or more complicated such as in the covariance matrix adaptation evolutionary strategy (CMAES). [41] [42] [43] These methods are better suited to search a wider parameter space than stochastic algorithms like the MCMC. Previous work 44, 45 used an MCMC-like approach to determine the positions of postmotifs directing the self-assembly of BCPs into complex patterns and required many runs that were averaged over space to find the most optimal solutions that yielded the desired target structure morphology. Similar work was performed using chemical spot motifs using a CMAES algorithm that showed convergence to global solutions that was possible consistently within a reasonable number of algorithm generations. 46, 47 In this work, we compare these methods of inverse structure determination from CDSAXS measurements using MCMC, DE, and CMAES algorithms. First, the algorithms are compared by fitting the parameters of model target structures with simulated intensity profiles, starting from random initial parameters and typical parameter search ranges. Next, a set of experimental data from a silicon nanograting made using a BCP mask pattern transfer was used to compare the three algorithms, which were also compared with the results previously found using this data and only an MCMC approach. Additionally, a series of objective functions are investigated for each algorithm to see how the high dynamic range of scattering intensity measurements affects convergence of model parameters. Similar high dynamic range data are encountered in other problems, where inverse solutions are needed, such as x-ray or neutron reflectivity, 48 ellipsometry, 49, 50 scatterometry/OCD metrology, 51 or seismic surveying; 52, 53 thus, the methods presented should be applicable in those fields as well. The results of these various runs are compared to infer which algorithm and objective function combination is best suited for optimized fitting of scattering data in terms of both refinement speed and convergence robustness.
Methods

Inverse Algorithms
The three different methods tested were the MCMC, DE, and CMAES algorithms. Here, we detail general parameters and procedures that are shared between the three methods. Details of each algorithm, how the internal parameters for each algorithm were chosen and optimized, and any nuances that each algorithm presents to the problem of inverse structure determination are provided in the appendices (see Appendix A).
For all the inverse algorithms considered, the goal is to find a set of model parameters that best parameterizes the real-space structure of the sample investigated via CDSAXS intensity measurements. The model parameter set contains N Shape parameters describing the geometric positions of the defining features in the periodic structure of the thin film and the relative magnitude of the scattering length density, SLD ≡ ρðrÞ, of the material as a function of those geometric positions. Additionally, three intensity scaling parameters are included to properly scale the simulated intensities with the measured experimental intensities and account for interfacial roughness, giving the total model parameters needed for a given structure as N Param ¼ N Shape þ 3. Model parameter indices are denoted as κ ¼ 1; : : : ; N Param . These model parameters are stored in a vectorP G;C , where the index G represents the current iteration in the case of MCMC or generation for the genetic algorithms and C is either the chain number in the MCMC algorithm or individual index of the population in the genetic algorithms.
A general outline of the methodology is shown in Fig. 1 . The approach is initiated by choosing which inverse optimization algorithm to use, selecting what kind of geometric model to use (and thus how many N Param are needed), initiating model parameters within the relevant bounds, picking the kind of objective function to be used to measure goodness of fit Ω, importing the experimental (or simulated) target intensity profile, and simulating an intensity profile for a test model parameters set. The main algorithm then commences as follows: (1) The scattering intensity profile for each model parameter setP G;C within the population (for the genetic algorithms) or for the current step of the chain set (for the MCMC) is simulated yielding I Sim;G;C ðqÞ, the simulated scattering intensity as a function of the reciprocal space vectorq ¼ ½q x ; q z for Nx and q z values. (2) The goodness of fit Ω is calculated for I Sim;G;C ðqÞ with the experimental or target intensity profile I Tar ðqÞ. (3) Depending on the exact algorithm used, a comparison is made between Ω values of previous iterations/generations, amongP G;C in the current population, or a best found "most fit"P MF and a decision is made on how to proceed with the algorithm. (4) For the genetic algorithms, if the population has bottlenecked into a constant Ω solution not less than Ω Crit based on the average change in the goodness of fit over a fixed number of generations (chosen here as 20) staying below a predefined small value [chosen here as 10 −2 )], the population is reseeded keeping the best model parameter setP MF but reinitializing all other model parameter sets. This step generally occurs after the solution parameter set is already very close to the best solution, thus the aggressiveness of the step is only for fine refinement of the solutions. 5) The algorithm being used is implemented to modifyP G;C based on the decision of the Ω comparison. These steps are repeated each time using the modifiedP G;C in the first step until either a convergence criterion is reached (i.e., a predetermined value for Ω ¼ Ω Crit that is deemed an acceptable solution; Ω Crit is usually determined by running a few preliminary algorithm runs and seeing what the Ω values starts to converge toward such that only a few accepting events occurs within several hundred generations, otherwise Ω Crit is just set to 0) or for a preset number of generations/iterations.
Modeling Scattering Length Density
In order to simulate scattered intensity profiles, an appropriate model must be used to convert ρðrÞ into a shape profile that can be defined in a set of parameters of size N Param . In general, the simulated intensity is written as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 4 1 5 I Sim ðqÞ ¼ I S I 0 ðqÞe −DW 2 ðq·qÞ þ I Bk ;
where I S is an intensity scaling parameter, DW is the DebyeWaller factor, I Bk is the background intensity, and I 0 ðqÞ is the amplitude squared of the Fourier transform of ρðrÞ such that E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 3 3 9 I 0 ðqÞ ¼
For this study, a model using stacks of trapezoids was used. In the model, a system of M trapezoids is used to represent ρðrÞ each with their own SLD ¼ ρ m , bottom width W B;m , top width W T;m , height H m , and position of the bottom left corner in x and z ðx m ; z m Þ. Here, m is an index for the m'th trapezoid. In principle, each trapezoid is defined by six parameters, but generally, constraints are assumed with trapezoids in the same stack having the same parameters defined for adjoining sides and one trapezoid has a corner defined as the origin; thus, the actual total number of parameters will be less than 6M. Additional details of how the intensities for the trapezoid model simulated intensities are calculated are in the appendices (see Appendix B). Figure 2 shows how example composite shape profiles are developed from the trapezoid model with both single column (SC) and double column (DC) of trapezoidal stacks. Details of how these model parameters are related and determined are also discussed in the appendices (see Appendix B).
Objective Function-Goodness of Fit
In order to find an optimal set of parameters producing a simulated intensity profile which most closely matches the experimental or target structure intensity profile, an objective function that properly captures the goodness of fit needs to be selected. The symbol Ω is defined as the measure of the goodness of fit for a general objective function. Each specific objective function then has its own designated symbol. Depending on the data being sampled and compared, various objective functions may be appropriate. For the intensity data examined in CDSAXS experiments, the sampled data can cover orders of magnitude in values suggesting some logarithmic objective function may be appropriate. At the same time, Poisson noise is expected to dominate the measured intensity values in terms of random error, suggesting a χ 2 objective function might be appropriate. Based on these facts, we chose to use three functions in the algorithm comparison study: χ 2 , a mean-absolute error logarithmic function (MAE log ), and a MAE function as a control. It should be noted that a parameter set that gives a minimum using one objective function does not necessarily give a minimum for other objective functions; thus, the proper selection of an objective function that precisely embodies the goodness of fit for all the data is essential to inverse structure determination.
χ 2 goodness of fit
The χ 2 goodness of fit objective function is a standard objective function that compares the square difference of values in the measured data and the simulated data normalized to the expected model value (treated here as the simulated value). In our intensity simulation studies, the following form of χ 2 was used: 
where χ 2 works best for cases where the error in the data obeys a Poisson distribution.
Mean-absolute error log goodness of fit
The MAE log goodness of fit objective function is a standard objective function that compares the difference of the logarithm of the values in the measured data and the simulated data. 54 In our intensity simulation studies, the following form of this objective function was used: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 3 4 3 Ξ G;C ¼ 1 N q − 1 X q jlog 10 I Sim;G;C ðqÞ − log 10 I Tar ðqÞj:
This objective function is best suited for data that has values that span many orders of magnitude, which is true for scattering intensity data where the primary peak can be many orders of magnitude larger than the higher order peaks. 40 When compared with a mean-squared error type function, this function has been shown to be less sensitive to statistical noise. 40 
Mean-absolute error goodness of fit
The MAE objective function is another common cost function, which incorporates elements of both χ 2 and MAE log . The MAE objective function can be appropriate for x-ray diffraction measurements when there is important information in the lower order peaks (i.e., the largest intensities). 40 Mathematically, this function is written as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 1 2 9 ψ G;C ¼
This function is essentially the sum of the absolute value of the residuals between the data and simulated fit data.
Algorithm Comparison Methodology
To test the three algorithms and their ability to converge to acceptable parameter solutions for target scattered intensities, two approaches were devised. In the first approach, various target shape profiles built from trapezoids were constructed using defined parameter sets and used to create a simulated I Tar ðqÞ for testing the algorithms. Poisson noise typical to that of measured data was added to the simulated structure intensities to make the data more realistic and avoid having sharp features in the solution space (see Appendix C for how this noise was added to the simulated data). In the second approach, experimental data previously studied using an MCMC algorithm were fit with trapezoid models using all three algorithms. The success of the different algorithm and objective function combinations were measured based on two primary criteria: the magnitude of the best goodness of fit converged by that algorithms Ω Best and the normalized time to converge t Conv ∕τ Gen to within a given target goodness of fit value Ω Tar . t Conv , the absolute time for an algorithm to converge within Ω Tar , is the number of generations/iterations to converge G Conv multiplied by τ α , the average CPU time per generation/iteration for a given algorithm α, such that t Conv ¼ G Conv τ α . This value is normalized by the average time of a CMAES generation τ Gen (CMAES generation time was chosen arbitrarily for the normalization as any algorithm could have been used), such that τ Gen ¼ τ CMAES ≅ 0.95τ DE ≅ 1.17τ MCMC . In other words, a single step or generation in all three algorithms takes nearly an identical amount of time. Ω Tar is defined for the simulated structures as 1.1 times the theoretical goodness of fit Ω Conv for an exact match (found by removing the simulated Poisson noise from the simulated intensities) and 1.1 times Ω Best for the experimental data. This corresponds to a 10% range of error in the converged goodness of fit values, which will be shown to be reasonable for the parameters examined in the results and discussion section. The algorithms were run using MATLAB ® (R2014b) code on a system with dual 8 core processors (Intel ® Xeon ® E5-2687W v2) with 3.4-GHz clock speed (Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best available for the purpose).
Results and Discussion
Here, we present the results of using all three algorithms and objective functions. We then discuss which algorithm and objective functions worked best for the different data. For the genetic algorithms, the population size was always fixed to p size ¼ 96 for consistent comparison. 96 parallel chains were used in the MCMC runs to be comparable with the genetic algorithms.
Simulated Structure Results
For the target simulated data case, an initial test was done using a single trapezoid with N Param ¼ 6 and refinements were performed varying these N Param . Figure 3 shows the parameters for this structural model and the intensity data produced for fitting by the algorithms. Bounds for fitting of the model parameters were chosen for each parameter and are detailed in the appendices (see Appendix C). To correspond to previous studies of such systems, [33] [34] [35] only a selection of data was used to fit the parameters, with five constant q x values being used to extract the intensity as a function of q z for those five constant values [see Fig. 3 
Each slice contained 1001 data points for each I Tar ðq z Þ for a total N q ¼ 5005 among the five q z slices. q z was varied from ≈ − 1.0451 nm −1 to 1.0451 nm −1 in steps of 0.00209 nm −1 , which is a similar resolution and range of values to those measured experimentally. Experimentally, this q z range is a function of the q x resolution and angle step size as the experimental data is reconstructed from q xz slices at different x-ray incidence angles. The q x values for the slices were chosen to have a good range in intensity order of magnitude to reflect how such differences are encountered in experiments. Background noise was simulated as a constant plus Poisson distributed random noise, emulating detector read out noise behavior. Once the target data were simulated, our inverse methodology was implemented with parameters initiated randomly for the given population in the case of CMAES or DE or chain set for MCMC, and the algorithm cycled until a solution close to the actual parameters was found with Ω saturating within the Ω Tar value. Figure 4 shows a representative set of fits using the CMAES algorithm with Ξ objective function for a DC structure with M ¼ 2 (N Param ¼ 13). The test fits the target simulated data, and the residuals between the fit data and target simulated data are all plotted.
For the case of a single trapezoid with dimensions defined in Fig. 3 , N Runs ¼ 10 runs were performed using all three algorithms each with the three objective functions for a maximum of 10,000 generations each run. To quantify the performance of the different algorithm and objective function combinations, t Conv ∕τ Gen and Ω Best were compared. These values are shown for the single trapezoid structure in Table 1 . The t Conv ∕τ Gen values here are averaged over the 10 runs with the Ω Best values being the minimum observed for all 10 runs. The values for Ω Tar here were chosen such that the goodness of fit had converged within 10% of the theoretical Ω Conv value (i.e., Ω Tar ¼ 1.1Ω Conv ) found using the intensities with noise as I Tar and without noise as I Sim . This convention was used for all three objective functions, and so since each objective function scales goodness of fit differently, strict comparisons should only be made within the same objective function basis when considering convergence rates. The CMAES clearly outperformed in t Conv ∕τ Gen , followed by the DE and then MCMC. In terms of Ω Best , both genetic algorithms reached similar best values while the MCMC tended to not refine exactly to the same value. However, the values converged toward were below or close enough to Ω Conv to be deemed an acceptable solution. For the χ 2 and Ξ objective functions, the actual Ω Best values found were even better than Ω Conv . This just means the parameters converged toward are slightly different than the actual parameter set without noise but are still acceptable solutions.
To examine how the algorithms perform with increasing N Param , additional simulations were performed with SC trapezoid stacks of size M ¼ 2 to 4 (N Param ¼ 8, 10, and 12) as well DC stacks of one and two trapezoids with fixed column widths (N Param ¼ 9 and 13) using the Ξ objective function. Ten runs were performed for each case for a maximum of 200,000 generations. Figure 5 shows plots of Ω Best versus t∕τ Gen for the different numbers of parameters with the Ω Tar lines added to see where the target goodness of fit values are reached for each algorithm along with the corresponding shape profile used to simulate the intensity data. The CMAES algorithm clearly outperforms the DE and MCMC by ≈1 to 2 orders of magnitude in speed for all N Param . The DE algorithm generally descends faster to start relative to the CMAES, but the CMAES always at some point descends in goodness of fit rapidly overtaking the DE and MCMC. This observation is due to the way the CMAES converges once the covariance matrix is well developed after several generations. 43 As N Param increases, the CMAES and DE continue to converge consistently toward the lowest Ω values, whereas the MCMC starts to take exponentially longer to get to those lowest Ω values after converging below Ω Tar . Examining the target shape profiles (dotted black lines) with the solution shape profiles (colored lines), the solution shape profiles found match exactly for all targets except for the SC M ¼ 4 with the MCMC where there is a slight mismatch in the placement of the bottom of the middle trapezoid (however, the overall shape matches well) and for the DC M ¼ 2 with the MCMC where there are a couple of slight shifts in the trapezoid dimensions. The MCMC would likely eventually converge better for these cases with many more generations, but seeing each generation takes around 1 to 2 s to run and 200,000 generations or ≈4.6 d of computation time were already performed compared to the CMAES converging within an hour, continuing to run the algorithm for such further refinement was deemed unnecessary. Also, the DE takes longer to finally converge for the DC M ¼ 1 case likely due to the search space for this structure having a local solution minimum in which the algorithm is staying. Additional discussion of the performance of the different algorithms with N Param and number of columns plus all goodness of fit trajectory plots are given in the appendices (see Appendix D).
Experimental Structure Results
For experimental comparison, a dataset with intensity I Tar ðq z Þ for four q x values that were used previously for determining a structure with multiple chain runs of an MCMC algorithm 35 was chosen to compare the efficiency and effectiveness of the different algorithms. The previous study found a stack of M ¼ 3 trapezoids to yield an appropriate fit for the silicon lines formed from the pattern transfer of a BCP template, but for comparison with that study stacks of size M ¼ 1 to 5 were additionally tested. The parameters that yielded the lowest goodness of fit solutions found in this study using the CMAES algorithm with Ξ objective function are shown and compared in Table 2 . These results show the CMAES yielded a similar solution but with a lower Ξ value for M ¼ 3 (normalized here by N q − 1 ¼ 2792), slightly better fit with M ¼ 4 trapezoids, and slightly worse fit with M ¼ 5.
Additional details of these comparisons are in the appendices (see Appendix D).
To examine the speed of the algorithms in the experimental case, plots of the goodness of fit Ω values as a function of t∕τ Gen for the runs that yielded Ω Best upon completion are shown in Fig. 6 . From the plots, the CMAES converged to a solution ≈1 to 2 orders of magnitude in time faster than the MCMC and less than an order of magnitude faster than the DE for the experimental structure for all objective functions. Figure 6 also shows plots of the best shape profile fits (colored lines) for different combinations of algorithm and objective function used compared with the previously found solution (dashed black lines). The CMAES fits matched well with the previous study for all objective functions, the DE relatively well, and the MCMC only well for the Ξ objective function. These discrepancies are likely due to a combination of the χ 2 and ψ weighing the first-order slice too much compared to the higher ordered slices while the Ξ objective function weighs them more evenly, as shown in Table 3 , and the MCMC not completely converging. Since the higher order peaks contain the information on the finer details of the periodic nanostructures (i.e., d feature ∝ q −1 ), knowing how the objective function used weighs the calculated goodness of fit is important in deciding if a parameter solution set is an appropriate fit to the measured data. Thus, the fact that the Ξ function weighs the higher order peaks more appropriately in addition to giving a similar shape profile to the previously reported solution for all the algorithms gives credence to it being the best objective function for analyzing x-ray scattering data.
When comparing between algorithms for these simulations, there does not appear to be any correlation in a particular peak slice having a better fit with a particular algorithm; only when changing the objective function used do such discrepancies arise. Based on the fact the Ξ objective function gave the best match to the previous work, that objective function is expected to fit this kind of scattered intensity data most accurately in terms of weighing residual contributions from different peaks with large order of magnitude differences. For both the simulated structure and experimental data algorithm tests, the CMAES was determined to be the best algorithm to use for fast convergence to an accurate parameter set solution with basically no need to have an accurate starting solution population set.
Conclusion
The results of both the experimental and simulated structure studies demonstrate the CMAES algorithm converged most rapidly and reliably to an acceptable solution, the DE did so reliably as well, but at a slower rate, and the MCMC mostly converged to an acceptable solution but at the slowest rate. Higher structure model parameters resulted in longer computation time for all algorithms and slightly higher Ω Best values for the DE and MCMC compared to the CMAES but still gave acceptable solutions for the highest parameter numbers tested (i.e., Ω Best < Ω Tar ). For the experimental data tested, the CMAES with Ξ objective function gave the best match with the previously determined model parameters from an MCMC study. 35 Seeing that the CMAES algorithm generally had a faster absolute time to converge to solutions and always had the lowest observed Ω Best values for the various objective functions, the algorithm shows great promise in advancing x-ray scattering metrology. With the insight gained from this study of genetic algorithms in analyzing CDSAXS data, future studies will be able to utilize these methods to analyze data quickly and efficiently with little foreknowledge of the internal structure. This current study only examined parameterized structures with up to 13 independent parameters, so future studies should examine the efficiency of the algorithms at shape models with N Param in the range of 20 to 100. There may be further algorithm enhancements than those posited here such as hybrid algorithms (e.g., using the CMAES to find the relative location of the parameter solution and honing in on better solutions with a local MCMC algorithm with tighter parameter bounds or LevenbergMarquardt algorithm 55 ), making structure reconstruction more tractable and deterministic. Overall, the results of this study show that the CMAES algorithm will enhance x-ray scattering in turn-around time for inverse complex structure determination.
Appendix A: Inverse Algorithm Details A1 Markov Chain Monte Carlo Algorithm Description and Optimization In the MCMC algorithm, 37 a set of chains are started from randomly seeded parametersP G;C where the indices G and C represent the iteration number and chain number, respectively. It should be noted the MCMC algorithm is inherently not a parameter search algorithm but a statistical distribution sampling method; thus, the use and modification of the algorithm here as a search method instead should be emphasized. N Chains defines the total number of Markov chains and was fixed at a value of 96 for this study. Each parameter set chain can be initiated from a uniform random number distribution with each parameter being bound by an upper and lower bound based on the physical range of the model parameter or using a priori knowledge on the approximate value of the parameters. Alternatively, the values forP G;C can be initiated using a previously foundP G;C that is known to be close to the solution for faster convergence (this approach was previously done in prior CDSAXS studies). For the simulations performed, only randomly initiated parameters were used for comparison with the genetic algorithms where the parameters were also initiated randomly. During the algorithm, when Ω is calculated, a decision on how to proceed is made using a Metropolis-Hastings criterion. 37 Whenever Ω G;C < Ω G−1;C , the currentP G;C is accepted as the working model parameter set for that chain. Also, if the criterion E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 3 1 8 randð½0;1Þ < e
is satisfied, thatP G;C is also accepted as the working model parameter set for that chain. Here, Ω MF is the "most fit" goodness of fit value found so far among all N Chains chains. If neither of these criteria are satisfied (i.e., Ω did not decrease locally or the weighted probability to accept a higher ΩP G;C did not fall in the bounds of a uniform random distribution number selected), then the previousP G−1;C is set for the working model parameter set for that chain. After determining whether to useP G;C orP G−1;C as the working model parameter set for each chain, random walk moves are made based on the following considerations. A set of random move vectorsṼ move;C are added toP G;C such that E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 1 2 4P Gþ1;C ¼P G;C þṼ move;C ;
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 7 5 2Ṽ move;C ¼ ðB Upper −B Lower Þ ·R C ;
with E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 7 1 6R C ðκÞ ¼ randð½−0.5; 0.5ÞÞ fσ Step ½1 þ randð½0;1Þg :
HereB Upper andB Lower are vectors of size N Param containing the upper and lower bounds of each corresponding parameter inP G;C , respectively, and σ
Step is a step size parameter that is either set to a constant value or can be constrained to change as the algorithm converges (for simplicity, a constant value was used in this study; optimization of the step size is discussed in the next subsection). If the addition of this move vector to an individual parameter κ would result in the value of that parameter being outside the defined bounds, the plus sign in the equation is changed to a minus sign to keep the parameter within the bounds. If changing the sign still results in the parameter moving outside of the bounds (i.e., the move size is bigger than the parameter bound range, usually only encountered for small σ Step ), the parameter is set equal to the closest bound. We chose a value σ Step ≅ 32 based on optimization tests described below, though this can be further optimized depending on N Param and Ω G;C − Ω MF . To ensure the MCMC algorithm was optimized, algorithm runs were performed at different values of σ Step over a range of orders of magnitude for a given simulated structure for 1000 iterations. To decide the optimal σ Step , both the average minimum goodness of fit values converged toward and the rate of acceptance between steps f Acc (for both lowering from the previous step and the MetropolisHastings criterion for accepting a parameter set with a higher goodness of fit value). An example plot of these various values versus σ Step is shown in Fig. 7 for the single trapezoid target structure. Of note, the average goodness of fit value of solutions found was minimized at σ Step ≅ 32 while the acceptance rate value started to saturate around σ Step ≅ 3.2 × 10 4 . Since the study is more concerned with obtaining lower global fidelities (and not maximizing the amount of acceptance events), a step size of σ Step ¼ 32 was chosen for all runs performed. The target structure used here was a single trapezoid structure with W Bot ¼ 30 nm, W Top ¼ 10 nm, H ¼ 15 nm, I Exp ¼ −2, I Bk ¼ 0.5, and DW ¼ 0.5 nm.
A2 Differential Evolution Algorithm Description
and Optimization For the DE algorithm, 40 a population set of size p size ofP G;C is initiated and the inverse algorithm progresses based on mutation and crossover of these individual parameter sets. p size was set to 96 in this study. Here, the indices G and C represent the current generation of the population and individual member index label, respectively. In the algorithm, after eachP G;C has a corresponding Ω G;C calculated, all members in the current generation population have their Ω G;C compared against each other and the best value of Ω found so far. If any individualP G;C yields an Ω G;C value better than the previous best, thatP G;C is set as the new bestP MF (here, MF stands for "most fit").
Regardless, if a new bestP MF is found or not, modification of the population for the next generation is accomplished as follows.P MF is kept separated during the mutation and crossover to ensure the best solution is always in the population pool (known as the "Genghis Khan" approach). A mutation step occurs by takingP G;C with the lowest Ω G;C , designatedP G;C MF in the current population and differential mixing of two other population members chosen at random are added to the parameter vector modulated by a mutation constant K mut . In vector form, this is simply E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 3 4 7P Gþ1;C ¼P G;C MF þ K mut ðP G;A −P G;B Þ;
where A and B are two random integers in the range from 1 to p size with conditions A ≠ B ≠ C MF . Following the mutation step, a crossover step is implemented going through all N Param elements of eachP G;C vector in the population with C ≠ C MF (i.e., C ¼ ½1; p size Þ and the criterion randð½0;1Þ < K cro is used to determine if the j'th parameter ofP G;C should be swapped with the j'th parameter ofP G;C MF . This is analogous to biological meiosis. 56 In the studies presented, K mut ¼ 0.1 and K cro ¼ 0.4 based on optimization runs described below. Following the mutation and crossover steps, the new populationP Gþ1;C is generated and the algorithm continues using this new population.
To optimize the DE crossover and mutation parameters, a scan of runs using K mut ∈ ½0.1; 2.0 and K cro ∈ ½0.1; 1.0 both in steps of 0.1 was performed for a given structure. The goodness of fit Ξ and acceptance fraction f Acc were both calculated for all combinations of K mut and K cro examined after N Gen ¼ 1000 generations. Plots of Ξ and f Acc against the varied parameters are shown in Fig. 8 . As seen in the figure, Ξ was minimized around K mut ≅ 0.1 and K cro ≅ 0.4 and f Acc was maximal around K mut ≅ 0.1 and Fig. 7 Plot of the acceptance fraction f Acc (green) and average minimum goodness of fit value converged toward with standard uncertainty (black) for several MCMC algorithm runs at different σ Step sizes. Uncertainty bars are standard uncertainty for 96 chains. The minimum goodness of fit value converged toward occurred around σ Step ≅ 32. Here the objective function Ξ was used and normalized by the number Ξ Norm to get the data comparable with the acceptance fractions (i.e., Ξ Norm converts the goodness of fit value to arbitrary scaled units; a value of Ξ Norm ¼ 3578 was used). At large σ Step , the algorithm accepts many parameter set moves and thus works poorly. Conversely, at small σ Step , the parameter set moves result in almost no acceptance events and the algorithm also works poorly. Thus, the medium value of σ Step ¼ 32 where Ξ was minimized was used in further MCMC runs. K cro ≅ 0.5. Unlike the MCMC, f Acc represents only situations where the global goodness of fit decreased since the DE is a true search algorithm and not a stochastic sampler. Thus, the parameters that yield the minimum Ξ values should be expected to correlate well with the values that yield the maximal f Acc , which they appear to do. Since the lowest Ξ are desired in the algorithm runs, the combination of parameters K mut ≅ 0.1 and K cro ≅ 0.4 was chosen for further runs.
A3 Covariance Matrix Adaptation Evolutionary Strategy Algorithm Description
The CMAES algorithm [41] [42] [43] starts analogously to the DE algorithm with a population set of size p size ofP G;C being initiated. The algorithm progresses by calculating a mean weighted parameter vectorP G;Mean for each generation that is weighted from the top λ mix best individuals in the population with respect to their Ω values. As in the DE algorithm, the indices G and C here again represent the current generation of the population and individual member index label, respectively. Again and analogous to the DE algorithm, eachP G;C has a corresponding Ω G;C calculated after intensity simulations are performed with all members in the current generation population having their Ω G;C compared against each other and the best value of Ω found so far. If any individual,P G;C yields an Ω G;C value better than the previous best, thatP G;C is set as the new bestP MF . Detailed below are all the equations that go into determining the covariance matrix V and mixing equations for the CMAES. N Param is defined as the number of parameters used in the model that are to be optimized to best fit the data. p size is the population size of parameter sets. p Opt is the lower bound optimal p size needed to get convergence of the CMAES algorithm within G Opt ¼ 1000N 2 Param generations such that E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 3 1 1
Using large p size can enhance convergence for a given algorithm run (i.e., lower G Opt ) but at the cost of computational time. For consistency between the DE and CMAES algorithms, in this study, p size was fixed to 96 for both algorithms, which is well above p Opt for any parameter set considered (the largest N Param explored was N Param ¼ 13 → p Opt ¼ 11, much smaller than 96).
λ mix is the number of individuals mixed during the CMAES crossover/mutation mixing step. λ mix is set equal to λ Opt such that E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 1 6 9 λ Opt ¼ bp size ∕2c; (12) so, in this study, λ mix ¼ 48. σ is the parameter coordinate wise standard deviation step size used to scale the mixing of parameter sets for the next generation. σ is set to an initial value of σ 1 ¼ 5 and is updated according to the scheme detailed below. σ is reset to σ 1 if it surpasses a value σ Max , which, for this study, was set as 10 20 and the corresponding evolutionary parameters reset to avoid numerical overflow. E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 7 5 2 ϕ C ¼ ln
where ϕ C is the crossover probability weight for an individual C with the individuals in the population up to λ mix . This is calculated once at the beginning of the algorithm and then remains the same throughout when used in calculating P G;Mean :
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 6 4 4 λ Eff ¼
λ Eff is the effective number of individuals mixed in each generation used in calculating several of the evolutionary strategy updating parameters. G is the current generation number, which is increased each generation until reaching a preset value G Max . When p size ¼ p Opt , this maximum value should not be larger than E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 5 2 4 G Opt ¼ 1000N 
assuming the problem is bound correctly. In practice, G Max was set to values ≈40;000 for consistency between runs, but because an additional criterion checking if Ω < Ω Crit is used to end the algorithm run meaning this G Max is not always reached. During the algorithm, when objective function goodness of fit values are compared, the most fit individual C MF is kept for reference along with the generation that individual was found G MF and the corresponding parameter setP MF .
The following parameters are used in updating the covariance matrix V and step size σ. They are t V , the time constant for the accumulation of V, t σ , the time constant for the accumulation of σ, R 1 , the rate for the update of the first rank update of V, R λ mix , the rate for the update of the λ st mix rank update of V, and δ σ , the damping coefficient for the generational update of σ, which is ≈1. These parameters remain the same throughout an entire CMAES run.
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 3 1 3 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 6 3 ; 2 6 2 t σ ¼
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 6 3 ; 2 2 5 R 1 ¼
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 6 3 ; 1 8 6 R λ mix ¼ min
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 6 3 ; 1 3 5 δ σ ¼ 1 þ 2 max " 0;
The following parameters are internal algorithm updating parameters that are updating during every generation. They includeP G;V , the parameter evolution path for V,P G;σ , the parameter evolution path for σ, B, the eigenvector matrix of the covariance matrix V initialized as an identity matrix of size N Param by N Param , D, the diagonal eigenvalue matrix of the covariance matrix V again initialized as an identity matrix, and X N , the expectation value constant from of normally distributed random values of length N Param used in the generational update of σ. Thus, the covariance matrix is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 1 ; 3 2 6 ; 6 5 3
where T is the matrix transpose operator. In updating the parameter evolution paths, the inverse square root of the covariance matrix V −1∕2 is a useful quantity to calculate during each step given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 2 ; 3 2 6 ; 5 7 9
X N is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 3 ; 3 2 6 ; 5 3 9
Mean is calculated from ϕ C andP G;C , whereP G;C is sorted with parameter sets in increasing goodness of fit value:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 4 ; 3 2 6 ; 4 6 1P
The parameter evolution path vectors during each generation are updated as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 3 2 6 ; 3 8 8P
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 6 ; 3 2 6 ; 3 1 1P
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 7 ; 3 2 6 ; 2 2 8
The covariance matrix for the next generation V Gþ1 is then given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 8 ; 3 2 6 ; 1 5 1
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 9 ; 3 2 6 ; 8 9 W ¼
J. Micro/Nanolith. MEMS MOEMS 034001-12 Jul-Sep 2016 • Vol. 15 (3) and σ Gþ1 for the next generation is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 0 ; 6 3 ; 7 4 1 σ Gþ1 ¼ σ G e t σ δσ
The population of parameters for the next generatioñ P Gþ1;C is then given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 1 ; 6 3 ; 6 6 9P Gþ1;C ¼P G;Mean þ σ Gþ1 B UndiagðD · ηIÞ;
where η is a vector of size N Param with random numbers drawn from a normal distribution with standard deviation 1 and the Undiag(*) function outputs the diagonal values of a square matrix as a vector. The values used for B and D in updatingP Gþ1;C are only updated when the following condition is satisfied:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 2 ; 6 3 ; 5 6 9 If
where G E ¼ 0 to start and G E is set to the current G each time B and D are updated. When such an update occurs, the covariance matrix V is updated by the following scheme to ensure the matrix is symmetric. 
B and D are then found by solving the eigenvalue problem:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 4 ; 6 3 ;
Appendix B: Details of Calculating Intensities from the Trapezoid Model
In the trapezoid model system, the base intensity (square of the form factor) is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 5 ; 6 3 ; 1 9 7 where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 6 ; 3 2 6 ; 7 5 2 
with Θ ¼ L or R for left and right, respectively, such that the m'th trapezoid is defined by the intersection of the four lines:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 7 ; 3 2 6 ; 6 7 2
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 8 ; 3 2 6 ; 6 4 2
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 9 ; 3 2 6 ; 6 1 6
and E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 4 0 ; 3 2 6 ; 5 7 9
In terms of the model parameters, these slopes and intercept parameters are defined such that E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 4 1 ; 3 2 6 ; 5 3 1
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 4 2 ; 3 2 6 ; 4 8 8
and E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 4 3 ; 3 2 6 ; 4 5 1
A general parameter vector for this model will have the following form: 
This form would yield 6M þ 3 independent parameters, but usually, this number is reduced by additional constraints placed on a given model for a system. For a single trapezoid, the corner position is generally assumed to be that of the origin ðx 1 ; z 1 Þ ¼ ð0;0Þ and the SLD usually is assumed to have a fixed value making a single trapezoid model only have six independent parameters (three geometric parameters with three intensity scaling parameters). For a column of M trapezoids stacked on top of each other, each trapezoid in the middle of the stack shares widths with the trapezoids above and below them with their positions being fixed by those adjoining trapezoid widths, making the total number of parameters for such a system assuming the SLD to be the same for each trapezoid be N Param ¼ 2M þ 4 as there are M þ 1 independent widths, M independent heights, and three intensity scaling parameters. For a periodic array of c columns of M trapezoids with each column independent of the adjoining column and fixed column widths, the only additional parameter needed to specify each column beyond the first is the position of the lower left corner of the column, giving E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 4 5 ; 6 3 ;
More complicated models with various constraints can be made based on these ideas, but for the current manuscript, only the kinds mentioned here are investigated.
Appendix C: Parameters and Bounds for the Different Structures
Tables 4-9 list all the simulated structure parameters and the corresponding upper and lower bounds imposed on them during the inverse algorithm runs. Additionally, the expected parameters from the previous experimental study with the bounds used for those runs are listed in Table 10 . For Table 10 , the lower bounds for the heights were set slightly above 0 to disallow M ¼ 2 or 1 trapezoid solutions (i.e., where a given H would go to 0) but also allow approach of such solutions to be possible in case such solutions were along path trajectories toward the best solutions. The parameter I Exp and I Bk were calculated based on effective values as the previous study used an additional set of data with q z ≅ 0 nm −1 for a range of q x from near 0 nm −1 to just over 1 nm −1 that was used to rescale the peak intensities during fitting (thus, the input values in that study were different, so the values presented here are after rescaling). As a reminder from the main text, SC stands for single column and DC for double column. The width and height parameters generally had a large bound range to ensure decent parameter space coverage with a tighter bound range being imposed on DW and the intensity scaling parameters I Exp (I S ¼ 10 I Exp ) and I Bk . I Bk always had a minimum bound of 0.01 to ensure that the intensities were always greater than 0, so that Ξ did not have singularities (i.e., Ξ → ∞ as I Sim → 0).
In addition to the tables showing the parameters and bounds for the different target structure sets, Figs. 9-13 show schematic diagrams of the target structure shape profiles, the calculated target intensity profile I Tar ðqÞ as a function ofq ¼ ½q x ; q z , and the slices from the profiles with Poisson noise added with constant q x values used for parameter optimization by the different algorithms. Poisson noise is a random value proportional to the square root of the number of observed counts; thus, the noise added was developed as where I Count is the intensity contribution from a single photon scattering event. Since the simulated data are produced at a continuum approximation for the scattering with an analytical Fourier Transform, I Count must be selected independent of the intensity calculation. I Count should be larger than I Bk assuming a decent signal-to-noise. Based on the observed experimental values of noise, I Count for the simulated data was chosen to be I Count ¼ 6I Bk to get similar noise levels with those observed in experiment. For each simulated intensity, a fixed noise profile was produced for that intensity and used in all runs for that target structure. These figures only show the simulated target structures. For the experimental data, the constant value q x slices were already extracted from the integrated intensity data and their plots can be seen in Fig. 14 , where the black curves are the experimental data. An example fit (green) using the CMAES algorithm with the corresponding residuals using M ¼ 3 trapezoids is shown in Fig. 14 Figure 15 shows plots for all N Run runs of the SC M ¼ 1 trapezoid target structure goodness of fit values versus normalized time for all three objective functions and three algorithms. Figure 16 shows plots for all N Run runs of the SC M ¼ 2, 3, and 4 structures as well as the DC M ¼ 1 and 2 structures for the Ξ objective function for all three algorithms. In both figures, there are inset images of the target structure. In general, green curves are used for the CMAES, blue curves for DE, and red curves for MCMC. The general trend seen in all cases is that CMAES takes on average about an order of magnitude less time than the DE or MCMC to start rapidly converging toward a minimum goodness of fit value. In terms of actual convergence percentage rate, the CMAES almost always converges within the number of generations tested while DE converges most of the time and MCMC converges more poorly with increasing N Param . Normalized times were chosen for comparison rather than absolute times because different CPU loading conditions affected the absolute times. Thus, the normalized times can be compared whatever the speed of the internal CPU clock. Table 11 shows a comparison between the model parameter set solution found in a previous seeded MCMC study with simulations varying the number of trapezoids in the stack model, where the CMAES algorithm was used with the Ξ objective function. This is an extended version of Table 2 from the main text. Where no parameter is comparable (because of the number of trapezoids being different), NC is placed in the table for not comparable. In the previous study, one nuance difference to account for when comparing the parameters found in that study is that a fit to a q z ≅ 0 slice of data as a function q x was also used in conjunction with the constant q x peak slices to fit the data requiring the intensities to be rescaled to the maximum peak intensities found. This simply means that the background intensity parameter I Bk and scaling exponent I Exp cannot be directly compared between the studies, but all geometric shape parameters and the Debye-Waller factor are still directly comparable. The values for the previous study in the table are instead effective parameters found by taking the fit data from the previous study and rescaling the data with the same number of data points. Table 11 Comparison of various parameters found for symmetric periodic silicon grating line structure found using experimental data. CMAES with Ξ was used. The parameters presented are the best fit values (corresponding to the lowest goodness of fit values). For the cases of M ¼ 1, 2, 4, and 5 only the total height H Tot and full width at half max height W FWHM were compared since the individual trapezoid components making up the structure in those cases are not comparable (NC). To explore how well the different algorithm and objective function combinations converged to appropriate parameter set solutions for the experimental dataset, plots of the goodness of fit values versus t∕τ Gen were made. These plots are shown in Fig. 17 with green curves for the CMAES, blue curves for DE, and red curves for MCMC. These results are from N Run ¼ 11 for the CMAES and DE algorithms and N Run ¼ 5 for the MCMC. Similar trends are seen here that were seen for the simulated target structure data for the trends of when the algorithms start to converge with the CMAES being the best followed by DE and MCMC.
D2 Experimental Target Structure
Parameter M ¼ 1 M ¼ 2 M ¼ 3 M ¼ 4 M ¼ 5
