A characterization of analytic self-maps of the open unit disk in terms of their Taylor coefficients is due to I. Schur. We present a boundary analog of this result.
Introduction
Analytic self-maps of the open unit disk D have played a prominent role in function theory beginning with the work of I. Schur [11] . Following the now standard terminology, we refer to the class of functions f analytic on D and such that sup z∈D |f (z)| ≤ 1 as the Schur class and denote it by S. Of course this is nothing else but the unit ball of the space H ∞ (D). By the maximum modulus principle, every function f ∈ S is either an analytic map of D into itself or a unimodular constant function.
One of the results in [11] is the following characterization of Schur class functions in terms of their Taylor coefficients. In its formulation we will make use of the numbers In the special case where z 0 = 0 (considered by I. Schur) the matrix Γ n is the identity matrix and condition (1.2) takes a particularly elegant form: the Toeplitz matrices U s n are contractive for all n ≥ 0. The objective of this paper is to obtain a boundary analog of the above characterization of Schur. Let T denote the unit circle {z : |z| = 1}. We will write z → t 0 if a point z ∈ D approaches a boundary point t 0 ∈ T nontangentially, and we will write z → t 0 if z approaches t 0 unrestrictedly in D. Let us assume that a function f is analytic on D and admits the following nontangential boundary limits at t 0 ∈ T:
Then f admits an asymptotic expansion
for every N ≥ 0 as z approaches t 0 nontangentially. Equation (1.4) is written in a more compact form as
Aiming at establishing a boundary analog of Theorem 1.1, one should be aware of two essential distinctions between the interior and the boundary cases. First, the limits (1.3) do not have to exist for an f ∈ S. Second, even if they exist, the function f may not be defined uniquely by the asymptotic expansion (1.5) unless the series j≥0 s j (z − t 0 ) j has a positive radius of convergence.
Thus the boundary case suggests an interpolation problem: describe all Schurclass functions satisfying (1.3) (or equivalently, (1.5)). We will address this issue on a separate occasion.
Necessary and sufficient conditions for the existence of a function f satisfying (1.3) are given in Theorem 1.2 below, which is the main result of the paper. To formulate the result we first introduce some notation and definitions.
First, we let S (n) t0 , n ≥ 1, denote the class of Schur functions satisfying the following higher order Carathéodory-Julia condition:
The inequality in (1.6) turns out to be equivalent to the Ahern-Clark conditions (see [1] , [5] , and [8] )
given in terms of the inner-outer factorization of f :
We define S
t0 to be S, and we let S
t0 is proper for every n). Another relevant object is W + , the Wiener algebra of power series with absolutely converging coefficients: Given a point t 0 ∈ T and a sequence s = {s j } j≥0 of complex numbers, we introduce a structured n × n matrix
for every n ≥ 1, where the first factor is a Hankel matrix, the third factor is an upper triangular Toeplitz matrix (in fact, the adjoint of the matrix U s n from (1.1)), and where
is the upper triangular matrix with the entries
The explicit formulas
for the entries of P 
(2) |s 0 | = 1 and there exists an integer n ∈ N such that
(3) |s 0 | = 1 and
where the matrix P are the entries of the structured matrix P s n+1 (t 0 ); thus the second inequality in (1.10) implies that P s n+1 (t 0 ) is not Hermitian. On the other hand, since the factors Ψ n (t 0 ) and U s * n in (1.7) are upper triangular, then for every k < n, the matrix P s k (t 0 ) is a leading submatrix of P s n (t 0 ). Therefore, the number n in part (2) of Theorem 1.2 is the greatest positive integer such that the matrix P s n (t 0 ) is positive definite. Remark 1.4. The existence of a function f ∈ S satisfying condition (1.4) for a fixed N ≥ 0 was studied in [2] . It was shown that once such a truncated problem admits a solution, it admits a rational solution as well. Although we cannot guarantee the existence of a rational solution in the present infinite context, Theorem 1.2 shows that at least in cases (1) and (2), there exist solutions from the Wiener algebra. In the course of the proof we will show that there are solutions which belong to W + along with all their derivatives.
The outline of the paper is the following: the sufficiency of case (1) in Theorem 1.2 is justified in Section 2; the rest of the proof of the theorem is presented in Section 3. 
The first sufficient condition
Proof. Our proof is based on a modification of a beautiful construction suggested by Emile Borel [7] in 1895, which, in turn, was seemingly inspired by a construction proving that a conditionally convergent series of real numbers can be made convergent to any given sum by a permutation of its terms (B. Riemann).
Without loss of generality we may assume that b 1 = 0. Indeed, if the problem (2.1) has a solution for every b 1 = 0, then we can find a function f ∈ W + with f ∞ < ε/2 satisfying the interpolation conditions (2.1) with 
2. an increasing sequence {n k } k≥0 of natural numbers, and a sequence {B k } k≥1 of nonzero real numbers such that
In what follows, we use the notation
} for every j ≥ 1. The conditions (2.2) will be satisfied for any c j 's chosen in this way, since
In fact, we start by taking c j = ε 3j for all j ≥ 1, but then in the course of construction, some of c j 's will be modified to ε 2j . To start the recursion, we let n 0 = 0 and
Note that n 1 is well defined due to the first condition in (2.2) . By the definition of n 1 we have n 1 ≥ 1 and
Using n 1 and δ 1 from (2.4), define the polynomial
and the real number (2.5)
If B 2 = 0, then its construction is finished. In case the expression on the righthand side of (2.5) equals zero, we modify c n1 to c n1 = ε 2n1 . This modification does not change (2.4), but now, the formula (2.5) defines a nonzero B 2 . We then let
which completes the first step of construction. It is clear that
Let us assume that we have already chosen the numbers B 1 , . . . , B k ∈ R \ {0} and 1 ≤ n 1 < n 2 < · · · < n k . Then we also have the numbers δ j = sign(B j ) = ±1 and the sequence {c j } j≥1 where so far c j = ε 3j for all j with possible exceptions for j ∈ {n 1 , . . . , n k } where c j = ε 2j . Using the above numbers define the polynomial
and let
If the B k+1 defined above is not zero, then its construction is finished. If the righthand side expression in (2.7) vanishes, we modify c n k to c n k = ε 2n k . This modification does not affect the previous steps, and on the other hand, formula (2.7) with the modified c n k defines a nonzero B k+1 . Observe that since 1 ≤ n 1 and n i < n i+1 , it follows that n i > i and then we have for every ≥ n j−1 + 1,
so that all the denominators in (2.7) are positive. We now let δ k+1 := sign(B k+1 ) and n k+1 := min n ∈ N :
By the very definition of n k+1 , we have n k+1 > n k and (2.8)
The construction of the sequences {c j }, {n k } and {B k } is completed. We now define the function
.
It is readily seen from (2.9) and (2.2) that (2.10)
Fix an integer k > 0 and let p k be the polynomial given in (2.6) so that
where
Since this power series converges uniformly on compact subsets of D, we can differentiate it to get k are continuous in the closed unit disk and we thus have, from (2.11), (2.14)
Since, by virtue of (2.6),
and hence, p
Using the definition (2.7) of B k , we can write the last equality as
which together with (2.3) gives us the following estimate:
where the third inequality is a consequence of (2.13) and of the inequality c
k is entire due to (2.15). Therefore h ∈ W + . We now conclude from (2.16) and (2.15) that for every z ∈ D,
It follows from (2.10) that
and it is readily seen from (2.16) that
We now conclude from (2.19) that the function f (z) = g(z) + h(z) − g(1) satisfies all the interpolation conditions in (2.1). Furthermore, it belongs to W + since g and h do. Finally, we can construct such an f with f ∞ arbitrarily small, since by (2.10), (2.18) and (2.19),
The next theorem proves the sufficiency of condition (1) and part (a) of the second statement in Theorem 1.2. Theorem 2.2. Let t 0 ∈ T, ε > 0 and s = {s j } j≥0 be given and let us assume that |s 0 | < 1. Then there exist infinitely many functions f ∈ W + satisfying conditions (1.3) and such that f ∞ < |s 0 | + ε.
Proof. We assume without loss of generality that t 0 = 1. For every k ≥ 1, we represent the number s k in the form
According to Lemma 2.1, we can find functions
and
Again by Lemma 2.1, we can find a function h ∈ W + with h ∞ < ε/4 and such that
Due to the second condition in (2.21), h ∞ > 0. We thus can find a sequence {h j } j≥1 of nonzero functions in W + satisfying conditions (2.21) and such that h j+1 ∞ < h j ∞ < h ∞ . Then for every j ≥ 1, the function
satisfies conditions (1.3) and f ∞ < |s 0 | + ε. Observe that the sum of the three first terms on the right-hand side of (2.22) gives a particular solution of the interpolation problem (1.3) while the two last terms produce a solution of the corresponding homogeneous problem for every j ≥ 1. 2
Completion of the proof of Theorem 1.2
The outline of the rest of the paper is the following. We first prove the sufficiency of case (2). Then we prove the sufficiency of case (3) and briefly discuss the determinacy of the problem (i.e., the existence of a unique solution) which may occur only in case (3). Then we show that in all cases other than (1), (2) and (3), the problem has no solutions, and finally, we prove parts (b) and (c) from the second statement of the theorem.
The sufficiency of case (2)
To justify the desired sufficiency we apply a certain Schur-type reduction. This reduction applies whenever 
with the target sequence {E j } j≥0 completely determined by the original sequence {s j } j≥0 . It turns out that the inequality t 0 · p s n+1,n − p s n,n+1 > 0 implies |E 0 | < 1 and the result will follow from Theorem 2.2. The details are furnished below.
Assuming that the conditions (3.1) are met, we let
(T ∈ C n×n and E ∈ C n ) and let P be the positive definite matrix given by
It is not hard to show that the numbers M * P −1 M and E * P −1 E are less than one. We let
and define the functions
Some of their properties are recalled below. Then a function f belongs to S and satisfies conditions
if and only if it is of the form
for some function E ∈ S such that
Furthermore, if p s
n+1,n and p s n,n+1 are the numbers determined from t 0 and s 0 , . . . , s 2n via the formula (1.9) and E 0 is defined as in (3.9), then
For the proof, see Corollary 4.4 and Lemma 4.6 in [2] . The next theorem justifies the second sufficient condition in Theorem 1.2. Proof. Every f ∈ S satisfying conditions (1.3) clearly meets conditions (3.7) and therefore, it is of the form (3.8) for some E ∈ S subject to the boundary condition (3.9). Furthermore, since the coefficient functions a, b, c, and d are rational functions analytic in the closed unit disk and since the transformation E → f given by formula (3.8) is invertible, it follows that f of the form (3.8) admits boundary limits f j (t 0 ) (nontangential or unrestricted) for all j > 2n if and only if E admits boundary limits E j (t 0 ) of the same type for all j ≥ 1. It was shown in Theorem 4.3 of [2] that the limits f 2n+1 (t 0 ), . . . , f 2n+k (t 0 ) are completely determined by E 1 (t 0 ), . . . , E k (t 0 ) and vice versa. Letting k → ∞ we conclude that f belongs to S and satisfies conditions (1.3) if and only if it is of the form (3.8) for some E ∈ S subject to the conditions
where E 0 is given by (3.9) and all the other E j 's are uniquely determined from t 0 and s = {s j } j≥0 .
Recall that E 0 satisfies equality (3.10) and c n (t 0 ) = 0.
Since t 0 p s n+1,n − p s n,n+1 > 0, it follows from (3.10) that |E 0 | < 1. By Theorem 2.2, there are infinitely many functions E ∈ S∩W + satisfying conditions (3.11) . For each such E, the function f of the form (3.8) belongs to S and satisfies condition (1.5). It remains to show that any such f belongs to W + .
Since a, b, c, and d are rational Schur functions, they belong to W + . The membership of f of the form (3.8) in W + will follow from Wiener's theorem once we have shown that
Observe that the latter inequality holds for every z ∈ D \ {t 0 } by part (4) in Theorem 3.1. On the other hand, since c n (t 0 ) = 0 and since |d(t 0 )| = 1, it follows from (3.9) that d(t 0 ) E(t 0 ) = 1 which completes the proof of (3.12) and therefore, of the theorem. 
The sufficiency of case (3)
The next result justifying the requested sufficiency is known:
Theorem 3.4. Let t 0 ∈ T and s = {s j } j≥0 meet conditions (1.11). Then there exists an f ∈ S subject to (1.3).
Proof. If P s n (t 0 ) > 0 for all n ≥ 1, then the existence of f subject to (1.3) was proved in [10] (see also [9] ). This f may be unique or not, depending on the convergence or divergence of certain series (see Theorems 4.1 and 4.3 in [10] ). In the indeterminate case, the solution set admits a Nevanlinna-type linear fractional parametrization which we do not recall here. Now let us assume that P s n (t 0 ) ≥ 0 is singular for some n ∈ N. Since P s n (t 0 ) is a leading submatrix of P s m (t 0 ) for all m > n, it follows that P s m (t 0 ) ≥ 0 is also singular for all m > n. On the other hand, if |s 0 | = 1 and P s n (t 0 ) and P s n (t 0 ) are both positive semidefinite and singular, then there is a unique function f ∈ S satisfying (1.3) for j = 0, . . . , 2n − 1; moreover this unique f is a Blaschke product of degree equal to the rank of P s n . Letting n go to infinity, we conclude that the same finite Blaschke product f of degree equal deg f = min n (rankP s n (t 0 )) satisfies conditions (1.3) for all j ≥ 0. 
Complementary cases
Let us now assume that none of the cases (1)-(3) listed in Theorem 1.2 applies to the given data t 0 ∈ T and s = {s j } j≥0 . Then we have exactly one of the following four cases: As we already mentioned, the solvability criterion for the truncated problem (1.4) for a fixed N ≥ 0 was established in [2] . It follows from this criterion that all the cases (4)- (7) are satisfied by no Schur-class function f . In case (4) , N = 0 since s 0 cannot be equal to the boundary limit of an f ∈ S by the very definition of the class S. In case (5) , N = 1 by the Carathéodory-Julia theorem. In cases (6) and (7) , N = 2n + 3; we refer to [2] for more details. In any event, in each of the cases (4)-(7), the infinite problem (1.3) has no Schur-class solutions. Since the cases (4)-(7) are complementary to the cases (1)-(3) in Theorem 1.2, and all together cover all the possibilities, the "only if" part in the first statement of Theorem 1.2 follows.
The boundary behavior of solutions
The functions of the class S (n) t0 defined in (1.6) can be characterized in terms of their boundary angular derivatives as follows: 
