Though efforts on the quantification of information started several decades earlier, the foundations of information theoretic studies were laid during the middle and late 1940's, from two perspectives that both based on probability theory. The most famous one is a systematic theory from a perspective of information transmission over a noisy channel, namely the information theory developed by Claude E. Shannon [1] . The other consists of some fundamental results obtained along the line of Fisher information from statistical inference perspective, featured by the Cramér-Rao bound and Rao's finding that the Fisher information metric is a Riemannian metric in term of differential geometry [2] . The first perspective puts attention on the relation between bits to code samples from a probability distribution P and channel capacity, while the second perspective puts attention on the discrepancy of using a parametric probability distribution Q to represent samples from the unknown P . Efforts of two perspectives intersect by the Kullback Leibler (KL) divergence (also information gain, relative entropy) [3], which is not only a non-symmetric measure of the difference between P and Q, but also a measure of the expected number of extra bits required to code samples from P when using a code based on Q.
a new tool for analyzing these studies and developing new learning algorithms in help of dual affine/flat connections and of natural gradient searching by considering the curvatures of sub-manifolds. These studies are all about that observations of X which are generated via q(X|Y, Θ x|y ) from an inner or hidden representation Y with a priori q(Y |Θ y ) and that we inversely encode X into Y as well as estimating the parameters Θ = {Θ x|y , Θ y }. Typically, we estimate Y by the Bayesian posteriori q(Y |X, Θ) = q(X|Y, Θ x|y )q(Y |Θ y )/q(X|Θ) and estimate Θ by maximizing the likelihood q(X|Θ) = q(X|Y, Θ x|y )q(Y |Θ y )dY , implemented by the EM algorithm [8] . Section 3 of Amari's article shows that the EM algorithm is a particular alternation of e-projection and m-projection, which provides not only a generic link between Bayesian approach and Fisher information based geometry theory but also a practical guide for developing learning algorithms. Furthermore, it follows that getting a maximum posterior (MAP) estimator of Y by max Y q(Y |X, Θ) is equivalent to minimizing the length of two part encoding − ln q(X|Y, Θ x|y ) − ln q(Y |Θ y ) from a perspective of Shannon information theory.
The above Bayesian and information theoretic based formulation has found applications in many machine learning problems and in various scientific and engineering fields, with different probabilistic models for q(X|Y, Θ x|y ) and q(Y |Θ y ). One typical example is computer vision and pattern recognition [9] . Vision can be considered to be a decoding problem where the encoding of information is performed by the physics of the world -by light rays striking objects and being reflected to cameras or eyes. In the past decade, there have been many efforts on developing probabilistic models which are capable of capturing the richness of visual stimuli and hence are efficient at encoding them. In the 5th article of this issue, Yuille provides a comprehensive introduction on these efforts, especially efficient inference and learning algorithms, from an information theory perspective. The formulations of q(X|Y, Θ x|y ) and q(Y |Θ y ) are featured by not only the classic Markov random field models, but also recent image models in help of stochastic grammars and hierarchical representations. Also, Sect. 5 of Amari's article in this special issue has investigated the information geometry of one of Yuille's algorithms, namely the CCCP, which indicates a potential for studying other algorithms from a similar perspective too. Even generally, this formulation applies to many applications with different structures for q(X|Y, Θ x|y ) and q(Y |Θ y ), as well as p(Y |X, Θ), respectively. In Sect. 4 of his article in this special issue, Amari also provides an information geometry perspective on this type of Ying-Yang system, which gives a guide line for developing new algorithms. Actually, this Ying-Yang system merely handle the mappings Y → X and X → Y , while minimizing the divergence KL(p||q) is only able to estimate Y and Θ for a Ying-Yang best matching, to which the initial efforts in 1995 about BYY learning [10] mainly devoted. Also, Eq. (24) in Ref. [10] started an effort on the BYY learning based criterion for selecting the cluster number k. During the period 1996-1999, it first evolved into a model selection criterion J 2 (k) for Gaussian mixture, factor analysis, etc., and then further reached its generic formulation H(p||q) as a Ying-Yang harmony measure [12] . With Yang structure designed from Ying structure according to a variety preservation principle, both parameters Θ and model complexity k are determined by maximizing H(p||q), which makes Ying and Yang reach a best agreement in a most tacit way (with a least amount of information communication) or become a best matching pair in a most compact form with a least complexity. Interestingly, minimizing KL(p||q) and maximizing H(p||q) are two typical cases of the Radon-Nikodym derivative based harmony functional H µ (P ||Q). Also, the above Ying-Yang formulation p(Y |X, Θ)p(X) and q(X|Y, Θ x|y )q(Y |Θ y ) is only a special case of the general framework q(X|R)q(R) and p(R|X)p(X) with a representation R = {Y, Θ, k}, a priori q(Θ), and a posteriori p(Θ|X) all in consideration. Details are referred to Xu's article in this special issue. Furthermore, Sect. 4 of Amari's article may be extended to this general framework, while maximizing H(p||q) arises a further information geometry topic too.
Efforts on model complexity k have been made extensively for decades. The first KL divergence based study was pioneered by Akaike information criterion (AIC) in 1974 [13] , which is derived from that the maximum likelihood estimator is asymptotically subject to a Gaussian distribution with the covariance matrix equal to the inverse of the Fisher information matrix divided by the sample size. Efforts that take a priori q(Θ) in consideration for model complexity k even started from the early 1960's, which were pursuit by several pioneers along this direction (unfortunately, many of them left in recent few years). Their results are featured by different but closely related principles, namely algorithmic probability (AP) [14] , Kolmogorov complexity (KC) [15] , minimum message length (MML) [16] , Bayesian information criterion (BIC) [17] , and minimum description length (MDL) [18] , as well as renewed waves since the early 1990's under the name of Bayesian, marginal Bayesian, and variational Bayesian [19, 20] . The spirit is that the goodness of hypothesis (algorithm/program/model) is measured by the length of strings which encodes/computes the data or a computable object according to that hypothesis. The hypothesis H that corresponds to the shortest length is preferred, which reflects the Occam's razor, namely simple explanations of data are preferable to complex ones.
Except AP and KC, all the other studies mentioned above differ in estimating the coding length, based on different approximations of the marginal q(X|H) = q(X|Θ)q(Θ)dΘ, e.g., Laplace approximation or variational approximation. These studies also differ in considerations on priories of hypotheses. One prefers that q(Θ) is given by a model-dependent priori (e.g., MML), while other prefers that q(Θ)dΘ gets an equal weight for any Θ or all the distributions in a model family get equal prior weight (e.g., BIC, MDL). Among these efforts, the MDL studies by Rissanen have grown into the most systematic and deepest stream, which actually activated the waves of model selection studies and popularity of Bayesian approach in the past one or two decades. In the 3rd article of this special issue, Rissanen outlines his new results, namely a generic estimation theory that defines optimality for all sizes of data instead of only asymptotically, covering estimation of both real-valued parameters and their number, i.e., model selection. The objective is to fit 'models' as distributions to the data in order to find the regular statistical features. The performance of the fitted models is measured by the probability they assign to the data, i.e., a large probability means a good fit and a small probability a bad fit. Rissanen further tells us that there are three equivalent characterizations of optimal estimators, the first defined by estimation capacity, the second to satisfy necessary conditions for optimality for all data, and the third by the complete Minimum Description Length (MDL) principle.
The 4th article in this special issue proceeds to introduce fundamentals of BYY learning and to give a tutorial on learning algorithms for several typical learning tasks. The BYY learning provides not only a general framework that accommodates typical learning approaches from a unified perspective but also a different road towards parameter In fact, the earliest efforts of encoding parameters and model complexity should be backtracked to the theory of universal inductive inference or algorithmic probability (AP) by Solomonoff [14] , which was seemly proposed even earlier than Kolmogorov complexity (KC) [15] -another similar but independently proposed idea. AP is a method of assigning a probability to each hypothesis (algorithm/program) that explains a given observation, with the simplest hypothesis (the shortest program) having the highest probability and the increasingly complex hypotheses receiving increasingly small probabilities. These probabilities form a priori probability distribution for the observation, and then Bayes theorem is used to predict the most likely continuation of that observation. In the 6th article in this special issue, Schmidhuber provides an overview on the emergence of "new" AI, namely general artificial intelligence that aims at making optimally reliable statements about future events, given the past under certain broad computability assumptions. Rooted in the work of Solomonoff and Kolmogorov, recent years have brought substantial progress in the field of computable and feasible variants of optimal algorithms for prediction, search, inductive inference, decision making, and reinforcement learning in general environments.
Instead of focusing on a best encoding of past observations to make reliable statements about future events, the Shannon information theory consists of source coding theorem that on average the number of bits needed to represent the result of an uncertain event is given by its entropy, and channel coding theorem that reliable communication is possible over noisy channels provided that the rate of communication is below the channel capacity. This theory asserts that asymptotic optimality can be achieved by separating source coding and channel coding. The goal of source coding is to represent the information source in fair bits. The goal of channel coding is to enable the transmission of fair bits through the channel essentially free of error with no reference to the meaning of these fair bits. This elegant theory makes it got broad and deep applications for several decades, also including recent network communication. For a network consisting of noiseless point-to-point communication channels, routers are deployed at the intermediate nodes to switch a data packet from an input channel to an output channel without processing the data content. In this special issue, the 7th article provides an introduction to an emerging area of network communication, called network coding. Instead of simply routing and/or replicating information within the network, coding is also employed at the intermediate nodes in order to achieve bandwidth optimality. In this article, Yeung provides a tutorial on fundamentals of network coding, with applications to various areas such as channel coding, wireless communication, computer networks, etc.
As a vast amount of data have been accumulating, bioinformatics research takes ever increasing important roles in genomic research and life science, which also provides new challenges and great opportunities for studies of information theory and Bayesian approach. In the 8th article of this special issue, Chen introduces a interdisciplinary field -bioinformatics, he points out that bioinformatics uses genomic DNA sequence analysis as its information source to discovering protein and RNA genes embedded in the sequences, elucidating the informational content of non-protein coding sequence, and deciphering the grammatical code of the genetic language contained in the DNA sequence, while at the same time inferring, ordering and releasing the information of the genetic language and its RNA and protein profiles, thereby learning the rules governing metabolism, development, differentiation and evolution. A central aim of bioinformatics is to bring to light "the complexity of the structure of genomic information and the basic rules of the genetic language" and thus ultimately leading to a better understanding of human. Actually, DNA sequence is only a genetic information storage system, in the last article of the special issue, Li further proposes an idea that an organism may be considered as an information system in nature. His paper analyzes this idea from different ways: DNA sequence satisfies the basic requirements of an information system, the controls of a man and a robot both obey the principle of cybernetics, and why a man can have ideas but a robot has no such capacity.
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