New entropy measures such as higher order fuzzy entropy and hybrid e:ntropy of a set have been introduced. Various properties along with their proofs have: been included. Applicability of these new measures to various problems has been highlighted.
INTRODUCTION
The present work consists of three parts. The eXlstmg fuzzy entropy measures have been critically analyzed in the first part. In the second part, a need for a higher order entropy H r (r ~ 1), which wil~ give a measure of average uncertainty associated with any arbitrary subset with r-supports, has been established. The new definition has been introduced in such a way that when r = 1, the definition boils down to that of the existing entropy of a fuzzy set. Various attempts, available in the literature, to combine the probabilistic and fuzzy (possibilistic) entropy have been critically reviewed and a new definition of hybrid entropy CH/ty) has been introduced in the third part of the paper. This measure can be regarded as a generalized entropy of a set such that when the fuzziness is removed, the measure turns to be the classical entropy of the set.
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Various properties of these measures have been stated and proved. The higher order entropy H' is found [Q possess some interesting properties which can be used in feature e\'aJuation and image segmentation problems. As expected, Hr conveys more information regarding actual structure of the set than HI (conventional fuzzy entropy) does. H hy , on the other hand. can be considered an objective function for proper defuzzification (enhancement) of a set. These characteristics have been further demonstrated with exampks. (2)
1=1
It should be mentioned here that both of the above measures give the average amount of information that would be gained from the occurrence of any arbitrary state of a probabilistic system.
ENTROPY MEASURES OF FUZZY SETS
Zadeh (4] introduced the concept of fuzzy sets in which imprecise knowl edge can be used to define an event. A fuzzy set A is represented as A = {Xi /J-LA(X')' i = 1,2, ... , n}, In the areas of pattern recognition, image processing, speech recognition etc.. it is often required to get some idea about the degree of ambiguity (fuzziness) present in a fuzzy set. A measure of fuzziness is expected to give the average amount of difficulty that is involved in taking a decision whether dn element belongs to the set or not [5-7J. It is to be noted that this is not a propertY of the individual element of the set but a propertY of the set as a whole. Therefore, if every element of the set has a membership value of 0.5, then the fuzziness in the set should be maximum. There have been different definitions of entropy for a fuzzy set 10 provide measures of fuzziness.
Zadeh [4J defined the entropy of a fuzzy subset A for the finite set {x 1 ,X 2 "",x n } with respect to the probability distribution {PI,P2, ... ,Pn} as Kaufmann [5] defined the entropy of a fuzzy set wIth n supports as
1= J where dJ, = j.J., / [~= I j.J.
The drawback of this measure is that it does not depend on the absolute values of j.J.,. but on their relative values. Thus a set with j.J., = 0.1 or 0.8 or 1 for all of its elements would have same entropy (equal to 1). This is intuitively unappealing.
Deluca and Tennini [6] have used a different expression. based on Shannon's function, to define the entropy of a fuzzy set as follows.
where k is a normalizing constant. Equation (6) is claimed to express an average amount of fuzziness Cambiguiry) present in a set A and it has the following desirable properties. P 1: H is minimum iff j.J., = 0 or 1 for all i. P 2: H is maximum iff j.J., = 0.5 for all i. Any measure of fuzziness should possess these four properties. Kosko [7J defined the entropy of a fuzzy set as the ratio of distances between the fuzzy set and its nearest and furthest nonfuzzy neighbours. This measure also satisfies properties P 1-P 4.
HIGHER ORDER FUZZY ENTROPY
Pal and Pal (3] have also given a measure of fuzziness in a set as '1 
It has been proved [3] that Equation (7) satisfies properties P I-P 4.
It is to be noted here that the meaning of the entropy of a fuzzy set is quite different from that of the probabilistic entropy [Equations (1) and (2)]. The former gives, as mentioned before, the average amount of ambiguity (diffi culty) in deciding whether an element belongs to a set or not, while the later gives the average gain in information from [he occurrence of an event. Since an ordinary set is a special case of a fuzzy set, a relationship betv.'een these two types of information is expected. There have been several attempts in this regard to combine the probabilistic (Shannon's) and possibilistic (fuzzy) en tropy. These are explained below.
Deluca and Termini [6] attempted to do so in the following manner. Consider an experiment in which the elements x t ,x 2 , ... ,x n may occur, once and only once in each trial with probabilities
Shannon's entropy of the probability distribution is given by n H(P!,P2,···,pJ = -L Pilog(Pi)' (8) This gives the average amount of information gained from the knowledge of the occurrence of an element. Suppose there exists a difficulty in the interpre tation of Xi' the outcome of a trial, as 0 or 1. The amount of ambiguity involved in the in terpre ta tion of X i is given by [6) (9)
The statistical average (m) of S(p.,.) is given· by n m= LPiS(P.i) ' (10)
This m is claimed to give the average amount of difficulty in taking a decision (0 or 1) on the elements xi' i = 1,2, ... , n. Combining Equations (8) and (0), the total entropy is defined as follows:
According to Deluca and Termini, H CO ( gi,,:es the total average uncertainty that one may have in making a prevision about the elements of {x \' Xl"" X n} 1 which occur as a result of the experiment, and in taking a decision 0 or 1 on their values.
Xie and Bedrosian [8] defined the total entropy of a fuzzy set in a little different way. Consider a set A C containing only 0 and 1 with probabilities Po and P I (Po + PI = 1, 0 ~ Po, P \ ~ 1). Suppose that, due to some reason, the sharpness in the set has changed and resulted in a fuzzy set A. The member ship value of an element is changed to an arbitrary value in the range [0,0.5] from 0 and in [0.5, 1} from 1. In this way the ordinary set A C has been changed to a fuzzy set A. Thus the fuzzy set A has two types of uncertainties: One is due to the random uncertainty in the ordinary set, and the other is the fuzzy uncertainty arising. due to the fuzziness in the set. They defined the total entropy of a fuzzy set as follows:
(12)
This entropy reduces to Shannon's entropy of a two-state system \vhen the fuzziness is removed (i.e., when the second part vanishes).
JUSTIFICATION FOR NEW DEFINITIONS
In this section we shall be justifying the need for two new definitions namely, hybrid and higher order entropy of fuzzy sets. Before explaining their necessity, let us, first of all, critically analyze the aforementioned measures.
Regarding Equation (11) the following points are in order. Deluca and Termini [6] presented Equation (11) as if m in Equation (11) is different from Equation (6) . But this is not the case. A critical anaJysis of the aforesaid example considered to derive Equation (11) shmvs that m is, in fact, equal to II I H in Equation (6) . Suppose that the said experiment is repeated N limes; the I entropy of the resulting fuzzy set, as given by Equation (6) , would then be
Let n i be the number of times Xi has occurred; then I:;=ln i = .N. Thus,
Therefore, m in Equation (11) ' This has also been pointed out by Xie and Bedrosian [8] , whose measure [Equation (12)] is free from this drawback.
However, Equation (12) has the following unappeallng implications. They established an equivalence between fuzzy information and Shannon informa tion because both of the information measures have [he same mathematical form. If Pi = JLi> they inferred that the average amount of fuzzy information yielded by a fuzzy set with n elements is "equivalent" to the average amount of Shannon information yielded by n independent binary Shannon informa tion sources. Based on this, it has been concluded that fuzzy information can be transferred to Shannon information and inversely [8] . This type of equiva lence is physically meaningless excep[ that both of the measures yield same numerical value.
Moreover, fuzzy information is concep£ually different from the probabilistic information. Their arithmatic sum may not yield any meaningful quantity. In that sense it is difficult to interpret H tO {' Furthermore, if fuzziness is removed, Equation (12) always reduces to H( Po, PI) irrespective of the defuzzification process. For example, consider the following two cases. In the first case, the symbols in rhe range [0, 0.5] are converted to zero and the remaining IO unity. In the second case, some of the symbols in [0, 0.5] are wrongly mapped to 1. In both cases Equa[ion (12) will yield the same en[ropy. This is not at all a desirable property.
1£ is to be men tioned here [hat since a fuzzy set is a generalized version of an ordinary set, the entropy of a fuzzy set deserves to be a generalized version of classical entropy by taking into accoun£ no[ only the fuzziness of the set but also the underlying probability structure. In other words, it should be such that the classical en£ropy becomes its special case when fuzziness is removed. It is also not necessary that, with the removal of fuzziness, the value of generalized entropy decreases. Furthermore, considering the example of 0 and 1 in providing entropy mea&ure by Xie and Bedrosian, there would be one and only one type of uncertainty (difficulty), which is assocIated w~th 'the inl ~t tation of an incoming symbol as aor 1. Of course, this difficulty depends on two factors, namely, the probability distribution and the possibFlity distribu tion; but this cannot be the sum of two uncertainties (e.g., probabilistic and fuzzy) as done in Equation (12). Such a measure may be called hybrid entropy.
The entropy of a fuzzy set as given by either Equation (6) or (7) gives the average ambiguity in taking the decision whether an element belongs to the set or not. Consider a fuzzy set "good football players" with 20 members. For any player x, J-L(x) gives the degree of goodness of the player x. The entropy as given by Equation (6) or (7) for such a set gives an average amount of difficulty in taking a decision whether an individual player is good or noe. This type of information is not always sufficient. Often we are interested to know if a team of, say, 11 players is fonned by selecting any 11 players from the 20, to what extent, on an average, the team can be called "good." This raises two important issues: first, how to measure the degree to which a collection of objects, as a whole, possesses the property of "goodness"; second, how to get a measure of average amount of uncertainty related to such co~Jections.
Let us now consider the first issue. Suppose X I ,x 2 "",x n are II supporting elements with membership values J-Ll' J-L2"'" J-L" with respect to some property P. Then to what extent does {Xl' X 2 ,.··, x n } as a whole (collectively) possess the property P? This obviously depends on the problem at hand. For example, in a quiz team, if J-Li is the ability of the ith member, then the ability of the team as a whole would be max(J-L), because if one member succeeds the t.eam succeeds. On the other hand, suppose a group of acrobats are standing in such a fashion that all of them wiJJ fall if anyone of them falls. Under this situation, if J-Li is the stability of the ith member, then the stability of the team as a whole would be min(J-LJ Allen [9J has addressed this issue of properties of sets.
In order to get an answer to the second problem, a new definition of entropy of a fuzzy set is required which will give a measure of average uncertainty associated with any arbitrary subset with r supports. Such an entropy may be called the rth order entropy of a fuzzy set. The definition should be such that for r = 1 it corresponds to a measure satisfying the properties P 1-P 4 of Equation (6) or (7).
NEW DEFINITIONS
In this section we shall define the higher order entropy and the hybrid entropy of a fuzzy set.
HIGHER ORDER ENTROPY
Let P be a fuzzy property set with a finite number of supports n, i.e., P = CUi 1Xi' i = 1,2, ... , n}, where J.Li denotes the degree to which Xi possesses the property P. Out of n elements consider a combination of r elements. Let SF denote the ith such combination and J.L(Sn denote the degree to which the combination SF, as a whole, possesses the property P. There are {( ~ )} such combinations. The entropy of order r of the fuzzy set A is defined as C)
A similar definition using the logarithmic function can also be given as follows:
In our subsequent discussion, unless stated explicitly, H r \vi!l refer to Equation (14). Therefore, H r will give a measure of the average amoum of difficulty in taking a decision on any subset of size r with respect to the property P. In the example of acrobats, H r will denote an average amount of ambiguity (difficulty) in deciding a random team of r acrobats as "stable." If r = 1, H r in Equations (14) and (15) reduces to Equations (7) and (6) Note that the property P 4 of Equation (6) 
. ,(n -r).
Since from a set of size (r + 1) we can generate exactly (r + 1) distinct set of size r, we can infer that in the sequence
each of has occurred exactly (r + 1) times.
Thus, (~)
(r:l)
L J.L(S;+I)
i = 1 =:> J. L r ~ J. L r +I .(17)
Thus, the average value of all J.LCSn is not less than that of J-L( S;--i).
In order to prove Pr 5, let us investigate the behavior of an entropic function with respect to its membership values. Consider the entropic function (Equation (7) Table 2 highlight the key features of higher order entropy as compared to HI. Based on Table 2 the following observa tions can be made.
When all the J-Li values are same, H 1_ H 6, as expected become the same. This is because of the fact that the difficulty in taking a decision regarding possession of a property on an individual is same as that of a group selected therefrom. The value of H r would, of course, be dependent on the IL, values. Since all the J-Li in case 2 are 0..5 (most ambiguous), the corresponding H r, value is higher than that of case l.
Consider cases 3 and 4. In case 3 the difference between H I and H 2 is very high, indicating a higher dissimilarity within the singletons of the fuzzy set with respect to the possession of property P. On the other hamL the case 4 for which H l is very close to H 2 renects that the fuzzy singletons of the set arc more alike (similar) with respect to property P. It is also seen that the higher the similarity among singletons, the quicker is the convergence to thc limiting value of Hr. as H 2 / HI so that S lies in [0,11. The higher the value of S, the more alike (similar) are the supports of the fuzzy set with respect to the property P. This index of similarity can therefore be regarded as a measure of the degree to which the members of a fuzzy set are alike.
Let us now consider cases 5 and 6. In both cases the HI vatues are almost same but the index of similarity is lower for case 5 than for case 6. This indicates that case 6 has more similar supports than case 5.
Note that cases 7 and 8 also have almost identical values for HI. bu t these values are much higher than those of cases 5 and 6. Based on this observation, we can infer that fuzzy sets corresponding to cases 7 and 8 have a larger number of supports with a lower degree of possession in [0.5,1] of the property P than those corresponding to cases 5 and 6. Again the index of similarity for case 8 is higher than that for case 7, indicating that the members of the fuzzy set corresponding to case 8 are more alike than those corresponding to case 7.
Therefore, the value of conventional fuzzy enuopy (H I) can only indicate whether the fuzziness in a set is low or high. In addition to this, the value of H r also enables one to infer whether the fuzzy set contains similar supports (or elements) or not. The similarity index thus defined can be successfully used for measuring interclass and intraclass ambiguity (i.e., class homogeniry and contrast) in pattern recognition and image processing problems.
Let us consider the work of Pal and Chakraborty [10] , who have used the measure HI for evaluating feature importance in the pattern recognition problem. They used the ,,-type membership function to represent a pattern class. They made the membership values lie in the range [0.5,1] with 0.5 corresponding to the boundary elements of the pattern class and 1 at the central point (the point corresponding to the average value of the feature). This type of representation is a very natural one. They decided a feature to be of high importance if it has low HI value. We have already shown (e.g., cases 5 and 6, or 7 and 8 of Table 2 ) that it is possible to have two fuzzy sets with significantly different compactness, but almost identical values for entropy. It is therefore not appropriate to evaluate the importance of a feature just on the basis of HI. A better evaluation may possibly be done by considering HI and S together. Obviously, a low value of H I together with a high value of 5 will indicate that the feature is more important. 
HYBRiD ENTROPY
In Section 3 we have discussed the various attempts that have been made to combine the probabilistic and fuzzy uncertainties and their associated prob lems. Since an ordinary set is a special case of a fuzzy set, it is 'logical to think of a generalized definition of entropy of a fuzzy set which reduces to the probabilistic entropy in absence of fuzziness. Let us refer back to the example (mentioned in Section 3) of digital communication over a noisy channel. For this type of example, Xie and Bedrosian [8J assumed two types of uncertain ties. But one can visualize that there is one and only one type of difficul,ty and that is in the interpretation of an incoming symbol as 0 or 1. Of course, this is dependent on two different factors: the probability of generation of 0 and 1 by the source and the transfer function (channel noise), which makes them fuzzy.
Let Po and PI be the probabilities of occurrence of the 0 and 1 symbols, respectively, and let lLi denote the membership for the fuzzy set "symbol close to 1." Let us consider an expression
(l8)
Differentiating E 1 with respect to lLi' \Ve get
for 0 ~ lLi ~ 1 (i.e., the rate of change of E I is seen to be nonnegative).
Thus E 1 is a monotonically increasing function of ILl for ILl E [0,1]. In other words, as lLi increases from 0 to 1, E 1 also increases. Now, for an incoming zero (0) symbol, if ILl increases, the difficulty in the correct interpretation of the symbol increases and hence the difficulty in the interpretation of a ;'0" as "1" decreases; i.e., a wrong interpretation of a "0" symbol becomes favorable. On the other hand, for an incoming 1 symbol, if ILl increases, the difficulty in its correct interpretation decreases. The higher the value of E 1 , the more favorable will be the interpretation of an arbitrary incoming symbol as 1. Therefore, E I can be taken as the average likeliness (possibility) of interpret ing a received symbol as "1."
Similarly, Proof. Let us consider Equation (9) , which is Combining (iii) and (iv), one can write the following condition:
This completes the proof.
• 
Proof of this property can be found in [3] .
As mentioned in Property 1, when there is a proper defuzzification process applied to result in the npo times 0 symbol and the nPl times 1 symbol, then
Eo and E[ reduce to Po and PI' respectively, to make Eo + £[ = 1.
Interpretation to Image Processing
Let us consider an example of a digital image in which, say, 70% pixels look white, while the remaining 30% look dark. Thus the probability of a white pixel P w is 0.7 and that of a dark pixel Pb is 0.3. Suppose the whiteness of the pixels is not constant, i.e., there is a variation (grayness) and similar is the case with the black pixels. The hybrid entropy of such an image can be written as follows:
where fLi gives the degree of whiteness of the ith pixel. Now H hy will be close to the classical entropy if there is not much variation in the grayness within the white and dark portions. Tab le 3 demonstrates the use of H hy in acting as an objective criterion for a proper defuzzification process. Each fuzzy set of the Table 3 is a sharpened (defuzzified) version of the previous one such that fL value increases (decreases) in the sharpened version for those fL> 0.5 ( < 0.5). One can observe that with proper defuzzification E I approaches 0.7 and Eo approaches 0.3; in fact, they monotonically decrease to 0.7 and 0.3, respectively, from their initial values. As a result, IH -H hy ! decreases to zero.
Let us now consider the effect of improper defuzzification on the pattern shown in case 1 of the Table 4 . Two rypes of defuzzifications are considered here. In cases 2-4 all the syrnbols with fL = 0.5 are transformed to zero when some of them were actually generated from symbol "1. .. r:
""d ~ Table 4 some of the J.L values greater than 0.5 which were generated from symbol 1 (or belong to the white portion of the image) are wrongly defuzzified and brought down towards zero (instead of 1). In both situations, it is to be noted that IH -H hyl does not reduce to zero.
Let us now consider column no. 7 in Tables 3 and 4 , which indicates that the measure H tot of Xie and Bedrosia[Q does not have the aforesaid properties. Now, in image processing the process of defuzzification can be viewed as a contrast enhancement operation. Therefore, the measure IH -Hhyl can be regarded as an objective criterion for appropriate enhancement of an image.
CONCLUSIONS
New entropy measures such as higher-order fuzzy entropy and hybrid entropy of a set have been introduced. The higher order entropy (Hr) is found to possess some interesting properties which can be used in feature evaluation and image segmentation problem. It leads to define a measure, called the "index of similar~ty" of supports of a set. As expected, H r conveys more infonnation about the actual structure of a set than HI does. H hy' on the other hand, can be used as an objective measure for proper defuzzification (enhancement) of a set.
