We study two techniques for correcting the geometrical error associated with domain approximation by a polygon. The first was introduced some time ago [2] and leads to a nonsymmetric formulation for Poisson's equation. We introduce a new technique that yields a symmetric formulation and has similar performance. We compare both methods on a simple test problem.
Introduction
When a Dirichlet problem on a smooth domain is approximated by a polygon, an error occurs that is suboptimal for quadratic approximation [1, 10, 11] . However, this can be corrected by a modification of the variational form [2] . Here we review this approach and suggest a new one.
Let Ω be a smooth, bounded, two-dimensional domain. Consider the Poisson equation with Dirichlet boundary conditions: (1) − ∆u = f in Ω, u = g on ∂Ω.
We assume that f and g are sufficiently smooth that u can be extended to be in H k+1 ( Ω), where Ω contains a neighborhood of the closure of Ω. One way to discretize (1) is to approximate the domain Ω by polygons Ω h , where the edge lengths of ∂Ω h are of order h in size. Then conventional finite elements can be employed, with the Dirichlet boundary conditions being approximated by the assumption that u h =ĝ on ∂Ω h [3] , withĝ appropriately defined. For example, let us suppose for the moment that g ≡ 0 and we takeĝ ≡ 0 as well. In particular, we assume that Ω h is triangulated with a quasi-uniform mesh T h of maximum triangle size h, and the boundary vertices of Ω h are in ∂Ω. We define W k h := H 1 0 (Ω) ∩ W k h where W k h = {v ∈ C(Ω h ) : v| T ∈ P k (T ), ∀T ∈ T h }. Then the standard finite element approximation finds u h ∈W k h satisfying (2) a h (u h , v) = (f, v) L 2 (Ω h ) , ∀v ∈W k h , where a h (u, v) := Ω h ∇u · ∇v dx. Here we assume that f is extended smoothly outside of Ω.
This approach for k = 1 (piecewise linear approximation) leads to the error estimate
However, when this approach is applied with piecewise quadratic polynomials (k = 2), the best possible error estimate is
which is less than optimal order by a factor of √ h. The reason of course is that we have made only a piecewise linear approximation of ∂Ω. Table 1 . Errors u h − u I in L 2 (Ω h ) and H 1 (Ω h ), as a function of the maximum mesh size (hmax) for the polygonal approximation (2) for test problem in Section 2.1 using various polynomial degrees k. Key: "M " is input parameter to mshr function circle used to generate the mesh, "seg" is the number of boundary edges. The approximate solutions were generated using (2) . the test problem in Section 2.1. We see a significant improvement for quadratics over linears, but there is almost no improvement with cubics. Moreover, we will see that a significant improvement using quadratics can be obtained using simple approaches that modify the variational form.
There have been many techniques introduced to circumvent the loss of accuracy with quadratics (and higher-order piecewise polynomials) [11, 6] . However, all of them require some modification of the quadrature for the elements at the boundary.
Here we review an approach by Bramble et al. [2] that solves directly on Ω h , but with a modified variational form based on the method of Nitsche [6] . The method [2] has been modified and applied in many ways [4] . However, the method in [2] leads to a non symmetric bilinear form. Given this shortcoming we define a new method that is symmetric and solves the problem on Ω h that has similar convergence results. As we will see in the next section, one main idea in [2] is that one uses a Taylor series of the solution near the boundary to define appropriate boundary conditions on ∂Ω h . We should mention that this idea has been used recently (see for example [5, 8] ).
The Bramble-Dupont-Thomée approach
The method [2] of Bramble-Dupont-Thomée (BDT) achieves high-order accuracy by modifying Nitsche's method [6] applied on Ω h . We assume that Ω h ⊂ Ω and we do not necessarily assume that the boundary vertices of Ω h belong to ∂Ω. The bilinear form used in [2] is For simplicity the assume that g = 0. Then the BDT method will find u h ∈ W k h such that
If δ were 0, this would be Nitsche's method on Ω h . Corrections of arbitrary order, involving terms δ ∂ u ∂n for > 1 are studied in [2] , but for simplicity we restrict attention to the first-order correction to Nitsche's method given in (4) . The error estimates obtained in [2] are as follows
Thus using the variational form (4) leads to an approximation that is optimal-order with quadratics and cubics and is only suboptimal for quartics by a factor of √ h.
2.
1. An example of a circle. We consider a numerical example. Consider the case where Ω is a disc of radius R centered at the origin, in which case we have d(x) = R − |x|. However, it is more difficult to evaluate δ(x). We have x + δ(x)n ∈ ∂Ω for x ∈ ∂Ω h , where n denotes the Table 2 . Errors u h − u I in L 2 (Ω h ) and H 1 (Ω h ) as a function of mesh size (hmax) for the the BDT approximation in Section 2, with γ = 100, for various polynomial degrees k. Key: M is the value of the meshsize input parameter to the mshr function circle used to generate the mesh. The number of boundary edges was set to 5M , and hmax is the maximum mesh size. outward normal to Ω h . We can write x = (x · n) n + (x · t) t, and (x · t) 2 = |x| 2 − (x · n) 2 . Since |x + δ(x)n| = R, we have
Then
Note that for x ∈ ∂Ω h , |x| ≤ R and x · n > 0. Since δ(x) ≥ 0, we must pick the plus sign, so
This problem is simple to implement using the FEniCS Project code dolfin [7] . We take R = 1, u(x, y) = 1 − (x 2 + y 2 ) 3 , and f = 36(x 2 + y 2 ) 2 in the computational experiments described subsequently. Computational results for this example are given in Table 2 where we see optimal order approximation for k ≤ 3, improvement for k = 4 over k = 3 (suboptimal by a factor h −1/2 ), and no improvement for quintics. These errors are depicted in Figure 2 .
A new method based on a Robin-type approach
One issue with the BDT method is that the resulting linear system is not symmetric, although it is possible to symmetrize the method as we discuss in Section 8. Here we develop a technique that leads to a symmetric system. Moreover, this method does not require the parameter(s) from Nitsche's method. For Nitsche's method to succeed, γ must be chosen appropriately [9] .
We first separate ∂Ω to its piecewise linear part and its curvilinear part. We will assume that ∂Ω = Γ 0 ∪ S 1 ∪ . . . S where Γ 0 is a piecewise linear segment and S i s are C 2 and no where linear. We let the end points of S i to be y i−1 , y i .
For the method in this section we assume that the vertices of Ω h belong to ∂Ω and hence Ω h might not be a subdomain of Ω. Hence, we need to define δ in this case. We assume that for every x ∈ ∂Ω h that is there is a unique smallest number δ(x) in absolute value such that Ω\Γ 0
We assume that the approximate domain boundary ∂Ω h can be decomposed into three parts, as follows. Let E h be the edges of ∂Ω h .
where e o denotes the interior of e. Let Γ = Γ + ∪ Γ − . We assume the following.
We assume that all the vertices of ∂Ω h belong to ∂Ω and that each y i (for 0 ≤ i ≤ ) is a vertex of ∂Ω h . Finally, we assume that
Our method is based on a Robin type of boundary condition on Γ. In fact, our method will be based on the closely related problem:
Here we defineĝ(x) = g(x + δ(x)n(x)) for x ∈ Γ and not a vertex of ∂Ω h . The key here is that, using that u vanishes on ∂Ω, for x ∈ Γ (x not a vertex of ∂Ω h ) we have
where z lies in the line segment with end points x and x + δ(x)n(x). Now we can write the method. We start by defining the finite element space we will use
is a suitable approximation of g and is a piecewise polynomial of degree at most k on ∂Ω h .
The bilinear form is given by
Then the method solves:
Here
where I 1 is the linear interpolant onto W 1 h . Note that we can define I 1 f only knowing f on Ω. Alternatively, if we have an analytic representation of f we can define F as a smooth extension of f outside of Ω.
Error Analysis
4.1. Stability Analysis. Unfortunately, the bilinear form b h is not positive definite. However, we will be able to prove stability of method. In order to do so, we need to decompose the space V k h into its boundary contribution and interior contribution. More precisely, we can write
= 0 for all interior Lagrange points x}. We will define a norm on V k h : v 2 a := a h (v, v) and a semi-norm
Note that | · | c is in fact a norm on B k h . The following crucial lemma will allow us to prove stability. Lemma 1. There exists a constant c 1 > 0 such that
h be the collection of edges that are a subset of Γ and let T Γ h be triangles T such that T has an edge in E Γ h . Then, if v ∈ B k h and using inverse estimates we have
The result is complete after we use that max x∈e |δ(x)| ≤ Ch 2 e for e ∈ E Γ h . We note that c h (u, v) may not be well defined for all u, v ∈ V k h . Therefore, we need to make an assumption on δ such that this is not the case.
Assumption 2. We assume that δ is such that
For example, if δ has a lower bound as follows, then (9) will hold. Suppose that the end points of e ∈ E Γ h are x 0 and x 1 . Then we assume that there exists a constant c > 0 and a p < 3 such that
h . Under these conditions, Assumption 2 holds. We can now prove the stability result. Theorem 1. We assume that Assumption 1 and Assumption 2 hold. Suppose that G is a bounded linear function on V k h and suppose that
Proof. We know we can write
Here we used (8) twice. In particular, we used u h a ≤ w h a + s h a ≤ w h a + c 1 √ h|s h | c . Assuming hc 2 1 ≤ 1 4 we have
Hence,
Hence, we obtain using (10)
Thus we arrive at
From this and (10) we get
We can now prove error estimates after we make an assumption more stringent than Assumption 2.
Assumption 3. Suppose that the end points of e ∈ E Γ h are x 0 and x 1 . Then we assume that there exists a constant β > 0 such that
where β is independent of e ∈ E Γ h . Note that this assumption does not allow ∂Ω and ∂Ω h to be tangent on the vertices of Γ. Assumption 3 implies Assumption 2; in particular, the example after Assumption 2 holds with p = 1.
Theorem 2. We assume Assumptions 1 and 3 hold. We assume that u solves (1) and belongs to u ∈ W s,∞ (Ω) where s = max{k + 1, 4}. We assume that (7) and assume that u solves (1) then we have
Note that using integration by parts we have
First consider v ∈W k h then we have
Therefore, we get
Here we used (6) .
Now let v ∈ B k h we then have
Let e ∈ E h , e ⊂ Γ with end points x 0 and x 1 . Then, we have |(u − u I )(x)| 2 ≤ C|x − x 0 ||x − x 1 | ∂ t (u − u I ) L ∞ (e) . Hence, using Assumption 3 we get
Thus,
We then obtain the following estimate, after summing over all edges e ⊂ Γ,
. We get the following inequality after using approximation properties of the Lagrange interpolant:
Combining the above results we get
The result now follows from Theorem 1.
Implementation
One feature of Nitsche's method, that is preserved with BDT, is that one uses the full space W k h of piecewise polynomials without restriction at the boundary. The modification of W k h to obtain the space V k h of piecewise polynomials vanishing at boundary vertices is not trivial to implement in automated systems like FEniCS [7] .
Thus it is of interest to consider a simplification to the Robin-type method (7) which removes this constraint. Thus we define, for > 0,
The computational experiments used this approach. The answers do not depend on for small, as indicated in Table 3 . We were even able to have = 0 for (11) using dolfin.
k M segs hmax L2 err H1 err bdry err 2 64 320 3.5e-02 1.0e-04 1.1e-03 2.1e-03 1.3e-01 2 64 320 3.5e-02 1.0e-05 1.1e-04 1.8e-03 2.5e-02 2 64 320 3.5e-02 1.0e-06 1.2e-05 1.8e-03 3.2e-03 2 64 320 3.5e-02 1.0e-07 6.0e-06 1.8e-03 3.2e-04 2 64 320 3.5e-02 1.0e-08 5.9e-06 1.8e-03 4.3e-05 2 64 320 3.5e-02 1.0e-09 5.9e-06 1.8e-03 3.1e-05 2 64 320 3.5e-02 1.0e-10 5.9e-06 1.8e-03 3.1e-05 2 128 640 1.8e-02 1.0e-07 1.3e-06 4.4e-04 6.4e-04 2 128 640 1.8e-02 1.0e-08 7.3e-07 4.4e-04 6.5e-05 2 128 640 1.8e-02 1.0e-09 7.2e-07 4.4e-04 7.3e-06 2 128 640 1.8e-02 1.0e-10 7.2e-07 4.4e-04 3.9e-06 2 128 640 1.8e-02 1.0e-11 7.2e-07 4.4e-04 3.9e-06 2 256 1280 9.0e-03 1.0e-09 8.9e-08 1.1e-04 1.3e-05 2 256 1280 9.0e-03 1.0e-10 8.9e-08 1.1e-04 1.3e-06 2 256 1280 9.0e-03 1.0e-11 8.9e-08 1.1e-04 4.9e-07 2 256 1280 9.0e-03 1.0e-12 8.9e-08 1.1e-04 4.9e-07 Table 3 .
as a function of and maximum mesh size (hmax) for the Robin-like approximation (7) but modified as in (11) , for piecewise quadratic polynomials (k = 2). Key: M is the value of the meshsize input parameter to the mshr function circle used to generate the mesh; segs is the number of boundary edges. 6 . Computational Experiments 6.1. Example of a circle. We return now to the computational test problem described in Section 2.1. It is not difficult to show that Assumption 3 holds for the meshes we used. We see from Table 4 that the H 1 (Ω h ) error is optimal order for k ≤ 3, consistent with Theorem 2. In these cases, the L 2 (Ω h ) error is also optimal order, and the boundary error is higher order for quadratics. For k ≥ 4 our numerical experiments seem to predict the error
which coincides with Theorem 2.
It appears from Table 4 that the boundary error term
which is consistent with Theorem 2.
6.
2. An example with δ < 0. Now consider the case where Ω is a disc of radius 1 centered at the origin, having a concentric disc of radius R < 1 removed. Again, it is not difficult to show that Assumption 3 holds for our meshes. For boundary value problem, we take R = 1 2 and −∆u = f , with u(x, y) = (x 2 + y 2 ) − 5(x 2 + y 2 ) 2 + 4(x 2 + y 2 ) 3 , f = −4 + 80(x 2 + y 2 ) − 144(x 2 + y 2 ) 2 in the computational experiments described in Table 5 . Note that u vanishes on both boundary arcs. Note that the error estimates are consistent with Theorem 2. Table 4 . Errors u h − u I L 2 (Ω h ) , u h − u I H 1 (Ω h ) , and |δ −1/2 (u h − u I ) L 2 (∂Ω h ) as a function of mesh size (hmax) for the method (11) for various polynomial degrees k. The fudge factor was taken to be 10 −13 . Results were insignificantly different for smaller values. Key: M is the value of the meshsize input parameter to the mshr function circle used to generate the mesh. The number of boundary edges was set to 5M , and hmax is the maximum mesh size.
Boundary layers
It is natural to expect the error with various boundary approximations might be limited to a boundary layer, with the interior error of a smaller magnitude. Our observations indicate something like this, but the behavior is more complex. In Figure 4 , we see two computations done on the same mesh based on a triangulation of Ω h with ∂Ω h having 80 segments and using piecewise-quadratic approximation. In Figure 4(a) , we see the simple polygonal approximation Table 5 . Errors u h − u I measured in L 2 (Ω h ) (L2 error), H 1 (Ω h ) (H1 error), and L 2 (∂Ω h ) (bdry error) as a function of mesh size (hmax) for the the Robin approximation in (11) , for selected polynomial degrees k. = 10 −9 . Key: M is the value of the meshsize input parameter to the mshr function circle used to generate the mesh. The number of boundary edges for the outer boundary was set to 4M , and the number of boundary edges for the inner boundary was set to 2M .
(a) (b) Figure 4 . Error with piecewise quadratics on a mesh with ∂Ω h having 80 segments. The mesh is drawn in the plane corresponding to zero error. (a) The method (2) , no boundary integral corrections. The error is uniformly positive. (b) The Robin-like method (7) . The error oscillates around zero. Note the factor of ten difference in scales in the error plots.
(2). In this case, the error is somewhat larger near the boundary, but it does not decay to zero in the interior. Thus there is a significant pollution effect away from the boundary. On the other hand, Figure 4(b) shows what happens if the Robin-like method (7) . Now we see that the error does decay towards zero in the interior, with the majority of the error concentrated at the boundary.
Higher order and symmetric methods
The Robin-type method presented in the previous section is at most of O(h 7/2 ). High-order methods using the same techinique do not lead to symmetric systems. For simplicity assume 
