Abstract
Introduction
Channel codes have long been used for improving the detection performance in digital communication links. One of the earliest practical applications of channel codes was in deep space applications, where a large free space propagation loss between a spacecraft and an earth based receiver had to be overcome. This was accomplished by using channel codes. Meantime, other applications like satellite communication systems and microwave radio links required only very simple channel codes due to their smaller propagation losses.
The introduction of digital mobile telephony and wireless data communications has changed this situation dramatically. The use of more advanced channel codes has become essential, since they can provide both improved detection performance and better bandwidth efficiency. It is desirable that these codes have a reasonable decoding complexity, allowing for cheap and small consumer devices with low energy consumption [1] .
Concatenated coding is a powerful way of achieving large coding gains on the additive white Gaussian noise (AWGN) channel with manageable receiver complexity.
Partial-response channels, also called channels with correlative level coding, have been studied for years by several authors [2] . The methods of channel shaping, signaling and coding that they have developed are motivated by the need to better handle the problem of intersymbol interference and to utilize more efficiently the bandwidth of a given channel.
Convolutional Codes
Convolutional codes are characterized by encoders that output n bits of encoded data for every k bits of data message they receive, for a code rate R = k/n.
Convolutional encoders, have memory. This means that every k-bit input affects the value of K n-bit outputs of the encoder, where K is a code parameter called the constraint length. A block diagram of a convolutional encoder is shown in Fig. (1) . The memory of the encoder is implemented by a K x L shift register, where L is the number of stages in the shift register [1] . On each clock cycle, the n output bits are computed by linear combination of the k bits at the encoder input and the M bits in the encoder memory. The linear combinations used to calculate the output bits can be expressed as a set of n x k generator polynomials, g (a,b) (D) [1] .
Turbo codes make use of a special case of the convolutional encoder with k = 1. By using only one input stream, the decoder complexity can be kept at a tractable level. This scheme has a code rate of R = 1/n , which can result in an inefficient (low information throughput) code for all but the smallest values of n. One solution to this problem is to systematically delete some of the bits from the encoder output stream, a process known as puncturing. For instance, a code with rate 1/3 can be increased to a rate of 2/5 if every sixth output bit is not transmitted over the channel. While puncturing reduces the effectiveness of the code, it is useful for increasing the code rate without a corresponding increase in decoder complexity [1] . The Convolutional encoders used in turbo coding are also systematic and Recursive. Systematic implies that, the encoder inputs are part of the outputs. Thus, one of the n output bits of the decoder is the incoming message bit [1] . Traditional Convolutional encoders do not employ feedback, and thus can be thought of as Finite Impulse Response (FIR) filters, where they outperform a Non-Systematic Convolutional (NSC) code. Recursive convolutional encoders have a feedback component that makes the encoder behave like an Infinite Impulse Response (IIR) filter [1] .
Puncturing Concept
Punctured convolution codes are used in applications requiring an agreement between rate and error protection for providing variable transmission rate. The former is useful in applications such as compressed voice or video transmission where it is useful to error protection some bits more than others. The latter is important in any application where sources with different rates are multiplexed through the same physical channel [3] . For the special case of k = 1, codes with rates 1/3, 1/5, 1/7 are sometimes called mother codes. These single bit input codes can be combined to produce punctured codes that give code rate other than 1/n. Punctured convolutional codes are derived from convolutional codes by puncturing or omitting encoded symbols periodically from a rate 1/n mother codes. The basic idea behind punctured convolutional codes is a simple one. Suppose an encoder with rate 1/n is constructed, such an encoder produces n code bits per message bit. For instance a rate 1/2 code might produce code bits (c 0 , c 1 ).
Parallel Concatenated Convolutional Codes (PCCCs)
The block diagram of a PCCC is shown in Fig. (2) . In this figure, a rate 1/3 PCCC is obtained using two rate 1/2 encoders with an interleaver [4] . λ(C 1 ,I) and λ(C 2 ,I) are fed from the demodulator to the input port of SISO 1 and SISO 2 respectively at the same time. Here, number 1 and, 2 refer to the first and second encoders (or decoders) respectively. At the first iteration, λ(U 1 ,I), and λ(U 2 ,I) are zero (there is no prior information available on the input information bits of each encoders). λ(U 1 ,O) are passed through interleaver to obtain λ(U 2 ,I), while λ(U 2 ,O) are de-interleaved to obtain λ(U 1 ,I) to start the second iteration. At final iteration, λ(U 2 ,I) will be summed with λ(U 2 ,O) to give estimated information bits Û [4] . 
Turbo Codes
In [5] , the author presented system of two or more parallel concatenated convolutional codes connected with an interleaver and decoded using an iterative technique. These codes are capable of operating near Shannon capacity on additive white Gaussian noise (AWGN) channels. The term turbo decoding has subsequently come to refer to this iterative decoding process. Therefore, turbo decoding refers to the iterative decoding process for both parallel and serial concatenation systems. Investigating the application of turbo decoding to partial response channels, a technique involves using an additional SISO detector matched to the partial response channel, followed by the standard turbo system of two SISO detectors (matched to the constituent convolutional encoders) in parallel concatenated system or one SISO detector in serial concatenated system turbo decoder [6] . The parallel concatenated convolutional system of partial response channels without precoder is used in this paper.
The Proposed Parallel Concatenated Convolutional Code System
The proposed system in this paper is shown in Fig. (3) . It consists of three convolutional codes section connected in parallel. The input data sequence is first directly entering the first convolutional encoder. Another branch of the input data is then interleaved (permuted) by the first interleaver before entering the second convolutional encoder. This output sequence of the first interleaver is then passed through a second interleaver, π 2 . The output sequence of the second interleaver is then entering the third convolutional encoder resulting in the partial response channel input sequence. The MUX section converts the outputs of the three parallel convolutional encoders sequences to a single serial sequence. The puncturing is accomplished by omitting as many parity bits as is necessary to achieve the desired rate. The DEMUXDE-Puncture block section in the receiver reverses the process of the MUX Puncture block, converting a serial sequence into three parallel sequences. All the blocks of the receiver have a reverse function according to the transmitter blocks. 
The Results and the Discussion

The Effect of Interleaver Length
In this sub-section, two cases on interleaving block size N in a parallel iterative coding system for partial response channel is shown in Fig. (4) . with N = 4000 bit, the system performance in the achieved BER for SNR above 3 dB is outperformed with the case of N = 2000 bit. The three convolutional decoder used in this part of simulation is set to 1/3 rate. 
The Effect of Various Convolutional Encoder Rate
In the next test, the rate of the three conventional decoder is changed according to the interleaver code rate which is N = 4000 bits that gives lower BER performance. As we notice from Fig. (5) , that the best system performance is achieved when the rate of the three convolutional decoders is 1/4. 
Conclusions
Many important points are noted during simulation and discussion of the results of the proposed system with AWGN channel. As we noticed from the previous figures of the results, using more than two convolutional encoder is a good candidate for improving the BER performance. Also, using variable code rates for the inner convolutional encoder may enhance the system performance. On the other hands, it's obvious from the results that the parallel section of the convolutional encoders is achieved higher performance than the series sections in spite of complexity. 
