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A NOTION OF NONPOSITIVE CURVATURE FOR GENERAL
METRIC SPACES
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AND ARMIN SCHIKORRA
Abstract. We introduce a new definition of nonpositive curvature in metric
spaces and study its relationship to the existing notions of nonpositive cur-
vature in comparison geometry. The main feature of our definition is that it
applies to all metric spaces and does not rely on geodesics. Moreover, a scaled
and a relaxed version of our definition are appropriate in discrete metric spaces,
and are believed to be of interest in geometric data analysis.
1. Introduction
The aim of the present paper is to introduce a new definition of nonpositive
curvature in metric spaces. Similarly to the definitions of Busemann and CAT(0)
spaces, it is based on comparing triangles in the metric space in question with
triangles in the Euclidean plane, but it does not require the space be geodesic.
Let (X, d) be a metric space. A triple of points (a1, a2, a3) in X is called a
triangle and the points a1, a2, a3 are called its vertices. For this triangle in (X, d),
there exist points a1, a2, a3 ∈ R2 such that
d (ai, aj) = ‖ai − aj‖ , for every i, j = 1, 2, 3,
where ‖ · ‖ stands for the Euclidean distance. The triple of points (a1, a2, a3) is
called a comparison triangle for the triangle (a1, a2, a3) , and it is unique up to
isometries.
Given these two triangles, we define the functions
ρ(a1,a2,a3)(x) = maxi=1,2,3
d(x, ai), x ∈ X,
and,
ρ(a1,a2,a3)(x) = maxi=1,2,3
‖x− ai‖ , x ∈ R2.
The numbers
r (a1, a2, a3) := inf
x∈X
ρ(a1,a2,a3)(x) and r (a1, a2, a3) := min
x∈R
ρ(a1,a2,a3)(x)
are called the circumradii of the respective triangles. Next we can introduce our
main definition.
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Definition 1.1 (Nonpositive curvature). Let (X, d) be a metric space. We say that
CurvX ≤ 0 if, for each triangle (a1, a2, a3) in X, we have
(1) r (a1, a2, a3) ≤ r (a1, a2, a3) ,
where ai with i = 1, 2, 3 are the vertices of an associated comparison triangle.
As we shall see, our definition of nonpositive curvature is implied by the CAT(0)
property, but not by nonpositive curvature in the sense of Busemann. In Riemann-
ian manifolds, however, all of them are equivalent to global nonpositive sectional
curvature. We also make a connection to the celebrated Kirszbraun extension the-
orem.
In order to appreciate the geometric content of our definition, let us assume that
the infimum in (1) is attained, i.e., there exists some m ∈ X with
(2) d(m, ai) ≤ r (a1, a2, a3) = inf
x∈X
ρ(a1,a2,a3)(x).
We then call such an m a circumcenter of the triangle with vertices a1, a2, a3. This
can be equivalently expressed as
(3)
⋂
i=1,2,3
B (ai, r (a1, a2, a3)) 6= ∅,
where B(x, r) := {y ∈ X : d(x, y) ≤ r} denotes a closed distance ball. The inter-
section is nonempty because it contains the point m. The condition (3) as such,
however, does not involve the point m explicitly. Our curvature inequality thus
embodies the principle that three balls in X should have a nonempty intersection
whenever the corresponding balls in the Euclidean plane with the same distances
between their centers intersect nontrivially. It therefore is meaningful in a general
metric space to search for the minimal radius for which the balls centered at three
given points have a nonempty intersection. In such a general context, curvature
bounds can therefore be interpreted as quantification of the dependence of such a
minimal radius on the distances between the points involved, as compared to the
Euclidean situation. Below, we shall also discuss how this principle can be adapted
to discrete metric spaces. This should justify the word “general” in the title of our
paper.
It is also worth mentioning that our definition of nonpositive curvature is stable
under the Gromov-Hausdorff convergence.
2. Preliminaries
We first introduce some terminology from metric geometry and recall a few
facts. As references on the subject, we recommend [1, 2, 4]. Let (X, d) be a metric
space and let x, y ∈ X. If there exists a point m ∈ X such that d(x,m) = d(m, y) =
1
2d(x, y), we call it a midpoint of x, y. Similarly, we say that a pair of points x, y ∈ X
has approximate midpoints if for every ε > 0 there exists m ∈ X such that
max {d(x,m), d(y,m)} ≤ 1
2
d(x, y) + ε.
A continuous mapping γ : [0, 1]→ X is called a path and its length is defined as
length(γ) := sup
n∑
i=1
d (γ (ti−1) , γ (ti)) ,
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where the supremum is taken over the set of all partitions 0 = t0 < · · · < tn = 1
of the interval [0, 1], with an arbitrary n ∈ N. Given x, y ∈ X, we say that a path
γ : [0, 1] → X joins x and y if γ(0) = x and γ(1) = y. A metric space (X, d) is a
length space if
d(x, y) = inf {length(γ) : path γ joins x, y} ,
for every x, y ∈ X. A complete metric space is a lenght space if and only if each
pair of points has approximate midpoints.
A metric space (X, d) is called geodesic if each pair of points x, y ∈ X is joined
by a path γ : [0, 1]→ X such that
d (γ(s), γ(t)) = d(x, y) |s− t|,
for every s, t ∈ [0, 1]. The path γ is then called a geodesic and occasionally denoted
[x, y]. If each pair of points is connected by a unique geodesic, we call the space
uniquely geodesic.
Denote by Zt(x, y) the set of t-midpoints, i.e. z ∈ Zt(x, y) iff td(x, y) = d(x, z)
and (1−t)d(x, y) = d(z.y). A geodesic space is called non-branching if for each triple
of points x, y, y′ ∈ X with d(x, y) = d(x, y) the condition Zt(x, y) ∩ Zt(x, y′) 6= ∅
for some t ∈ (0, 1) implies that y = y′.
2.1. Busemann spaces. A geodesic space (X, d) is a Busemann space if and only
if, for every geodesics γ, η : [0, 1] → X, the function t 7→ d (γ(t), η(t)) is convex
on [0, 1]. This property in particular implies that Busemann spaces are uniquely
geodesic.
2.2. Hadamard spaces. Let (X, d) be a geodesic space. If for each point z ∈ X,
each geodesic γ : [0, 1]→ X, and t ∈ [0, 1], we have
(4) d (z, γ(t))
2 ≤ (1− t)d (z, γ(0))2 + td (z, γ(1))2 − t(1− t)d (γ(0), γ(1))2 ,
the space (X, d) is called CAT(0). It is easy to see that CAT(0) spaces are Buse-
mann. A complete CAT(0) space is called an Hadamard space.
3. Connections to other definitions of NPC
In this section we study the relationship between Definition 1.1 and other notions
of nonpositive curvature that are known in comparison geometry.
We begin with a simple observation. If a metric space (X, d) is complete and
CurvX ≤ 0, then it is a length space. If we moreover required the function
ρ(a1,a2,a3)(·) from Definition 1.1 to attain its minimum, we would obtain a geo-
desic space. That is a motivation for introducing scaled and relaxed versions of
Definition 1.1 in Section 4.
To show that Hadamard spaces have nonpositive curvature in the sense of Defi-
nition 1.1, we need the following version of the Kirszbraun extension theorem with
Hadamard space target. By a nonexpansive mapping we mean a 1-Lipschitz map-
ping.
Theorem 3.1 (Lang-Schroeder). Let (H, d) be an Hadamard space and let S ⊂ R2
be an arbitrary set. Then for each nonexpansive mapping f : S → H, there exists a
nonexpansive mapping F : R2 → H such that F S= f.
Proof. See [5]. 
Corollary 3.2. Let (H, d) be an Hadamard space. Then CurvH ≤ 0.
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Proof. Consider a triangle with vertices a1, a2, a3 ∈ H and apply Theorem 3.1 to
the set S := {a1, a2, a3} and isometry f : ai 7→ ai, for i = 1, 2, 3. We obtain a
nonexpansive mapping F : R2 → H which maps the circumcenter a of S to some
a ∈ H. By nonexpansiveness, d(a, ai) ≤ ‖a − ai‖, which is exactly the condition
in (4). 
In case of Hadamard manifolds, one can argue in a more elementary way than
via Theorem 3.1. We include the proof since it is of independent interest. The
following fact, which holds in all Hadamard spaces, will be used.
Lemma 3.3. Let (H, d) be an Hadamard space. Assume γ : [0, 1]→ H is a geodesic
and z ∈ H \ γ. Then
lim
t→0+
d (z, γ0)− d (z, γt)
t
= ∠ (γ(1), γ(0), z) .
The existence of the limit is part of the statement. The RHS denotes the angle at
γ(0) between γ and [γ(0), z] .
Proof. Cf. [2, p. 185]. 
Theorem 3.4. Let M be an Hadamard manifold. Then CurvM ≤ 0.
Proof. Choose a triangle with vertices a1, a2, a3 ∈ M and observe that the set of
minimizers of the function ρ(a1,a2,a3)(·) coincides with the set of minimizers of the
function
x 7→ max
i=1,2,3
d(x, ai)
2, x ∈ X.
Since the latter function is strongly convex on Hadamard manifolds, it has a unique
minimizer m ∈ M. Denote bi = exp−1m (ai) ∈ TmM for every i = 1, 2, 3. We claim
that b1, b2, b3 lie in a plane containing 0. Indeed, if it were not the case, there would
exist a vector v ∈ TmM such that 〈v, bi〉m > 0 for every = 1, 2, 3. According to
Lemma 3.3 we would than have
lim
t→0+
d (bi,m)− d (bi, expm(tv))
t
> 0,
for every i = 1, 2, 3. There is hence ε > 0 such that
d (bi,m) > d (bi, expm(tv)) ,
for every t ∈ (0, ε) and i = 1, 2, 3. This is a contradiction to m being a minimizer
of ρ(a1,a2,a3)(·). We can therefore conclude that b1, b2, b3 lie in a plane containing 0.
By an elementary Euclidean geometry argument we obtain that
r (a1, a2, a3) = r (b1, b2, b3) .
Since SecM ≤ 0, we have ‖bi− bj‖ ≤ d(ai, aj) for every i, j = 1, 2, 3. Consequently,
r (a1, a2, a3) ≥ r (b1, b2, b3) ,
which finishes the proof. 
The converse implication holds as well.
Theorem 3.5. Let M be a smooth manifold with CurvM ≤ 0. Then SecM ≤ 0.
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We shall prove this theorem in the remainder of the present section. Naturally,
our arguments are local, and to obtain nonpositive sectional curvature at a point
m ∈M, we only need assume that (1) is satisfied for all sufficiently small triangles
around this point.
Let us choose a plane Π ⊂ TmM and pick three unit vectors X,Y, Z ∈ Π with
(5) ∠XOY = ∠Y OZ = ∠ZOX = 2pi
3
,
where O ∈ TmM is the origin and the angles are measured in the metric of TmM .
Furthermore, we set γX(t) := expm tX, γY (t) := expm tY, γZ(t) := expm tZ, for all
small t > 0.
Lemma 3.6. For sufficiently small t, the center of the minimal enclosing ball of
γX(t), γY (t), γZ(t) in M is m, and the circumradius is equal to t, that is,
t = ργX(t),γY (t),γZ(t)(m) = r (γX(t), γY (t), γZ(t)) .
Proof. For small enough t we can pick a convex neighborhood W ⊂ M of m con-
taining γX(t), γY (t), γZ(t) such that the ργX(t),γY (t),γZ(t)(·) has a unique minimizer
on W.
Fix a unit vector V ∈ TmM . We first show that there exists U ∈ {X,Y, Z} such
that
(6) lim
ε→0+
d(γU (t), expm(εV ))
2 − d(γU (t),m)2
ε
≥ 0,
and ρ(m) = d (γU (t),m) . If that were true, then for all z ∈ W sufficiently close to
m, we would have
ρ(expm(εV ))
2 − ρ(m)2
ε
≥ d(γU (t), expm(εV ))
2 − d(γU (t),m)2
ε
.
Hence
lim
ε→0+
ρ(expm(εV ))
2 − ρ(m)2
ε
≥ 0.
If this holds for any V ∈ TmM , together with the convexity of ρ we obtain that m
is the unique minimizer.
To prove the existence of U satisfying (6), decompose V = λV Π + µV ⊥, where
V Π ∈ Π and V ⊥ ∈ Π⊥ are unit vectors and λ, µ ∈ R. On the one hand, for any
U ∈ Π by the first variation of the distance function gives
d
dε
∣∣∣
ε=0
d(γU (t), expm(εV
⊥))2 = 0.
On the other hand, by (5) there has to be some U ∈ {X,Y, Z} such that
∠UOV Π ≥ 2pi
3
>
pi
2
.
If W is small enough (independent of t), the uniform bound away from pi2 implies
that for any sufficiently small ε > 0
d(γU (t), expm(εV
Π)) > d(γU (t),m),
which establishes (6). Since we have ρ(m) = d (γU (t),m) , the Lemma 3.6 is proved.

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Now let x(t), y(t), z(t) be a comparison triangle in R2 for the geodesic triangle
γX(t), γY (t), γZ(t) in M. Let m(t) be the minimizer of ρx(t),y(t),z(t)(·) in R2. By
Lemma 3.6 and by the assumption of nonpositive curvature in the sense of Defini-
tion 1.1, we have
t = r (γX(t), γY (t), γZ(t)) ≤ r (x(t), y(t), z(t)) .
On the other hand, the origin O is the minimizer of ρ(tX,tY,tZ)(·). Now we can
conclude from a fully Euclidean argument the following. There are two possibilities
for m(t). It either lies on one of the sides of the triangle x(t), y(t), z(t), say m(t) ∈
[x(t), y(t)] , in which case
‖x(t)− y(t)‖ ≥ 2t > ‖tX − tY ‖ ,
or m has equal distance to x(t), y(t), and z(t), so at least one angle at m is greater
or equal 2pi3 , say ∠ (x(t),m(t), y(t)) ≥ 2pi3 . Since the angle ∠XOY = 2pi3 , it must be
that
‖x(t)− y(t)‖ ≥ ‖tX − tY ‖ .
Given t > 0, there exist therefore U, V ∈ {X,Y, Z}, with U 6= V, such that
d(γU (t), γV (t)) = ‖u(t)− v(t)‖ ≥ ‖tU − tV ‖ ,
and in particular there exists a sequence ti → 0 and U, V ∈ {X,Y, Z}, with U 6= V,
such that this holds for any i ∈ N. By the following Lemma 3.7, the sectional
curvature of the plane Π := span(X,Y, Z) at m is nonpositive. Its proof follows
from the second variation formula of the energy of geodesics.
Lemma 3.7. Let X,Y ∈ TmM be two independent unit tangent vectors at m.
Then
lim
t→0
1
t2
(
d(expm(tX), expm(tY ))
t ‖X − Y ‖ − 1
)
= −C (n,∠(X,Y ))K(X,Y ),
where K(X,Y ) is the sectional curvature of span(X,Y ). In particular, if the sec-
tional curvature of a plane Π ⊂ TmM is finite, and there exist unit vectors X and
Y spanning Π such that for some sequence ti → 0,
d (expm(tiX), expm(tiY )) ≥ ti ‖X − Y ‖ , for each i ∈ N,
then the sectional curvature of Π is nonpositive.
The proof of Theorem 3.5 is now complete.
4. Scaled and relaxed nonpositive curvature
We now introduce a quantitative version of nonpositive curvature from Defini-
tion 1.1. It is appropriate in discrete metric spaces.
Definition 4.1. A metric space (X, d) has nonpositive curvature at scale β > 0 if
inf
x∈X
ρ(a1,a2,a3)(x) ≤ min
x∈R2
ρ(a1,a2,a3)(x),
for every triangle a1, a2, a3 ∈ X such that d (ai, aj) ≥ β for every i, j = 1, 2, 3 with
i 6= j. Denote this curvature condition by Curvβ X ≤ 0.
Again, whenever the infimum is attained, this condition can be formulated in
terms of intersections of distance balls.
Another way to relax the nonpositive curvature condition from Definition 1.1 is
to allow a small error.
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Definition 4.2. A metric space (X, d) has ε-relaxed nonpositive curvature, where
ε > 0, if
inf
x∈X
ρ(a1,a2,a3)(x) ≤ min
x∈R2
ρ(a1,a2,a3)(x) + ε,
for every triangle a1, a2, a3 ∈ X. Denote this curvature condition by ε- CurvX ≤ 0.
We will now observe that this relaxed nonpositive curvature is enjoyed by δ-
hyperbolic spaces, where δ > 0. Recall that a geodesic space is δ-hyperbolic if every
geodesic triangle is contained in the δ-neighborhood of its arbitrary two sides [2,
p. 399]. Consider thus a geodesic triangle a1, a2, a3 ∈ X in a δ-hyperbolic space
(X, d). By the triangle inequality, one can see that
inf
x∈X
ρ(a1,a2,a3)(x) ≤
1
2
max
i,j=1,2,3
d (ai, aj) + 2δ ≤ min
x∈R2
ρ(a1,a2,a3)(x) + 2δ,
and therefore 2δ- CurvX ≤ 0.
This in particular applies to Gromov hyperbolic groups. A group is called hyper-
bolic if there exists δ > 0 such that its Cayley graph is a δ-hyperbolic space. The
above discussion hence implies that a hyperbolic group has ε-relaxed nonpositive
curvature for some ε > 0. We should like to mention that Y. Ollivier has recently
esthablished coarse Ricci curvature for hyperbolic groups [6, Example 15]. For more
details on hyperbolic spaces and groups, the reader is referred to [2].
In conclusion, Definitions 4.1 and 4.2 require “large” triangles only to satisfy
some nonpositive curvature conditions, whereas “small” triangles can be arbitrary.
This, in particular, allows for the notion of nonpositive curvature in discrete metric
spaces and might be useful in geometric data analysis.
5. From local to global
In the sense of Alexandrov, any simply-connected geodesic space with local non-
positive curvature has global nonpositive curvature, i.e. CAT(0): It is a natural
question to ask when such kind of globalization theorem holds for our curvature
definition.
Definition 5.1. A metric space (X, d) has local nonpositive curvature if for each
x ∈ X there is a neighborhood U such that the curvature condition holds for all
triangles in U . We denote this curvature condition by CurvlocX ≤ 0.
If every point x admits a convex neighborhood Ux then the condition can be also
written as
CurvlocX ≤ 0⇐⇒ ∀x ∈ X : CurvUx ≤ 0.
Theorem 5.2. Assume that (X, d) is a geodesic space with CurvlocX ≤ 0 and the
circumcenter is attained for every triangle {ai}3i=1. If (X, d) is globally nonpositive
curved in the sense of Busemann, then we have CurvX ≤ 0.
Proof. For any triangle {ai}3i=1 in X, it suffices to show (1). Let m be the circum-
center of the triangle {ai}3i=1 and mai, 1 ≤ i ≤ 3, the minimizing geodesic connect-
ing m and ai. For any t > 0, let a
t
i be the point on the geodesic mai such that
|mati| = t|mai|. By the contradiction argument, one can show that m is the circum-
center of the triangle {ati}3i=1 for any t > 0, and hence r (at1, at2, at3) = t·r (a1, a2, a3) .
By the local curvature condition, there exists a small neighbourhood Um of m in
which the comparison (1) holds. We know that for sufficiently small t > 0, ati ∈ Um
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for 1 ≤ i ≤ 3. Hence for the corresponding comparison triangle {ati} in R2, we have
r
(
at1, a
t
2, a
t
3
) ≤ r (at1, at2, at3) .
The global Busemann condition for the triangle {m, ai, ai+1}, 1 ≤ i ≤ 3, implies
that |atiati+1| ≤ t|ai, ai+1| where the indices are understood in the sense of module
3. Hence r
(
at1, a
t
2, a
t
3
) ≤ t · r (a1, a2, a3) .
Combining all these facts, we have r (a1, a2, a3) ≤ r (a1, a2, a3) which proves the
theorem. 
6. The Kirszbraun theorem and general curvature bounds
In this section, we shall describe that our constructions and results can be ex-
tended to curvature bounds other than 0. We shall generalize the result of Section 3
to arbitrary curvature bounds both from above and below. For that purpose, we
show a direct implication of our curvature comparison by Kirszbraun’s theorem on
Lipschitz extension by [5]. Given κ ∈ R, let CBB(κ) denote the class of Alexandrov
spaces with sectional curvature bounded from below by κ and CAT(κ) the class
of spaces with sectional curvature bounded from above by κ. As a reference on
Alexandrov geometry, we recommend [2, 3]. The symbol
(
M2κ, dκ
)
stands for the
model plane, as usually.
Theorem 6.1 (Kirszbraun’s theorem). Let L ∈ CBB(κ), U ∈ CAT(κ), Q ⊂ L
and f : Q → U be a nonexpansive map. Assume that there is z ∈ U such that
f(Q) ⊂ B
(
z, pi
2
√
κ
)
if κ > 0. Then f : Q → U can be extended to a nonexpansive
map F : L → U .
Proof. Cf. [5]. 
As a convention, we exclude large triangles in what follows if κ > 0.
Definition 6.2. Let (X, d) be a metric space. We say that CurvX ≤ κ if, for
each triangle (a1, a2, a3) in X, we have r (a1, a2, a3) ≤ r (a1, a2, a3) , where ai with
i = 1, 2, 3 are the vertices of an associated comparison triangle in M2κ. Similarly, we
say that CurvX ≥ κ if, for each triangle (a1, a2, a3) in X, we have r (a1, a2, a3) ≥
r (a1, a2, a3) , where ai with i = 1, 2, 3 are the vertices of an associated comparison
triangle in M2κ.
Theorem 6.3. Let (X, d) be a CAT(κ) space. Then CurvX ≤ κ.
Proof. Let (x1, x2, x3) be a triangle in X and (x1, x2, x3) be the comparison triangle
in M2κ. By the definition of comparison triangle, the map f : {x1, x2, x3} → X
defined by f (xi) = xi for i = 1, 2, 3 is an isometry. By Theorem 6.1, the mapping
f can be extended to a nonexpansive map F : M2κ → X. Let m ∈ M2κ be the
circumcenter of x1, x2, x3. Then by the nonexpansiveness of the map F, we have
d (F (m) , xi) ≤ dκ (m,xi) ≤ r (x1, x2, x3) , i = 1, 2, 3.
Hence, we have r (x1, x2, x3) ≤ r (x1, x2, x3) by the very definition of the circumra-
dius of (x1, x2, x3) . 
We note that we can also define a lower curvature bound for any κ by requiring
that the circumradius of comparison triangle for a triangle ∆ is less than or equal
to the circumcenter of the triangle ∆. Similar to the theorem above one can use
Kirszbraun’s theorem to prove:
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Theorem 6.4. Let (X, d) be a CBB(κ) space. Then CurvX ≥ κ.
Proof. Let (x1, x2, x3) be a triangle in X and (x1, x2, x3) be the comparison triangle
in M2κ. By the definition of comparison triangle, the map f : {x1, x2, x3} → M2κ
defined by f(xi) = xi for i = 1, 2, 3 is an isometry. By Kirszbraun’s theorem, the
map f can be extended to a nonexpansive map F : X → M2κ. Let (ml) ⊂ X be a
minimizing sequence of the function ρx1,x2,x3(·). Then by the nonexpansiveness of
the map F, we have
lim
l→∞
dκ (F (ml) , xi) ≤ lim
l→∞
d (ml, xi) ≤ r (x1, x2, x3) , i = 1, 2, 3.
Hence, we have r (x1, x2, x3) ≤ r (x1, x2, x3) by the very definition of the circumra-
dius of (x1, x2, x3) . 
We end this section by showing a metric implication, which generalized an ob-
servation made in Section 3.
Proposition 6.5. Let (X, d) be a complete metric space. If CurvX ≤ κ for some
κ ∈ R, then it is a length space.
Proof. We will show that each pair of points has approximate midpoints. Let
x, y ∈ X and choose a triangle (x1, x2, x3) in X such that x1 = x2 = x and x3 = y.
The circumcenter of the comparison triangle is the midpoint m of the geodesic
x1, x3. By our assumptions we have the inequality
r (x1, x2, x3) ≤ r (x1, x2, x3) = 1
2
‖x1 − x3‖ = 1
2
d(x, y),
and since it always holds 12d(x, y) ≤ r (x1, x2, x3) , we obtain that there exists a
sequence (ml) ⊂ X such that d(x,ml), d(y,ml) → 12d(x, y). That is, the pair of
points x, y has approximate midpoints. 
Proposition 6.6. Let (X, d) be a geodesic space. If CurvX ≥ κ, then the space is
non-branching.
Proof. Assume the space is branching, then there are three distinct point x, y, y′ ∈
X such that z ∈ Z 1
2
(x, y) ∩ Z 1
2
(x, y′) and it is not difficult to see that d(y, y′) ≤
d(x, y) = d(x, y′) and thus r(x, y, y′) = d(x, y)/2. Note, however, that the cor-
responding comparison triangle (x¯, y¯, y¯′) is a regular isosceles triangle and hence
r(x¯, y¯, y¯′) > d(x¯, y¯)/2 = r(x, y, y′). But this violates the curvature conditions and
hence the space cannot contain branching geodesics. 
7. Lp-spaces and the curvature condition
We have the following surprising result for the new curvature condition.
Theorem 7.1 (Curvature of Lp-spaces). We have CurvLp ≤ 0 if and only if p = 2
or p =∞.
Proof. Since CurvLp ≤ 0 trivially, we show that CurvL∞ ≤ 0. Let (x1, x2, x3) be
a triangle in L∞ and without loss of generality [x1, x2] be the longest side. Further-
more let (x1, x2, x3) be the comparison triangle in R2 for the triangle (x1, x2, x3) .
We claim that
r (x1, x2, x3) =
1
2
‖x1 − x2‖∞ .
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Figure 1.
2 < p <∞
Figure 2.
1 < p < 2
Because in R2 one always has 12 ‖x1 − x2‖ ≤ r (x1, x2, x3), we have r (x1, x2, x3) ≤
r (x1, x2, x3) and thus CurvL
∞ ≤ 0.
In order to prove the claim, we will construct a circumcenter explicitly: Let c ∈
L∞ be the point that is for each coordinate a circumcenter, that is, for coordinate
l ∈ N if xli ≤ xlj ≤ xlk then cl = x
l
k−xli
2 . One can easily see that ‖c− xi‖∞ =
1
2 ‖x1 − x2‖∞ and that there cannot be any point closer to all three points at once.
We now turn to the statement about Lp-spaces with p ∈ (1, 2)∪(2,∞). In order to
show that these Lp-spaces do not satisfy the curvature condition we will construct
explicit counterexamples. For this note that it suffices to show that
(
R2, ‖ · ‖p
)
admits a counterexample, since each Lp-space with p ∈ (1,∞) contains (R2, ‖ · ‖p).
Assume first that 2 < p <∞ and let (A,B,C) be the triangle with coordinates
A = (0, 1), B = (−1, 0) and C = (1, 0), see Figure 1. The length of the sides with
respect to the Lp-norm are a = 2 and b = c = p
√
2 <
√
2. Now find the triangle
A′ = (0, y) such that y > 1 and b′ = c′ =
√
2. One easily sees that this triangle is
not obtuse and thus r (A′, B, C) > 1, but the corresponding comparison triangle in
R2 is rectangular and its circumradius is 1. All Lp-spaces with 2 < p < ∞ do not
satisfy the curvature condition.
Now assume 1 < p < 2. We assume again that (A,B,C) is a triangle on the
Lp-unit sphere with coordinate A = (r, r), B = (−r, r) and C = (r,−r), see Figure
2. One easily see that r = 1p√2 and that
b = c = 2r =
2
p
√
2
<
2√
2
=
√
2.
Thus we can again find a point A′ = (r′, r′) with r′ > r and b′ = c′ =
√
2. This
triangle is not obtuse and r (A′, B,C) > 1. Hence Lp with 1 < p < 2 does not
satisfy the curvature condition. 
Remark 7.2. Actually it is not difficult to show that Lp-spaces with p ∈ (1, 2) ∪
(2,∞) do not even satisfy a lower curvature bound.
Proof. In order to show that no Lp-space except for L2 can satisfy a lower curvature
bound take the two triangle above but change the condition 2 < p < ∞ and
1 < p < 2, see Figure 3 and 4. Now point A′ will lie inside the unit sphere and
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Figure 3.
2 < p <∞
Figure 4.
1 < p < 2
the corresponding triangles A′BC are in the interior of obtuse triangle with respect
to the Lp-norm. Since the comparison triangle in R2 is rectangular we can create
a acute isosceles triangle ∆˜ with base side length 1. Since the triangle A′BC is
in the interior of obtuse triangles the triangle ∆ corresponding to the comparison
triangle ∆˜ will be obtuse as well and its circumradius is 1. Since ∆˜ is regular, we
see that its circumradius is greater than 1, hence ∆ is a counterexample to a lower
curvature bound. 
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