We define a general concept of a network of analog modules connected by channels, processing data from a metric space A, and operating with respect to a global continuous clock T. The inputs and outputs of the network are continuous streams u : T → A, and the input-output behaviour of the network with system parameters from A is modelled by a function Φ :
Introduction
Digital and analog computation and communication both process infinite data such as real numbers, wave forms, signals, timed streams of data, and various 
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other kinds of functions. The data invariably originate as physical measurements from the world's work.
In digital computation and communication, data are ultimately discrete. Each datum is representable by finitely many symbols, and the set of data is countable. Data representations are often made from strings of bits {0, 1}, or of other finite alphabets, and computations are expressed by algorithms computing functions on these strings. In the case of nondeterministic algorithms, the functions are multivalued. Digital computation is exact in the following sense: given exact finite data as input, an exact computation returns exact finite data as output. The finite input may be an approximation to some question, in which case the finite output is an approximation to an answer. The quality of the digital computation is determined by the level of control of the errors in the approximations presented to and propagated by the algorithm. Indeed, the above notion of exactness can be lifted to digital computation on infinite data, i.e., computations from finite approximations of the input to finite approximations of the output, by calling such a computation "exact" when the computed function from input approximations to output approximations is accurate to any error margin. Digital computation is fundamentally computation by algorithms, which operate on symbols in discrete time.
In analog computation and communication, data is continuous. A datum can require an infinite symbolic representation, and the set of all representations is uncountable. Often the data are made from real numbers, and the functions computed are of the form f : R n → R m ; these may be partial and/or manyvalued.
Analog computation, as conceived by Lord Kelvin possibly related to [TT80] , Vannevar Bush [Bus31] , and Douglas Hartree [Har50] , is a form of experimental computation with physical systems called analog devices or analog computers. Historically, data are represented by measurable physical quantities, including lengths, shaft rotation, voltage, current, resistance, etc., and the analog devices that process these representations are made from mechanical or electro-mechanical or electronic components [Hol96, Joh96, Sma96] . Here experimental procedures applied to the machine, especially measurements, play a special role. The inexactness of the measurement means that only an approximate input can be measured and presented to the analog device, and only an approximate output can be measured and returned from it. (In practice, an error of within 1% was easily achieved.)
The exact theoretical values of the analog input and output are unknown -and, perhaps, unknowable. Analog computation is a form of computation by experimental procedures. In general, analog devices are based on physical technology that operates in continuous time.
Starting in the 1930s, classical computability theory has matured into a comprehensive and mathematically deep theory of digital computation. Since its creation, Turing computability and its equivalents have become the standard for what we mean by computation. The subject continues to develop in new directions and applications [Gri99] . Of particular relevance is Computable Analysis, where the theory is applied to computable functions on real numbers, Banach spaces, and, more generally, metric and topological spaces [PER89, Wei00] .
The theory of analog computation is less developed. A general purpose analog computer (GPAC) was introduced by Shannon [Sha41] as a model of Bush's Differential Analyzer [Puc96] . Shannon discovered that a function can be generated by a GPAC if, and only if, it is differentially algebraic, but his proof was incomplete. A basic study was made by Marian Pour-El [PE74] who gave some good characterisations of the analog computable functions, focusing on the classic analog systems built from adders, multipliers, integrators etc. This yielded a stronger model and a new proof of the Shannon's equivalence (and some new gaps, corrected by Lipshitz and Rubel [LR87] ). Using this characterisation in terms of algebraic differential equations, Pour-El showed that these analog models do not compute all computable functions on the reals.
measurement that make up a technology for analog computation? 2. Technology classification: Given a technology that builds systems from physical components, do these analog systems produce, by measurements, the same functions than those computed by algorithms?
Thanks to Shannon and Pour-El and the improvements of the later authors mentioned, we have an example of one possible precise formulation of, and negative answer to, these technology questions. Their models are based on the traditional technological components of analog computing up until the 1960s (adders, integrators, etc.). However, even for the case of traditional analog technologies, the conceptual basis is not sufficiently clear to answer even the first question fully. In this paper we will address these questions in some generality.
We begin, in Section 2, by defining a general concept of an analog network. This is a network of analog processing units connected by channels, processing data from a metric space A, and operating in continuous time, measured by a global clock T, which is modelled by the set of non-negative real numbers. The input and output of a network are continuous streams u : T → A.
Let C[T, A] be the set of all continuous streams equipped with the compactopen topology. The input-output behaviour of a network with system parameters from A r is modelled by a function of the form
is the set of all continuous streams of data from A. An analog network is designed according to some physical theory, but it will be used to compute by means of measurements on the network. We propose that the units satisfy an important physically motivated condition: causality. We show how to give an equational specification of the network.
In Section 3, we also propose a stability condition on the behaviour of the network, partially motivated by experimental procedure. We give a semantics for an equational specification of the network satisfying the causality condition. This involves solving a fixed point equation over C[T, A] using a custom-made contraction principle, based on the fact that C[T, A] can be locally approximated by metric spaces. This is an extension of the well-known Banach fixed point theorem for metric spaces [Eng89] . We derive the continuity of Φ from the continuity of the module functions. Hence, we have a conceptual and mathematical model of what it means for a network to be well-posed, and, therefore, for a function to be computable by measurements on an analog system.
In Section 4 we analyse in detail two case studies of analog computations, using mechanical systems in which data are represented by displacement, velocity 4
and acceleration. Our aim is give informative and complete case studies of our general model.
In Section 5 we compare analog and digital computation. For this we introduce a custom-made concrete (algorithmic) computation theory over
The theory is concrete in the sense that it is based on choosing particular representations of data [SHT99, TZ04, TZ05, TZ06] . This is, again, an extension to the non-metric space C[T, A] of the theory of concrete computations on metric algebras [TZ04] . We prove the following "soundness theorem" for analog, relative to concrete, computation.
Theorem. If the functions defined by the components of an analog network are all concretely computable, then so is the function defined by the whole network.
In particular, the results for traditional analog systems (based on real numbers and integrators etc.) can be easily derived. Settling a converse to these theorems, i.e., completeness of analog computation, would be of great interest. (For work related to completeness using other models of computation, see [GCB05, BCGH06, BCGH07] .)
We have also studied computation on discrete time streams [TZ94] , and networks that process discrete time in streams. In [TT91] we develop a theory of synchronous concurrent algorithms (SCAs) that generalise standard algorithmic discrete time models of computer hardware (microprocessors, systolic algorithms) and spatially extended dynamical systems (cellular automata, coupled map lattices, and neural networks). Mathematically, the present work can be seen as a generalisation of SCA's to continuous time.
We are grateful to Nicholas James, and to an anonymous referee, for some very helpful comments.
Analog networks
An analog network N consists of a number of modules and channels computing and communicating with data from a topological algebra A. We make this idea precise in several stages.
Data, time and streams
Assume we are working with data from a complete metric space (A, d A ). The network operates in continuous time T, modelled by the set of non-negative . We discuss properties of this topology, and equivalent formulations, below (Section 3).
Modules
A module M has finitely many input channels α 1 , . . . , α k M (k M ≥ 1), one output channel β (Figure 1 ), and locations for some parameters (not shown).
Each module M is specified by a total function with k M > 0 input streams, l M ≥ 0 input parameters and one output stream, which it "computes":
Examples 2.2.1. In classical analog computing (A = R), typical module operations are:
• Pointwise addition of two streams:
This has 2 input streams, and no parameters.
• Pointwise scalar multiplication of a stream by a constant "scalar":
This has 1 input stream u and 1 parameter c.
• Integration:
This has 1 input stream and 1 parameter (the constant of integration), typically associated with the initial value v(0) of the output v(t).
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• Stieltjes integration:
This has 2 input streams and 1 parameter (the constant of integration). Note that this is a partial operation, and treatment of it is therefore deferred to another paper. The stream u 2 must be absolutely continuous on [0, t] for all t > 0, or equivalently, it must itself be a definite integral:
A sufficient condition for this is that u 2 have bounded variation
An important property of module functions is causality 3 , which we now define.
Definition 2.2.3 (Causality of module functions). The output is "causally" related to the inputs, in the sense that the output at any time depends only on the inputs up to that time. Precisely:
Here we are using notation for vector restriction:
We will also write u t for u [0,t] for t ≥ 0.
Remarks 2.2.4 (Causality condition).
(a) By continuity of streams, Caus is equivalent to the apparently stronger condition:
(b) In either version, the causality condition depends on an assumption of instantaneous response of the modules, and hence of the network. Contrast this with the unit time delay with discrete networks, i.e., SCAs [HTT88, TT91] .
(c) All the common module operations, including the standard examples listed in 2.2.1, satisfy Caus.
In fact the functions we typically encounter as module functions (apart from integration) satisfy a stronger condition than causality, i.e., pointwise definability, in the following sense.
Lemma 2.2.6. If F is pointwise definable by f, then it satisfies Caus.
Network architecture
Consider now (Figure 2 
The network N itself has p input channels and q output channels (p, q ≤ m).
We assume that the first p modules M 1 , . . . , M p are instances of the identity module M I . They function as input ports, and the p network input channels are actually their output channels α 1 , . . . , α p . (This is for the sake of uniformity of notation, to allow us to assume that each channel of N is the output channel of some module; cf. Figure 2 ). The remaining (non-trivial) modules of the network are M p+1 , . . . , M m .
Thus for i = 1, . . . , m, the channel α i is an output channel for module M i . As stated above, the first p of these, α 1 , . . . , α p , are also the p network input 8 A C C E P T E D M A N U S C R I P T
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channels. The q network output channels β 1 , . . . , β q are q of the m network channels, say β i = α j i for i = 1, . . . , q.
There are also locations for the global or network parameters c = (c 1 , . . . , c r ) (r ≥ 0), which include all the local parameters of all the modules in N . Each module M i selects its own list of local parameters (c i 1 , . . . , c i l i ) from the global list c.
We make an assumption of input determinacy :
InDet: For i = 1, . . . , p, the input channel α i carries an input stream or signal x i (t) at all times t ≥ 0.
Network operation: the model; well-posedness
Under the module function causality assumption Caus, we want to prove a network determinacy condition:
NetDet: For certain inputs and parameter values, there is a well-determined value for the stream on each channel at all times.
This means that, at least for a certain set U ⊆ A r × C[T, A] p of global parameters and stream inputs (c, x ) ∈ U , there is a well-determined tuple of (total) streams
that describes the data on all channels α 1 , . . . , α m at all times. "Well-determinedness" of the tuple u = (u 1 , . . . , u m ), or "well-posedness" of the problem, implies, further, stability under perturbation, i.e., continuity of the stream tuple u as a function of the inputs (c, x ) ∈ U (cf. Remark 3.3.2 below). Thus with each module M i (i = 1, . . . , m) is associated a continuous (partial) function
where, for (c, x ) ∈ U : Φ i (c, x ) = u i . These module functions Φ i (i = 1, . . . , m) can then be vectorised to form the network state function
where, for (c, x ) ∈ U :
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and hence also a continuous network i/o function
, as we will see below (Theorem 2 and Remark 3.3.2).
Network operation: Algebraic specification
Given the above assumptions, we can specify the model by the following system equations:
which form an algebraic specification for the network state function to be constructed below (Section 3). Here (2.3a) is the input condition.
In Section 3 we will derive the existence and uniqueness of solutions of this specification as a fixed point of a certain function.
Remark 2.5.1. The specifying equations (2.3) include input conditions (2.3a) but not any "initialisation conditions" of the form u i (0) = . . . , in contrast to the situation with SCAs (see Remark 2.2.4(b)). This is connected with the fact that SCAs are underdetermined without initial conditions, whereas our analog networks are fully determined by (2.3), assuming any solution exists.
In certain cases, initial values on some of the channels may in fact be given by the values of the module parameters, typically as constants of integration (as we will see in the case studies in Section 4); however such initial values are then determined through the corresponding equation (2.3a); they do not have do be specified by further "initialisation equations".
Solving network equations; Fixed point semantics
We want to construct a network state function, which will be an m-tuple of module state functions, satisfying the equational algebraic specification (2.3).
First, we define some general concepts and give some results concerning the topology of stream spaces and stream transformations. More details can be found in [TZ07] .
Stream spaces and stream transformations
Let 0 ≤ a < b, and let
This makes C[[a, b]
, A] a complete metric space, with the topology of uniform convergence.
. Two common special cases are formed by taking p = 1:
We will usually drop the superscript 'm' from d The stream space C[T, A] is metrisable [TZ07] . Nevertheless it is convenient to work with the (equivalent) family of pseudometrics d k (k = 1, 2, . . .), as we do below.
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or, more simply but equivalently:
Such a limit (if it exists) is easily seen to be unique.
The topology of local uniform convergence can then be characterised as follows. Given a set X ⊆ C[T, A] and a point u ∈ C[T, A], u is in the closure of X if, and only if, there is a sequence of elements of X which converges locally uniformly to u. Equivalently, it is the topology generated by open neighbourhoods of the form
for any stream u, any r > 0 and k = 1, 2, . . . .
This topology on C[T, A]
can also be characterised as the inverse limit [Eng89, §2.5] of the family of metric spaces and mappings
where the mapping 
The equivalence of all the above characterisations of the topology on C[T, A] is proved in [TZ07] .
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Moreover, the space C[T, A] is complete in the sense given below (Lemma 3.1.4). First we define:
or, more simply but equivalently: 
. These limits are compatible, in the sense that for n > k, u
k . The desired limit u can then be defined as the common extension of all the u (k) , i.e.,
We are interested in stream transformations
We are especially interested in contracting stream transformations, to be explained below. First, some notation and definitions.
In other words, the stream u T agrees with the stream u up to time T , and thereafter has, as constant value, the value of u at T .
Remark 3.1.6 (Causality for stream transformations). For reasons that will become clear in the following development, we will generally assume that the stream transformations satisfy a causality condition (cf. Definition 2.2.3), which, for a stream transformation f of the form (3.2) can be most conveniently expressed as:
13
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Definition 3.1.7 (Contracting stream transformations). Let 0 < λ < 1 and τ > 0. A stream transformation f as in (3.2) is said to be contracting w.r.t. (λ, τ ), or to be in Contr(λ, τ ), if for all T ≥ 0 and all u, v ∈ C[T, A] m :
The factor λ is said to be a modulus of contraction for f w.r.t. τ .
Lemma 3.1.8. Suppose f satisfies Caus. Then if f ∈ Contr(λ, τ ) for some τ > 0, then f ∈ Contr(λ, τ ) for all τ > 0.
Proof. Suppose f ∈ Contr(λ, τ ) for a given τ . We must show that for any τ > 0, f ∈ Contr(λ, τ ). The proof is in three stages.
(i) First, f ∈ Contr(λ, kτ ) for any positive integer k. The proof does not depend on Caus. For suppose
Then clearly, for j = 0, . . . , k − 1,
and so, for j = 0, . . . , k − 1, by Contr(λ, τ ),
from which it follows that f ∈ Contr(λ, kτ ).
(ii) Next, let 0 < τ < τ , and suppose
Then, using Notation 3.1.5:
Hence, since f ∈ Contr(λ, τ ),
Also, since (u T +τ ) T +τ = u T +τ and f satisfies Caus,
Hence f ∈ Contr(λ, τ ).
(iii) Finally, for any τ > 0, f ∈ Contr(λ, τ ) follows by noting that τ < kτ for some k, and applying (i) and (ii).
Remark 3.1.9. A consequence of the above lemma is that if f satisfies Caus and f ∈ Contr(λ, τ ), then we can choose τ to suit ourselves. In such cases we will write Contr(λ) instead of Contr(λ, τ ), and generally take τ = 1.
We then say simply that f is contracting w.r.t. λ, and call λ a modulus of contraction for f .
The following theorem is fundamental in finding the solution of the network specifications.
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Theorem 1 (Fixed point of contracting stream transformation). Suppose the stream transformation f satisfies Caus, and f ∈ Contr(λ) for some λ < 1. Then f has a unique fixed point, i.e., there is a unique
Proof. 1. Uniqueness:
Suppose u, v are fixed points of f . Then for all k
since f ∈ Contr(λ), from which it follows that
i.e.,
for all k, and hence
Existence:
We will construct a solution, namely a fixed point v of f , as a limit of a locally uniformly convergent Cauchy sequence of stream tuples:
Define v 0 arbitrarily, and
Then for all k and n, it can be seen, by induction on n, that
The sequence (v n ) n can then be seen to be a locally uniform Cauchy sequence, by (given k and > 0) choosing N (in Definition 3.1.1, 1st version) such that
Thus by Lemma 3.1.4 (which applies to C[T, A] m as well as C[T, A]) the sequence (3.5) converges locally uniformly to a limit v .
Hence, also, the sequence
converges locally uniformly to f (v ), since by the contraction property of f ,
for all k and n. Since (3.9) is actually the sequence (3.5) shifted by 1, it follows that it also converges to v , and so
Remark 3.1.10 (Contracting transformation w.r.t. compact exhaustion). Our definition (3.1.7) of contracting transformation uses a rather strong or "global" notion of contraction (3.3), holding for all T > 0. A more general definition [TZ07] has a weaker notion of contraction, formulated relative to the standard exhaustion of T, in which the global contraction constant λ is replaced by a sequence (λ 0 , λ 1 , λ 2 , . . . ) of contraction constants, each strictly between 0 and 1, and then (3.3) is replaced by
The appropriate version of Theorem 1 can still be derived for this formulation of contraction.
Interestingly, for this formulation of the contraction property, we do not seem to need the Caus condition, which was needed in our proof of Theorem 1.
The notion of contraction that we used (3.3) is, however, simple to work with, and sufficient for the two case studies in Section 4.
Remark 3.1.11 (Effectivity of local uniform convergence). Note that in Section 5, where we deal with the issue of the computability of the fixed point u, we need a stronger property of the sequence (3.5) than local uniform convergence, namely effective local uniform convergence.
We turn to apply the above theory to the network N .
Network functions
Recall the specifications for the network N in Section 2:
Writing the global parameters as c = (c 1 , . . . , c r ), and the input streams
. . , u m ) to these equations is given by a subset U ⊆ A r × C[T, A] p , and, for each module M i (i = 1, . . . , m) a function
where, for all (c, x ) ∈ U : Φ i (c, x ) = u i , from which, as we have seen in Section 2, we obtain by vectorisation the network state function for N :
where for (c, x ) ∈ U : 
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where the function
where, on the r.h.s., (u i , c i ) is the list of local input streams and local parameters associated with F i , with u i a sub-tuple of (x , u), for i = p + 1, . . . , m.
(Recall that the operations of the modules F 1 , . . . , F p are just the identity functions.) Then:
A solution to (2.3) will be a fixed point for Ψ We will give at least a partial solution to this, namely a sufficient condition for a fixed point, which will also be unique, by applying the theory of contracting stream transformations developed above.
Solution of fixed point equation
Recall Definition 3.1.7 and Remark 3.1.9. 
defined by equations (3.10) and (3.11). This defines the network state function
is a suitable sub-tuple of this, for all (c, x ) ∈ U .
(b) (Continuity ) Suppose further that the module functions of N are continuous, and for some (c, x ) in the interior of U , the modulus of contraction λ can be defined in a neighbourhood of (c, x ) so as to be continuous at (c, x ). Then Φ N and Φ N io are continuous at (c, x ).
Proof. Part (a) is immediate from Theorem 1. For part (b): First note that we can assume without loss of generality that λ can be defined so as to be constant in a neighbourhood of (c, x ). For if λ is continuous at (c, x ), with value λ 0 < 1 at (c, x ), then, by continuity, its value is less than (say) λ 1 = df (λ 0 +1)/2 < 1 in some neighbourhood of (c, x ). So we can take the constant value λ 1 as the modulus of contraction near (c, x ).
We use the notation of Theorem 1 and its proof, notably (3.5) and (3.6). So, putting f = Ψ 
Hence to show that Φ
N is continuous at (c, x ), we must show that for (c , x ) sufficiently "close to" (c, x ), u 0 is "close to" u 0 .
Note that the product topology on A r × C[T, A] p is generated by the pseudometrics (cf. §3.1)
and the corresponding neighbourhoods
Since the module functions of N are continuous, Ψ N is continuous, and so for all n, v n depends continuously on (c, x ). Now, given k and > 0, choose n such that (cf. (3.8))
Now choose δ > 0 such that (i) N k ((c, x ), δ) ⊆ V , and also (ii) the modulus of contraction has a constant value λ in N k ((c, x ), δ), and also (iii) for all 20
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Then (as in the proof of Theorem 1) for all m > n,
< /6 by (3.12) and so
by (3.12) and so Figure 3 shows a simple feedback system. Here the metric space A is R. There are 4 channels. The input channel α 1 carries the input stream x(t), and the output channel α 3 (also called β in conformity with the notation in Section 2) carries the output stream y(t). There are 3 modules, M 1 , M 2 and M 3 . Module M 1 is the identity on the input stream x, M 2 sums the streams x and u to produce the output y and M 3 multiplies y by a scalar ρ to produce the stream u.
A simple example
To simplify the treatment, we combine the scalar multiplier M 3 with the following module M 2 , to produce the network of Figure 4 . (Henceforth we will not explicitly show the names α i of the channels.)
We want to show that, for suitable values of the parameter ρ and input stream x, the network satisfies Contr ρ,x (λ), i.e., the function Ψ ρ,x of equation (3.11) is in Contr(λ) for some λ < 1. Now the function F 2 associated with module M 2 is the "modified adder"
22
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The stream tuple u of (3.12) is just the stream y. So for any y ∈ C[T, R],
or rather, for all t ≥ 0:
We want a fixed point for Ψ ρ,x , i.e., a solution y(t) to the equation
Note that for any y 1 , y 2 ∈ C[T, R],
and so
Hence for any T and τ > 0:
Thus, if ρ < 1, this network satisfies Contr(ρ), and so has a solution y as output, for any input stream x ∈ C[T, R].
We can compute the output stream y, as a function of x, by the construction in the proof of Theorem 1, as follows. Define y 0 (t) arbitrarily, and
It is easy to check that
The sequence (y n ) n is easily seen to be a locally uniform Cauchy sequence, with the limit
which is the required solution. Note that this limit is independent of the choice of y 0 . Also, it could have been obtained more easily (at least in this simple example, with one input and one output stream) by directly solving equation (3.17) for y(t). Such a direct solution does not seem possible in more complicated examples, such as those in Section 4.
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An extension of the theory: Weakly contracting stream transformations
It is possible to develop the above theory by assuming a weaker notion of contraction; namely, we replace Definition 3.1.7 by the following 
2) is said to be weakly contracting w.r.t. λ, or to be in WContr(λ), if f ∈ WContr(λ, τ ) for some τ > 0.
Now, if we replace the notion of contracting transformation used in this paper by the above notion, then most of the theory still goes through. More specifically: Lemma 3.1.8 changes to the weaker result:
Lemma 3.1.8 . Suppose f satisfies Caus. Then if f ∈ WContr(λ, τ ) for some τ > 0, then f ∈ Contr(λ, τ ) for all τ such that 0 < τ < τ .
Theorem 1 (existence and uniqueness of the fixed point of a weakly contracting stream transformation) still holds. However the existence proof, i.e., construction of the fixed point, is more complex. Briefly, for f ∈ WContr(λ, τ ), a fixed point v for f is constructed in stages, by constructing at stage k a "kτ -approximate" fixed point, i.e., a stream
kτ . These kτ -approximations are then "pieced together" to construct the fixed point v . The causality property of f is essential for this construction.
Theorem 2 also holds. Existence and uniqueness of the fixed point of the stream transformation function are, as before, immediate consequences of Theorem 1. Continuity of the fixed point in the inputs also holds, although its proof is more intricate. Theorem 3 (in Section 5 below) also holds, although, again, its proof is more intricate.
We omit details here; detailed proofs will be given in [TZ07] .
As we will see, this modified notion of contracting transformation fits rather naturally with the two case studies considered in the next section. Figure 5 . Case Study 1
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Two case studies
We apply the theory of Section 3 to two examples of analog designs taken from a standard text [Hyn70] . Each physical system is specified by a differential equation. To make an analog machine, we reconstruct the equation from its components, modelling it as a network of modules of the form described in Section 2. This process is relatively straightforward, though care must be taken to decompose the system appropriately so that it satisfies the contraction condition. Typically these modules are among the classical processing units such as scalar multipliers, integrators, etc. ¿From this network an analog machine can be built.
Case study 1
(a) Physical system: The first case study ( Figure 5 ) is a simple mass/spring/damper system, where a mass M is suspended by a spring with stiffness K and damping coefficient D. A force f (which is a function of time t) is applied to the mass. We want to compute its displacement x as a function of t.
(b) Equational specification: To set up the equation of motion, consider the three forces acting on the mass M : the external force f , the spring force −Kx, and the damping force −Ddx/dt. By Newton's second law of motion:
where v = dx/dt is the velocity of the mass, and a = dv/dt is its acceleration.
We show how to design an analog machine that solves this equation for x(t). Figure 6 . Network for Case Study 1 The machine is designed to give the displacement x(t) as a function of t by experiment, i.e., measurements on the machine.
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(c) Network : The analog network N for this system is shown in Figure 6 . The parameters are M, K, D, v 0 , x 0 (the first three used in module M 2 and the last two being constants of integration in M 3 and M 4 respectively), the single input stream is f (t), and the single output stream is x(t). The network follows [Hyn70] , except for the extra "identity" module M 1 for the input stream f , as explained in Section 2. There are also an adder M 2 , integrators M 3 and M 4 , and scalar multipliers M 5 , M 6 and M 7 .
Next we simplify the network by combining each scalar multiplier with the preceding or following module, as shown in Figure 7 .
There are now 4 modules, M 1 , . . . , M 4 . Then (recalling that F i is the function computed by M i ) F 1 is the identity, F 2 = ⊕ is the "modified adder"
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(obtained by rearranging (4.1)) and F 3 and F 4 are integrators:
Here the constants of integration v 0 and x 0 represent the initial velocity and displacement of the mass. So we want a fixed point of the function
Now we will find under what conditions Ψ c,f is contracting (actually, weakly contracting; see §3.5).
For changes δa, δv, δx in a, v, x, and corresponding changes δa , . . . in a , . . . :
Now from (4.3a):
Hence for any T ≥ 0 and τ > 0, using the pseudonorm
and assuming δa
according to the hypothesis of (3.18), we have from (4.3):
where, in proving (4.6b) and (4.6c), we use (4.5). Now assume
and put
Then by (4.7) λ < 1. This corresponds to the "sum definition" of the product pseudometric (equation (3.1), with p = 1). Then (δa , δv , δx ) = δa + δv + δx
which, by (4.9), (4.9) and (3.18), proves WContr c,f (λ).
Remark 4.1.1. The above calculation "worked" because we chose the "sum definition" (4.11) for the product pseudonorm. For some other example, another definition might work, with a different choice of p, or even a "mixed definition", e.g.,
Remark 4.1.2 (Effect of parameters). As it turned out, the only assumption needed to prove the contraction property was (4.7), i.e., that the mass M be sufficiently large relative to the stiffness K and damping coefficient D. No assumption was needed on either the initial values v 0 and x 0 of velocity and displacement, or the external force f (t). These remarks can be formulated as
Proposition 1. The network of Figure 7 is weakly contracting, and hence satisfies NetDet, for any input stream f (t), provided M > max(K, 2D).
The system of Figure 5 has a well determined solution (a(t), v(t), x(t)) for the acceleration, velocity and displacement as functions of time t ≥ 0, for any input force f (t) as a continuous function of time t ≥ 0, and any initial conditions (v 0 , x 0 ) for the velocity and displacement, provided only that M > max(K, 2D).
Case Study 2: Coupled system
(a) Physical system: The second case studies, shown in Figure 8 , is formed by coupling two mass/spring/damper systems. Now we want to compute the displacements x 1 and x 2 of both masses M 1 and M 2 . We will follow a method similar to that for Case Study 1.
(b) Equational specification: Equating the forces acting on each mass, we get the equations:
where v i and a i are the velocity and acceleration of a i (i = 1, 2).
(c) Network : The analog network N for this is shown in Figure 9 . It is convenient to present the network as two components (reflecting Figure 8 ): 
, the first three used in module M 12 , the next three in module M 13 , and the last four being constants of integration in M 13 , M 14 , M 23 , M 24 respectively. There is one input stream, the external force f (t), and two output streams, the displacements x 1 and x 2 of the two masses M 1 amd M 2 .
There are now 7 modules M 11 , . . . , M 14 and M 22 , . . . , M 24 with corresponding module functions F ij , where F 11 is the identity, F 12 and F 22 are "modified adders" producing the two accelerations:
(obtained by rearranging equations (4.12)) and F 13 , F 14 , F 23 , F 24 are all inte-
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grators:
The parameter tuple is
the single input stream is again f , and the non-input stream tuple is (compare (4.2)):
So we want a fixed point of the function
where
Again we must find under what conditions Ψ c,f is weakly contracting.
For changes δa 1 , δv 1 , . . . in a 1 , v 1 , . . . , and corresponding changes δa 1 , . . . in a 1 , . . . :
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Note also from (4.13a, d) (taking δf = 0):
Hence for any T ≥ 0 and τ > 0, and again defining the pseudonorm u as in (4.4) , and assuming
as in (4.5), we have
Also, from (4.13b, c, e, f ):
Now assume (compare (4.7))
Then by (4.15)
Then, defining the product pseudonorm as in (4.11), we have:
(δa 1 , δv 1 , δx 1 , δa 2 , δv 2 , δx 2 ) = δa 1 + δv 1 + δx 1 + δa 2 + δv 2 + δx 2
by (4.14) Proposition 2. The network of Figure 8 is weakly contracting, and hence satisfies NetDet, for any input stream f (t), provided
Corollary 4.2.1. The system of Figure 8 has a well determined solution
for the accelerations, velocities and displacements of the masses M 1 and M 2 as functions of time t ≥ 0, given any input force f (t) as a continuous function of time t ≥ 0, and any initial conditions (v 
Computability of the solution
We want to show that the network function which solves the network specification (2.3) according to Proposition 1 in the previous section is computable relative to the module functions for that network; in other words, the output streams are computable from the input streams, the parameters, and the module functions. Hence if all the module functions are computable, then so is the network function. For reasons to be explained below, we will assume that A is separable.
Topological algebras of continuous streams
For our investigation of computation on C[T, A], we must consider the manysorted topological algebra We call the algebra C[T, A] or just C. It is a topological algebra, because each of the five carriers has an associated topology, as we have described (the usual one for R, and the discrete one for N), with respect to which the basic functions (d A and eval) are continuous.
The carrier R is needed for the metric operation on A.
The set of sorts of the signature Σ of C is Sort = Sort(Σ) = { A, R, T, C, N } For ease of notation, we also refer to the five carriers of C as C s for s ∈ Sort.
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Enumerations of subfamilies of C
The following is an extension of the concepts in [TZ04, § §6,7] on concrete computation on metric algebras to the case of the non-metric, topological algebra C[T, A]. We repeat some of the definitions there.
We will fix an enumeration of certain subsets of the carriers, i.e., a family α of surjections α s : N X s ⊆ C s (s ∈ Sort) of N with certain subsets X s of C s . The pair (X s , α s ) is called an enumerated subset of C s for s ∈ Sort.
The enumerations are as follows. First, the mapping
is an enumeration of some dense subset X of A. It is here that we need a separability assumption, failing which any enumerated subset of A could not be dense in A, thus trivialising the concrete model.
This enumeration α A (or rather its "computational closure" α A , see below) must also satisfy a Σ-effectivity property, to be described below (5.4.4).
¿From Assumption 5.2.1 it follows that C[T, A] is also separable [TZ07] . However we will need a stronger assumption than mere separability of C[T, A], namely effective local uniform continuity of the countable dense subset of C[T, A] (see Assumption 5.2.2 below).
The mapping α R : N Q ⊂ R is a standard enumeration of the rationals. (In case A = R, α A would be the same as α R .) Similarly
is a standard enumeration of the non-negative rationals. The mapping
is just the identity on N. Finally, and most interestingly, the mapping
is a "standard" enumeration of some countable dense subset Z of C[T, A], which must satisfy the Σ-effectivity property (5.4.4) referred to above, as well as the following
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There is a recursive function µ : N 3 → N (an effective locally uniform modulus function) such that for all n, k, , writing z n = α C (n):
or, more simply but equivalently: There is a recursive function µ : N 2 → N such that for all n, k, writing z n = α C (n):
Computational closure
For our model of concrete computation on C[T, A], we are interested in the computational closures C αs (X s ) of the enumerated subsets (X s , α s ) of the spaces C s (s ∈ Sort), with enumerations
as we now describe.
First, for the complete metric space A, let we define the set C α A (X) of α-computable elements of A, to be the limits in A of effectively convergent Cauchy sequences of elements of the enumerated subset X, with the corresponding enumeration
Details of the construction of C α A (X) and α A can be found in [TZ04] . We omit them, since below, for the computational closure of Z ∈ C[T, A], we describe a model of concrete computability for a more general situation -the non-metric topological space C[T, A].
The computational closures C α R (Q) and C α T (Q + ) in R and T respectively are defined in the same way.
The computational closure of N is, trivially, N, with (again) the identity enumeration.
Finally, for the space C[T, A] with its enumerated subset (Z, α C ) (where we henceforth usually drop the subscripts of α and α), let of elements of Z, where z n = α({e}(n)), and (ii) m is an index for a modulus of local uniform convergence for this sequence; i.e., for all k:
or, equivalently:
For any such code c, α(c) is defined as the limit in C[T, A] of the Cauchy sequence (5.1), and C α (T, A) is the range of α:
The effective locally uniform continuity property (Assumption 5.2.2) "lifts" from (Z, α C ) to (C α (T, A), α C ):
Lemma 5.3.1 (Effective locally uniform continuity for C α (T, A)). If (Z, α C ) satisfies effective locally uniform continuity, then so does (C α (T, A), α C )
Proof. An effective locally uniform continuity modulus function for (C α (T, A), α C ) can be constructed from the one for (Z, α C ) (see Assumption 5.2.2) by essentially constructivising the classical proof [Rud76] of the theorem that a limit of a uniform Cauchy sequence of uniformly continuous functions is uniformly continuous.
Note that in the case of (C α (T, A), α C ), the effectively locally uniform modulus function µ is partial, defined only on inputs (n, . . . ) for which n ∈ Ω α .
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Concrete computation on C[T, A]
For a tuple of sorts σ = (s 1 , . . . , s m ), we have the product space
and product domain (a) (Locally fast Cauchy sequences.) We may assume, when convenient, that the modulus of convergence for a given code is the identity, i.e., replace (5.2) by the simpler
because any code c = e, m satisfying (5.2) can be effectively replaced by a code for the same element of C α (T, R) satisfying (5.3), namely c = e , m 1 , where m 1 is a standard code for the identity function on N, and {e }(n) = {e}({m}(n)) = z {m}(n) . In the case of a code c = e, m 1 satisfying (5.3) (with α({e}(n)) = z n ), the sequence (5.1) is called a locally fast Cauchy sequence. We may then, for simplicity, call e itself the "code", and the argument of α. So we can shift between "c-codes" and "e-codes" as convenient.
(b) (Computational closure of C α (T, A) .) The subspace C α (T, A) is computationally closed in C[T, A], in the sense that the limit of a α-effectively locally uniformly Cauchy sequence of elements of C α (T, A) is again in C α (T, A), i.e., C α (C α (T, A)) = C α (T, A).
There is one more assumption needed on the choice of the enumerations α (specifically α A and α C ) from which α was constructed: This is used in the proof of the following corollary, which in turn is used in the proof of Theorem 3. is α-computable.
Proof. It is required to find, α-effectively and uniformly in k, . Consider, in particular, the case that the metric space A is R. As stated above, for α A we would take the same as α R , i.e., a standard enumeration of the rationals.
As an example of a countable and locally uniformly dense subset of C[T, R], take Z = ZZ, the set of all continuous rational "zigzag functions" from T to
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A C C E P T E D M A N U S C R I P T R with finite support, a typical example of which is shown in Figure 10 , where we require that the starting and turning points (p 1 , . . . , p 7 in the figure) have rational coordinates, and which are zero from some point on (p 7 in the figure).
It is clear that the set ZZ, under any reasonable enumeration α C , satisfies the effective locally uniform continuity assumption (5.2.2). Also, the enumeration α derived from α is clearly Σ-effective (Assumption 5.4.4).
Note that we could have used, as our starting point, the set of polynomial functions of t with rational coefficients. This would produce the same set C α (T, R) of computable elements of C[T, R].
Relative concrete computability of functions defined by analog networks
Given a network N as in §2.3, we want to show that the network function Φ N is α-computable relative to the module functions, provided it is contracting at the parameter and stream inputs.
For this we need a constructive concept of contraction, namely that a contraction modulus λ < 1 can be found effectively in the parameters c and stream inputs x .
Definition 5.5.1 (Effectively contracting network). Given a subset U ⊆ A r × C[T, A] p , the network N is (α)-effectively contracting on U if a contraction modulus λ c,x can be found α-effectively in (c, x ) ∈ U . This means that there is a recursive partial function ϕ : N r × N p N which α-tracks λ c,x as a function of (c, x ) restricted to U .
Note that this is certainly the case with the two case studies in Section 4. In Case Study 1, for example, a value for λ can be found effectively in the parameters M, K, D (and independent of the input stream f ), by equation be a function such that for all (c, x ) ∈ U ⊆ A r ×C[T, A] m and all n, f (c, x , n) ↓, and for all (c, x ) ∈ U the sequence f (c, x , 0), f (c, x , 1), f (c, x , 2), . . . Then g is defined (at least) on U , and if f is computable, then so is g.
Proof. Essentially, one takes a "diagonal sequence" of approximations of the sequence f (c, x , n) for n = 0, 1, 2, . . . since for a given input (c, x ) ∈ U , the output y of Φ N is just a sub-tuple of this fixed point u.
So it is sufficent to show that the function from (c, x ) ∈ U to this u is computable (relative to the module functions) -or, as we will express it, u is computable in (c, x ) (relative to the module functions). Now consider the sequence of stream tuples u n , defined in the proof of Theorem 1, taking f = Ψ N c,x , for some (c, x ) ∈ U .
(1) The streams u n are computable in (c, x ), for all n. This is shown by induction on n:
Basis. For n = 0, this is clear: take for u 0 any stream with a computable constant value.
Induction step. Suppose u n is computable in (c, x ) (relative to the module functions). Then u n+1 = Ψ N c,x (u n ) is also computable in (c, x ) (relative to the module functions) by Lemmas 5.5.3 and 5.5.2.
