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Abstract
The input/output stability of an interconnected system composed of an ordinary differential equation
and a damped string equation is studied. Issued from the literature on time-delay systems, an exact
stability result is firstly derived using pole locations. Then, based on the Small-Gain theorem and on
the Quadratic Separation framework, some robust stability criteria are provided. The latter follows from
a projection of the infinite dimensional system states onto an orthogonal basis of Legendre polynomials.
Numerical examples comparing these results with the ones in the literature are presented along with
demonstrations of the effectiveness of the developed robust stability criteria.
Keywords: String equation; Frequency approach; Robust stability; Coupled ODE/PDE; Quadratic
Separation.
1 Introduction
In a number of complex systems, including cyberphysical systems, one particular interconnection that
often arises includes an interaction between a finite and an infinite dimensional system, see for exemple,
a flexible crane system [21], a drilling pipe [7], temperature control [46], vibration in structures [24, 22],
MEMS[15] among many others[4]. In the presence of such interactions however, studying stability is a
challenge since one cannot separately treat each system, but must consider them both in an ensemble[1, 38].
This paper is aimed at addressing this stability problem, specifically of an interconnection between an
ordinary differential equation (ODE) and a partial differential equation (PDE). We consider here only the
string equation, which falls into the one-dimension hyperbolic systems. Most of the work on the stability
of this class of PDEs has been conducted considering a Lyapunov functional. The main techniques can
be classified in two categories. Of the first kind is the backstepping methodology for boundary controlled
PDEs. This approach has been utilized by many researchers, see a summary in[29, 28]. The other method
relies on semi-group theory and uses an energy argument to conclude on stability. This method has also
been widely studied, see, for example[21, 47, 35, 37].
Noticing that the PDEs related to transport or string can be treated as a time-delay system (TDS), an-
other approach considered in the study of stability of such systems relies on their input/output stability[17].
The derivation of a transfer function and the study of the characteristic equation forms the core of this
approach toward assessing its input/output stability. On the wave equation, further results can be found
in[18, 34, 16, 49] considering an input/output map or also using the port-Hamiltonian approach[48, 9].
On the other hand, in the cited references, the focus is on the PDE system, while the study of a coupled
ODE/PDE system requires additional developments.
∗This work is supported by the ANR project SCIDiS contract number 15-CE23-0014.
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To address the stability problem of the coupled ODE/PDE system at hand, here we first make use of the
comparison between TDS and string equation to obtain a transfer function representing the interconnected
dynamics. An exact stability criterion similar to the one developed in [39] is next adopted for this transfer
function based on the pole locations of the system characteristic equation on the imaginary axis of the
complex plane. Even if this approach provides exact results for stability, robustness and synthesis problems
must be separately dealt with. To this end, a complementary approach is to use robust stability analysis
tools as for example in [13] which considers an event-trigger control. In the same direction, the Small-
Gain theorem [11] and Quadratic Separation[41, 2] provide, as we show, efficient frameworks to reveal the
stability conditions for the interconnected ODE/PDE system in a parameter region of interest.
The outline of the paper is as follows. Section 2 states the problem and provides some explanations
regarding its physical interpretation. Section 3 deals with the input/output stability of the coupled
system whose transfer function is derived and properties are deduced. Based on this, an exact stability
criterion is developed in Section 4. Section 5 is dedicated to two tools used in robust stability analysis.
More particularly, the Small-Gain theorem provides a very conservative but simple stability test while
Quadratic Separation is developed in two stages: a first and then an extended analysis using projections
of the infinite dimensional states of the ODE/PDE system. Finally, Section 6 presents examples and
comparisons with other techniques.
The main contributions of this paper are as follows. The formulation of the ODE/PDE interconnection
in the form of a TDS enables one to obtain some fundamental properties of the ODE/PDE system
stability, and furthermore an algorithm for an exact stability criterion can be constructed as a baseline.
Moreover, here, we propose a simple robust stability test based on Small-Gain Theorem from which many
properties of the coupled system are deduced. Finally, the reformulation of the interconnected system
in the Quadratic Separation framework enables a refinement of the previous stability results thanks to
the Bessel inequality and Legendre polynomials. This new formulation shows that a new robust stability
criterion can be obtained, which needs less computational resources than the one developed in [3].
Notations: The following notations are used: R+ = [0,+∞), C+ = {z ∈ C / Re(z) > 0, z 6= 0} , L2 =
L2([0, 1];R), Hn = {z ∈ L2; ∀m 6 n, ∂mz∂xm ∈ L2} and i is the imaginary number. L2 is equipped with the
norm ‖z‖2 = ∫ 1
0
|z(x)|2dx = 〈z, z〉.
For any square matrices A and B, let diag(A,B) = [A 00 B ]. A symmetric positive definite matrix P ∈ Sn+ ⊂
R
n×n is written as P ≻ 0. For a matrix A ∈ Rm×p, then A(1 : N, :) (or, A(:, 1 : N)) is the sub-matrix of A
with the firstN lines (or, columns respectively). A⊥ is the nullspace of A and ∗ denotes the transconjugate.
0m,p and 1m,p are respectively the null and full of ones matrices with m lines and p rows and 0m = 0m,m,
1m = 1m,m. To keep the presentation concise, the following notations are used for partial derivatives
of a function u on an appropriate space: ut(x, t) =
∂u
∂t (x, t), utt(x, t) =
∂2u
∂t2 (x, t), ux(x, t) =
∂u
∂x (x, t) and
uxx(x, t) =
∂2u
∂x2 (x, t).
2 Problem Statement
2.1 Problem formulation
The input/output stability of the following interconnected system is studied:
X˙(t) = AX(t) +B (u(1, t) + r(t)) , t > 0,
utt(x, t) = c
2uxx(x, t), x ∈ [0, 1], t > 0,
u(0, t) = KX(t), t > 0,
ux(1, t) = −c0ut(1, t), t > 0,
u(x, 0) = u0(x), x ∈ [0, 1],
ut(x, 0) = v0(x), x ∈ [0, 1],
X(0) = X0,
(1a)
(1b)
(1c)
(1d)
(1e)
(1f)
(1g)
with the initial conditions X0 ∈ Rn and (u0, v0) ∈ H2 × H1 such that equations (1c) and (1d) are
respected. Here, (X0, u0, v0) are compatibles with the boundary conditions and r is the input function.
System (1) represents the interconnection of a linear time invariant system with a string equation.
Here, the state u denotes the amplitude of the wave which belongs to a functional space and consequently
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is of infinite dimension. We assume that the state u(x, t) belongs to R but the analysis can be extended
without difficulty to Rm, m > 1. The two subsystems are connected through a Dirichlet boundary
condition, that is, the output u(1, ·) and the input (eq. (1c)) depend on the state u at different positions
but not on the derivative of u.
For the system to be well-posed, another boundary condition is also needed. In the literature, the choice
is to use a boundary damping with equation (1d). Indeed, it has been shown in [30] for example that
this condition ensures the stability of the wave equation itself if c0 > 0 and the case c0 = 0 removes the
damping.
The wave equation operator associated with the above described boundary conditions is known to
be diagonalizable (for more information on semi-group definitions and properties, the reader can refer
to [33, 47] and the references therein). Once diagonalized, it can be expressed as the composition of
two transport equations, one going forward and another backward. Boundary condition (1d) implies a
reflection of the forward wave with a coefficient α = 1−cc01+cc0 as explained in [32]. Enforcing c0 > 0 implies|α| < 1 and consequently the energy of the wave is decreasing. These details will be the key in developing
our results later in the paper.
It is critical to note that the string equation considered here behaves like a communication channel
with a string dynamics. Note that most of the systems with a string equation however consider a col-
located control[35, 23] which then yields a very different problem in nature compared to the one in the
proposed interconnection. The purpose of this paper is to study the input/output stability of this inter-
connected system, where the definition of input/output stability for infinite dimensional systems follows
from Definition 9.1.1 of [11] as:
Definition 1 System (1) is said to be input/output stable if for all energy bounded input r, the energy
of the output Y = KX is also bounded.
2.2 Existence and Uniqueness of the Solution
Before going further, the existence of a solution to system (1) with r = 0 is proven. To do so, a step by
step procedure is proposed. To ease the reading, the following sets are defined:
In = [nc
−1, (n+ 1)c−1), n ∈ N,
H =
{
(X,u, v) ∈ Rn ×H2 ×H1} ,
D = {(X,u, v) ∈ H s.t. u(0) = KX,ux(1) = −c0v(1)} ,
(2)
and using the same technique as in [32, 14] for (X0, u0, v0) ∈ D, a solution for t ∈ I0 is given by:
u(1, t) = u0(1− ct) + α
2
(u0(1− tc) + u0(1)) + 1 + α
2
∫ 1
1−ct
v0(s)ds. (3)
On I0, we notice that u(1, ·) ∈ H2(I0) depends only on the initial conditions. Then, X on I0 is the
solution of the differential equation (1a), with initial condition X(0) = X0. It is well known that this
solution reads:
∀t ∈ I0, X(t) = eAtX0 +
∫ t
0
eA(t−s)Bu(1, s)ds. (4)
Then, X ∈ C1(I0) and consequently, u(0, ·) has the same regularity property. On the domain Γ0 =
I0 × [0, 1], with the boundary conditions defined previously and using the formulas of [32], Equation (1b)
has a unique solution (x, t) ∈ Γ0 7→ u(x, t) ∈ H2 and for t ∈ I0, ut(·, t) ∈ H1. With all these considerations,
it is possible to find (X(c−1), u(·, c−1), ut(·, c−1)) ∈ D and then repeat the same procedure for I1 leading
to the existence of a solution. We then get (X,u, ut) ∈ L2(0,+∞,H). Moreover, u, ut, ux, utt and uxx
are L2 on each compact set of R+. As the system is linear, energy consideration leads to the uniqueness
property. If r is not null, then we can calculate the steady-state (Xf , uf ) and then the previous analysis
holds for (X −Xf , u− uf).
Remark 1 The set of solutions H is smaller than the one in [3]. The main difference comes from
considering the strong solution here while the weak solution will belong to the same space as in [3].
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Figure 1: Block diagram for the system described by equation (1).
3 Input / Output Analysis
One possible way to study the input/output stability of system (1) is to study its characteristic equation,
which can be obtained by applying the Laplace transform. This standard approach can be found in
[12, 36].
3.1 Laplace transform of the wave equation
The notion of Laplace transform extends easily from its traditional definition for finite dimensional systems
as noted in [12]. For this, the variables need to be L2 on each compact set of R+, which is the case in
(1) as discussed earlier. Since we are not concerned with the transient response of the dynamics, we
assume the initial conditions to be zero, i.e., u0 = v0 = 0. In Laplace domain, equation (1b) can then be
transformed into:
∀x ∈ [0, 1], s2Uxx(x, s) = c2U(x, s), (5)
with s ∈ C is the Laplace variable and U(x, ·) is the Laplace transform of u(x, ·). The solution defined on
x ∈ [0, 1] is given by:
U(x, s) = C1(s)e
s
cx + C2(s)e
− scx, (6)
where C1 and C2 are space-independent transfer functions to be determined using the boundary conditions.
Once calculated using equations (1c) and (1d), the transfer function for the string equation is obtained
as:
W(x, s) = U(x, s)
U(0, s)
=
e−
s
cx + αe
s
c (x−2)
1 + αe−2
s
c
, (7)
with α = 1−cc01+cc0 and x ∈ [0, 1]. The transfer function from U(0, s) to U(1, s) then reads:
W(1, s) =W(s) = U(1, s)
U(0, s)
=
(1 + α)e−s/c
1 + αe−2s/c
=
2e−s/c
1 + cc0 + (1− cc0)e−2s/c
. (8)
Notice that there are infinitely many poles of W(x, s). These poles are independent of x ∈ [0, 1] and their
real part c2 log |α| is strictly negative if cc0 6= 1 and c0 > 0.
Remark 2 When c0 = 0, W has infinitively many poles on the imaginary axis. Then Corollary 9.1.4
from [11] applies and there does not exist any finite-dimensional controller which exponentially stabilizes
the wave equation. That is why only the case c0 > 0 is considered.
3.2 Transfer function for the coupled system
Considering the block diagram in Figure 1, the transfer function of the finite dimensional system is:
H(s) = Y (s)
U(1, s) +R(s)
= K(sI − A)−1B = N(s)
D(s)
=
ln−1sn−1 + ln−2sn−2 + · · ·+ l0
mnsn +mn−1sn−1 + · · ·+m0 , (9)
where N and D are real polynomials in s with mn 6= 0 and R is the Laplace transform of the reference
signal r in (1).
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Using transfer function W developed previously, we then obtain the following closed-loop system transfer
function:
F(s) = Y (s)
R(s)
=
H(s)
1−H(s)W(s) =
N(s)
(
1 + αe−2s/c
)
(1 + cc0)ceq(s, c)
, (10)
with
ceq(s, c) =
(
1 + cc0 + (1− cc0)e−2s/c
)
D(s)− 2N(s)e−s/c
= mn
(
1 + cc0 + (1− cc0)e−2s/c
)
e−2s/csn +
n−1∑
k=0
((
1 + cc0 + (1− cc0)e−2s/c
)
mk − 2lk
)
sk. (11)
The stability of the dynamics is determined by the location of the zeros of (11) on the complex plane
as we discuss in detail in the following subsection.
3.3 Input / Output stability
A time-delay system is of neutral type when its highest order derivative is affected by a delay term τ . Given
a characteristic equation, this feature appears as the highest power of the Laplace variable s multiplying
the time delay operator e−τs. Similarly, in state-space representation, neutral property is easily detected
by the presence of the derivative of the state term being affected by delays. For a complete treatment of
such systems, see details on neutral functional differential equations (NFDE) in[38, 27].
Inspecting the corresponding transfer function F or the characteristic equation (11) of system (1), it is
easy to see that this system exhibits the neutral type property. That is, from an input/output approach,
system (1) is classified as a neutral system. Moreover, we can re-write system (1) in the standard NFDE
form by collecting the derivative of the states on the left hand side:
X˙(t) + αX˙(t− 2c−1) = AX(t) + 2
1 + cc0
BKX(t− c−1) + αAX(t− 2c−1) +Br(t) + αBr(t − c−1),
(12)
where from [20, 40] the difference operator is defined as
D(X)(t) = X(t) + αX(t− 2c−1),
for all t ∈ R+.
Remark 3 One can see that for cc0 = 1, we have α = 0 then system (1) is no longer a neutral type
system. It is of retarded type [5]. This distinction is critical when studying the stability of TDS. It will
also help build various example cases and enable a comparison with the stability tests already available for
TDS.
When it comes to studying the stability of NFDEs, contrary to functional differential equation of
retarded type, inspecting the pole locations of the corresponding characteristic equation is not sufficient
to guarantee input/output stability. This is due to the well-known small-delay phenomenon, also known
as small τ -stabilizability. When an NFDE is small τ -stabilizable, then this guarantees that the poles of
the NFDE behave in a continuum as the delay value changes from 0 to 0+. In other words, the stability
properties of the NFDE are preserved when the delay is infinitesimally increased past zero. Whenever
this property holds, then studying the pole locations of an NFDE allows one to conclude on the stability
of an NFDE (see [5, 19] for more information).
Definition 2 An NFDE system is said to be small τ-stabilizable if the difference operator D(X)(t) is
stable.
This definition comes from [20, 40]. According to Theorem 12.5.1 and Corollary 12.5.1 from [20], a
necessary and sufficient condition for the difference operator to be stable is that |α| is strictly less than 1.
Proposition 1 System (1) is neutral and small τ-stabilizable if and only if c0 > 0 and cc0 6= 1.
Finally, since the system is small τ -stabilizable under a given condition, the input/output stability
can be discussed.
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Corollary 1 If (X0, u0, v0) ∈ D and all the poles of F as defined in equation (10) are on the left half
of the complex plane, then system (1) is input/output stable. The equilibrium points (Xe, ue, ve) ∈ H are
such that (A+BK)Xe = 0, ue = KXe and ve = 0.
Moreover, if the system Σ(A,B,K) is stabilizable and detectable such that A+ BK is not singular, then
system (1) is asymptotically stable.
Proof : If system (1) is small τ -stabilizable, then it is input/output stable if all the poles of F are with
a strictly negative real part (Theorem 9.9.1 from [19]). The link between asymptotic and input/output
stability comes from the pole/zero cancellation. If the system Σ(A,B,K) is stabilizable and detectable,
then, the pole/zero simplification in F are with negative real parts. It means that the non-observable or
non-controllable parts of system (1) are stable. Then, all states will be indeed converging. The study of
equilibrium points has been established in Proposition 2 of [3] and if A + BK is not singular, state X
converges toward zero and the system is asymptotically stable. 
Now that we established some key properties regarding the characteristics of (1), the stability analysis
can be pursued. We consider two main approaches, one using pole locations and another with robust
stability tools.
4 A frequency domain argument on stability
Once the characteristic equation is established, different methodologies can be applied to assert the
input/output stability of system (1). Various techniques can be adopted for this purpose, see for example
[44], including those where ceq(·, c) in (11) has the coefficients explicitly depending on the delay c−1.This
problem has been investigated in some studies[6, 26]. In this part, we focus on the exact treatment of
this problem coming from the time-delay system literature. Specifically, a pole location argument is taken
based on frequency domain tools in order to assess stability. We study the stability problem using the
Cluster Treatment of Characteristic Roots (CTCR) methodology originally proposed in [39]. Let τ = c−1
and regrouping the terms by their delay dependence, characteristic equation (11) becomes:
ceq(s, τ) = a0(s, τ) + a1(s, τ)e
−τs + a2(s, τ)e−2τs, (13)
with a0(s, τ) =
(
1 + c0τ
)
D(s), a1(s, τ) = −2N(s) and a2(s, τ) =
(
1− c0τ
)
D(s). We then claim that the
system described by transfer function F can switch from stable to unstable behavior, or vice-versa, for a
given delay only if (11) has a pole on the imaginary axis[39].
CTCR starts by exhaustively detecting all the imaginary axis poles s = iω, along with their corre-
sponding delay values (Proposition 1 of [39]). Next, CTCR identifies that each pole s = iω has a unique
crossing direction over the imaginary axis for all the delays creating this crossing (Proposition 2 of [39]).
Knowing the number of poles at τ = 0, which is trivial to assess, it is then possible to use the information
regarding crossing directions and at which delay values such crossings occur to track the pole locations
across the imaginary axis. With this idea, it becomes possible to count the number of poles on the right-
half plane for a given delay value τ > 0. Whenever there are no unstable poles for certain delays, we then
state that the system at hand is input/output stable for those delays.
CTCR framework has already been demonstrated on neutral systems[40] while respecting the small
τ -stabilizability property. In the following, we briefly summarize this framework from the cited studies
and also point out the main differences introduced while studying the particular system (1). Following
the process described in [39, 40], the Rekasius substitution[42] is defined as:
e−τs :=
1− Ts
1 + Ts
, τ ∈ R+, T ∈ R, s = iω, (14)
which is an exact substitution of exponential terms when s = iω. This substitution is different than Pade´
approximation since in general T 6= τ/2. Next, substituting (14) into the characteristic equation (11)
and expanding by (1+Ts)2, which does not bring any artificial imaginary poles, we obtain a transformed
characteristic equation:
c¯eq(s, T ) =
(
1 +
2c0
τ
T s+ T 2s2
)
D(s)−N(s)(1− T 2s2),
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which is nothing but a multinomial. Moreover the imaginary poles s = iω of the original characteristic
equation and this multinomial are identical[39] and hence one can alternatively compute the imaginary
poles s = iω from this multinomial, which is a much easier task. To this end, first build the coefficients
{bk(T, τ)}k∈(0,n+2), such that:
c¯eq(s, T ) =
n+2∑
k=0
bk(T, τ)s
k. (15)
Next notice that the presence of delay τ as a coefficient in (15) is not a standard form, which may
complicate the computation of imaginary poles and the application of Proposition 2 in [39] as coefficients
influenced by delays may also rule out certain periodicity properties. This issue is removable in the
particular problem at hand. We consider the following manipulation: as c0 is always divided by the delay
τ in bk, if one defines a new positive variable c1 = c0τ
−1, then bk depends only on c1 and not on τ
anymore. Working at a given strictly positive c1 removes the dependence of bk in τ . Since they are now
independent, the methodology still applies. This manipulation also shows that c1 is a variable of interest
when it comes to studying the parametric stability boundaries of damped waves.
Using bk and ak as defined in equations (13) and (15), the CTCR methodology provides the bound-
aries of the parameter space in which the input-output stability of system (1) holds1. This method is
summarized as follows for a given c1 = c0τ
−1:
1. Using c¯eq, find the roots s = iω corresponding to T ∈ R, e.g., by using Routh’s array. There are
only a finite number of such solutions (Proposition 1 of [39]) ;
2. For each T ∈ R obtained previously, we already have ω where a crossing on the imaginary axis exists.
For each ω, there is a root tendency, indicating the unique direction of the crossing independent of
the delays creating that crossing (Proposition 2 of [39]).
3. Then, using the inverse transformation of Rekasius transformation in (14), it is possible to find all
the delays (τℓ) corresponding to each pair of (T, ω) and falling in an interval from 0 up to a target
delay value τmax. Sorting these delays in ascending order, and starting with the number of unstable
roots for τ = 0, the number of unstable roots for a delay τ < τmax can be accounted by observing
the root tendency property of the crossings.
4. The stability areas of system (1) for a given c1 = c0τ
−1 are when no unstable poles are detected.
Since τ is known at this point, c0 can be recovered: c0 = c1τ .
We point out that the coefficients bk depend linearly on c1 and then the roots of c¯eq(·, T ) vary contin-
uously subject to c1. In other words, the delays τ for which there is a crossing vary continuously relative
to c1. The border of each stability area on the map (c1, τ) is consequently continuous. This is one of the
arguments for considering the mapping (c1, τ) instead of (c0, c).
5 Robust Stability Analysis
The previous stability analysis results are exact, however, we still need to develop efficient tools to deal
with robustness issues with respect to, for example, an uncertainty on A or c. Here, we aim at obtaining
tools not only for the specific problem (1), but for a general interconnection dynamic. That is why tools
coming from the robust analysis are also considered. In [3], the authors built a Lyapunov functional to
ensure the exponential stability and the main drawback was an important number of decision variables
making the treatment computationally demanding for large scale systems. This section aims at providing
analysis tools with similar results but of lower computational complexity.
Since the studied system is an interconnection between two subsystems, here, the stability of the
interconnection is stated under some conditions on each subsystem. Two tools coming from the robust
analysis are considered: Small Gain theorem and Quadratic Separation.
1Here, we provide the general framework of CTCR for an exact stability analysis. Handling degenerate cases requires care
as was demonstrated in [45]. Such special cases, for a slightly different c1, will however not arise.
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5.1 Small-Gain Theorem
We consider the block diagram of Figure 1 where the wave equation is treated as a disturbance. The
transfer functions of the disturbance and the plant are borrowed from Section 3. The following stability
criteria is a direct application of the Small-Gain Theorem.
Theorem 1 Let system (1) with A Hurwitz with its H∞ less than 1. The system is input-output stable
for (c, c0) if the following condition is satisfied:
‖H‖∞ = max
w∈R+
|H(iw)| < cc0. (16)
Remark 4 Note that the condition c0 > 0 (and consequently |α| < 1) is equivalent to ‖W‖∞ bounded.
Proof : Beforehand, the infinity norm of the disturbance is computed. Some calculations lead to
‖W‖∞ = 2(1+cc0) minω>0|1+αe−2iω/c| . For |α| < 1, the function ω 7→ 1 + αe
−2iτω is inside the circle on the
complex plane centered at 1 and of radius |α| < 1. The minimum of ‖W‖∞ is max
(
(cc0)
−1, 1
)
.
Then, using the small gain theorem for infinite dimensional systems as stated in Theorem 9.1.7 by [11], the
interconnected system is asymptotically stable if ‖H‖∞‖W‖∞ < 1 and each subsystem is stable. The sec-
ond condition is ensured if ‖H‖∞ < 1 and c0 > 0. Considering the case cc0 6 1 leads to ‖W‖∞ = (cc0)−1,
it then follows that robust stability is ensured. If cc0 > 1, then the stability is ensured if ‖H‖∞ < 1,
which is true by assumption. 
This theorem is quite conservative, mostly because the Small-Gain Theorem provides only a sufficient
condition. However the resulting stability test is simple and some properties can be deduced.
Proposition 2 If ‖H‖∞ < 1, then there exists a function c0 7→ cmin(c0) where cmin(c0) 6 ‖H‖∞c−10 .
That leads to three properties:
1. Since ‖H‖∞ < 1, A+BK is stable,
2. For a given c0 > 0, system (1) is stable for all c > cmin(c0),
3. lim
c0→+∞
cmin(c0) = 0.
To reduce the conservatism introduced in this subpart, another framework is proposed.
5.2 Quadratic Separation - Preliminary result
The Small-Gain Theorem ensures the exponential stability of an interconnected system composed of
a disturbance and a plant both stable. To decrease the conservatism and consider a broader class of
interconnected systems, the Quadratic Separation (QS) framework can be used. This framework has
been originally proposed in [25] and it studies the well-posedness of a closed-loop system made up of an
unknown disturbance and a plant.
We describe the methodology of QS to provide a preliminary result on system (1) and then we extend this
stability analysis to a more general case. QS states the well-posedness of a generic system described in
Figure 2, where ∇ is called the uncertainty matrix and belongs to a set ∇∇. The well-posedness is defined
as follows:
Definition 3 The interconnected system described on Figure 2 is well-posed with respect to the norm ‖ ·‖
if
∃γ > 0, ∀ ∇ ∈ ∇∇, ∀ ω¯, z¯,
∥∥∥∥∥∥

ω
z


∥∥∥∥∥∥ ≤ γ
∥∥∥∥∥∥

ω¯
z¯


∥∥∥∥∥∥ , (17)
where ω¯ and z¯ are the references.
In our case here, we consider the disturbance to be an operator acting on two signals w and z in Laplace
domain. In other words, the following system is obtained:
 Ω(s) = ∇(s)Z(s),EZ(s) = AΩ(s), (18)
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Figure 2: Feedback system for quadratic separation. A and E are matrices and ∇ ∈ ∇∇ is the uncertainty.
ω¯ and z¯ are the references.
with E full column rank, Z and Ω are the Laplace transformations of z and ω, respectively and A is a
description of the system, its explicit form is given after. The well-posedness of system (18) is assessed in
Theorem 1 and Corollary 2 from [41]. Following this formulation, the next theorem is stated.
Theorem 2 The system described by Figure 2 and Equation (18) is well-posed if and only if there exists
a real matrix of appropriate dimension Θ = Θ⊤ such that:
∀s ∈ C+,

 I
∇(s)

∗Θ

 I
∇(s)

  0, (19)
[
E −A
]⊥⊤
Θ
[
E −A
]⊥
 0, (20)
where ∇∗ is the trans-conjugate of ∇ and E is full-rank.
The previous theorem has been adapted to our system considering ∇ is an operator depending only
on the Laplace variable s such that ∇∇ = {∇(s)|s ∈ C+}. In this case, the well-posedness of system (18)
implies its input/output stability. Indeed, the well-posedness of system (18) with ∇ ∈ ∇∇ ensures that
there is a unique solution and ω and z are bounded by the exogenous signals ω¯ and z¯. Then, there are
no poles with a strictly positive real part and consequently, the system is input/output stable.
Now, we can transform the block diagram in Figure 1 into a suitable form to apply Theorem 2.
Consider the following signals:
z(t) =
[
X˙⊤(t) KX(t) KX(t− τ) KX˙(t)
]⊤
, ω(t) =
[
X⊤(t) KX(t− τ) u(1, t) K(X(t)−X(t− τ))
]⊤
.
(21)
For the equivalence between (18) and transfer function (10), ∇,A and E are defined as follows:
∀s ∈ C+,∇(s) = diag
(
s−1In, e−τs, δ(s), δ0(s) = 1−e
−τs
s
)
,
δ(s) =
1 + α
1 + αe−2τs
,
E =


In 0n,1 0n,1 0n,1
01,n 1 0 0
01,n 0 1 0
−K 0 0 1
01,n 1 −1 0


, A =


A 0n,1 B 0n,1
K 0 0 0
01,n 1 0 0
01,n 0 0 0
01,n 0 0 1


.
(22)
Note that E is full column rank.
Remark 5 The disturbance δ is related to the neutral part of system (1). The disturbance component δ0
is related to Jensen inequality (see for instance [17]), a widely used inequality in the analysis of time-delay
systems.
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We next need to propose a structure for the real-valued separator Θ such that inequality (19) always
holds for ∇ ∈ ∇∇. For Θ =
[
Θ11 Θ12
Θ⊤12 Θ22
]
, the following structure is proposed:
Θ11 = diag
(
0n,−Q,R(1− α2)γ2,−τ2S
)
, Θ12 = diag (−P, 0,−Rγ, 0) , Θ22 = diag (0n, Q,R, S) ,
(23)
with P ∈ Sn+ and Q,R, S ∈ R+. This selection is not new and is used in the examples presented in
[25, 41]. With this specific structure, for all s ∈ C+, the following holds:
 I
∇(s)

∗Θ

 I
∇(s)

 = diag{−2PRe(s−1), Q(|e−τs|2 − 1), R((1− α2)γ2 − 2γRe (δ(s)) + |δ(s)|2)︸ ︷︷ ︸
δ−1(s)
, S
(
|δ0(s)|2 − τ2
)}
.
(24)
The third diagonal block can be written differently: δ−1(s) = R
(|δ(s)− γ|2 − α2γ2). Equation (22)
implies that δ is inside a circle, its center is γ = 1+α1−α2 and its radius is
(1+α)|α|
1−α2 = |α|γ, guaranteeing that
δ−1(s) 6 0.
Noticing also that ∀s ∈ C+, |e−τs| 6 1,
∣∣∣ 1−e−τss ∣∣∣ 6 τ , we get inequality (19). All these considerations
lead to the following stability theorem:
Theorem 3 If there exist P ∈ Sn+ and Q,R, S ∈ R+ such that LMI (20) holds for Θ defined in (23),
then system (1) is input-output stable.
5.3 Quadratic Separation - Extended stability analysis
5.3.1 Motivations and main theorem
The studies of time-delay systems during the last few years focused on reducing the conservatism of
stability theorems (see [2] for example). Indeed, it has been showed in [2, 43, 8] that Jensen’s inequality
leads to conservative results. The idea developed here is to enrich Ω and Z wisely to improve Theorem
3. Following this idea, we aim at capturing the infinite dimensional behavior of this system, described in
equation (7), by adding new signals into the framework.
Indeed, quadratic separation clearly shows that the addition of more information will lead to a smaller
kernel of [ E −A ] followed by an improvement of the stability criterion at a price of a more complex A,
E and ∇. Following the methodology described in [43], the new signals are projections of the infinite
dimensional state u. This state is projected onto the orthogonal basis of shifted Legendre polynomials
{Lk}k∈[0,N ]. Some useful properties of these polynomial are reminded in the sequel. For more information,
the reader can refer to [10].
Theorem 4 For a given N ∈ N, if there exist PN ∈ Sn+N+ and Q,R, S ∈ R+ such that the LMI:
[
EN −AN
]⊥⊤ ΘN,1 ΘN,2
Θ⊤N,2 ΘN,3

[EN −AN]⊥  0, (25)
holds for
ΘN,1 = diag
(
0n+N ,−Q,R(1− α2)γ2,−τ2S
)
, ΘN,2 = diag (−PN , 0,−Rγ, 01,N+1) , ΘN,3 = diag (0n+N , Q,R, SIN+1) ,
(26)
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n2 + n
2
+ 2(N2 + n) + 5N +Nn+ 9
n2 + n+N2 +N
2
+Nn+ 3
N = 0 27 13
N = 2 61 24
N = 5 142 48
Table 1: Number of variables for QS and LS for n = 4 and an order N .
EN =


In 0n,N 0n,1 0n,1 0n,1
0N,n IN 0N,1 0N,1 0N,1
01,n 01,N 1 0 0
01,n 01,N 0 1 0
−K 01,N 0 0 1
0N+1,n 0N+1,N 1N+1,1 −1N+1 0N+1,1


, AN =


A 0n,N 0n,1 B 0n,N+1
0N,n 0N 0N,1 0N,1 I˜N(1:N,:)
K 01,N 0 0 01,N+1
01,n 01,N 1 0 01,N+1
01,n 01,N 0 0 01,N+1
0N+1,n LN(:,1:N) 0N+1,1 0N+1,1 I˜N


,
(27)
with
1N =
[
(−1)0 · · · (−1)k · · · (−1)N−1
]⊤
, I˜N = diag
({
1√
2k+1
}
k∈[0,N ]
)
,
LN = [ℓij ]i,j∈[0,N ] , ℓik =

 0, if k > i,(2k + 1) (1− (−1)k+i) c, otherwise,
(28)
then system (1) is input/output stable.
Remark 6 The case N = 0 leads to Theorem 3. Theorem 4 also introduces a hierarchy of stability
conditions. In other words, if system (1) is proven to be exponentially stable using LMI (25) for a given
N = N0, then for all N > N0, LMI (25) also assesses the same stability[43].
Compared to classical stability analysis approaches using the Lyapunov Stability (LS) obtained with
the Lyapunov functional of [3], this method also uses an LMI solver. It usually results in LMIs with
less decision variables than other techniques, which is critical when handling high dimensional systems.
Indeed, the difference between LS and Quadratic Separation (QS) is the number of variables. This is
due to the two dimensions state extension in LS. The double state extension leads to an increase of the
number of variables and then to a slower computation. Table 1 and Figure 3 show that considering N = 2
with LS has more decision variables than considering QS at N = 5.
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Figure 3: Number of variables for QS and LS for n = 4 and an order N .
5.3.2 Proof of Theorem 4
The proof of the theorem is divided into 2 parts. First, we will introduce some tools used in the sequel
and then the proof itself is derived.
Legendre Polynomials and frequency-bessel inequality Before going further, the tools used
in the sequel are introduced. For the projections, the scalar product is the canonical inner product of the
Hilbert space L2([−τ, 0],C) and is denoted 〈f, g〉 = ∫ 0−τ f∗(θ)g(θ)dθ for f, g ∈ L2([−τ, 0],C). ‖ · ‖2 is the
norm given by the previous inner-product. The shifted Legendre polynomials are defined as follows:
Lk(u) = (−1)k
k∑
l=0
(−1)l

k
l



k + l
l

(u+ τ
τ
)l
. (29)
Legendre polynomials have been chosen because of their interesting properties (see [43]). First, because
the evaluation of each Legendre polynomial at its boundaries 0 and −τ is simple. Secondly, as it is a
polynomial basis, the following differentiation rule applies for N ∈ N, x ∈ (−τ, 0):
[
L˙0(x) · · · L˙N (x)
]⊤
= LN
[
L0(x) · · · LN (x)
]⊤
, (30)
where LN is given in (28). Finally, the Legendre polynomials family is orthogonal with respect to the
inner product 〈·, ·〉 and it is possible to use Bessel inequality. This inequality is the key part to build a
separator and a version adapted to this problem is proposed below:
Lemma 1 Let τ > 0 and N ∈ N, then the following inequality holds:
∀s ∈ C+, δ∗N (s)δN (s) 6 τ2, (31)
with δN (s) =
√
τ
[〈
eθs, L0(θ)‖L0‖2
〉
· · ·
〈
eθs, LN (θ)‖LN‖2
〉]⊤
.
Proof : Let s ∈ C+, Bessel inequality applied to function θ 7→ exp(θs) gives: ∑Nk=0 1‖Lk‖22 ∣∣〈eθs,Lk(θ)〉∣∣2 6
‖eθs‖22.
An identification with δN leads to: δ
∗
N (s)δN (s) 6 τ
∣∣∣∫ 0−τ eθ(s+s∗)dθ∣∣∣. As s ∈ C+, the right hand side is
bounded by τ2 and that ends the proof. 
Quadratic Separation formulation of system (1) In order to ease the comparison with time-
delay systems, we introduce a new variable θ defined as follows: θ = −τx = −xc . If the neutral part is
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not taken into consideration, a new infinite dimensional state can be defined: U˜(θ, s) = U(−cθ, s)δ−1(s).
Using equation (7), its expression is then:
U˜(θ, s) =
eθs + αe−(θ+2τ)s
1 + α
KX(s), (32)
with t > 0 and θ ∈ (−τ, 0). There are several starting points to enrich Ω, and the one we choose
in this paper is to consider only the projection of the first part of the infinite dimensional state, i.e.
θ 7→ esθKX(s). We justify our choice in Remark 8.
Let N > 0 be the number of projections used. The purpose is now to build ΩN and ZN such that:
ΩN (s) = ∇N (s)ZN (s),
ENZN (s) = ANΩN(s),
(33)
with EN full column-rank where ΩN and ZN are extended versions of Ω and Z. The projections for
k ∈ [0, N ] are introduced as follow:
χk(s) =
〈
eθs,Lk(θ)
〉
KX(s), XN (s) =
[
χ0(s) · · · χN−1(s)
]⊤
,
νk(s) = s
√
2k + 1χk(s), VN (s) =
[
ν0(s) · · · νN (s)
]⊤
.
(34)
The new state in Laplace domain is composed of X(s) and the projections of θ 7→ KX(s)eθs on the
orthogonal basis of Legendre polynomials using the projections defined in equation (34). Noting that
Lk(−τ) = (−1)k and Lk(0) = 1, the derivation rule in equation (30) and an integration by parts give the
following result:
sχk(s) =
(
1− (−1)ke−τs −
∫ 0
−τ
eθsL′k(θ)dθ
)
KX(s) =
(
1− (−1)ke−τs)KX(s)− k−1∑
i=0
ℓikχi(s), (35)
for k ∈ [0, N − 1] and ℓik as defined in equation (28). Noting that ||Lk||2 = τ(2k + 1)−1, VN can be
expressed as follows: VN (s) = δN (s)sKX(s). The new state vector for the quadratic separation are:
zN(t) =
[
X˙⊤(t) X˙⊤N (t) KX(t) KX(t− τ) KX˙(t)
]⊤
, ωN (t) =
[
X⊤(t) X⊤N (t) KX(t− τ) u(1, t) V⊤N (t)
]⊤
.
(36)
With the previous signals, equalities (33) hold for AN , EN defined in the theorem and ∇N (s) =
diag
(
s−1In+N , e−τs, δ(s), δN (s)
)
. Now, we need to find a separator ΘN . The state extension is based on
projections on an orthogonal basis such that the Bessel inequality holds. The result presented in Lemma
1 guarantees that ΘN proposed in the theorem is a solution to LMI (19).
Remark 7 One of the main problem of this method comes from the inclusion of δ into a disk. This may
not be a convenient bound for systems with a high reflexion coefficient α. So for c and c0 smaller or c
and c0 larger, weaker results are expected.
Remark 8 ((Another state extension)) We justify the choice of projecting only part of the state
U˜(·, t). First, in equation (32), the state U˜ at a given θ and t is made up of two contributions. The
first one is a result of a wave going forward U˜1(θ, s) = e
sθKX(s) and another one going backward
U˜2(θ, s) = e
−s(θ+2τ)KX(s). We decided here to project only U˜1. Another option is to consider the
two components U˜1 and U˜2 independently and, then, to enrich the state by two projections at each order.
This leads to an increased number of variables and, unfortunately, similar performances.
Indeed, to keep the same number of variables, one solution would be to project the whole state U(x, s)
on the same basis of Legendre polynomials. Considering θ = −τx, we get the following equations for
θ ∈ (−τ, 0):
U˜(θ, s) = U(θ, s)δ−1(s) =
(
esθ + αe−s(θ+2τ)
)
U(0, s). (37)
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Using the dot product defined earlier, we get:
χk(s)
U(0, s)
=
〈
U˜(θ, s)
U(0, s)
,Lk(θ)
〉
=
〈
esθ,Lk(θ)
〉
+ αe−sτ
∫ 0
−τ
e−s(θ+τ)Lk(θ)dθ =
〈
esθ,Lk(θ)
〉
+ αe−sτ
〈
esθ,Lk(−θ − τ)
〉
.
(38)
Noting that the shifted Legendre polynomials are symmetric/antisymmetric relative to − τ2 which means
we have Lk(−θ − τ) = (−1)kLk(θ) and hence we get:
χk(s) =
〈
esθ,Lk(θ)
〉 (
1 + (−1)kαe−sτ )U(0, s). (39)
The problem comes from the Bessel-like inequality in (31) and now reads:
N∑
k=0
(2k + 1)
∣∣∣∣ χk(s)U(0, s)
∣∣∣∣2 6 τ2(1 + |α|)2. (40)
This inequality is not an optimal bound because it will not become an equality for N →∞, which was
the case previously.
6 Examples
In this part, we aim at presenting the difference between the exact stability area and the one obtained
using robust stability theorems. The same system has also been studied in [3] using a Lyapunov-based
stability approach. It also uses a hierarchy of LMI conditions, so the notation “LS, N = i” refers to the
stability obtained using the other methodology for an order i. A comparison of efficiency between all the
methods is also presented.
The estimation of the stability area of system (1) is provided on some chosen examples with different
behaviors. We consider the interconnection of a stable wave equation (c0 > 0) interconnected with
different ODE systems. First, the interconnection with a stable finite dimension LTI system is proposed.
Then, an unstable ODE is interconnected. We then aim at proving that there exist unstable systems
stabilized thanks to the wave equation. To finish, we analyze a system known to possess stability pockets
for cc0 = 1. The LMI solver used in the examples is “sdpt3” with Yalmip[31].
6.1 A and A+BK Hurwitz with ‖H‖∞ < 1
This first example is borrowed from [3] where the K matrix has been slightly modified to get ‖H‖∞ < 1
such that the Small-Gain Theorem can be applied. System (1) is proposed with the following matrices:
A =

−2 1
0 −1

 , B =

1
1

 , K = [0 − 2021] . (41)
It is easy to verify that A and A + BK are indeed Hurwitz. Moreover, the infinity norm of the
open-loop system is less than 1, then Theorem 1 applies and limc0→∞ cmin(c0) = 0. Here we are after
computing the cmin, which is the smallest c such that for all c > cmin, the system is input/output stable.
While for the Small-Gain theorem, we have proven this bound, the remaining approaches will reveal the
bounds through computations.
The results with quadratic separation (QS) and the method with Lyapunov-based stability (LS) at
order N = 0 developed in [3] are superposed in the chart of Figure 4. As expected, the small gain
theorem provides the worst estimation of the stability area but with stronger properties. The QS and LS
approaches provide similar results. The QS does not use an extended state so the results for high c0 are
further from the CTCR curve than the one obtained with LS.
Finally, the result obtained with CTCR shows a non-continuous behavior for small cc0 and this observation
discourages us to use the (c0, c) chart to estimate the stability area of system (1). This is not a numerical
issue, but rather indicates some singularities regarding system poles crossing the imaginary axis for certain
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Figure 4: Minimum wave speed cmin as a function of c0 for system (1) to be stable. The values for A, B
and K are given by equation (41).
values of c0. This can be remedied by viewing the stability on a different domain of parameters. Indeed,
an appropriate choice of system coordinates is (cc0, c
−1). In order to make a comparison with time-delay
systems, the delay c−1 needs to be considered as one of the axes. It is natural to add cc0 as the other
variable of interest as it pilots the behavior of the system. Then, on the line cc0 = 1, we get a time-delay
system (see the state-space representation (12) and Remark 3), and it is possible to compare the results
with the literature. From this point, the mapping (cc0, c
−1) is used.
6.2 A and A+BK are not Hurwitz
The following system is borrowed from [2] where
A =

 0 1
−2 0.1

 , B =

0
1

 , K = [1 0] . (42)
It has been shown in the cited study that for c1 = cc0 = 1, it is stable for a sufficiently large delay.
This is a very different theoretical case compared to the previous one. For τ = 0, uncontrolled system
has two unstable poles, which means that a simple output feedback cannot stabilize the system. This
is evident from both A and A + BK being unstable. Notice first that this system for cc0 = 1 has been
studied in [2], and CTCR recovers the same exact stability area.
QS at N = 0 does not provide meaningful results, but, as we can see in Figure 5, higher orders of
QS detect a stability area which approaches the exact results by CTCR as the order increases; see the
stability regions around c1 = 1. Despite the state augmentation, it is not possible to recover the stability
area and computations show that for cc0 < 0.5, QS at any order does not assess stability. This can be a
consequence of considering an inappropriate bound on δ.
6.3 An example with stability pockets
For this last example, the system is taken from [17]. It is known to possess multiple stable intervals
(pockets) along the delay axis for c1 = cc0 = 1. We investigate whether or not QS and the methodology
of [3] can detect these pockets. The system matrices are given by:
A =


0 0 1 0
0 0 0 1
−11 10 0 0
5 −15 0 −0.25

 , B =


0
0
1
0

 , K =


1
0
0
0


⊤
. (43)
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Figure 5: Stability areas for system (1) with matrices defined in (42) and c1 = cc0 and τ = c
−1 obtained
using CTCR and Theorem 4. The hatched area is the exact unstable area, the remaining area is the exact
stable area as detected by CTCR. The colored areas are stated as stable for Theorem 4 at an order N = 3.
The color scale represents the stability area depending on the order N considered. The areas marked as Si
is the stable area up to an order i.
We can compare the efficiency of LS in Figure 6a. The hierarchy property can be seen and the stability
pockets are indeed recovered as the order increases. Figure 6b shows the stability result with QS at an
order N . QS and LS at the same order provide similar results but with lower decision variables for QS,
see Table 1 and Figure 3.
Moreover, for small c1, the reflection coefficient is not close to 0 and then, as noted in Remark 7, QS
should have a worse estimation. That is why we get poor result on the left side compared to LS. But if
c1 is close to 1, results similar to LS are obtained using QS with a subsequently lower number of decision
variables. That means at the same number of decision variables, QS can detect more stability pockets
around c1 = 1 but LS detects a wider stability area. When 4 ≤ N ≤ 7, the stability area detected by QS
is included in the one ensured by LS at the price of more decision variables. Not matter the order, QS
never detects the whole stability area.
7 Conclusion
In this paper, we studied using an exact method the input/output stability in a parameter region of interest
for a system interconnecting an ODE with a string-type PDE equation. We also proposed two robust
stability results: a simple one obtained with the Small-Gain theorem and another one using Quadratic
Separation. The latter is based on a hierarchy of LMI conditions and is more conservative than some
other approaches; but it proposes a subsequently reduced number of decision variables. A perspective
would be to enhance the stability results for Quadratic Separation while keeping its low computational
burden. Future work will be aimed at determining which approximation introduces the most conservatism
in order to reduce the gap between the Lyapunov Stability analysis and the one made with Quadratic
Separation.
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