Purpose: Clinical implementation of magnetic resonance imaging (MRI)-only radiotherapy requires a method to derive synthetic CT image (S-CT) for dose calculation. This study investigated the feasibility of building a deep convolutional neural network for MRI-based S-CT generation and evaluated the dosimetric accuracy on prostate IMRT planning. Methods: A paired CT and T2-weighted MR images were acquired from each of 51 prostate cancer patients. Fifteen pairs were randomly chosen as tested set and the remaining 36 pairs as training set. The training subjects were augmented by applying artificial deformations and feed to a two-dimensional U-net which contains 23 convolutional layers and 25.29 million trainable parameters. The Unet represents a nonlinear function with input an MR slice and output the corresponding S-CT slice. The mean absolute error (MAE) of Hounsfield unit (HU) between the true CT and S-CT images was used to evaluate the HU estimation accuracy. IMRT plans with dose 79.2 Gy prescribed to the PTV were applied using the true CT images. The true CT images then were replaced by the S-CT images and the dose matrices were recalculated on the same plan and compared to the one obtained from the true CT using gamma index analysis and absolute point dose discrepancy. Results: The U-net was trained from scratch in 58.67 h using a GP100-GPU. The computation time for generating a new S-CT volume image was 3.84-7.65 s. Within body, the (mean AE SD) of MAE was (29.96 AE 4.87) HU. The 1%/1 mm and 2%/2 mm gamma pass rates were over 98.03% and 99.36% respectively. The DVH parameters discrepancy was less than 0.87% and the maximum point dose discrepancy within PTV was less than 1.01% respect to the prescription. Conclusion: The U-net can generate S-CT images from conventional MR image within seconds with high dosimetric accuracy for prostate IMRT plan.
INTRODUCTION
Magnetic resonance imaging (MRI) has been widely used in radiotherapy clinic for organ delineation due to its superior soft tissue contrast over that of computed tomography (CT). Currently, MR image is usually used as secondary image modality for tumor/organ of interest delineation after aligned rigidly to the simulation CT image. A clinical workflow of radiotherapy based on MRI simulation alone can eliminate the image registration uncertainties for contours propagation, reduce radiation exposure and associated patient discomfort. Implementing MRI-guided radiotherapy in clinic requires a method to derive CT equivalent information or electron density distribution from an MR image for radiation dose calculation. Such CT equivalent data usually referred to as pseudo-CT 1,2 or synthetic-CT (S-CT) [3] [4] [5] images. Various methods of S-CT image generation has been proposed which can be categorized as (a) statistical modeling [6] [7] [8] [9] [10] [11] ; (b) multi-atlas deformable image registration alone 12 or combined with local weighting or patch fusion algorithms 3, [13] [14] [15] [16] [17] ; (c) random forest-based methods; 2, [18] [19] [20] and (d) deep learning-based methods. [21] [22] [23] [24] [25] [26] Statistical modeling methods usually require special MRI sequences to provide additional information such as using the ultrashort echo time (UTE) sequence to segment air and bony structures. 6, 9 However, those sequences are not commonly used in radiotherapy clinic. Multi-atlas-based methods inherently suffer from large uncertainties induced by intersubject registration due to their considerable anatomical variations. Including local weighting or patch fusion algorithms improves HU estimation accuracy, especially in those high HU contrast areas. 3, 13 However, their implementations either required prelabeled region of interests (ROI)s 3 or extensive computation for calculating the local similarity metrics voxel by voxel between a tested subject and each of atlas after applying interpatient deformable image registrations. 13, 16 Random forest-based methods 2, 18 do not require deformable image registration between a tested subject and the training subjects. However, their prediction accuracy largely depends on the quality of features extracted from a small image patch which may not provide sufficient spatial information for CT number estimation. The major advantages of deep learning-based methods including (a) fast model deployment with only seconds to generate an S-CT volume image once the model is trained; (b) capable to learn a nonlinear MR-to-CT intensity mapping from a large scale of training samples and (c) fully automatic without requiring any tissue/organ segmentations during training and testing stages. Different deep learning models have been applied for MRI-based S-CT image generation. Snehashis 23 adopted inception block structure to build a shallow convolutional neural network (ConvNet) with only 5-6 convolutional layers. Han 21 fine-tuned the pretrained VGG-16 network 27 to create a deep ConvNet with 27 convolutional layers for brain S-CT image generation. 28 Recently, generative adversarial network (GAN) 29 also been introduced for the S-CT image generation that enables the ConvNet to be trained with unpaired CT-MR images based on the principle of cycle consistency. 30 Although these studies have shown comparable S-CT image estimation accuracy with state-of-art algorithms, so far, few of them have been evaluated by clinical planning studies. In this study, we investigated the feasibility of training a deep ConvNet from scratch for S-CT image generation from conventional T2-weighed MR images using a handful of limited paired CT-MR images obtained from prostate cancer patients. We adopt the standard U-net architecture 28 as it is of high capability for high spatial resolution prediction task. The U-net based S-CT algorithm was compared with a previous published multi-atlas algorithm. 3 In addition, we evaluated the dosimetric accuracy of using the S-CT images for clinical prostate intensity-modulated radiation therapy (IMRT) planning.
MATERIALS AND METHODS

2.A. Data acquisition and preprocessing
A total of 51 MR-CT paired images of prostate cancer patients were used in the study. Patients were aged between 51 and 85 yrs with the median body weight 87 (58-118) kg. No specific instructions were given to the patients regarding bladder and bowel preparation. The patients were imaged head first supine with knee support for both CT and MR imaging following the same setup procedure. The median interval time between the CT and MR imaging was 45.5 (31-116) min and the total acquisition time of MR imaging was approximate 7 min. The MR scanner was equipped with a dedicated radiotherapy flat couch. All CT images were acquired using a Brilliance Big Bore (Philips Healthcare) scanner with a reconstructed voxel size 1.12 9 1.12 9 3 mm 3 and MR images were acquired using a 3 T Ingenia high-field system (Philips Healthcare) using a spin-echo sequence (T2-TSE), an echo time/ repetitive time (TE/TR) of 110/5000 ms, a flip angle of 90°, and a reconstructed voxel size of 0.45 9 0.45 9 3 mm 3 with field of view to cover the entire pelvic region.
Multimodality, that is, MR-CT, deformable image registration was performed for each pair. The resulting paired MR-CT images shared a resolution of 1.12 9 1.12 9 3 mm 3 with 384 9 384 voxels per axial slice and a total of 53-153 slices per patient. The intensity of each MR volume image was normalized as zero mean and unit variance and scale to 255 intensity bins. A binary body mask was derived from each MR image and applied to remove the nonanatomical information outside the body for both MR and CT images.
2.B. Architecture
A schematic view of the U-net model is depicted in Fig. 1 . Briefly, it contains 23 convolutional layers interleaved with max pooling and unpooling layers as well as 25.29 million trainable parameters. The contracting path on the left consists of the two 3 9 3 convolutions, each followed by a rectified linear unit (ReLU) and a 2 9 2 max pooling with stride two for downsampling. Each step in the expansive path on the right consists of an upsampling of the feature maps followed by a 2 9 2 convolution that halved the number of feature channels, a concatenation with the corresponding copied feature map from the contracting path, and two consecutive 3 9 3 convolutions, each followed by a ReLU activation. Different from the original U-net, 28 we applied the batch normalization (BN) right after each of the convolutional layers and before activation to accelerate the training process by reducing internal covariate shift. 31 In addition, we applied zero padding for each convolutional layer so that the size of their output feature maps is preserved after the convolution operations.
2.C. Implementation and training
Fifteen of 51 CT-MR pairs were randomly selected as the tested subjects and the other 36 as the training subjects. We performed data augmentation prior to the training process by applying deformations to the training subjects to increase the number of training samples. Specifically, for a selected training subject, deformable image registration was performed between the selected training subject and each of the other training subjects, respectively. The resulting deformations were multiplied by a coefficient l and applied to the selected training subject's CT-MR images to generate a set of deformed paired CT-MR images. The coefficient l controlled the magnitude of the applied deformations. In this study, we experimentally choose a small l 1/3 to minimize the possibility of generating unrealistic deformed images with local distortions. After applying augmentation, the number of training subjects increased from 36 to 1296 including a total of 88,353 paired CT-MR slices. All the image registrations in this study were performed using a commercial tool ADMIRE, CMS Software, Elekta Inc., Stockholm, Sweden.
Training the U-net requires estimating the network parameters. This was achieved by minimizing the loss defined as the absolute difference between the true CT images and the S-CT images generated with the given MR images. The model was implemented using Keras 32 with using tensorflow 33 as the backend. The model was trained from scratch on single NVIDIA GP100 GPU card with 16 GB memory. A total of 88,353 MR-CT paired slices were used as samples to train the model with a minibatch 34 size of five samples or slices. Adam optimization algorithm 35 was used with the following parameters: initial learning rate = 10 À2 ; b 1 = 0.9; b 2 = 0.999; epsilon = 10 À8 without applying dropout. 36 The model was trained in a total of 22 epochs or 388.75k iterations and the learning was divided by 10 at 16th epoch.
2.D. Evaluation
For each tested subject, the MR image was used as input for the U-net to generate the corresponding S-CT image slice by slice. The corresponding paired CT image was referred to as true CT image in this study. Mean error (ME) and mean absolute error (MAE) between the S-CT image and the true CT image were calculated and used to measure the CT number estimation accuracy:
and
where v is a voxel within body and N is the total number of voxels. The ME and MAE were calculated within body, bone (HU ≥150) and soft tissue (150 > HU ≥ À100), respectively. The S-CT images generated in this study were compared with those generated using our previous published multi-atlas method.
3 Dosimetric accuracy of using the S-CT images for treatment planning was analyzed using clinical IMRT plans with dose 79.2 Gy prescribed to planning target volume (PTV), 6 MV photons beams, and 7-9 gantry angles/ports depending on patients' geometry. For each tested patient, a plan was designed and optimized on the true CT image. The true CT image then was replaced by the S-CT images and the dose matrices were recalculated using the same beam parameters (Pinnacle, v9.7). The dose matrices covered all ROIs including PTV, bladder, rectum, and femoral region. The resulting dose matrices were compared using the global three-dimensional gamma index analysis 37 under the criteria of 1%/ 1 mm, 2%/2 mm, and 3%/3 mm (dose discrepancy/distance agreement) with surpassing areas that have a point dose less than 10% of the maximum dose. Within the ROIs, the average and maximum absolute point dose discrepancies with respect to the prescription dose were calculated. Dose-volume histogram (DVH) parameters obtained from the dose matrices that calculated on the true CT and S-CT images were compared.
RESULTS
The model was trained in 58.67 h from scratch. Once the model is trained, it takes 3.84-7.65 s (54.83-92.13 ms/slice) to generate an S-CT volume image from a new MR image. In comparison, the multi-atlas method 3 took 2-3 min on the same GPU with using nine atlases for deformable registration followed by a selection algorithm.
For the 15 tested patients, the (mean AE SD) ME between the S-CT and the true CT images within body were (6.67 AE 5.38) HU and (9.24 AE 5.44) HU with respect to the U-net model and multi-atlas-based method. The MAEs within body were (29.96 AE 4.87) and (38.9 AE 4.81) HU with respect to the U-net model and the multi-atlas-based method (P = 0.0002, Wilcoxon rank sum test). The corresponding maximum MAEs were 43.26 and 48.75 HU, respectively. The details of the ME and MAE within different tissues were listed in Table I . Figure 2 shows an axis slice of MR, true CT, and S-CT images generated using the U-net for a patient with the average accuracy of CT number estimation. Figure 3 shows a patient's S-CT images generated using the two algorithms.
Within body, the 1%/1 mm, 2%/2 mm, and 3%/3 mm gamma pass rates were over 98.03%, 99.36%, and 99.76% for the U-net-generated S-CT images and over 97%, 99.05%, and 99.67% for the multi-atlas-generated S-CT images.
Within ROIs (PTV, bladder, rectum, and femoral region), the average absolute point dose discrepancy was less than 0.4% and 0.6% for the S-CT images generated by U-net and multiatlas method, respectively. The details of point dose discrepancy in each ROI were listed in Table II . The discrepancy of the DVH parameters was listed in Table III . Figure 4 shows the dosimetry results of a patient with the largest MAE.
DISCUSSIONS
The U-net architecture created in this study achieved competitive CT number estimation accuracy for the prostate/pelvic region with a (mean AE SD) MAE of (29.96 AE 4.87) HU within body. Compared with our previously multi-atlas method, 3 the overall accuracy improved significantly. The improvements most likely come from the soft tissue (Table I) . However, the HU estimation within bony structure was worse than the multi-atlas method. One possible reason could be the large interpatient variability in CT intensity distribution within bony structure and the training samples from only 36 subjects may not well representative. Therefore, improvements could be expected by including more training samples. Although both methods suffer from the similar effects due to the limited training samples, the U-net seems to be more sensitive, as it determines the CT number within bony structures based on the MR intensity from different tissues of all training samples. In contrast, the multi-atlas only based on those selected atlases using a ROI-based local weighting algorithm. 3 Therefore, adding additional anatomical information in the training data for the U-net could further improve the CT number estimation accuracy. For instance, a ConvNet can be built with multiple inputs, including MR image and manually delineated contour of bony structures, and single output, that is, the S-CT image. The input contours can be regarded as additional knowledge to help the model predict CT number. Compared with other deep learning-based methods evaluated on the prostate/pelvic data, 22, 24, 25, 38 our results achieved a relatively smaller MAE. Partly because we adopted extensively data augmentation by applying artificially created deformations to the training subjects to increase the number of training samples. Such a strategy increases the model robustness with respect to soft tissue organ deformations and alleviate model overfitting. 28, 39 Without applying data augmentation, the (mean AE SD) MAE of the S-CT images from the 15 tested patients increased to (50.84 AE 11.3) HU. In addition, we did not apply bias field correction and MR intensity histogram normalization. Instead, we created a large number of samples and let the network learn the inherent MR image intensity variations. Therefore, the CT number estimation could be more robust to the intensity inhomogeneity of a new coming MR image. The dosimetric accuracy of clinical prostate IMRT planning using the U-net-generated S-CT images was high and superior than using those S-CT images generated by the multi-atlas method (Tables II and III) . However, we freely acknowledged that the accuracy of S-CT images can be further improved by using more advanced network architectures such as extending the network architecture to three-dimensional U-net 40 when more computational resources are available or including adversarial training to generate more realistic images with less blurry. 38 The bottleneck of the U-net was the misalignments between the MR and paired CT images of soft tissue organs even when the images were acquired at the same position, on the same day with applying CT-MR image registration. Therefore, using the cycle GAN trained with unpaired samples 30, 40 would have a potential improvement on dosimetric accuracy. Figure 4 shows the dosimetric results of a patient with the worse CT number estimation. Dose grids that failed to pass the 1%/1 mm gamma index were in the beam entrance angles, near the skin and outside the region of interests. Most of them pass the 3%/3 mm gamma index, therefore, should not have substantial clinical impacts. Another weakness of applying deep learning models would be the requirements of a large amount of training data and it may be sensitive to the intervariation of MRI machines and imaging procedures/acquisitions. However, this could be partially solved by transfer learning. 41 Specifically, a model trained with samples acquired from one machine can be used as a pretrained model for another machine. The pretrained model then can be retrained or reoptimized using a much smaller number of training samples acquired from the new machine.
In summary, the U-net architecture can be trained using a handful of limited paired MR-CT images from scratch. It can generate accurate volume S-CT images from conventional MR sequence images fully automatic within seconds. Using the U-net-generated S-CT images for prostate IMRT dose calculation achieved (1%/1 mm) gamma pass rate over 98.03% within body. Further evaluation on a larger patient cohort is warranted.
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