The adoption of cloud computing depends upon detailed comparison of cloud provider alternatives with careful consideration. Therefore, poor cloud provider selection can lead to failure in service delivery, compromise data confidentiality and data integrity and loss of meeting clients' demands. Cloud provider selection is a multi criteria decision making problem, which is based on considering various quantitative and qualitative factors to analyze criteria simultaneously.
INTRODUCTION
Many organizations have started lunching applications on cloud infrastructure and making their businesses agile by using flexible and elastic cloud services. But moving data and/or applications into the cloud is not straight forward. Many challenges exist to leverage the full potential of cloud computing [1] . Although many of these challenges related to application requirements and characteristics, other than that, choosing right cloud provider between numerous cloud provider offers becomes extremely difficult [2] . Therefore, given the variety of cloud service offering, a substantial challenge for organizations is to realize who the "best" cloud provider is that able to fulfill their business needs.
Cloud Service Measurement Index Consortium (CSMIC) at Carnegie Mellon University Silicon Valley has classified measurement indexes for assess and compare business services regardless of whether that service is internally provided or sourced from an outside company [3] ."
In this study, we are moving the work of the consortium one step forward by using indexes as a selection criteria and proposing a framework that can compare and select the best cloud offer among different cloud providers in accordance with criteria priorities based on user requirements. In this framework we are using Decision Making Trial and Evaluation Laboratory and interview with experts, managers and specialists in IT management field. Each expert is asked to indicate the degree to which he or she believes a factor i affects factor j. Moreover, to select cloud provider based on these criteria we propose an Analytical Network Process (ANP) based on ranking mechanism to resolve the problem of assigning weights to indexes for determining the relationship of the degree of interdependencies among them. Often, cloud customers have two types of operational and non-operational requirements. For making decision about which provider matches best with all operational and non-operational requirements, this framework can be used as a management dashboard [4] .
PROBLEM STATEMENT
Typically the problems related to provider selection are two types [5] . The first type is single sourcing, in which a cloud provider is able to carry out all customers' needs including resource provisioning and quality of service (QoS). In this type the management only needs to decide which cloud provider is the best in regard to criteria priorities?
The second type is multiple sourcing, in which a cloud provider alone cannot meet all needs of cloud customer and customer must meet their demands through several providers. Management in this type of problems must take two different decisions. First, which providers are the best in regard to criteria priorities? And second, what services should be outsourced to each provider?
In many cases, organizations often choose only one provider for their services, they must compare services, performance and price from different providers during period of time. Therefore, in this article we discuss how to overcome provider selection problem in the state of single sourcing [6] .
Selecting best provider, as a critical decision in IT management is significantly important, because it can lead organization in different industry to use systematically formed models to select providers and assign services to them. Therefore, the framework, within the domain of Information Technology can also support variety of decision-making
METHODOLOGY
In this study, the framework is accomplished in four steps. At first, among SMI, set of attributes in categories are selected, then, through interview with the experts and decision makers the degree of interdependent relationship between different criteria is determined by the expert group in second step. Later, at third and forth step in order to compute the weight of each attribute and final ranking of desired providers to select the best one, integrated ANP-DEMATEL techniques were used to answer the main research question which is how to select best cloud provider. The process of the framework is illustrated in Figure 1 .
SERVICE MEASUREMENT INDEX (SMI)
As briefly described before, Cloud Service Measurement Index Consortium (CSMIC) at Carnegie Mellon University Silicon Valley has classified measurement indexes as "set of business-relevant Key Performance Indicators (KPI's) to provide a standardized method for measuring and comparing a business service regardless of whether that service is internally provided or sourced from an outside company [3] ." From a practical standpoint, SMI enables customers of IT business services to perform "apples-to-apples" comparisons so they can make informed decisions about selecting specific services and service providers [7] . The SMI Framework provides a comprehensive view into the entire customer experience for cloud service providers in six primary areas: Quality, Agility, Risk, Capability, Cost and Security [8] . These categorize are demonstrated in Figure 2. 
DESIGNING A MODEL FOR ANP
In regard to this research goal, at first we attempt to design proper network process model based on SMI criteria and subcriteria in Super Decision software. 
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Figure 2. SMI attributes
Geometric mean is the most appropriate mathematics rule for combining assessments in AHP, because it maintains inverse property of pairwise comparison matrices [9] . In addition to considering each member of experts group's assessment, it will help to measure the assessment of the entire group for each pairwise comparison.
Pairwise Comparison of Main Criteria Base on the Goal (W 21 )
In this research, six main criteria as main decision criteria are selected. Therefore, at the first step criteria's pairwise comparison has been covered. The following table shows the result of performing pairwise comparison. As a result, Eigenvector W 21 will be as follow:
The calculated inconsistency rate is: 0.074 which demonstrates performed pairwise comparisons is desirable.
Output of Super Decision software for prioritizing main criteria based on research goal is demonstrated in As observed, based on research goal, criterion C4 with the normal weight of 0.327 has the most priority. Also Criteria C2 and C3 with the similar importance have second and third priority. Criterion C5 has forth priority and criteria C1 and C6 with similar weight of 0.051 and 0.053 have the least priority.
pairwise Comparison of Main Criteria Interdependencies (W 22 )
In the next step, to get W 22 super matrix, interdependencies for main criteria must be calculated. For this reason DEMATEL technique is used. Accordingly, experts are able to express their viewpoint of effects (direction and intensity) between criteria with more control. It is necessary to mention that this technique not only demonstrates initial effects but also is able to demonstrate the causal effect between each pair of criteria in the system by drawing influence map. 
Calculating the Initial Direct-Relation Matrix (M)(average matrix)
Each expert is asked to signify the grade to which he or she believes a criterion i affects criterion j. DEMATEL is based on three basic assumptions: First, A clear definition of the nature and characteristics of factors; second, grade ranging from 0,1,2,3 and 4 representing the strength of the criteria which means 'No influence (0),' 'Low influence (1),' 'Medium influence (2),' 'High influence (3),' and 'Very high influence (4),' respectively; third, explanation of the relevance of various factors and management of implications. In the case of having group of experts, arithmetic mean will be used to calculate initial direct-relation matrix [10] . 
Calculation of the Normalized Initial
The normalized initial direct-relation matrix N is obtained by normalizing the average matrix M in the following method: 
Computing the Total Relation Matrix
A continuous reduction of the indirect effects of problems along the powers of matrix N, (e.g., , ,…, ), guarantees convergent solutions to the matrix inverse. The total relation matrix T is an n x n matrix and is defined as follow:
Note that and , where 0 is the n x n null matrix and I is the n x n identity matrix. 
Obtaining the Network-Relations-Map
In order to clarify the structural relation between criteria while balancing the complexity of the system to a convenient degree, it is essential to set a threshold value p to extract some insignificant effects in matrix T. As long as each criterion of matrix T gives information on how one criterion affects another, it is essential for the management group (decisionmakers) to set a threshold value to decrease the complexity of the structural relation model implied in matrix T. Therefore, only some criteria, which's effect in matrix T is greater than the threshold value, must be chosen and presented in an network-relations-map (NRM) [11] .
In this research, the threshold value has been calculated equal to 0.35. While the threshold value has been calculated, the final result can be demonstrated in an NRM as below: The cluster interdependencies map is demonstrated below.
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Figure 4. Cluster interdependencies map
In regard to NRM for criteria causal relation diagram is produced as demonstrated in Table 7 : The sum of indices in each row (D) denotes degree of effect, given by that criterion on other criteria in the system. In this case Security has the most effect given. After that Costs with approximately equivalent effect given is in second place. Quality and Agility criteria are also having equivalent effect given and placed in lower level and after them Risk and Capability. 

The sum of each column (R) denotes degree of effect, received by that criterion on other criteria in the system. Based on this Quality hast the most effect received by other criteria. Agility criterion has the least effect received from other criterion. 
Pairwise Comparison of SubCriteria (W 32 )
In the third step pairwise comparison of SMI's sub-criteria has been covered. In each step pairwise comparison are applied to sub-criteria related to each main criterion of matrix.
Pairwise Comparison of Agility SubCriteria
Based on acquired result, index S14 with weight 0.369 has the highest priority. Index S13 is in second place and index S12 is in third place. After all index S11 has the lowest priority. Since, inconsistency ratio of applied comparisons is 0.074, acquired results are reliable.
Pairwise Comparison of Cost Sub-Criteria
The result of Cost's sub-criteria pairwise comparison demonstrates that based on acquired result; index S21 with normal weight of 0.723 has higher priority than Index S22. Additionally, in comparison of two criteria is always equal to 0, therefore acquired results are reliable.
Pairwise Comparison of Risk Sub-Criteria
For the Risk's sub-criteria pairwise comparison, index S31 has the highest priority. Index S32 is in second place and index S33 has the lowest priority. Since, inconsistency ratio of applied comparisons is 0.002, acquired results are reliable.
Pairwise Comparison of Security SubCriteria
The result of Security's sub-criteria pairwise comparison shows that index S44 is the most important index among Security's sub-criteria and has the highest priority. Indexes S43 and S41 are having the next high priority and index S42 has the lowest priority. Since, inconsistency ratio of applied comparisons is 0.087, acquired results are reliable.
Pairwise Comparison of Quality SubCriteria
The result of Quality's sub-criteria pairwise comparison shows that index S52 is the most important index among Quality's sub-criteria and has the highest priority. Indexes S53 and S51 are having the next high priority and index S54 
Pairwise Comparison of Capability SubCriteria
According to experts' opinion, both index of Capability criterion have the equal importance. This result is clearly observed in following table and figure. Additionally, in comparison of two criteria is always equal to 0, therefore acquired results are reliable.
Pairwise Comparison of SubCriteria Interdependencies (W 33 )
For reflecting the interdependencies between sub-criteria, DEMATEL technique is used. As we did before, four steps should be performed: at first Initial Direct-Relation Matrix (M) has been calculated for sub-criteria. Because viewpoint of group of expert are used, arithmetic mean will be used to calculate the matrix. At the second step initial direct relation matrix must be normalized. Based on matrix M, scalar k is equal to 35 for sub-criteria. Later, at the third step total relation matrix T has been calculated. Finally, at forth step, In order to determine network-relation-map (Table 8) , threshold value must be calculated as explained in previous part. With this technique slight relation can be skipped. In this part, threshold value has been calculated equal to 0.147. As long as the threshold value has been calculated, the final result can be shown in an NRM demonstrated in Figure 6 . S11  S12  S13  S14  S21  S22  S31  S32  S33  S41  S42  S43  S44  S51  S52  S53  S54  S61 
The Final Priority of SMI Criteria with ANP Technique
Calculation of unweighted super-matrix, weighted supermatrix and limit super-matrix:
To reach the entire priorities in a system with mutual effect, internal priority vectors (calculated W's) must be inserted in the proper column of a matrix. As a result, a supermatrix (partitioned matrix) will be acquire, which demonstrates relations between clusters in the system. In other words, a supermatrix is a matrix of relation between network elements, which is calculated based on priority vectors of those relations. This matrix formulates a framework for determining relative importance of criteria after all pairwise comparisons. In consideration of determined relation in this research, the supermatrix is as below: 
-
The 0 indices represent the affectless of criteria in that particular place.
With using normalization concept, unweighted supermatrix is converted to weighted supermatrix (normal). In weighted super-matrix, sum of all indices of all columns is equal to 1.
In the next step, limit supermatrix is calculated. Limit supermatrix is calculated by repeating exponentiation until all indices of supermatrix get closer to each other. In this situation all indices will be equal to 0 and only those indices related to sub-criteria will be a number that repeats in all rows of those particular sub-criteria.
RESULTS
At last and based on calculation performed by Super Decision software, the output for final priority of criteria and subcriteria is illustrated below:
To select the best alternative, after obtaining the weight of each criterion, in the first step each alternative should be pairwise compared based on each criterion. Next step is computing priorities. As explained before, for this reason normalizing concept will be used. After normalizing, weight of each alternative based on particular criterion will be acquired. Value gained from this computation form a priority column that called eigenvector.
In the last, the weights obtained in the previous step, will be used to best selection. Desirability Index will be used to determine best alternative. The selection of best provider depends on the outcome of desirability index. The computation of the DIs is the derivations of the weights based on the pairwise comparison of all under the different criteria. For the future research, the difficulty can be explained by other MCDM methods, and the solutions can be compared. Also ANP under fuzzy environment can be utilized for provider selection process, and intelligent programs to assess solutions automatically can be developed. Another suggestion is to consider other risks, such as political/social risks and behavioral risks. Furthermore, focus on other alternatives for eliminating or reducing risks can be exposed in a more completed network.
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