ABSTRACT In search of an equivalent circuit model for rechargeable batteries, many authors start with a measurement of battery impedance, spanning what is presumed to be the frequency range of interest. Various networks have been suggested in the literature to account for the measured impedance characteristic. Most incorporate two or more resistors, at least one capacitor, some include at least one Warburg element, and more recently ''constant phase elements'' (CPE), otherwise identified as fractional-derivative capacitors. Networks that are more successful at reproducing the measured impedance have from five up to tens of degrees of freedom. The frequency range upon which most models are based extends only to 1mHz. This is surprising since many batteries see a daily or longer usage cycle, corresponding to a frequency of ≈ 11.6 µHz or lower. We show in this manuscript that the most-cited impedance measurement instrument, and one of the few that can operate below 1mHz, can be unreliable at and below this boundary. We present a novel impedance measurement algorithm robust against the issues present while measuring the impedance of electrochemical systems to as low as 1 µHz. Next, we present reliable impedance data extending to a lower frequency limit of 10 µHz. A remarkable characteristic appears at the lower frequencies, suggesting a surprisingly simple and elegant equivalent circuit consisting of a single fractional capacitor. A new model is proposed, which requires only four parameters to predict the measured impedance as a function of frequency.
I. INTRODUCTION
A great many manuscripts appear in the literature describing rechargeable battery equivalent-circuit models of widelyvarying complexity. Some 100 papers have been published in IEEE journals in the last 6 years alone with the words ''battery model'' and ''equivalent circuit'' in the title, with a commensurately larger number of conference manuscripts appearing. Researchers sometimes use time-domain I/V data to which to fit their model, but most carry out an ElectroImpedance Spectroscopy (EIS) measurement, yielding the complex impedance as a function of frequency. The challenge is then to select a circuit topology that is as simple as possible, yet fits the impedance data reasonably well.
A circuit battery model is considered key to prediction of behaviour, including state-of-charge (SoC) and stateof-health (SoH). [1] , [2] Most commonly-appearing models are Thévenin-like RC models based around a voltage
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source [1] , [3] - [6] In particular [6] sets the scene well and provides a very comprehensive equivalent circuit, but one requiring a lot of parameters. In [7] an arbitrary number of RC networks are considered, while [8] provides tables of sensitivities of model performance to various parameters, exemplifying the tendency towards ever-increasing complexity. In contrast, [9] trades complexity for speed, potentially using only 3 resistors and 2 capacitors in the model of series impedance.
More recently, researchers have returned to the idea that batteries have fractional characteristics, first noted by Randles in 1947 [10] . The authors have adapted Swingler's method as described in [11] to confirm that rechargeable batteries are fractional in nature and thus not readily accounted for by any finite, compact, equivalent-circuit model [12] . Various manuscripts present models that include fractional characteristics. For example, [13] and [14] approach the problem mathematically rather than through an equivalent circuit, while [15] presents an equivalent-circuit model incorporating both a fractional capacitor, and a Warburg element (a fractional capacitor of fixed order equal to 0.5, as employed by Randles).
References [13] , [14] , [16] - [21] all discuss fitting models to batteries using impedance data starting at frequencies of 1mHz, 2mHz, and higher. Many references are not specific about their frequency range, and present only Nyquist, not Bode plots. This is surprising, since many batteries are in appliances charged daily, corresponding to a frequency of ≈11.6µHz. Reference [22] , now over 20 years old, appears to be alone in arguing that data down to 1µHz may be useful, but even this manuscript presents data down to only 6.8µHz, and there is no discussion of how this data was obtained. In many manuscripts the instrument used to obtain impedance measurement is not stated. We are left to speculate about the reasons for this choice of frequencies.
It may be as simple a reason as convenience. Various manufacturers make instruments that can measure complex impedance to low frequencies, such as the Solartron 1260A Impedance/Gain-Phase Analyzer [23] , Chemical Impedance Analyzer IM3590 [24] and MFIA 500 kHz Impedance Analyzer [25] . Most of the available instruments do not go below 1mHz. The instrument in [23] , Solartron 1260A, boasts the lowest available frequency of operation of any commercial instrument we could find, 10µHz. This instrument is specifically mentioned in several manuscripts, e.g. [21] , [26] , [27] , and appears to be a popular choice for battery measurements, at which it is specifically targeted by its makers.
II. BATTERY IMPEDANCE MEASUREMENT
Using Solartron 1260A we measured first a single 55123 1850mAh NiMH battery. The cell was set to about 60% state-of-charge (SoC) and allowed to stabilise. The cell was maintained at an ambient temperature of 25 Celcius using a Contherm Polar 1000. We then measured a back-to-back pair, connected in anti-parallel so as to cancel out their dc voltages. The results appear in figure 1 .
Confused by the lack of agreement between the two traces, we repeated a measurement of the impedance of the single original cell at 1mHz a number of times using Solartron 1260A. In eight sequential measurements we obtained values varying randomly between 0.59 and 0.72 . It is obvious that factors beyond the user's control affect the measured impedance. We then measured a 100µF capacitor from 1Hz to 10µHz and obtained the correct result with the stated accuracy for the machine. In other words, a standard electronic component would be measured correctly, but a battery gave results that were not repeatable. Attempts to measure the impedance of human-implantable electrodes using the same instrument, a case where the correct answer is known [28] , [29] , were similarly unsuccessful [30] .
In order to discover whether it was the ''wet'' device, our use of the instrument, or a shortcoming of the instrument itself, we devise a more rigorous measurement method. The intention is to measure impedance using a programmable current source that is reprogrammed moment by moment to produce a sine-varying current, and frequency by frequency to adjust the stimulus level. This will ensure that zero net charge is transferred in each cycle of the stimulus. The stimulus level needs to be adjusted, since ''small signal'' in the case of a battery is the size of the charge inserted in positive half cycles of the stimulus and removed in the negative half cycles. Assume the signal has an amplitude of I 0 and frequency f . The time domain equation of the signal is
The integral of current will yield the amount of charge transferred to and from the cell. The area under the positive half cycle is the amount of charge moved into the cell, Q in and the negative half of the cycle represents the amount of charge moved out of the cell, Q out :
and
Integration of (2) and (3) produces (4) and similarly
but fT = 1 leading to the simple results
The negative sign denotes the direction of the charge flow with respect to the source. Of course the charge flow over one complete cycle, Q = 0. In situations where Q does not equal zero, there may be unexpected waveform distortion.
Observe that the peak amplitude of the charge delivered is dependent on the frequency of the signal. As the frequency of the signal gets smaller and smaller, the current stimulus must be dropped dramatically to prevent the charge excursion flattening or overcharging the DUT (Device Under Test). In our experience, it is prudent to limit charge flow at ±10 % of the available charge or less in order to stay away from the sharp non-linearities that arise at either end of the charge/discharge characteristic. Much less is better. For low frequencies, low current stimuli must be used, often so low that noise is a major consideration in the measurement. It is worth noting that no instrument we have investigated permits alteration of the stimulus level during an automated sweep. Furthermore, no authors citing measurements discuss the frequency-dependence of what constitutes a ''small-signal'' measurement. A range of instruments are able to achieve such a measurement, for example Hameg HM8143 two-quadrant power supplies, Tektronix (Keithley) 2400-series SourceMeasurement Units (SMUs), Keysight Precision I/V Analyzers, and Chroma 17000-series Programmable Battery Charge/Discharge Test Systems. The procedure is as follows. 1) Use current drive for the test stimulus signal if possible. This makes it easy to ensure that equal charge is delivered in the positive and negative half sine waves. 2) Before each test frequency, the SoC of the DUT is preset, and the cell rested by fixing the drive voltage corresponding to the required SoC and allowing the cell current to fall to a low value. 3) Fix the amplitude of the stimulus at each new frequency in accordance with equations (6) and (7) and below the maximum safe current level of the DUT. 4) Generate the sinusoidal current waveform at each required frequency. 5) Carry out the measurement over several cycles. Multiple cycles makes Fourier post-processing easier, and can reveal inconsistencies in the time-domain data as the measurement progresses. 6) Store the current and voltage values in a data file for possible diagnostic analysis, as suggested in the last point. 7) Apply a suitable window to the data to account for any signal drift, and extract the magnitude and phase of current and voltage using a Discrete Fourier Transform (DFT) calculated at the stimulus frequency. A suitable DFT algorithm [31] can be computed progressively, and can simultaneously allow for irregular spacing in time of the samples. We use a Hann window. 8) Calculate the complex impedance by taking the quotient of the voltage and current at the stimulus frequency. This method is superior because it can produce a signal with arbitrarily low frequency and the post-processing of the IV data is immune to offset drifts, imperfect waveshape, and distortions by virtue of the windowing and filtering.
We repeated the impedance measurement of the same single NiMH cell with our proposed method. Initially, one of us (Hasan) used an Agilent E5270A Precision IV Analyzer with E5281A source/monitor units (SMUs) to achieve this. The connection is shown in Figure 2 . The SMU was programmed with a python script. The software communicates with the instrument using the SCPI programming language. For valid comparison between methods, we used the same rested SoC level as before. Throughout the measurement, we kept the external temperature of the cell constant as before. At each frequency, we continued the signal for 6 cycles. All current and corresponding voltage points were saved. Since we had no theoretical expectation with which to compare this result, we decided to confirm it by implementing the same algorithm with code written by a different person (Scott) in a different language (C) on different hardware (Hameg 2-quadrant supply, Agilent DMM). The set-up is shown in Figure 3 . The outcomes of these measurements are presented in Figure 4 . Our two measurements agreed.
We next used our proposed method to measure the impedance of an 800mAh, 14500 lithium battery. We maintained the external temperature of the cell at 25 degrees Celsius. The measurements were done at 62% State-of-Charge (SoC), although the results do not vary greatly with SoC in the near-linear, middle region. We chose the stimulus level so that the cell SoC does not fluctuate by more than 10% even at 10µHz, where the period of a sinewave is about 27 hours, somewhat more than 1 day, and the test signal can easily overcharge or discharge the battery if chosen too large. The measured values of the magnitude and phase of the impedance of this cell appear in figure 5 (lines with symbols).
III. POSSIBLE REASONS FOR LOW PERFORMANCE
In this section some circumstances that may disturb operation of the Solartron impedance analyser are identified. 
A. DRIFT IN VOLTAGE WAVEFORM
Curious to understand what causes the impedance analyser to produce erroneous impedance readings when measuring a single cell, we inspected the current and voltage waveforms sourced by the built-in generator. We achieved this by using two Agilent 34401A digital multimeters (DMMs). Figure 6 shows the set-up used to observe the current and voltage responses of the battery. We used identical stimulus level as before. Figure 7 portrays the captured current and voltage waveforms at 10 mHz. Note that the voltage signal is only a few hundred microvolts peak-to-peak, even at 10mHz.
It is clear that there is a downward drift in the voltage waveform measured across the cell, although the current waveform stays sinusoidal. The DC offset of the input signal and the terminal voltage of the battery apparently drifted apart, despite the control of cell temperature.
It may be that the impedance analyser calculates impedance via discrete Fourier Transform. The algorithm of a Fourier Transform assumes that the two endpoints of signals are continuous and there is no discontinuity. Where the endpoints of a signal do not meet, results may be corrupted. This might explain the inaccuracy in impedance measurement. It should also be noted that the analyser carries out its measurement in one stimulus cycle. This is desirable because of the exceptionally long periods involved. Having only one stimulus cycle makes processes such as windowing data difficult.
B. SIGNAL DISTORTION
Batteries may be close to linear in the mid-range of stateof-charge, typically 40-80%, but are apt to be quite nonlinear in the last few percent of their range at both the flat and fully-charged ends of the characteristic. In the case of the NiMH chemistry, trickle-charging is permitted, as there is a mechanism that safely dissipates excess charge delivered as the cell approaches full charge. This mechanism starts to kick in before the last few percent capacity is filled, especially at higher currents. This mechanism can cause the voltage waveform to lose its sinusoidal shape. Figure 8 shows an example voltage signal. This distortion seems to affect our impedance analysers. This reinforces the need to regulate the stimulus magnitude as outlined in section II, as well as to stay away from the ends of the charge curve.
IV. IMPLICATION OF THE IMPEDANCE DATA
A constant phase element/fractional capacitor is an element that obeys the characteristic equation
which in the Laplace domain is represented by an impedance
giving a straight line on a Bode plot whose slope is not 1 but α, and whose phase is a constant value of θ = π/2α, hence the alternate name ''constant phase element''. In the data of figure 5 for example, at lower frequencies where the impedance of the CPE dominates the series pair, the phase settles to a value of ≈76 degrees, and the slope of the magnitude trace shows a straight line, but one with slope less than 20dB/decade. The suggested ''R-CPE'' equivalent circuit is shown in figure 9 . The pure, Ohmic, series resistance of the battery is R S = 0.12 . This equivalent circuit was simulated in SPICE using the method outlined in [28] with corrections from [32] . The model parameters are m = π/2θ CPE = 1.161 and Y θ = 0.842 for ω 0 = 55.7 × 10 −6 . An accuracy parameter of k = 1.3 is found to be more than adequate by trial and error. The simulated impedance from the circuit of figure 9 is shown plotted with the measured data as dashed lines in figure 5 . Agreement is good except for the region of the corner frequency.
Recent work described in [33] has shown that allowing for the distributed nature of electrodes by splitting the CPE improves fit in transitional regions. This suggests the equivalent circuit of 10, adding one parameter, R X . The CPE of the simple model is arbitrarily divided into n smaller CPEs, each of which has the same phase but n times lower an admittance, Y θ split = Y θ /n. It remains to discover the value of the n − 1 resistors R X present in the split model. The value of R X has been numerically optimized to obtain the best fit. In this case, we chose a value R X = 29m . A 10-way split, that is n = 10, was chosen, again by trial and error observing that larger values conferred little advantage. Repeating the simulation of battery impedance with the split-CPE model shows that the new model is more appropriate in the frequency domain. The simulated impedance from the circuit of figure 10 is shown plotted with the measured data as the solid lines in figure 5 . Now the fit is excellent.
V. CONCLUSION
We presented impedance measurements on two different batteries extending to very low frequencies. The measurement required the development of a novel algorithm to provide robust, repeatable data. This exposed an exciting characteristic, namely that the impedance data forms a straight line, characteristic of a fractional capacitor, at such very low frequencies. This characteristic has not been observed before.
Based on this impedance characteristic we suggest a new equivalent circuit consisting of a single fractional capacitor or CPE in series with a single resistor. This circuit reproduces the impedance, magnitude and phase, with reasonable accuracy, using only three parameters. A split-CPE model can reproduce the impedance with greater accuracy. This increases the number of parameters to four.
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