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Abstract 
The flow distribution in a silicon microchannel heat sink was studied using Infrared Micro-
Particle Image Velocimetry (IR PIV). The microchannel test piece consisted of seventy-six 110 
m wide  371 m deep channels etched into a silicon substrate. Inlet and outlet manifolds, also 
etched into the substrate, were fed by 1.4 mm inner-diameter tubing ports. An image processing 
algorithm was developed that significantly improves the quality of IR PIV recordings in low 
signal-to-noise ratio environments. A general expression for the PIV measurement depth is 
presented, which is valid for PIV images that have undergone a threshold image processing 
operation. Experiments were performed at two different flow rates: 10 ml/min (Re = 10.2) and 100 
ml/min (Re = 102). Little flow maldistribution was observed at the lower flow rate. However, 
significant flow maldistribution was observed at Re = 102, with the channels near the centerline 
having an approximately 30% greater mass flux than the channels near the lateral edges of the heat 
sink. Numerical simulations carried out for flow in the microchannel heat sink agreed very well 
with the experimental measurements, validating the use of a computational approach for studying 
the effect of manifold design on flow distribution in microchannel heat sinks. 
 
Keywords: Particle image velocimetry, microchannels, flow distribution, maldistribution, infrared, 
optical diagnostics 
 
                                                          
*
 Submitted for possible publication in International Journal of Heat and Mass Transfer, September 2006, 
and in revised form, June 2007 
†
 To whom correspondence should be addressed: sureshg@purdue.edu, 765-494-5621 (P), 765-494-0539 (F) 
 2 
Nomenclature 
a aperture radius 
ar aspect ratio 
de effective particle diameter 
dp particle diameter 
ds diffraction-limited spot size 
e distance between pixels 
F optical fill factor 
f focal length 
Hc channel height 
Imax maximum intensity 
Ith threshold intensity 
M magnification 
m¯c" area-averaged mass flux in a channel 
n index of refraction 
NA numerical aperture 
p pressure 
Re Reynolds number based on hydraulic 
diameter of the channel 
s overall pixel dimension 
u velocity 
udiff dimensionless diffraction variable 
Wc channel width 
 
Greek 
 illumination angle 
n eigenvalue 
zdiff contribution to zm due to diffraction 
zDOF depth of field 
zgeom contribution to zm due to geometry 
zm PIV measurement depth 
 half-angle subtended by extreme rays 
passing through microscope objective 
 wavelength 
 wavelength in a vacuum 
 dynamic viscosity 
 density of fluid 
 threshold intensity ratio 
 
1. Introduction 
Microchannel heat sinks were first demonstrated by Tuckerman and Pease [1] as a high-
performance cooling technique for microelectronics.  The increase in cooling demands of high-
performance microprocessors has generated increased interest in microchannel heats sinks over the 
past few years.  Although the single-phase fluid flow and heat transfer characteristics in 
microchannels are now well understood [2-3], less attention has been devoted in the literature to 
flow distribution within the heat sink, which can adversely affect heat transfer performance.  
Numerical studies of flow maldistribution in minichannel and microchannel heat sinks have been 
performed [4-5]; well-characterized experimental results, however, have not been reported. 
Accurate measurement of fluid flows in microchannel heat sinks requires diagnostic techniques 
with micron-scale spatial resolution.  One such technique that has grown in popularity is micro-
particle image velocimetry (PIV).  The technique was first demonstrated by Santiago et al. [6].  
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Measurements of the velocity field around a 30 m elliptical cylinder were made in Hele-Shaw 
flow with a bulk velocity of approximately 50 m/s.  A spatial resolution of 6.9  6.9  1.5 m was 
achieved.  The technique was further demonstrated in a microchannel by Meinhart et al. [7], where 
a spatial resolution of 13.6  0.9  1.8 m was achieved.  The results agreed to within 2% of the 
analytical solution for laminar flow in a rectangular microchannel. 
The use of PIV has been limited to applications in which optical access to the fluid flow is 
available at visible wavelengths.  In some applications such as stacked microchannel heat sinks, 
optical access to the fluid flow in the visible spectrum is unavailable.  Since silicon is quite 
transparent to wavelengths between 1100 and 2500 nm, a diagnostic technique in the infrared range 
would be advantageous for measuring subsurface flow fields in silicon microdevices.  Han et al. [8] 
first demonstrated an infrared PIV (IR PIV) technique by measuring the velocity field in a 
micronozzle with a 300 m depth and 40 m throat width.  The solid motion of a microrotor was 
also measured with this infrared diagnostic system.  The IR PIV technique was further discussed 
by Liu et al. [9], who obtained quantitative measurements in microtubes at various flow rates.  The 
measurements were shown to agree well with laminar flow theory. 
Although the IR PIV technique has shown great promise, implementation of IR PIV can be 
difficult due to a low signal-to-noise ratio.  The two primary objectives of the present work are: 1) 
to present further developments to the IR PIV technique, and 2) to study flow maldistribution in a 
silicon microchannel heat sink using this technique.  The flow maldistribution is further explored 
using computational fluid dynamics modeling. 
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2. Experimental Setup 
2.1. IR µPIV System 
The IR PIV system layout is shown in Figure 1.  Infrared light from a wavelength-tunable, 
twin ND:YAG laser system is delivered to the micro-device through a fiber optic cable.  A 20X 
magnification, 0.4 NA microscope objective, corrected for light in the 480 nm to 1800 nm range, 
collects the light scattered by the seed particles.  A near-infrared (NIR) camera captures the particle 
images.  The NIR camera employs a 320  256 pixel, indium-gallium arsenide focal plane array that 
is highly sensitive to wavelengths between 900 and 1700 nm.  The pixel size is 30  30 m with an 
optical fill factor greater than 90%.  As discussed in Liu et al. [9], the choice of tracer particles is a 
compromise between flow traceability and particle visibility.  A particle diameter of 2.0 m was 
found to be adequate for the present study.  The visibility of the particles is also greatly affected by 
the incident angle of the fiber optic delivery, .  The optimum incident angle is dependent on the 
light scattering characteristics of the tracer particles, which depend on the refractive index of the 
fluid and particle, the particle diameter, and illumination wavelength.  Light scattering from the 
surfaces of the heat sink may also influence the optimum angle if the surfaces are not optically 
smooth.  For the present work,  ≈ 30º was found to yield acceptable results. 
The twin laser system generates two collinear beams 4.9 ns in duration at 1064 nm.  The laser 
beam is frequency-doubled to 532 nm.  The pumping beam (532 nm) is directed through an optical 
parametric oscillator (OPO), a non-linear optical crystalline device that converts the pumping beam 
into signal and idler beams.  The wavelength of these beams can be tuned from 680 nm to 2400 nm 
by adjusting the angle of the OPO crystal.  The optical performance of the PIV system can therefore 
be optimized by adjusting the output wavelength from the laser system.  For the present work, 
satisfactory results were obtained using a laser wavelength of 1350 nm. 
 
2.2. Experimental Setup 
Experiments were performed on the microchannel test piece shown in Figure 2.  The test piece 
consists of 76 deep reactive ion etched (DRIE) channels in a silicon substrate with inlet and outlet 
manifold sections.  As seen in Figure 2a, a glass cover plate is anodically bonded to the silicon 
substrate.  Although the glass is transparent to visible light, the particles are illuminated through the 
silicon substrate (see Figure 1) in a configuration that would not be possible using standard PIV.  
If a silicon cover were used instead of glass, more laser power would be required due to the lower 
transmissivity of silicon than glass (about 50% and 90%, respectively).  However the signal-to-
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noise ratio is not expected to be adversely affected as long as there is sufficient laser power, due to 
the small extinction coefficient of silicon at the wavelengths of interest (< 10
-6
) [10].  Holes were 
drilled through the cover glass, and stainless steel tubing ports with a 1.4 mm inner diameter were 
bonded to the glass using epoxy.  PVC tubing was inserted over the tubing ports and secured using 
steel wire. 
The dimensions of the heat sink are shown in Figure 2b.  The manifold is 2 mm long with a 
recessed area for the tubing ports.  The channels are 9 mm long.  The naming convention for the 
channels and coordinate system is also presented in Figure 2b.  IR PIV measurements were 
performed on the channels in the –y direction, with channel 1 being at the centerline and channel 38 
being adjacent to the lateral edge.  Channels in the +y direction are referred to as 1 through 38. 
The microchannel test piece was sectioned and observed using an optical microscope to 
determine the channel width.  Although the nominal channel width was 100 m with a 32 m thick 
fin, due to undercutting during the etch process, the actual channel width is 110 m over most of the 
channel height with the fin being 22 m thick.  The average channel depth is 371 m, as measured 
with an optical microscope at the mid-length of the channel (x = 4.5 mm).  As seen in Figure 3, 
there is some variation in channel depth from channel to channel, with the deeper channels being 
near the outer edges of the heat sink.  The channel depth is within ±4% of the average except near 
the y edge, where the channel depth is 11% greater than the average channel depth.  The effects of 
the variation in the channel depth on the results will be discussed in section 5.  Measurements of the 
manifolds revealed that they are slightly deeper than the channels.  The depth is fairly uniform over 
most of the manifold area, with an average depth of approximately 421 m. 
Experiments were performed at two flow rates: 10 ml/min and 100 ml/min, corresponding to 
average channel Reynolds numbers of 10.2 and 102, respectively, based on a hydraulic diameter of 
170 m.  The lower flow rate (Re = 10.2) was provided by a syringe pump.  For the higher flow rate 
experiments (Re = 102), a pressure-driven flow loop supplied the fluid/particle mixture to the heat 
sink (see Figure 4).  A pressure vessel containing the fluid was pressurized using compressed air, 
forcing the particle mixture through the flow loop.  A high-precision pressure regulator was used to 
control the pressure in the vessel.  A throttle valve allowed fine tuning of the flow rate.  The 
differential pressure across the microchannel test piece was monitored using a data acquisition 
system (DAQ) to ensure that a uniform flow rate was maintained during the course of the 
experiment. 
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The particle mixture was collected in a beaker.  The mass of the beaker was measured before 
and after each experiment.  Accurate timing was achieved by deducing when the valve was opened 
and closed based on the pressure data collected from the DAQ.  The accuracy of the calculated flow 
rate is estimated to be ±0.2%.  The flow rates for all of the experiments were within ±2% of the set 
point.  Each PIV measurement was corrected according to the measured flow rate.  The accuracy of 
the syringe pump used for the lower flow rate was estimated to be within ±0.3% of the set point. 
 
3. Imaging and Analysis 
3.1. Image Processing 
In PIV, inelastic scattering techniques such as epi-fluorescence are commonly used to increase 
the signal-to-noise ratio.  However, to the authors’ knowledge, epi-fluorescent dyes in the necessary 
wavelength range for IR PIV are currently unavailable.  Since elastic scattering must be used, IR 
PIV typically requires more advanced image-processing techniques than PIV.  An image-
processing algorithm that significantly improves the image quality prior to PIV analysis was 
developed as detailed in this section. 
Due to a fixed dead time of 762 ms between frames on the NIR camera, auto-correlation was 
required for the flow rates used in this work [9].  The original double-exposed PIV image taken in 
one of the microchannels is shown in Figure 5a.  The fins are at the top and bottom of the image and 
the channel is in the center.  A white haze is observed adjacent to the fins.  This is an out-of-focus 
optical effect caused by light scattering at the interface between the silicon fin and glass cover.  It is 
obvious that the contrast between the background and the particles is quite poor, with the particles 
being hardly visible above the background. 
It is desirable to remove the background from the images to reduce its effect on the correlation 
function.  The background can be removed by averaging all of the images in the recording and 
subtracting the averaged image from the original recording.  The average image is shown in Figure 
5b and the result of the background removal is shown in Figure 5c.  The resulting image after 
background removal is still quite noisy.  A 5  5 unsharp mask (see Figure 5d) is used to reduce the 
effects of the low-frequency background noise.  The unsharp mask operation is described in more 
detail by Lim [11]. 
The intensity of most of the particles is now sufficiently higher than the background intensity so 
that the particle images can be separated using a threshold where 
 th maxI I   (1) 
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All pixel values below the threshold intensity, Ith, are set to 0.  The result of the threshold operation 
is shown in Figure 5e.  The threshold intensity ratio, , is chosen by trial and error until a reasonable 
compromise between noise removal and preservation of most of the particle image information is 
achieved.  A threshold intensity ratio of 0.3 was found to be suitable for most of the image 
recordings in the present work. 
Most of the background noise is removed as a result of these operations.  However, there is a 
large variation in the intensity of the particle images, which can cause biasing of the correlation 
function.  A local contrast enhancement technique is used to improve the uniformity of the particle 
image intensity.  This technique first identifies the locations of the local intensity maxima in the 
image by finding pixel locations where all of the surrounding pixels are at a lower intensity.  The 
contrast is enhanced in a region around each local maximum.  The result of the local contrast 
enhancement is shown in Figure 5f. 
The quality of the PIV record is thus markedly improved.  However, some of the particles are 
removed due to the threshold value chosen.  This results in some unpaired particles, where one of 
the particles of a double-exposed particle pair is removed.  A rectangular search region is defined 
around each particle.  If a neighbouring particle is not found within the search region, the particle is 
removed.  The result of this operation is shown in Figure 5g. 
The unpaired particle removal algorithm works best for low particle concentrations since this 
reduces the likelihood that a neighbouring particle pair will be located within the search region 
around an unpaired particle.  As discussed in Meinhart et al. [12], low particle concentrations also 
have the added benefit of reducing the signal-to-noise ratio, especially in deep channels.  A 0.01% 
particle concentration was found to yield suitable results. 
 
3.2. Depth of Field and Measurement Depth 
The depth of field is the out-of-plane distance that an object can move before it becomes 
unfocused.  Inoué and Oldenbourg [13] derived an expression for the depth of field by considering 
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For a CCD, e is the distance between pixels.  However, it is often more convenient to express 
equation (2) in terms of the overall pixel dimension, s, and the optical fill factor, F, for CCD 
cameras.  The optical fill factor is the ratio of the active pixel area to the overall pixel area.  If the 










    (3) 
In the current work, n = 1 for air, λ0 = 1350 nm, NA = 0.4, M = 20, s = 30 m, and F = 0.9, 
resulting in a depth of field of δzDOF = 8.6 m. 
The measurement depth of a volume-illuminated PIV system is twice the distance from the 
center of the object plane to a location where particles no longer contribute significantly to the 
correlation function.  The measurement depth effectively defines the out-of-plane spatial resolution 
of the PIV system.  By considering the effects of diffraction, geometric optics, and finite particle 
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
 (4) 
Equation (4) assumes that particles no longer contribute significantly to the correlation function 
if the maximum intensity of the particle is one-tenth of the maximum in-plane particle intensity.  
Since the threshold intensity used in the image-processing algorithms is greater than the arbitrarily 
chosen intensity cut-off ratio, equation (4) is not strictly valid for the present work.  Equation (4) 
over predicts the measurement depth by a sizeable margin.  Therefore, it is advantageous to modify 
equation (4) such that the threshold intensity ratio, , is an independent variable rather than an 
arbitrarily chosen value. 
As discussed by Meinhart et al. [12], the contribution of diffraction to the measurement depth 
can be evaluated by considering the three-dimensional diffraction pattern from imaging a point 
source through a circular aperture.  Along the optical axis, the diffraction pattern reduces to  
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Equation (5) cannot be explicitly solved for udiff.  In Meinhart et al. [12],  was chosen to be 0.1 
yielding udiff ≈ 3π.  However, a more general solution to equation (5) can be obtained using the first 
two terms of the Taylor series expansion of the sine function: 
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     (8) 
Meinhart et al. [12] showed that the contribution due to geometric optics can be written for an 















  (9) 
Equation (9) is valid for particle diameters greater than the distance between pixels projected back 
onto the object plane, which is common for most µPIV applications. 
The measurement depth is the summation of the contributions due to diffraction, geometric 
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 (10) 
For  = 0.3 and dp = 2.0 m, equation (10) results in a measurement depth, δzm, of 23.8 m.  This 
compares to a measurement depth of 38.1 µm given by equation (4).  The measurement depth in the 
current work is considerably larger than what is typically achieved with conventional µPIV systems.  
This is due to several factors: (i) the increased effects of diffraction due to longer wavelengths, (ii) 
the larger particle diameters necessitated by the need to increase the particle visibility, and (iii) the 
relatively low numerical aperture of the objective lens used.  However, air-immersion lenses 
corrected for infrared wavelengths with numerical apertures up to 0.8 are available.  Such a lens 
would yield a measurement depth of 7.8 m if all other parameters in Eq. (10) remained the same. 
 
3.3 Measurement Uncertainty 
According to Prasad et al. [14], the measurement error is minimized when the particle image 
diameter projected onto the CCD is approximately twice the pixel diameter.  If such a condition is 
achieved, the position of the correlation peak can be determined to within one-tenth of the particle 
image diameter.  The effective diameter of the particle projected onto the CCD, de, is the 
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where ds is the diffraction-limited spot size.  Meinhart and Wereley [15] recommended the 




sd 1 22M n NA 1.    (12) 
For the present work, de ≈ 85 µm, resulting in de/dpix ≈ 3 for a 30 µm pixel, which is close to the 
recommended value.  Following Prasad et al. [14], this would result in a positional uncertainty of 
0.43 m projected back into the object plane.  For a maximum particle displacement of 15 m in 
the present work, this results in a minimum velocity uncertainty of approximately 3%.  However, 
more advanced PIV algorithms, such as continuous window shift and central difference 
interrogation which are implemented in the current work, have been developed since Prasad et al.’s 
recommendations, and this method of uncertainty estimation is questionable, although commonly 
employed in the literature. 
 
4. Numerical Analysis 
Recent studies [3, 16] have shown that computational fluid dynamics (CFD) analyses, when 
coupled with carefully matched entrance and boundary conditions, can be employed with 
confidence for predicting convective heat transfer behavior in microchannels.  In this work, a 
similar approach was adopted except that the entire microchannel heat sink was included in the 
model, which consisted of inlet and outlet manifolds and the seventy-six parallel microchannels. 
The computational domain is shown in Figure 6.  The geometry of the heat sink is identical to 
that of the heat sink used in the experiments (as shown in Figure 2) albeit with some simplifications 
to facilitate easier mesh generation.  Symmetry boundaries were used to reduce the extent of the 
computational model to the symmetric half-domain.  There is no convective flux across the 
symmetry plane, so that the normal velocity component at the symmetry plane was zero.  There is 
also no diffusion flux across the symmetry plane, rendering the normal gradients of all flow 
variables to be zero at the symmetry plane. 
The channels were modeled with a uniform depth of 371 m (corresponding to the average 
measured channel depth discussed in Section 2.2) and width of 110 m.  The channels are separated 
by 22 m fins.  The manifolds were modeled with a uniform depth of 421 m.  The inlet and outlet 
ports were modeled as cylindrical surfaces cut through the manifold regions.  A uniform pressure 
was specified on these cylindrical surfaces and the pressure differential was adjusted to achieve the 
desired mass flow rate. 
To simplify the analysis, the following assumptions were made in modeling the fluid flow in the 
microchannel test piece: steady state, incompressible fluid, laminar flow, and constant fluid 
properties.  The continuity equation and the Navier-Stokes equations in their steady, incompressible 
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form, along with the associated boundary conditions, were solved using the general-purpose finite-
volume-based computational fluid dynamics (CFD) software package, FLUENT [17].  The 
SIMPLE algorithm was employed for pressure-velocity coupling.  The momentum equations were 
solved with second-order up-wind differencing while the pressure terms were discretized using the 
standard scheme.  The simulations were considered to have converged when the mass flow rate 
through each channel reached a steady value. 
The domain was meshed with hexahedral elements, and a total of 3,497,468 cells were 
generated.  Each channel had a 10  15  100 grid (x  y  z) with a two-sided successive ratio of 
1.05 along the flow (x-) direction.  Meshing at the junction of the manifold and channels is 
illustrated in Figure 6b.  To establish the grid independence of the results, a finer mesh (5,934,765 
cells) was also studied.  For the high flow rate case (Re = 102), both the maximum change in the 
flow rate in any given channel and the pressure required to achieve the targeted mass flow rate 
deviated less than 1% with respect to the coarser mesh (3,497,468 cells).  Therefore, the coarser 
mesh was considered sufficiently refined for the purposes of this study. 
 
5. Results and Discussion 
5.1. Experimental Results 
The PIV analysis was carried out using a software program developed by the authors.  The PIV 
code implemented central difference interrogation [18] and continuous window shifting [19].  The 
300 images captured in each PIV recording were ensemble-averaged [20].  A 32  8 pixel 
interrogation window was used in the PIV analysis.  The 1.481 m/pixel object-to-image 
dimensional ratio results in a spanwise spatial resolution of 11.8 m. 
Velocity profiles at 18 x-locations were evaluated in the fully developed region of the channel 
(between x = 4.29 mm and x = 4.69 mm).  The mean of the 18 velocity profiles in channel 35 at a 
flow rate of Re = 102 is shown in Figure 7.  The error bars indicate the RMS error of the velocity 
profiles from the mean.  The RMS error provides an estimate of the random error in the 
measurement.  Also plotted is the analytical solution for the laminar velocity profile in a rectangular 
tube at mid-depth: 
  
 
maxuu u * y,z 0




where umax is the maximum velocity determined experimentally from the PIV measurements and u* 
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where n  = (2n-1)/2ar, ar = Hc/Wc is the aspect ratio, and dp/dx is the pressure drop. 
The match between the analytical solution and the experimental velocity profile is quite good 
for |y| < ±Wc/4.  The RMS error is less than 1.2% over this region.  However, there is significant 
biasing of the velocities near the edges of the channel.  The haze near the edges of the channel (see 
Figure 5a) results in a lower signal-to-noise ratio and reduces the number of particles successfully 
detected by the image processing algorithm.  This causes a non-uniform particle distribution within 
the interrogation windows near the edge of the channel, which produces velocity measurements that 
are biased towards the more numerous, faster moving particles toward the center of the channel. 
The flow distribution is shown in Figure 8.  Velocity profiles in various channels across the heat 
sink are shown in Figure 8a for Re = 10.2 and Figure 8b for Re = 102.  Also plotted in Figure 8a 
and Figure 8b are the mean theoretical velocity profiles evaluated from the known total flow rate 
through the heat sink and channel dimensions.  Very little flow maldistribution is observed at the 
lower flow rate (Re = 10.2), at which all of the measured velocity profiles fall very close to the 
mean velocity profile.  At the higher flow rate (Re = 102), much higher velocities are observed in 
channels near the centerline than towards the lateral edge. 
Every PIV measurement was performed three times to ensure repeatability.  The maximum 
difference in the area-averaged mass flux, ūc, calculated from the different data runs was less than 
1.2% for Re = 10.2 and less than 2.5% for Re = 102.  Figure 8c shows the ratio of the area-averaged 
mass flux determined from the PIV measurements to the average mass flux determined from the 
known total flow rate and average channel dimensions (ūc/m¯c").  Measurements were also made 
(not shown) on the other side of the heat sink (channel 1 through 38) to check for symmetry at 
the lower flow rate (Re = 10.2).  The maximum deviation in mass flux ratio between a channel and 
its symmetric counterpart was only 2.2% despite channel 38 having an 8% greater depth than 
channel 38.  This indicates that increased channel depth on the +y side of the heat sink (channels -1 
through -38) has a measurable but small impact on the flow distribution results (i.e., the mass flux 
ratio is approximately symmetric about the centerline of the heat sink). 
The maximum mass flux ratio is approximately 2.4% greater than the minimum for Re = 10.2 
and 29.9% greater for Re = 102.  For Re = 102, channels 1 through 15 carry approximately 55% of 
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the mass flow rate despite representing only 39% of the channels.  It may be noted that the 
minimum measured mass flux ratio for Re = 102 occurs in channel 30, with channel 38 having 
approximately a 1.7% greater mass flux ratio than channel 30.  As shown in Figure 3, channel 38 
has roughly a 4% greater channel depth than channel 30, which may partially explain this difference 
in the mass flux ratio for these two channels. 
 
5.2. Numerical Results 
Figure 9 shows a comparison of the experimental mass flux ratio results with the numerically 
predicted values.  The numerical results closely match the experimental measurements with a RMS 
deviation of 1.4% for Re = 10.2 and 2.4% for Re = 102.  The differences between the experimental 
and numerical results can be attributed to simplifications in the numerical model and imperfections 
in the fabrication of the microchannel test piece.  In particular, as discussed in section 2.2, the 
channels near the lateral edge of the heat sink are deeper than channels near the centerline.  This 
results in more flow being diverted to the channels near the lateral edge.  Since a uniform channel 
depth was specified in the numerical model, the numerical results would be expected to under 
predict the mass flux ratio for channels near the lateral edge and over predict the mass flux ratio for 
channels near the centerline, as is seen in Figure 9. 
Furthermore, since channels in the +y direction are typically deeper than those for which the 
experimental results are presented (–y direction), more flow is diverted to channels on the +y side of 
the heat sink.  Since the mass flux ratio is defined as the measured mass flux through each channel 
divided by the average mass flux through all of the channels in the entire heat sink, channels in the 
–y direction are expected to have a lower mass flux ratio than their symmetric counterpart.  This 
may explain why the experimental results for the mass flux ratio typically fall below the numerical 
predictions, most notably for the higher Reynolds number case. 
The manifold design (Figure 6) appears to cause a flow restriction at the lateral edges resulting 
in reduced flow rates in the channels in this region.  To examine the influence of the manifold 
shape, a heat sink with a rectangular manifold design as shown in Figure 10a was also investigated 
numerically.  The dimensions of the heat sink and associated boundary conditions are maintained 
the same as in Figure 6a, with the only difference being in the manifold shape. 
The predicted mass flux ratios at Re = 102 with the original and rectangular manifold designs 
are compared in Figure 10b.  The rectangular manifold clearly provides a much more uniform flow 
distribution through the heat sink than the original design.  The numerical results predict a much 
reduced discrepancy of 4.7% between the maximum and minimum mass flux through the channels 
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with the rectangular manifold, compared to a value of 33.5% with the original manifold design.  It 
is also interesting to note that the static pressure drop across the heat sink (measured from the inlet 
port boundary condition to the outlet port boundary condition) for the original manifold is 32.7% 
greater than with the rectangular manifold (8.23 kPa vs. 6.20 kPa, respectively).  The pressure drop 
across the channels (measured between the channel inlet and exit) for the original manifold design 
ranges from 5.03 kPa to 6.50 kPa for channels 38 and 1, respectively, while the channel pressure 
drop for the rectangular manifold design varies over a much smaller range of 5.57 kPa for channel 
38 to 5.83 kPa for channel 1.  The rectangular manifold design is clearly able to supply more 
uniform pressure at the channel inlets and exits. 
The reasons for the superior flow performance of the rectangular manifold design are more 
clearly brought out in Figure 11.  Figure 11a shows the numerical results for the original manifold 
while Figure 11b shows the results for the rectangular manifold; the upper portion of each figure 
shows the streamlines while the lower portion shows velocity magnitude contours.  All results are 
shown at mid-height with respect to the channels.  The streamlines in the rectangular manifold 
indicate that the flow distributes through the manifold easily and supplies all of the channels with a 
nearly uniform flow rate.  The velocities at all locations in the manifold remain low, with lower 
associated pressure drops.  For the original manifold design, on the other hand, a recirculation 
region is identified in the inlet manifold.  This constricts the available space into which the fluid is 
distributed, resulting in higher localized velocities and larger pressure drops within the manifold.  
The fluid feeding the channels near the centerline has a more direct path through the manifold, so 
that the central channels receive a larger portion of the flow than channels near the lateral edge. 
 
6. Conclusions 
The flow distribution in a 76-channel heat sink with average channel dimensions of 110 m  
371 m was studied using IR µPIV.  An image-processing algorithm was developed that 
significantly improves the quality of IR PIV recordings, allowing IR PIV to be used in lower 
signal-to-noise ratio environments.  An expression for the depth of field of a PIV system using a 
CCD was presented and a more general expression for the measurement depth based on Meinhart et 
al.’s [12] work was developed.  These expressions are not only valid for IR PIV but for PIV in 
general.   
For lower flow rates (Re = 10.2), little flow maldistribution was observed (only 2.4%).  Higher 
flow rates (Re = 102) show a significant flow maldistribution, where the maximum mass flux ratio 
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is 29.9% greater than the minimum.  For Re = 102, channels near the lateral edge have a 
substantially lower flow rate than channels near the centerline, which would have a detrimental 
effect on the heat transfer performance of the microchannel heat sink. 
The fluid flow performance of the heat sink was further explored numerically.  The numerical 
results were found to be in very good agreement with the experimental data.  The numerical results 
indicate that changing the manifold shape to a rectangular design yields a significantly lower flow 
maldistribution (4.7%) compared to the original manifold design (33.5%).  Furthermore, the 
pressure drop between the inlet and exit ports was 32.7% greater for the original manifold compared 
to the rectangular design, which further illustrates the importance of a properly designed manifold 
to maximize the performance of a microchannel heat sink. 
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List of Figures 
Figure 1.  IR PIV system configuration. 
Figure 2.  Microchannel test piece.  An image of the test piece, with channels fabricated in a silicon 
substrate, a glass cover plate, and stainless steel tubing ports, is shown in (a).  The dimensions 
of the silicon substrate (in mm) are shown in (b). 
Figure 3.  Variation in channel depth at mid-length of heat sink (x = 4.5 mm). 
Figure 4.  Flow loop for higher flow rates (Re = 102). 
Figure 5.  Image-processing operations developed to enhance the quality of the PIV recording: (a) 
original image recording, (b) background image, (c) image after background subtraction, (d) 
image after unsharp mask, (e) image after thresholding, (f) image after local contrast 
enhancement, and (g) image after unpaired particle removal.  Inset in (a) shows enlarged view 
of a double-exposed particle pair.  The contrast has been enhanced in the inset to highlight the 
particles. 
Figure 6.  Computational domain for the simplified numerical model.  The geometry of the domain 
is shown in (a).  The manifolds have uniform depth of 421 m while the channels are 371 m 
deep.  The inlet and outlet is modeled using pressure boundary conditions applied to cylindrical 
surfaces cut into the manifold regions.  See Figure 2b for the remaining dimensions of the heat 
sink.  An enlarged representation of the meshing at the junction of the manifold and channels is 
shown in (b). 
Figure 7.  Velocity profile in channel 35 at Re = 102. 
Figure 8.  Flow distribution in the heat sink: (a) velocity profiles at Re = 10.2, (b) velocity profiles 
at Re = 102, and (c) mass flux distribution. 
Figure 9.  Comparison of numerical and experimental results for the mass flux distribution. 
Figure 10.  Predictions of flow distribution using a rectangular manifold design.  The dimensions of 
the computational domain are shown in (a).  The depth of the manifolds and channels is the 
same as the original manifold design.  The comparison of mass flux distribution at Re = 102 
between the original and rectangular manifold designs is shown in (b). 
Figure 11.  Streamlines and velocity magnitude contours shown at mid-height with respect to the 
channels in (a) existing manifold design and (b) rectangular manifold design. 
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Figure 2.  Microchannel test piece.  An image of the test piece, with channels fabricated in a silicon 
substrate, a glass cover plate, and stainless steel tubing ports, is shown in (a).  The dimensions of 

































































































Figure 5.  Image-processing operations developed to enhance the quality of the PIV recording: (a) 
original image recording, (b) background image, (c) image after background subtraction, (d) image 
after unsharp mask, (e) image after thresholding, (f) image after local contrast enhancement, and (g) 
image after unpaired particle removal.  Inset in (a) shows enlarged view of a double-exposed 
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Figure 6.  Computational domain for the simplified numerical model.  The geometry of the domain 
is shown in (a).  The manifolds have uniform depth of 421 m while the channels are 371 m deep.  
The inlet and outlet is modeled using pressure boundary conditions applied to cylindrical surfaces 
cut into the manifold regions.  See Figure 2b for the remaining dimensions of the heat sink.  An 


























Analytic Sol. (Eq. 13)
 





















































































































Figure 8.  Flow distribution in the heat sink: (a) velocity profiles at Re = 10.2, (b) velocity profiles 

















































































































































































































































































































































































































































































 (a) (b) 
Figure 10.  Predictions of flow distribution using a rectangular manifold design.  The dimensions of 
the computational domain are shown in (a).  The depth of the manifolds and channels is the same as 
the original manifold design.  The comparison of mass flux distribution at Re = 102 between the 






Figure 11.  Streamlines and velocity magnitude contours shown at mid-height with respect to the 
channels in (a) existing manifold design and (b) rectangular manifold design. 
 
