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En este material primero revisamos cómo instalar (virtualmente) y usar un cluster de cómputo con el 
sistema operativo Rocks y después exploramos unas cuantas herramientas y metodologías útiles para 
hacer cálculos intensivos, que demandan muchos recursos de procesamiento y/o memoria, del estilo de 
los que se hacen en bioinformática. Un posible libro de texto para ampliar este material es High 
Performance Linux Clusters with OSCAR, Rocks, OpenMosix and MPI. 
Rocks 
Rocks es una distribución Linux diseñada para construir clusters de cómputo. Incluye, además del sistema 
operativo, un conjunto de rolls, que son paquetes de software adecuados para tareas más especializadas, 
que se instalan opcionalmente. 
Instalación de un cluster Rocks virtual 
Una buena manera de aprender a programar en un entorno Rocks es usando un cluster al que tengas 
acceso. Sin embargo, una opción todavía más interesante es crear uno, aunque sea virtual, porque por el 
camino aprendes un poco de la arquitectura del sistema, y eso te será útil para usar el cluster después. 
En los siguientes pasos explico exactamente cómo crear un cluster de 32 bits en miniatura, compuesto por 
un nodo maestro y uno de cálculo, en base a este protocolo de Jon Forrest. Antes de seguir, por favor 
comprueba que dispones de al menos de 12 Gb de espacio en disco y 4Gb de RAM. 
• Instala VirtualBox para tu sistema Linux (puedes descargarlo de 
http://www.virtualbox.org/wiki/Downloads). En este tutorial usamos la versión 4.0.8 
• Descargar e instala el 'VirtualBox Extension Pack', que puedes obtener en el mismo lugar 
• Descargar ISO del DVD Jumbo de Rocks, que ya incluye los rolls esenciales (puedes descargarlo 
de http://www.rocksclusters.org, comprobando tras la descarga la suma MD5). En este tutorial 
usaremos la versión 5.4, que se llama 
area51+base+bio+ganglia+hpc+kernel+os+sge+web-server+xen-
16.12.2009-15.16.53.i386.disk1.iso, que guardamos en la carpeta 
/home/pepe/soft/ 
• Elige un directorio donde ubicar los discos duros virtuales, como por ejemplo /home/pepe/ 
• Crea el nodo principal tecleando en el terminal estos comandos: 
VBoxManage createvm --name "vRocks54-Frontend" --ostype RedHat --register
VBoxManage modifyvm "vRocks54-Frontend" --memory 1000 --vram 32 --nic1 intnet 
--nic2 nat --audio none --nictype1 82540EM --nictype2 82540EM  --boot1 dvd 
--boot2 disk --boot3 none --boot4 none
VBoxManage createhd --filename "/home/pepe/vRocks54-Frontend.vdi" --size 50000 
--variant Standard 
VBoxManage storagectl "vRocks54-Frontend" --name "SATA Controller" --add sata 
--controller IntelAhci
VBoxManage storageattach "vRocks54-Frontend" --storagectl "SATA Controller" 
--port 0 --device 0 --type hdd --medium "/home/pepe/vRocks54-Frontend.vdi"
VBoxManage storagectl "vRocks54-Frontend" --name "IDEcontrol" --add ide
VBoxManage storageattach "vRocks54-Frontend" --storagectl "IDEcontrol" --port 




Tras estos comandos da comienzo el proceso normal de instalación del nodo maestro o frontend , 
documentado en la web oficial. El proceso es casi automático, pero debes recordar dos cosas: 
• escribe frontend cuando aparezca el terminal de arranque boot: 
• cuando llegue el momento elige como mínimo estos rolls : kernel, base, web 
server, os 
• Una vez instalado el frontend puedes añadir el paquete VirtualBox guest additions para mayor 
comodidad 
• En el terminal del nodo maestro teclea como superusuario $ insert-ethers 
• Para cada nodo compute que quieras crear, empezando por el 0-0, hasta el 0-N teclea en el 
terminal de tu Linux: 
VBoxManage createvm --name "vRocks54-Compute-0-0" --ostype RedHat --register
VBoxManage modifyvm "vRocks54-Compute-0-0" --memory 1000 --vram 32 --nic1 
intnet --audio none --nictype1 82540EM --boot1 net --boot2 disk --boot3 none 
--boot4 none
VBoxManage createhd --filename "/home/pepe/vRocks54-Compute-0-0.vdi" --size 
50000 --variant Standard 
VBoxManage storagectl "vRocks54-Compute-0-0" --name "SATA Controller" --add 
sata --controller IntelAhci
VBoxManage storageattach "vRocks54-Compute-0-0" --storagectl "SATA Controller" 
--port 0 --device 0 --type hdd --medium "/home/pepe/vRocks54-Compute-0-0.vdi"
VBoxManage storagectl "vRocks54-Compute-0-0" --name "IDE Controller" --add ide 
VBoxManage startvm "vRocks54-Compute-0-0"
• En el terminal del nodo maestro teclea como superusuario la tecla F8 para terminar de añadir 
nodos 
 
Figura 1: Cluster Rocks 5.4 con un maestro y dos nodos compute sobre VirtualBox.
Operaciones fundamentales para usuarios de un cluster Rocks 
Si acabas de montar un cluster Rocks o te han dado acceso a uno, probablemente necesites aprender a 
usarlo y/o administrarlo. Por supuesto tu mejor recurso es la documentación oficial Rocks (que por cierto 
está a tu alcance aunque no tengas acceso a Internet, abriendo un navegador en el nodo maestro con la 
URL http://localhost}). Si prefieres en español, te recomiendo el manual Linux Clustering con 
Rocks, una Guía Práctica. 
Estos son unas cuantas tareas esenciales para aprender a manejar el cluster: 
• Cómo encender el cluster 
Si te toca encender el cluster, asegúrate de que que el nodo maestro está enchufado a la red 
eléctrica y oprime el botón ON/POWER o equivalente. Puedes ver cómo discurre el arranque si 
enchufas una pantalla y un teclado al maestro. Si todo va bien, tras los mensajes típicos de un 
sistema Linux, llega la linea final de login: donde puedes registrarte con tu nombre de usuario. 
Ahora puedes encender los nodos secundarios poco a poco o todos a la vez, dependiendo de la 
potencia de tu alimentación eléctrica, dándole al botón de encendido de cada uno. 
Puedes comprobar que el sistema está listo conectándote al maestro y ejecutando $ qstat -f, 
obteniendo algo como: 
[root@maestro ~]$ qstat -f
queuename                      qtype resv/used/tot. load_avg arch 
states
----------------------------------------------------------------------------
all.q@compute-0-0.local        BIP   0/4       0.00     lx26-x86
----------------------------------------------------------------------------
all.q@compute-0-1.local        BIP   0/4       0.00     lx26-x86
----------------------------------------------------------------------------
Si algún nodo estuviera con problemas aparece en la columna states en el estado au. 
• Cómo ver qué rolls están instalados 
Para este fin debes teclear en el terminal: $ rocks list roll 
(en el apartado 0.2.2 se explica cómo instalar un roll) 
• Nombres de los nodos 
Por defecto, Rocks llama al nodo maestro frontend. Los nodos secundarios o compute se van 
numerando al crearse, desde compute-0-0 hasta compute-0-N, donde N+1 es el número 
total de nodos secundarios instalados. 
• Cómo ver la carga de trabajo en el cluster 
Si quieres ver el estado actual de las colas de trabajos basta con teclear $ qstat -f en un 
terminal del maestro y podrás ver qué está corriendo en el cluster y qué está en espera, y la carga 
de cada nodo. 
Si quieres ver la carga global del sistema gráficamente lo mejor es usar el software ganglia, que 
suele estar instalado en los clusters Rocks. Para ello abre un navegador web desde el nodo maestro 
apuntando a la URL http://localhost/ganglia, o si está configurado el servidor web, 
desde cualquier otra maquina apuntando a la URL http://www.maestro.org/ganglia. 
 
Figura 2: Estado de un cluster Rocks (de 16 nodos) tal como lo muestra Ganglia.
• Cómo conectarte a uno de los nodos secundarios 
Por defecto, Rocks configura los nodos de manera que son parte de una red LAN con el maestro e 
invisibles desde fuera de ella, así que solamente podremos conectarnos a ellos desde un terminal 
del nodo maestro: root@maestro ~]# ssh compute-0-6 
que dependiendo de la versión de Rocks es equivalente a: 
[root@cluster ~]$ ssh c0-6
• Cómo probar el sistema de colas para distribuir tareas a los nodos 
En Rocks el manejador de colas por defecto es Grid Engine (SGE, incluido en el roll sge), que se 
explica por medio de ejemplos en la documentación oficial documentación oficial. 
Vamos a probar que el SGE de nuestro cluster funciona, enviando una serie de trabajos sencillos al 
manejador SGE mediante el comando qsub. Para ellos, primero editamos este código y lo 
guardamos en un archivo llamado por ejemplo testSGE.pl : 
#!/usr/bin/perl 
for(my $i=0;$i<30;$i++){ sleep(2) }
print "ok!\n";
Tras hacer el archivo ejecutable con $ chmod +x testSGE.pl podemos enviar varias 
instancias de este programita al cluster y comprobar que los trabajos efectivamente se ejecutan 
haciendo: 
[pepe@cluster ~]$ for ((i=1;i<=10;i+=1)); do qsub testSGE.pl;  done
Your job 2 ("testSGE.pl") has been submitted
Your job 3 ("testSGE.pl") has been submitted
Your job 4 ("testSGE.pl") has been submitted
Your job 5 ("testSGE.pl") has been submitted
Your job 6 ("testSGE.pl") has been submitted
Your job 7 ("testSGE.pl") has been submitted
Your job 8 ("testSGE.pl") has been submitted
Your job 9 ("testSGE.pl") has been submitted
Your job 10 ("testSGE.pl") has been submitted
Your job 11 ("testSGE.pl") has been submitted
[root@cluster ~]$ qstat -f




all.q@compute-0-0.local        BIP   0/0/1          0.05     lx26-x86      
############################################################################
 - PENDING JOBS - PENDING JOBS - PENDING JOBS - PENDING JOBS - PENDING JOBS
############################################################################
      3 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
      4 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
      5 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
      6 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
      7 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
      8 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
      9 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
     10 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1 
     11 0.55500 testSGE.pl pepe         qw    06/10/2011 09:41:45     1
Puedes indagar sobre todas las opciones de qsub en el terminal con $ man qsub, por ejemplo 
para aprender a guardar los mensajes de error y la salida estándar en archivos, como se muestra en 
el ejemplo 0.2.1. 
• Cómo ejecutar el mismo comando en diferentes nodos del cluster desde el terminal 
Es posible invocar comandos desde el shell del nodo maestro para que sean ejecutados en varios 
(o todos los) nodos usando la instrucción rocks run host, que sustituye al antiguo comando 
cluster-fork. Como es habitual en sistemas Linux, podemos consultar su forma de uso 
tecleando su nombre en el terminal: 
[root@cluster ~]$ rocks run host   
error - must supply a command
[host]... {command} {managed} {x11} [command=string]
Por ejemplo, para comprobar los procesos activos en todos los nodos compute de un cluster, 
podemos teclear en el terminal: $ rocks run host compute ps 
Ahora un ejemplo similar sobre un nodo en particular: 
[root@cluster ~]$ rocks run host compute-0-0 "ls -l /tmp"
compute-0-1: total 12
compute-0-1: -rw-r--r-- 1 root root    0 Jun 14 09:28 post-91-sge-execd.debug
compute-0-1: -rw-r--r-- 1 root root    0 Jun 14 09:28 post-99-done.debug
compute-0-1: -rw-r--r-- 1 root root    0 Jun 14  2011 pre-09-prep-kernel-
source.debug
compute-0-1: -rw-r--r-- 1 root root    0 Jun 14  2011 pre-10-src-install.debug
compute-0-1: drwx------ 2 root root 4096 Jun 14  2011 RCS
compute-0-1: -rw-r--r-- 1 root root 3321 Jun 14  2011 sshd_config
compute-0-1: drwx------ 2 root root 4096 Jun 14 09:42 ssh-qZwOne3375
Otra manera de ejecutar un comando sobre un nodo es mediante SSH: 
[pepe@maestro ~]$ ssh compute-0-3 df
Filesystem           1K-blocks      Used Available Use% Mounted on
/dev/sda1              8064272   5079996   2574624  67% /
none                   2052036         0   2052036   0% /dev/shm
/dev/sda5            140694608     93732 133453964   1% /state/partition1
/dev/sda2              4032124     93620   3733676   3% /var
maestro.local:/export/home/pepe
                     238299008   4739296 221454720   3% /home/pepe
Operaciones fundamentales para administradores de un cluster 
Rocks 
Las siguientes tareas se hacen como superusuario root y por tanto no sobran las precauciones para no 
romper el sistema. 
• Cómo crear usuarios 
Para crear un usuario pepe lo mejor es usar la terminal del superusuario: 
• [root@maestro ]$ useradd pepe 
• [root@maestro ]$ passwd pepe (para establecer su contraseña) 
• [root@maestro ]$ rocks sync users (para propagar el usuario a todos los 
nodos) 
Ahora podemos comprobar que existe un directorio llamado /home/pepe , accesible desde 
/export/home/pepe , precisamente desde donde se exporta a los nodos secundarios. 
• Cómo apagar o reiniciar el cluster 
Usando la instrucción rocks run host (que ya vimos en 0.1.2), es sencillo apagar o reiniciar 
los nodos hijos. Por ejemplo, si un nodo está dando problemas podemos reiniciarlo así: 
[root@maestro ~]$ rocks run host compute-0-0 reboot
Si queremos apagarlo entonces podemos usar la instrucción poweroff . 
En cuanto al nodo maestro, siendo superusuario, hay que ejecutar poweroff o reboot según 
sea necesario. 
• Cómo eliminar nodos del cluster 
Si por ejemplo el nodo 0-10 falla y lo queremos eliminar del sistema de colas, es suficiente con 3 




Herramientas y ejemplos de cálculo en paralelo 
En esta sección repasamos diferentes maneras de usar las capacidades de un cluster, te recomiendo que 
las pruebes como un usuario normal, no como superusuario (ver 0.1.3). 
Usando el manejador del cluster 
La manera más natural y sencilla de aprovechar un cluster para hacer cálculos en paralelo es usando el 
manejador de trabajos del mismo, que en el caso de Rocks es normalmente Grid Engine (0.1.2). Este tipo 
de uso es adecuado para trabajos independientes que corren en paralelo en diferentes nodos a la vez, un 
tipo de paralelismo también llamado ( Bag of Tasks Parallelism ). 
En la práctica el Grid Engine te permite ejecutar cualquier software o programa en múltiples nodos, 
manteniendo el excedente de trabajos en una cola para no sobrecargar la capacidad del cluster. Para este 
tipo de aplicaciones son especialmente adecuados los lenguajes de scripting como Perl, puesto que su 
sintaxis permite un control preciso con muy pocas líneas de código. 
El siguiente ejemplo en Perl muestra cómo enviar a un cluster de forma ordenada múltiples instancias del 
mismo software o programa propio, en este caso hmmer (del Bio roll): 
#!/usr/bin/perl -w
use strict;
my $qsubEXE = "/opt/gridengine/bin/lx26-x86/qsub";
my $PFAMEXE = "/opt/Bio/hmmer/bin/hmmpfam"; # requires installation of Bio roll
my $PFAMDB  = "/home/pepe/db/Pfam_ls_22";   # 
ftp://ftp.sanger.ac.uk/pub/databases/Pfam/current_release
my @genomes = ('Arabidopsis.thaliana.faa','Physcomitrella.patens_patens.faa', # ...
               ,'Sorghum.bicolor.faa');
foreach my $genome (@genomes)
{
   my $outfile = $genome.".pfam";
   my $PBSoutfile = $outfile . ".pbsout"; # keep run-time errors and warnings in 1 
file / job
   my $qsubcommand = " -cwd -N n$genome -j y -o $PBSoutfile -S /bin/bash";
   my $qPID = `$qsubEXE $qsubcommand <<EOF
   $PFAMEXE $PFAMDB $genome > $outfile
   EOF`;
   print "$qPID\n";
}
Hebras o threads 
Otra posibilidad de sacar partido a los recursos de un cluster es aprovechar los procesadores de sus nodos, 
que habitualmente son multi-núcleo (multi-core). Este tipo de procesadores se pueden programar para 
resolver varias tareas en paralelo creando hebras o threads. La principal ventaja de repartir un trabajo en 
hebras es ganar capacidad de procesamiento, pero si el trabajo a realizar necesita acceder de manera 
intensa al disco duro entonces diferentes hebras en el mismo nodo compiten entre si, pudiendo evaporarse 
el teórico beneficio de hacerlo en paralelo. Precisamente para este tipo de trabajos es preferible usar 
diferentes nodos desde el manejador del cluster. 
Este tipo de programación puede ser compleja, y requiere de ciertos conocimientos sobre la 
implementación de las hebras en cada lenguaje, que puede diferir bastante. 
En lenguaje C hay varias implementaciones, pero posiblemente las más estándar sean las POSIX 
pthreads, de las que hay abundantes tutoriales en la Red, como éste del Lawrence Livermore National 
Laboratory o éste del MIT. 
En Perl la implementación vigente son las interpreter threads (ithreads), que forman parte del core de Perl 
y por tanto están bien documentadas, como los módulos threads y threads::shared. En el terminal puedes 
acceder a la documentación de tu sistema con $ perldoc threads. 
No ha sido ésta la cara más brillante de la historia de Perl, puesto que se han probado diferentes 
implementaciones anteriormente, ya abandonadas, y las actuales ithreads tienen problemas de gestión de 
memoria en algunas versiones de Perl sobre Linux (no en Windows). Ya que estos problemas se han 
resuelto desde la versión 5.13.9 parece que podremos programar ithreads con ciertas garantías de 
continuidad. El siguiente ejemplo de ithreads, modificado de otro del curso Perl en bioinformática, 
muestra cómo coordinar y compartir datos entre hebras en el perl 5.8.8 de Rocks 5.4, bastante más 
limitado que versiones posteriores: 
#!/usr/bin/perl -w




my $MAXTHREADS = 4;
my $SEQFILE    = 'protein_sequence_complexes.faa'; 
# descargado con wget -c 
http://floresta.eead.csic.es/3dfootprint/download/protein_sequence_complexes.faa
my (@hebras,$secuencia,$h);
my @secuencias : shared = (); # datos compartidos entre hebras
my ($total,%frecuencias_globales) = (0);
#############################################################
# 1) lee archivo de secuencias y agregalas a un arreglo
open(SEQ,$SEQFILE) || die "# $0 : cannot read $SEQFILE\n";
while(<SEQ>)
{
   next if(/^#/ || /^>/);
   push(@secuencias,(split)[0]);
}
close(SEQ);
# 1) instancia $MAXTHREADS nuevas hebras que se ponen a procesar las secuencias
for $h (1 .. $MAXTHREADS)
{ 
   print "# lanzo hebra $h\n";
   push(@hebras, threads->create(\&calcula_frecuencias,$h)); 
}
# 2) espera a que acaben las hebras y recoge sus resultados 
for $h (@hebras)
{
   my $ref_results = $h->join();
   foreach my $aa (keys(%$ref_results))
   {
      next if(!$ref_results->{$aa});
      $frecuencias_globales{$aa} += $ref_results->{$aa};
      $total += $ref_results->{$aa};
   }
}print "# total aminoacids = $total\n";
sub calcula_frecuencias
{
   my ($hebra) = @_;
   my ($secuencia,$htotal,%frecuencias) = ('',0);
   while(1)
   {
      { 
         # acceso exclusivo a lista compartida @secuencias 
         lock(@secuencias);
         $secuencia = pop(@secuencias);
      }
      if($secuencia) # quedan secuencias
      {
         while($secuencia =~ /([A-Z])/g)
         {
            $frecuencias{$1}++;
            $htotal++;
         }
      }
      else
      {
         print "# hebra $hebra termina (total=$htotal)\n";
         return \%frecuencias; 
      }
   } 
}
Si lo ejecutas en el terminal obtienes diferentes parciales en cada hebra: 
[pepe@cluster ~]$ perl testhreads.pl 
# lanzo hebra 1
# lanzo hebra 2
# lanzo hebra 3
# lanzo hebra 4
# hebra 1 termina (total=93622)
# hebra 2 termina (total=27573)
# hebra 3 termina (total=12582)
# hebra 4 termina (total=2393)
# total aminoacids = 136170
MPI 
La manera más sofisticada para hablar entre procesos, y hacer que unos esperen a otros si es necesario, es 
posiblemente a través del protocolo de comunicación MPI ( Message Passing Interface ), que sirve para 
programar tareas en paralelo y permitir que diferentes procesadores se comuniquen por medio de 
mensajes. Este tipo de comunicación es adecuado para coordinar trabajos que corren en paralelo en varios 
procesadores, aunque sea en diferentes nodos, como ocurre normalmente en un cluster Rocks. 
Originalmente el protocolo MPI se creó en lenguaje FORTRAN, pero posteriormente se ha implementado 
(varias veces) en lenguaje C (LAM/MPI, MPICH, openMPI). Precisamente el roll hpc de Rocks incluye 
openMPI y podemos instalarlo (como superusuario) ya sea durante la instalación del frontend (ver 
0.1.1) o en un cluster ya instalado. En el segundo caso es necesario descargar la imagen ISO de hpc, por 
ejemplo mediante el comando $ wget -c http://mirror1.ku.ac.th/rocks/rocks-
5.4/linux/hpc-5.4-0.i386.disk1.iso para luego instalarlo mediante las siguientes 
instrucciones en el terminal: 
rocks add roll hpc
rocks enable roll hpc
cd /export/rocks/install/
rocks create distro
rocks run roll hpc | bash
init 6
rocks run host compute /boot/kickstart/cluster-kickstart-pxe
MPI desde C 
El estándar MPI abarca más de cien subrutinas, accesibles poniendo #include <mpi.h> en nuestro 
código, aunque solamente unas pocas son esenciales. MPI declara tipos de datos equivalentes a los 
preexistentes en C, como MPI_FLOAT, MPI_DOUBLE, MPI_INT, que se pueden intercambiar entre 
procesos, pero también permite definir tipos diseñados por el usuario. 
Un concepto importante es el de comunicador, una colección de procesadores que trabajan sobre un 
trabajo en paralelo, numerados de 0 a N-1 y guardados en la variable global MPI_COMM_WORLD. 





/* Programa 'hola mundo' donde cada procesador requerido se identifica,
basado en ejemplos orginales de Tim Kaiser (http://www.sdsc.edu/~tkaiser),
del San Diego Supercomputer Center, en California */
int main(int argc, char **argv)
{
    int myid, numprocs;
    FILE *arch;
 
    MPI_Init(&argc,&argv);
    MPI_Comm_size( MPI_COMM_WORLD, &numprocs ); // devuelve el numero de procesos en 
este COMM_WORLD
    MPI_Comm_rank( MPI_COMM_WORLD, &myid );     // identificate por el myid asignado 
 
    printf("Soy el procesador %d de un total de %d\n",myid,numprocs);
    
    if(myid == 1) // solamente para el procesador 1
    {
       // ajusta la ruta del archivo si es necesario 
       arch=fopen("/home/pepe/archivo.txt","w");
       fprintf(arch,"Hola, soy el procesador 1\n");
       fclose(arch);
    }
        
    MPI_Finalize();
        
    return 0;
}
Este código lo guardamos en un fichero (por ejemplo /home/pepe/testMPI.c) y se compila con el 
siguiente comando: $ mpicc testMPI.c -o testMPI.exe 
En el contexto de un cluster Rocks habitualmente queremos distribuir las tareas entre diferentes nodos, 
por ejemplo entre los 4 procesadores o núcleos de los nodos compute-0-0 y compute-0-1. Eso lo 






Para ejecutar el programa en estas 4 CPUs tecleamos en el terminal: 
$ mpirun -np 4 -machinefile listanodos.txt testMPI.exe
El siguiente ejemplo muestra como se pueden para mensajes de un proceso a otros: 






int main(int argc, char *argv[])
{
  char idstr[32];
  char buff[BUFSIZE];
  int numprocs;
  int myid;
  int i;
  MPI_Status stat;
  MPI_Init(&argc,&argv); 
  MPI_Comm_size(MPI_COMM_WORLD,&numprocs); 
  MPI_Comm_rank(MPI_COMM_WORLD,&myid); 
  if(myid == 0)
  {
        printf("%d: We have %d processors\n", myid, numprocs);
        for(i=1;i<numprocs;i++)
        {
          sprintf(buff, "Hello %d! ", i);
          MPI_Send(buff, BUFSIZE, MPI_CHAR, i, TAG, MPI_COMM_WORLD);
        }
        for(i=1;i<numprocs;i++)
        {
          MPI_Recv(buff, BUFSIZE, MPI_CHAR, i, TAG, MPI_COMM_WORLD, &stat);
          printf("%d: %s\n", myid, buff);




        /* receive from rank 0: */
        MPI_Recv(buff, BUFSIZE, MPI_CHAR, 0, TAG, MPI_COMM_WORLD, &stat);
        sprintf(idstr, "Processor %d ", myid);
        strncat(buff, idstr, BUFSIZE-1);
        strncat(buff, "reporting for duty\n", BUFSIZE-1);
        /* send to rank 0: */
        MPI_Send(buff, BUFSIZE, MPI_CHAR, 0, TAG, MPI_COMM_WORLD);
  }
  MPI_Finalize(); 
  return 0;
}
Es posible usar MPI desde un programa en C para repartir tareas como en el ejemplo de perl 0.2.1, como 
se ve en el siguiente documento de Tim Kaiser. 
MPI también sirve para coordinar procesos de escritura en paralelo, como se explica en este PDF de Tim 
Kaiser. 
Librerías específicas de cálculo en C 
En este apartado menciono algunos recursos, normalmente librerías o bibliotecas de funciones, que 
podemos usar para programas que requieren de cálculos intensivos. 
• Números aleatorios escalables 
Un recurso muy utilizado son los números aleatorios, ya sea para algoritmos estocásticos o para 
optimizaciones tipo Monte Carlo. La librería SPRNG incluye 6 generadores distintos, con todas 
las propiedades deseables (periodo largo, homogéneos, repetibles, entre otras), con la 
particularidad de que funciona bien en uno o más procesadores (vía MPI) que resuelven algún 
problema. 
• Librerías algebraicas 
Las librerías LAPACK y su versión escalable ScaLAPACK son muy utilizadas en ingeniería y en 
ciencias. Hay ejemplos de uso en http://seehuhn.de/pages/linear. 
MPI desde Perl 
Gracias a la interfaz entre Perl y C es posible utilizar el estándar MPI desde programas escritos en Perl, 
usando el módulo Parallel::MPI::Simple. Sin embargo, la instalación (como superusuario) con $ cpan 
-i Parallel::MPI::Simple no siempre es trivial. Para lograrlo en Rocks 5.4, el sistema operativo 
que se emplea en este material, es preciso invocar $ cpan -i Parallel::MPI::Simple como 
root, para luego cambiar al directorio /root/.cpan/build/Parallel-MPI-Simple-0.05 y 
editar el Makefile, donde es necesario sustituir las apariciones de gcc por mpicc, para ya luego hacer 
$ make; make test y $ make install. 
Como ejemplo de uso de esta interfaz os dejo este programita, que permite compartir entre procesos 





my $process_rank   = MPI_Comm_rank(MPI_COMM_WORLD); # from 0 to N-1 
my $n_of_processes = MPI_Comm_size(MPI_COMM_WORLD);
my $tag = 1137;      # arbitrary tag for this message 
if($process_rank == 0) 
{
    my %data = ('text'=>'hola, estas ahi?','content'=>'soy el proceso 0');
    printf("Proceso %d emite a %d proceso(s)\n",$process_rank,$n_of_processes-1);
    for(my $p=1;$p<$n_of_processes;$p++)
    {
       MPI_Send(\%data, $p, $tag, MPI_COMM_WORLD );




    my $ref_datos = MPI_Recv( 0, $tag, MPI_COMM_WORLD ); # 0 es la identidad del 
emisor esperado
    printf("Proceso %d recibe de 0: %s\n",$process_rank,$ref_datos->{'text'});
}
MPI_Finalize();
Al ejecutar el programa en el terminal se obtiene: 
[root@cluster ~]# mpirun -np 4 testMPI.pl 
Proceso 0 emite a 3 proceso(s)
Proceso 1 recibe de 0: hola, estas ahi?
Proceso 3 recibe de 0: hola, estas ahi?
Proceso 2 recibe de 0: hola, estas ahi?
Al igual que con Perl, hay disponibles interfaces para usar MPI desde otros lenguajes de alto nivel, como 
por ejemplo Python . 
Sobre este documento... 
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