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SUMMARY
A Bloom filter is data structure for representing sets in a compressed form, which has
many applications. Bloom filters save time and space, but produce errors known as
false positives.
Recently it has been suggested that Bloom filters can be used for encoding paths
in graphs, for the purpose of delivering messages in computer networks. False posi-
tives mean that a message will be delivered not only to its destination, but also to
some nodes to which it should not have been delivered. Some ways of reducing the
probability of such errors have been discussed in the literature.
In this thesis, a new approach is suggested. Instead of choosing labels for edges
at random (as is done in the standard Bloom filter approach), labels for edges are
chosen based on the graph and the position of an edge in the graph. It is shown that
under some assumptions (the graph is known, and only shortest paths are encoded),
there will be no false positives leading to a message being delivered to a wrong node.
ii
iii
Chapter 1 introduces the routing scenario, the Standard Bloom Filters and the
encoding methods that are investigated in the following chapters. Different types of
assumptions concerning the graphs are applied in further chapters. Shortest paths in
rectangular grids are encoded in Chapter 2; then king’s graphs, hexagonal grids and
triangular grids are studied in Chapters 3, 4 and 5, respectively. Another realistic
networks is considered in Chapter 6. Finally, a way to generalise these encoding
methods to arbitrary graphs is discussed in Chapter 7, which concludes the thesis.
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CHAPTER 1
INTRODUCTION
1.1 Introduction
A Bloom filter, named after its inventor Burton Bloom ([7]), is a way to compress the
data. Accordingly, it is useful to prefer the Bloom filter for variety of applications on
computer networks.
In other words, a Bloom filter is a way to represent a set. Consider a universal set
U of all elements and a subset S of U . Suppose each element in the set U is labeled
by a binary array of length m where a certain number of bits are set to 1. The subset
S has n elements. A Bloom filter represents the set S using a bit-vector of length m.
Each element is stored and it can be determined that an element x is whether in the
set S or not by comparing the representative binary arrays of the set and the element
in all bits. If the bits 1 in the binary array of the element x matches with the bits 1 in
the Bloom filter of the set S, we may say x ∈ S. Yet, there might be some elements,
which are not really in the set S, in the set U , their binary arrays may be less than
1
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or equal to the Bloom filter of the set S in all bits positions. These elements which
are not really in the set S might be thought of as elements in the set S. This kind of
elements are called false positives of the Bloom filter of the set S.
This way of presenting sets is very space and time efficient, since representing
the sets with Bloom filters saves space compared to other methods which are naive
representations of sets and it is easy to query the elements whether they are in the
set or not (see the Sections 1.3.1 and 1.3.2 for details). These are the opportunities
of the Bloom filters.
However, a shortcoming needed to be dealt with is the false positives that are
produced by the Bloom filter. The main purpose of the researches conducted on the
Bloom filter is to minimize the number of false positives when saving time and space.
A wide range of research for network applications of Bloom filter has been surveyed
by Broder and Mitzenmacher in [10]. Indeed, some studies on the networks contribute
the new applications of Bloom filter. In the paper [10], it is said that the applications
of Bloom filters should be categorized, since, while some applications use the Bloom
filter on the problems that are especially data mining, reducing data traffic, security
of data transmission between parties, others might use it to sort combination of these
problems out.
The standard Bloom filter is a random data structure and represents sets using
small memory. It may use relatively short binary vectors so it may be impossible to
have a unique representation for each set. Therefore reducing the randomness might
be thought of as a way to decrease the number of false positives. Another way to
construct a Bloom filter for less randomness has been described in [34].
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The Bloom filter is a way to represent a set with the bits 0s and 1s. Adding an
element to the set or deleting an element from the set is another challenge for the
applications of the Bloom filter. While adding elements to the set increases the size
of the space, deleting an element from the set in reasonable time is not easy for users.
To deal with these problems, some of the network applications of Bloom filters [8]
[21] [22] [42] [63] have been proposed in literature.
One might think to delete some elements from the set in order to reduce the false
positives. Yet, this is not as easy as to swap the corresponding bits from 1 to 0 in
the Bloom filter of the set. Since, the bit 1 is placed in Bloom filters of the elements
randomly, that is why the bit 1 in the Bloom filter of the set might come from not
only the Bloom filter of deleted element, but also multiple number of the Bloom filters
of other elements in the set. In this case, some elements, which exactly belong to the
set, might be thought of as nonexistent in the set. These kind of elements are called
false negatives (we have given a concrete example of false negatives in the Section
1.3.2).
By imposing some additional restrictions on the structure of the Bloom filter
to avoid the false negatives from the set, a generalisation of Bloom filter called in-
packet Bloom filter [57] basically has been designed as the standard Bloom filter with
requirement of same parameters. The method proposed by [57] computes the ratio of
deletable elements from the system securely as well as yields optimum ratio of false
positives in order to increase the performance of routing in networks.
Another generalisation of Bloom filter called compressed Bloom filter [46] focuses
on decreasing the size of the network messages transmitted in order to save space.
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The idea behind compressed Bloom filters is that reformulate the size of Bloom filter
via fixing the optimum probability of false positives of standard Bloom filter.
The Bloom filter may be used for the transaction of the messages between com-
puters in a network without disruption. This is related with another generalisation
called cryptographic Bloom filters [6], and also another generalisation of Bloom filter
has been introduced by [47] for transmission of the big data.
1.2 Bloom Filters in Graphs
As indicated in previous section, the main purpose of the applications of the Bloom
filters is to reduce the number of false positives while saving space and time. In this
thesis, we aim to avoid false positives by choosing positions for individual elements in
graphs not at random, but using some rules. Since, the problem we consider in this
thesis is the false positives which may cause extra network traffic for some routing
scenarios (see the Sections 1.5 and 1.6).
In the literature, a network may have various forms (see [44] for a survey ). The
paths have an important role to provide an efficient communication between comput-
ers in these networks. One of the shape for a network is a grid which is a family of a
graph that can be built via cartesian product. Specifying the paths, where the infor-
mation is shared between parties, in grids is another problem and another domain in
graph theory [28]. One solution, that is producing algorithms, have been examined
by [65] for any path-finding in variety number of graphs. This is another research
field that we do not consider in this thesis. In the following chapters we have found
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the shortest paths in graphs by using our approach.
For less computational requirements by using Bloom filters, another algorithm,
that increases the security of network traffic flow, on paths has been established by
[64].
In order to reduce the number of false positives in networks, the idea of encoding
the links between nodes in a way similar with our work has been studied in another
paper [12]. Even though the coding requires slightly more processing than the stan-
dard Bloom filter, the most current method called yes-no Bloom filter [12] yields
efficient results of false positives.
In a network model proposed in [40], the Bloom filter has a role as a storage of large
documents which might be shared by the servers. Also, the Bloom filter is used in an
algorithm, which aims to find the location of the documents whose size is reduced by
using the basic principles behind the Bloom filter, [55]. Yet, the methods proposed
in both [40] and [55] require to update the Bloom filters when a new information is
added to the stored documents. Yet, this property of applications of Bloom filter
requires more time for queries the documents.
According to the routing model in [41] the main point with the distribution of the
messages is the number of nodes in the network, therefore the problem with delivering
a message between nodes is wasting time and resources. When the number of nodes
increases in the network, the message is delivered to the receiver, but the resources
are wasted.
Throughout the thesis we label the links (edges) between nodes (vertices) and send
the code through a route chosen in advance, similar model were considered in [13].
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In order to optimize the length of the Bloom filter, the encoding method proposed in
[13] offers to control the probability of false positives with respect to the size of the
space. Since, sometimes it may not be easy to remove the false positives from the
networks. In that case, the method introduced in [13] allows the users to choose the
best possible rate of the false positives.
1.3 Arbitrary Encoding Methods in Networks
One model of message delivery in a computer network is based on labelling each edge
by a subset of a universal set, and then encoding a path as the union of the labels
of its edges. There might be several methods to label the edges. We will show two
widely used methods in this section. One can summarise these two methods as a
construction of an appropriate Boolean array, which is a sequence of bits 0 and 1, for
each link in the network.
1.3.1 Bit-per-edge Labelling
Consider a subset S of a universal set U of all elements. The bit-per-edge labelling
method is essentially the same as representing subsets as characteristic vectors. This
method is the way to encode each element in the set U with a Boolean array which
is a sequence of bits 0 and 1. Each element is represented by a bit 1 in a specified
position in this Boolean array, hence these bits take certain places in the array. The
length of the Boolean array is obviously the number of the elements in the universal
set U . It is easy to query whether an element is in the set S or not with this labelling
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method.
For instance; consider an undirected graph G = (V,E) where V is the set of
vertices and E is the set of edges. The edges of this graph are the elements of a
universal set U . Each edge has a designated position in bit arrays of size m where
m is the number of edges in the graph. In this case, we call this encoding method
bit-per-edge labelling. The length of the Boolean array is the number of edges in the
graph. A path in the graph is viewed as a subset S of U = E. The representative
Boolean array of this path contains the bits 1 in the bit position of corresponding
edges which are in the path (see the Section 6.3.2 for a detailed bit-per-edge labelling
in star graphs). To query whether an edge is on the path or not, the representative
binary arrays of the set S and an edge e are compared in all bits positions. We
definitely say that e /∈ S, if the bit 0 is in the bit position which is reserved for the
edge e in the representative binary array of the set S.
It may be obvious to answer whether an element is in the set S when the elements
are encoded by using bit-per-edge labelling, we prove that if any element is a false
positive of the representative binary array of the set S by the following theorem.
Note that a false positive is an element in the set U and this element, which is not
an element of the set S, might be counted as an element of the set S in some cases.
Theorem 1.3.1. The labelling method we refer as the bit-per-edge does not produce
a false positive.
Proof. Consider a universal set U with n elements and a subset S of U with k elements.
The elements in the set U are represented by one bit in the Boolean array which is
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a sequence of bits 0 and 1. The elements in set S are denoted by the bit 1 in the
Boolean array of the set S. Obviously, the Boolean array of the set S contains k
number of bit 1 and other bits are 0 whose number is n− k.
Suppose an element f in the set U is a false positive of the Boolean array of the
set S. The Boolean array of the element f contains the bit 1 in its ith bit position
among n bits. The bits 1s in the Boolean array of the set S are placed in k distinct
bit positions corresponding to the elements of the set S. If the Boolean array of the
set S contains the bit 1 in its ith bit position, then we can conclude that the element
f is an element of the set S. Otherwise, there must be k + 1 number of bit 1 in the
Boolean array of the set S. This contradicts the number of elements in the set S.
Therefore, the element f is not a false positives of the Boolean array of the set S.
The bit-per-edge labelling method of representing sets is very time-efficient, since
it is easy to query the elements whether they are in the subset S or not; but not very
space-efficient, since the universal set U might contain large number of elements.
Hence, as a more advanced approach we consider is the Bloom filters.
1.3.2 Standard Bloom Filter
Other encoding method called standard Bloom filter has been invented by Burton
Bloom [7].
Suppose a subset S of a universal set U has n elements. The set S is represented
by a binary array of m bits. In order to make this possible, each element which
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potentially can be an element of S is represented by an m bit array in which k bits
are set to 1. These bits 1 in the array are distributed to random bit positions without
replacement. All other bits are set to zero.
We assume that the Bloom filter of the set S is constructed by applying the OR
operation ([62]) in bitwise to all Bloom filters of the elements of S. Note that binary
OR operation takes the bits 0 and 1 as inputs and produces a bit 1, if at least one
of the input is 1. Otherwise, it produces a bit 0, when all inputs are 0. Also, it is
possible to consider other binary operations in order to build the Bloom filter for the
set S. These operations are bitwise AND operation [45], bitwise XOR operation [59]
and bitwise NOT operation [43]. Bitwise AND operation produces the bit 1 when all
inputs are 1, otherwise it generates the bit 0. Besides, the bitwise XOR operation
yields the bit 0 when all inputs are 0 or 1, otherwise it produces the bit 1. Finally,
the bitwise NOT operation takes the bit 0 and outputs the bit 1, and when it takes
the bit 1, then it outputs the bit 0. The Bloom filter of the set S can be obtained by
applying any of these operations in bitwise to the all elements in the set S.
After the Bloom filter of a set S has been constructed, one can query whether an
element x in U belongs to the set S or not by comparing the Bloom filter of the set
S with the Bloom filter of the element x in all bits positions. If at least one of these
positions in the Bloom filter of x is greater than the corresponding bit positions of
the Bloom filter of S, then we say that the tested element is definitely not in the set
S. However, when the Bloom filter of the tested element is less than or equal to the
Bloom filter of the set in all bits positions, then this element probably be in the set
S. The comparison of the bits of Bloom filters of both the element and the set may
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conclude that some elements might be incorrectly counted as an element of the set.
These kind of errors are called false positives which are seemingly in the set S, but
they might not be really in the set S.
A set might be defined as a collection of elements which are well defined and re-
lated with each other. Any objects might construct a set, as a concrete example, an
attendee list of a conference represents a set such as S = {Claire,David,Rod, Tori}.
Each attendee can be represented by a fixed length Bloom filter with randomly allo-
cated bit 1 such that [1, 0, 1, 0, 0, 0, 0, 0], [1, 0, 0, 0, 0, 1, 0, 0], [0, 0, 1, 0, 0, 1, 0, 0],
[1, 0, 0, 0, 1, 0, 0, 0], respectively. By applying OR operation in bitwise to all Bloom
filters of the elements in the set S, the Bloom filter of the set denoted by β(S) is
obtained as [1, 0, 1, 0, 1, 1, 0, 0]. If one called Albert represented by a Bloom filter
[1, 1, 0, 0, 0, 0, 0, 0] claims that he is an attendee of the conference, in second bit posi-
tion, the Bloom filter of the set is less than the Bloom filter of Albert. In conclusion,
Albert definitely is not an attendee of the conference. On the other hand, another
person Kate represented by a Bloom filter [0, 0, 1, 0, 1, 0, 0, 0] might claim another at-
tendee of the conference. In all bits positions the Bloom filter of Kate is less than or
equal to the Bloom filter of the set β(S). Hence, one might think Kate is a possible
attendee. Yet, she is a false positive.
On the other hand, a person Mary with a Bloom filter [0, 1, 0, 0, 1, 0, 0, 0] may
want to register for the conference, then it is easy to update the Bloom filter of the
set. The Bloom filter of the set including the new attendee Mary can be obtained by
applying a bitwise OR operation to the Bloom filter of the set and the Bloom filter
of Mary in all bits positions. Hence, the updated Bloom filter of the set is obtained
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as [1, 1, 1, 0, 1, 1, 0, 0].
Yet, if someone (say Rod) wants to leave the conference, then one might think to
swap the bits 1 with the bit 0 in the corresponding bit positions of Bloom filter of the
set in order to update the Bloom filter of the set. By replacing the bits 1 with the
bit 0 in the third and sixth bit positions, which correspond to the bit 1 in the Bloom
filter of Rod, of the Bloom filter of the set, then the Bloom filter of the set S is found
as [1, 0, 0, 0, 1, 0, 0, 0] after leaving Rod. However, in this case, the attendees Claire
and David look like the false negatives of the set S. Since, they are already members
of the set, yet the Bloom filters of them are not less than or equal to the Bloom filter
of the set in all bits positions. In brief, it is not easy to update the Bloom filter of the
set, when some elements are deleted from the set. This is because the bit 1 in some
bit positions of the Bloom filter of the set comes from the Bloom filter of multiple
elements in the set. Note that, we examine this example to clarify the meaning of
false negatives with a concrete example. Some elements called false negatives are
outside the scope of this thesis. Note that false negatives are the elements in the set
S yet in some cases they might be thought of not being in the set S.
While the Bloom filter provides fast answers the membership queries of a set, it
potentially yields large number of false positives. Also, it is not easy to eliminate the
false positives from the set. In the very small example above, the Bloom filters of
elements consist of fixed number of bits with fixed number of bit 1. The worst case
of our example is that the Bloom filter of the set contains many 1s and the length
of Bloom filter is too short. Depending on the size of the domain the Bloom filter of
the set in the example above may produce many false positives.
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1.3.2.1 Rate of False Positives of Standard Bloom Filter
A Bloom filter of an element is a binary array with m bits and k bit positions are
set to 1 in this Bloom filter. These k random distinct bit positions are placed in any
bit positions in the array without replacement. The bits 1s in the Bloom filter of
some elements may coincidently match with the bits 1s in the Bloom filter of the set
S where these elements are not really in the set S. The Bloom filters represent sets
using small space, so it may be impossible to have a unique representation of each set.
Thus, this membership query makes the false positives possible. The probability of
false positive is the probability of the positive answer to this membership query. The
probability of false positive is a function which depends on the number of 1s in the
Bloom filters of elements in the set S, length of the Bloom filters of these elements
and number of the elements in the set S.
The further study of Bloom filter [7] shows that the probability of false positive
p can be computed as in the (1.1) which is obtained as a result of simple probability
where m is the number of bits in the Bloom filter, n is the number of elements in the
set and k is the number of bit 1 in the Bloom filter of an element.
p =
(
1− (1− 1
m
)kn
)k
(1.1)
It is assumed that the bit 1 is placed on any bit position in a Bloom filter of
an element with an equal probability. When the number of bits in the Bloom filter
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is m, the probability that a given bit position is chosen when a random position is
selected is 1
m
. Accordingly, a certain bit is not 1 in m length binary string with the
probability 1 − 1
m
. The number of bit 1 in the Bloom filter of an element is exactly
k, and there are n elements in the set S. Note that, the bits 1s are placed in the
Bloom filter of an element without replacement. The probability that a specific bit
is not set to 1 in the Bloom filter of the set S is (1 − 1
m
)kn. Yet, we are looking for
the probability of certain places containing the bit 1 in the Bloom filter of the set.
Hence, a given bit position in the Bloom filter of the set is set to 1 with probability
1−(1− 1
m
)kn and finally there are k random 1 placed in the Bloom filter of an element
without replacement. We might check any element whether being in the set or not
by comparing the Bloom filter of the set and the Bloom filter of the element in all bit
positions with the probability of false positive obtained as:
p =
(
1− (1− 1
m
)kn
)k
(1.2)
which is approximately:
(
1− e−knm
)k
(1.3)
By taking the derivative of (1.3) with respect to the parameter k and equalizing
it to 0, the optimum number of the bit 1 denoted by k has been obtained as ln 2× m
n
,
[10] [22] [46]. Yet the parameter k must be an integer so k = dln 2× m
n
e which is the
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smallest integer that is not less than ln 2×m
n
, while the parameters m and n are given.
Hence, the optimum number of 1 in the Bloom filter minimizes the probability of false
positives. Obviously, when the value of m
n
increases, then the optimum number of k
increases, yet the probability of false positives decreases, [22]. Note that, the number
of the bit 1 in the Bloom filter of an element must be an integer.
Although, the formula indicated with (1.3) which is approximation of the formula
(1.1) has been accepted as the probability of false positives by the vast majority of
applications of Bloom filter. In the literature there has been some new approaches
to the probability of false positives of standard Bloom filter, e.g.[48]. It has been
considered in [9] that the probability of false positives is greater than the formula
(1.1) and this claim has been shown in [16]. The formula (1.1) is for the experiment
as indicated above, the formula (1.4) which has been obtained by using the proof of
balls and bins model on three parameters k,m, n, [16] expresses the expected rate of
false positives for a random n-element set S. Hence, the probability of false positives
pfalse has been computed as the following formula.
pfalse =
m!
mk(n+1)
m∑
i=1
i∑
j=1
(−1)i−j j
knik
(m− i)!j!(i− j)! (1.4)
This formula might yield more realistic results for small size of parameters, where
for instance; m is 32 bits or 64 bits, [16]. Yet it is difficult to compute the formula
(1.4) for large values of the parameters k,m, n. Nevertheless, the sizes of both m and
k are not expected to be too large, some applications of Bloom filter may require large
amount of space. The parameters m and k should be chosen large enough since the
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aim is to keep both membership query time and space as small as possible. Namely,
the number of false positives might be small enough to be ignored.
1.3.2.2 An Approach to the Probability of False Positives
The probability of false positives of Bloom filters has been studied in engineering
papers. In this section, we analyse the probability of the false positives with other
approach than above. Note that, in the following chapters of this thesis we do not
consider the results that we have obtained in this section. We still work on this
approach as a new direction of the false positives.
We are interested in the formula (1.3). The question of our interest is how much
we might ensure that any chosen element in the set U is not a false positive of the
Bloom filter of the set S with the probability of at least 95%?
We restrict the probability of no false positives to 95% or more. This percentage is
a confidence interval of our model. A confidence interval is a percentage that makes
us to be sure for the true value of the false positives in a set. We could be more
certain if the percentage increases. Our consideration is to give a new approach to
the probability problem of false positives. In this section we aim to show that the
value of the parameters m,n, and k of the Bloom filters can be controlled when the
value of the probability of the false positives is assumed to be in a confidence interval.
Additionally, it is assumed that all elements in U are tested whether they are an
element of the set S or not with an equal probability. The elements are independent
which means that there is no influence on each other. Hence, they are called inde-
pendent and identically distributed. Practically, the probability of false positive of
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the Bloom filter of each element is different from each other, even if the values of
the parameters m,n, and k are fixed. Since, the bits 1 in the Bloom filter of each
element and the Bloom filter of the set S matches with different number during the
membership query of an element. Nevertheless, there are not big differences between
the probabilities of false positives of elements.
We recall the classic formula to show that it is possible to specify the parameters
m,n and k when the rate of false positives is assumed to be in a confidence interval.
(
1− (1− 1
m
)kn
)k
≈
(
1− e−knm
)k
(1.5)
Optimum values for the parameters can be determined experimentally for some
applications of Bloom filters [12], on the other hand we need to make it more general
instead of trying all possible values on the formula (1.3) and the formula (1.4). For
this purpose a parameter a is defined as the area left outside confidence level, [37].
More specifically a represents an upper bound on the probability of false positives.
For instance: if the confidence level is 95%, then the probability of false positives is
0.05 on the outside of the confidence zone. Following this example it is generalised
that the confidence level is determined with the formula 100(1−a)% when a is given,
[37].
We assume the probability of false positives of the standard Bloom filter is ob-
tained with at most 5% and we wish to increase the certainty. If the probability of
success of any element being not a false positive is at most 95%, then the formula of
probability of false positive of that element should be taken less than or equal to 0.05.
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For more certainty it is possible to take the value of the probability of false positives
less than 0.05, for instance 0.01 for the confidence interval 99%. All parameters k, m
and n are integers and the functions exp and ln are increasing functions. Therefore,
we are able to restrict the number of elements in a set as a result of the following
analysis.
(
1− e−knm
)k
≤ a (1.6)
1− e−knm ≤ (a) 1k (1.7)
e
−kn
m ≥ 1− (a) 1k (1.8)
−kn
m
≥ ln
(
1− (a) 1k
)
(1.9)
n ≤ −m
k
ln
(
1− (a) 1k
)
(1.10)
As an example; let the parameters k and m be 6 and 256, respectively. If these
sizes are put in the inequality (1.10), the number of elements n is obtained as at most
42 for 95% confidence. An element might be a false positive with 5% probability for
these sizes of a set. If we increase the confidence interval for more certainty to 97%,
then the the probability of false positive will be 0.03. If the value 0.03 is put into
the inequality (1.10), then we should reach the maximum number of elements in the
set with the probability of false positives 0.03. For the same parameters k = 6 and
m = 256 the number of elements n can be found as at most 35 for the 97% confidence
level. Similarly, for k = 6 and m = 256 number of elements is at most 23 with 0.01
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false positives rate for the 99% confidence level.
1.4 Representing the Edges in Graphs with Bloom
Filters
A network might be represented by an undirected graph denoted by G = (V,E) where
V and E are the sets of vertices and edges, respectively. Also a universal set U models
the header of a message sent from one computer in G to another. A set S, whose
elements are the edges of a path in the graph, is a subset of E.
Suppose each edge e ∈ E is labeled by a subset of U ; we shall denote the Bloom
filter of e by β(e) ⊆ U . Hence, the Bloom filter of a subset S of edges is defined as
β(S) =
⋃
e∈S β(e). An edge e ∈ E is recognised as an edge on the path represented
by S, if β(e) ⊆ β(S). Obviously, if e ∈ S then e is recognised by β(S). Yet, it is also
possible that e 6∈ S and e is recognised by β(S); one refers to this situation as a false
positive.
We shall say that a set of edges S is represented by its label β(S) if e 6∈ S which
are adjacent to the shortest path are not recognised by β(S). A particular scenario
we have in mind is when S is a path connecting vertices u and v, and β(S) is used
for routing a message from u to v (or from v to u); thus, β(S) is sent along with
the message as its header. We assume that each vertex v ∈ V is a computer which
cannot access information about the general structure for the network when it is used
for routing messages, but can access the labels of the edges which are incidental to
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v; accordingly, v can compare the header of the message β(S) with these labels and
decide along which edge the message should be sent next. In this case, it is aimed to
prevent the messages to be wasted and to guarantee the delivery. Since, a computer
tends to send the message throughout all connections to it. Thus, we encode the links
in the network.
If S is represented faithfully by β(S) then at each vertex on S it is clear from
inspecting β(S) along which edge the message should be sent next. However, if S is
not represented faithfully by β(S), that is, there is a false positive f ∈ E adjacent to
the path S then it will be impossible to find out from inspecting β(S) whether the
message should be sent along f or not.
In practice, a subset β(S) ⊆ U would be represented as a binary array of length
|U |, in which each position corresponds to one fixed element of U ; in the array repre-
senting β(S), a bit at a certain position equal to 0 (or 1) means that this element of
U does not belong to S (or belongs to S). Thus, the header attached to the message
to describe where and by what route it should be delivered has size |U |. When a
computer at a vertex v decides where to forward the message, it considers each edge
e incidental to v and checks whether β(e) ⊆ β(S); in practice, this comparison is im-
plemented as a bitwise comparison of two binary arrays of length |U | which represent
β(e) and β(S); this operation can be performed very fast; in fact, it can be performed
while the header is passing through v (for example, as an optical signal), without the
need to store the bits of the header at v and then perform any arithmetic operations
on them. Such fast performance makes this model an attractive possibility for routing
in computer networks [13] [27].
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In our research we assume that S is a shortest path between a vertex u and a
vertex v. Our research concentrates on looking for the ways of labelling edges in a
given graph so that, on the one hand, each shortest path is represented faithfully,
and, on the other hand, the size |U | is reasonably small.
We describe how for such a graph, a labelling can be defined which represents
each shortest path faithfully; that is, our labellings do not produce false positives
which are edges adjacent to the shortest paths, providing that they are used only for
labelling shortest paths and not other sets of edges.
1.5 A Possible Routing Scenario
We consider a routing scenario from one computer to other computer in several net-
works in each chapter of this thesis. We have chosen a shape from graphs for a
network in each chapter. These shapes have been used in literature as a realistic
network model in modern computer science.
We assume that there are computers on each vertex of given graph. A computer
might send a message to another computer in the graph. The sender computer chooses
the shortest path to forward the message to the receiver computer in advance. The
messages are forwarded via edges that are the links between computers.
We construct separate encoding methods for all edges in corresponding graph in
each chapter. The Bloom filter of a shortest path is obtained by applying bitwise OR
operation to all edges on the shortest path. The Bloom filter of the shortest path
and the message are sent together by the computers, like in [13]. Once a computer
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on the shortest path receives the message, it does not send the message back and
forwards it along the edges whose Bloom filter is recognised by the Bloom filter of
the shortest path. If the Bloom filter of the shortest path confirms that an edge is on
the shortest path, then the computer on the shortest path sends the message to the
next computer on the shortest path via this edge.
A computer might send the message along all edges linked with itself. Hence, in
this routing model, the possible false positives are the adjacent edges to the shortest
path that is chosen by the sender computer in advance.
The encoding methods we have constructed might prevent a possible interruption
of messages called false positives from the path during the transaction between nodes.
Hence, this might make the Bloom filter reduce the network traffic between parties
as well as to optimize the size of the data.
Note that, in some cases, there might be found some edges, which are neither on
the chosen shortest paths in the graph nor adjacent edges to the chosen shortest path,
but the Bloom filters of these edges might be less than or equal to the Bloom filter of
the shortest path. Hence, this kind of edges might be thought of as a false positive (
we have given examples of this kind of edges at the end of the Sections 2.4 in Chapter
2, 3.5 in Chapter 3, etc.). Yet, it is not possible that the messages follow the edges
which are distinct from the chosen shortest paths. Therefore, only the adjacent edges
to the shortest paths are potential false positives in our routing model of networks.
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1.6 Our Approach to Bloom Filters in Graphs
We consider the same routing scenario we described as above for a generalisation
of Bloom filters in some special graphs throughout the thesis. We assume all the
graphs we consider in this thesis are undirected. Because of the differences between
the graph-theoretical properties of the graphs, the Bloom filters of the edges alter in
each graph.
We assume that subsets to be represented by Bloom filters are not arbitrary
subsets but satisfy certain fixed properties. Also, we assume that the objects that can
be checked for being elements of the subsets are not arbitrary but also satisfy certain
properties. This is the way that removing the randomness from the Bloom filter of
the set. By considering this, we aim to both save space and avoid false positives by
choosing positions for individual elements not at random, but using some rules.
We assume that there is a computer at each node of the network. We want to
develop a system for sending messages from one computer to another within the
graph. For each message, the sender computer chooses a specific path which the
message must follow. We assume that the path chosen is always one of the shortest
paths between the sender and the receiver. This is a special property of the subsets
to be presented: they are not arbitrary sets of edges, but only shortest paths. Each
computer receiving the message (unless it is the one where the message terminates)
forwards it on. It does not send it back, but sends it along all other edges whose
description is recognised by the Bloom filter describing the path. This is a special
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property of edges to be checked for being on the path: they are not arbitrary edges,
but only the edges incidental with the nodes of the path.
Our methodology in each chapter is as follows: by using an appropriate method
encoding the edges, it is theoretically proved that the Bloom filters do not yield a
false positive in a graph which we have chosen; then we compare our approach with
other encoding methods which use other common labelling methods.
CHAPTER 2
RECTANGULAR GRIDS
2.1 Introduction
The results we obtained in this chapter has been published as a paper [29].
In this chapter and all other chapters, we have chosen a graph which has been
used in modern computer networks. We build reasonably small Bloom filters invented
by Bloom [7] for all edges in these graphs on a particular routing scenario.
In this chapter, we consider a routing scenario from one computer to one other
computer in a graph called a rectangular grid which is a graph made of squares lying
in rows horizontally and in columns vertically (see Figure 2.1).
Definition 2.1.1. Rectangular grid: A rectangular grid is a graph GR = (VR, ER)
with a set of vertices VR and a set of edges ER where VR = {(i, j)|i ∈ [0,M ], j ∈
[0, N ],M,N ∈ Z}. The vertices (i, j) and (p, q) are connected in a rectangular grid
by an edge if and only if i = p and j = q ± 1 or i = p± 1 and j = q.
The size of a rectangular grid is M ×N , that is, M links horizontally in each row
24
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Figure 2.1: A rectangular grid contains a computer on each corner of each square.
and N links vertically in each column.
2.1.1 A Possible Routing Scenario
We assume that there are computers on every corners of squares and the messages
are forwarded within it between computers via the edges.
We assume that from time to time a computer in the network may need to send
a message to another computer in the network; then the sender computer encloses
a header with the message, which describes exactly what path the message must
follow. For this purpose, each edge is allocated its own Bloom filter in advance,
and the path is represented as the set of its edges, that is, the Bloom filter of the
path is the bitwise OR of the Bloom filters of the edges constitution the path. We
assume that only shortest paths in the grid are used to deliver messages between the
computers. The Bloom filter of the shortest path and message are forwarded to the
receiver together, like in [13]. Once a computer, which is located on the shortest path
between the sender and receiver computers, receives the message, it does not send it
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back and forwards it along all other edges whose Bloom filter is less than or equal to
the Bloom filter of the shortest path. Therefore, before sending the message to the
next computer on the shortest path, the edge between computers is queried whether
it is on the shortest path or not. Since, a computer might send the messages through
all edges linked with itself. In this case, the adjacent edges to the shortest path are
the potential false positives. In this routing scenario, false positives adjacent to the
shortest paths produce extra network traffic.
2.2 Encoding Paths in a Rectangular Grid
We always assume the edges and paths in rectangular grid network are undirected.
However, we sometimes mention the directions for the edges (e.g. Lemma 2.2.1).
Hence, it is convenient to treat paths as directed paths. The edges in a rectangular
grid lie either horizontally or vertically. Accordingly, in total, there are four directions
for the edges in a rectangular grid, these are north (↑), south (↓), east (→) and west
(←).
Lemma 2.2.1. A directed shortest path between two distinct vertices in a rectangular
grid consists of directed edges with at most two different directions which are not
opposite of each other.
Proof. Suppose the edges in a directed shortest path P have three different directions.
More precisely, we may assume that the edges have directions of north, east and west
in a directed shortest path (see Figure 2.2). Obviously, the directions of the edges
in a path might be chosen within different combinations, yet the proof will be the
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𝑒 
𝑓 
𝑣 
𝑢 
Figure 2.2: The red path is a directed path consisting of directed edges with more
than two directions.
same for all possibilities. We pick a minimal fragment F , which is placed between
two vertices u and v, of the path and contains the edges with the directions of →,
↑ and ← (e.g. a fragment starts with the edge f and ends with the edge e in the
Figure 2.2). As known the directions → and ← are the opposites of each others.
When the first edge having direction of → and last edge having direction of ← of
the fragment have opposite directions, then all the rest of edges between them are
oriented to the direction of ↑ (see for example the Figure 2.2). Hence, there is another
path F ′ between the vertices u and v, which consists of the edges oriented to only
the direction of ↑. Obviously the path F ′ is shorter than the fragment F between
the vertices u and v. If we replace the fragment F with the path F ′ in the path P ,
this new path P ′ will be two edges shorter than the path P . This contradicts the
assumption that P is a shortest path.
We aim to encode all edges in a rectangular grid. For this purpose, we introduce
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two systems of coordinates for the grid: the one starting from the bottom-left corner
and the second starting from the top-left corner of the grid. Accordingly, we introduce
two notations for each vertex, with the letter u in the former system of coordinates
and with the letter v in the latter. The vertex at the bottom left corner of the grid
is denoted by the point u(0,0) which is the origin of the x/y coordinate system and
the coordinates increase on the direction of north-east. The point v(0,0) is the origin
of another x/y coordinate which is placed on the top left corner of the grid and the
coordinates increase on the direction of south-east.
Each edge is represented by a Bloom filter with the length m = 4 × (M + N)
bits. The Bloom filter consists of two equal length parts, where each half is called
projection, which correspond to the two systems of coordinates and each projection
is divided into two-bit length blocks.
Encoding an edge can be interpreted as the coordinates of the end vertices of the
edges and the orientations that the edge is placed on horizontally or vertically in the
grid. In other words, when an edge lies on the grid horizontally, then the first and
the second halves of the Bloom filter of the edge will be based on the vertices u(i,j)
and v(i,N−j) where 0 ≤ i ≤ M and 0 ≤ j ≤ N . Both vertices u(i,j) and v(i,N−j) are
placed on the left endpoint of the encoded edge, namely u(i,j) = v(i,N−j).
However, if an edge is a vertical edge, the represented vertices will be u(i,j) which
is on bottom endpoint of the edge and v(i,N−j−1) which is top endpoint of the same
edge. Predictably, the first half of the Bloom filter of a vertical edge will be specified
with the vertex u(i,j) and the second half will be constructed with v(i,N−j−1).
It is useful to imagine each half of the Bloom filter encoding an edge as a sequence
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10000000 or 01000000 
00100000 or 00010000 
00001000 or 00000100 
00000010 or 00000001 
𝑢(0,0) 
𝑣(0,0) 
10000000 or 01000000 
00001000 or 00000100 
00000010 or 00000001 
00100000 or 00010000 
𝑣(0,0) 
𝑢(0,0) 
(𝑎) 
(𝑏) 
Figure 2.3: The graphs (a) and (b) show the first and second projections of the Bloom
filters of the edges in a 2× 2 sized rectangular grid, respectively.
of two-bit fragments which we call blocks. So there are 2(M + N) two-bit blocks in
total and each half of the encoded edges has (M + N) blocks. Exactly one block of
each half contains 1, and this block is either 01 or 10. All other blocks are 00. To
encode a vertical edge, the bit 1 will be situated in the first places of both (i+j+1)th
and (M +N + i+N− j−1+1)th blocks in the first and the second half of the Bloom
filter of the edge, respectively. To encode a horizontal edge, the bit 1 is placed in the
second bit position in (i+ j + 1)th and (M +N + i+N − j + 1)th blocks in the first
and the second halves of Bloom filter of edge, respectively.
Hence, by adding 1 and the points of the corresponding vertices of the edges
together the places of the blocks including 1 are specified in the Bloom filter of the
edges. For instance: consider both graphs in the Figure 2.3 as a rectangular grid
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with size 2 × 2, the first half of the Bloom filters of the edges are given with the
corresponding edges in the Figure 2.3 (a) and the second half of the Bloom filters of
the edges are given with the corresponding edges in the Figure 2.3 (b). When the
Bloom filters of horizontal edges contain the block 01 on the corresponding block
position, the Bloom filters of vertical edges include the block 10 on the corresponding
block position.
A horizontal edge might be represented by the points u(0,0) and v(0,2), which are
the left endpoint of the edge, in a rectangular grid with size 2 × 2. Then the block
01 will be placed in the 0 + 0 + 1 = 1st and 2 + 2 + 0 + 2 + 1 = 7th block positions
among 2(2 + 2) = 8 blocks. Note that the length of the Bloom filter of each edge
is 4(2 + 2) = 16 bits. So the Bloom filter of this horizontal edge will look like
0100000000000100. Now, a vertical edge with the points u(0,0) and v(0,1) which are
the bottom and top endpoints of the vertical edge, respectively, in the grid with size
2× 2. The block 10 will be situated in the 0 + 0 + 1 = 1st and 2 + 2 + 0 + 1 + 1 = 6th
block positions. The Bloom filter of this vertical edge will be as 1000000000100000.
2.3 An Analysis of Bloom Filters of Paths
2.3.1 Positions of 1s in the Bloom filters
All possible shortest paths consist of n ≥ 1 edges lying between two distinct vertices
consecutively. Besides, all Bloom filters of edges include two 1s and the Bloom filter
of a path is obtained by applying OR operation to the encoded adjacent edges lying
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on the path together.
Theorem 2.3.1. All Bloom filters of edges are unique in a rectangular grid.
Proof. All edges of a grid sized M × N are encoded by 2(M + N) blocks and each
block consists of two bits.
Suppose two horizontal edges e and f are two distinct edges in a rectangular grid.
Hence the 1s of these edges take place in the second bit positions in corresponding
blocks. The vertex of the corresponding horizontal edge e is u(i,j) ( = v(i,N−j)), and
the vertex of the horizontal edge f is given with u(k,l) ( = v(k,N−l)), when we accept the
left top and bottom corners of the grid as the origins of two different x/y coordinate
systems. Both halves of the Bloom filter of horizontal edges are encoded with the
left endpoints of the edges. The two main points behind the encoding edges are with
regard to the corresponding vertex of the edge and the orientations of the edge. The
blocks containing 1s are placed in (i+ j + 1)th and (M +N + i+N − j + 1)th block
positions of the Bloom filter of edge e. Similarly, (k+ l+ 1)th and (M +N +k+N −
l + 1)th blocks of the Bloom filter of edge f contain 1s.
Suppose the horizontal edges f and e are represented by exactly the same Bloom
filters. That means both i + j + 1 = k + l + 1 and M + N + i + N − j + 1 =
M +N + k +N − l + 1 occur at the same time. Hence,
i+ j = k + l (2.1)
i− j = k − l (2.2)
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This implies that i = k and j = l. This contradicts the assumption that the edges
e and f are situated in two distinct locations in the grid.
Now, we suppose that both e and f are vertical edges, then the Bloom filters
of both edges contain 1s on the first positions in the corresponding blocks. When
we assume these two edges are distinct and encoded by the same Bloom filter, then
the same equations between the points of the corresponding vertices u(i,j), v(i,N−j−1)
and u(k,l), v(k,N−l−1) above can be constructed and obviously the same contradiction,
which is found for the horizontal edges, is obtained.
Finally, suppose two distinct edges e and f , where one is vertical edge and other
one is horizontal edge, are represented by exactly the same Bloom filter. Yet, while
the bit 1 in the Bloom filter of a vertical edge takes place in the first bit positions of
the corresponding block, the bit 1 in the Bloom filter of a horizontal edge is placed
in the second bit positions of the corresponding blocks. Hence, even if the blocks
including 1s of these two distinct edges are placed on the same block positions, these
1s are never placed on the same bit positions. This contradicts that the edges e and
f are represented by the same Bloom filter.
As a result of these three cases, all edges of a grid are encoded uniquely in a given
size grid.
Lemma 2.3.2. Consider an undirected shortest path whose direction is it towards
north-east (or, equivalently, south-west) between two distinct nodes, then the first half
of the Bloom filter of the path contains a consecutive subsequence of blocks having the
form 01 and 10.
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Likewise, if we consider an undirected shortest path whose direction is it towards
south-east (or, equivalently, north-west) between two distinct nodes, then the second
half of the Bloom filter of the path contains a consecutive subsequence of blocks having
the form 01 and 10.
Proof. Consider an undirected shortest path P whose direction is it towards north-
east between two distinct nodes denoted by u(i,j) and u(x,y) where x ≥ i and y ≥ j in
a M×N sized rectangular grid. Let the edges directed to the north be denoted by N ′
and the edges directed to the east be denoted by E ′. The sequence of the edges in the
path P may have a form of E ′, E ′, N ′, N ′, E ′, N ′, N ′, . . . . Hence, the sequence of the
vertices of these edges has a form of u(i,j), u(i+1,j), u(i+2,j), u(i+2,j+1), u(i+2,j+2), u(i+3,j+2),
u(i+3,j+3), u(i+3,j+4), . . . , u(x,y). As seen, the first or the second component of ordered
pairs of the consecutive vertices in the shortest path whose direction is it towards
north-east changes 1 point. The places of the corresponding blocks in the first half
of the Bloom filters of the edges are specified by the points of u and the values of all
vertices u increase on the way of north-east. By the encoding method we introduced
in the Section 2.2, the block positions of the non-zero blocks in the first half of the
Bloom filter of the path P are obtained as i+ j + 1, i+ 1 + j + 1, i+ 2 + j + 1, i+ 2 +
j+1+1, i+2+j+2+1, i+3+j+2+1, i+3+j+3+1, i+3+j+4+1, . . . , x+y+1.
Hence, these block positions of the non-zero blocks lie consecutively in the first half
of the Bloom filter of the shortest path P .
Similarly, consider another shortest path P ′ whose direction is it towards south-
east between two distinct nodes denoted by v(i,N−j) and v(p,N−q) where p ≥ i and
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q > j in a M × N sized rectangular grid. Let the edges directed to the south be
denoted by S ′ and the edges directed to the east be denoted by E ′. The sequence of
the edges in the path P ′ may have a form of E ′, S ′, E ′, S ′, E ′, . . . . The sequence of
the vertices in the path P ′ has a form of v(i,N−j), v(i+1,N−j), v(i+1,N−j+1), v(i+2,N−j+1),
v(i+2,N−j+2), v(i+3,N−j+2), . . . , v(p,N−q). The first or the second component of ordered
pairs of the consecutive vertices in a shortest path whose direction is it towards south-
east changes 1 point. The places of the corresponding blocks in the second half of
the Bloom filters of the edges are specified by the points of v and the values of all
vertices v increase on the way of south-east. By the encoding method we introduced
in the Section 2.2 the block positions of the non-zero blocks in the second half of the
Bloom filter of the path P ′ are obtained as i+N − j +M +N + 1, i+ 1 +N − j +
M +N + 1, i+ 1 +N − j + 1 +M +N + 1, i+ 2 +N − j + 1 +M +N + 1, i+ 2 +
N − j + 2 +M +N + 1, i+ 3 +N − j + 2 +M +N + 1, . . . , p+N − q +M +N + 1.
Hence, these block positions of the non-zero blocks lie consecutively in the second
half of the Bloom filter of the shortest path whose edges are oriented to south and
east (or equivalently north and west).
As an expected result of this Lemma, some single blocks in the second half of
the Bloom filter of path consisting of the edges lying on the way of north-east or
south-west contain two bits 1 at the same time. Similarly, the first half of Bloom
filter of the paths on the way of south-east or north-west might include the blocks 11
between the other blocks.
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It is interesting to observe that if all the edges of a specific path lie horizontally
or vertically, then all blocks which include one bit 1 of the Bloom filter of the path
come after each other without an interruption of a block such as 00 or 11.
2.3.2 The number of 1s in the Bloom filters
In this model the number of 1s in the Bloom filter of each edge is exactly 2 and they
are not placed arbitrarily. Therefore, there is limited number of 1s in the Bloom
filters of shortest paths. It is easy to count the number of the bits 1 in a Bloom filter
of a shortest path, we will give the following Lemma without proof.
Lemma 2.3.3. The number of 1s of the Bloom filter of a shortest path in rectangular
grid is not greater than 2n, where the number of edges of the path is n.
By the lemma 2.3.2 the blocks 10 or 01 lie together in corresponding halves without
an interruption of the blocks 00 or 11 in the Bloom filter of the path as relevant to
the orientation of the path. So these blocks 10 or 01 represents the number of edges
passed and there are n edges in total in a path. Hence, when the number of the bits 1
in one half of the Bloom filter of the path is n, the number of bits 1 will be ≤ n in the
other half of the Bloom filter. Any half of Bloom filter of path does not necessarily
have n 1s, since the 1s of corresponding half of an edge might be occupied with the 1s
on the same bit of the same block of the Bloom filter of following edges in the path.
More precisely, the path might contain the edges that are encoded on the same block
position with the same pair bits including 1. Therefore, the bits 1s of the Bloom filter
of these paths are ≤ 2n.
2.4. Avoiding False Positives Adjacent to the Paths 36
For instance: if the path on the direction of north- east or south - west yields
the Bloom filter with the edges represented in the first half of the string, then the
bits 1 in the first half of Bloom filter gives the number of elements n. Namely, the
first half of the Bloom filter of the path illustrates all edges passed, when the edges
of the path are lying on the way of north-east or south-west. But this result is not
necessarily valid for the path on the direction of south-west or north-east, since the
blocks including one 1 lie together on the second half of Bloom filter of the path.
Furthermore, the edges of a path are on the only one way, then both halves of the
Bloom filter of the path will contain n 1s. As a consequence, the number of 1 of the
Bloom filter of our model is at most 2n.
2.4 Avoiding False Positives Adjacent to the Paths
Theorem 2.4.1. The Bloom filter of a shortest path consisting of n ≥ 1 edges in a
rectangular grid model does not yield any false positives when links adjacent to the
path are queried.
Proof. In the proof we shall concentrate on one fixed node of a path and demonstrate
that no more than one link will be recognised by its Bloom filter as the next link of
the path.
The Bloom filter of a path in a given size M ×N rectangular grid is obtained by
following the n ≥ 1 edges on the way of one of the shortest distance between two
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distinct vertices. When a message directed to a specific way on an edge e, then it
moves on one of the next three adjacent edges of e with the purpose of reaching its
destination on a completed distinct path. When we show the path contains one of
these adjacent edges of the edge e and other edges are adjacent to the path, then
we will reach the result that the Bloom filter of the path, which is denoted by β(P ),
including edge e does not yield any false positives which are adjacent to the chosen
shortest path.
An edge e encoded with 4(M + N) binary bits is represented by β(e) that is
divided into two bits length blocks denoted by β1(e), β2(e), . . . , β2(M+N)(e). The two
individual bits constituting a block βp(e) will be denoted by β
1
p(e) and β
2
p(e). Note
that the Bloom filters of the edges are divided into two equal parts and the positions
of the blocks containing 1s of all Bloom filters of edges are specified with the points
represented vertex u for the first half and vertex v for the second half. When an
edge is horizontal in the grid, the bit 1 is placed in the second bit positions in the
corresponding two distinct blocks of the edge and as known the remaining blocks are
constructed by the bit 0. These 1s are shown for an edge given with the points u(i,j)
and v(i,N−j) by β2(i+j+1)(e) and β
2
(M+N+i+N−j+1)(e) where (i + j + 1) and (M + N +
i + N − j + 1) represent the order of the blocks of the edge. Note that we replace
(i+ j + 1) with k and (M +N + i+N − j + 1) with l to make the indices simpler.
If the edge e is vertical in the grid, then 1s of the blocks are in the first positions
of the corresponding blocks. These bits are shown as β1k(e) and β
1
l−1(e), since the
represented vertices of vertical edge e are v(i,j) and u(i,N−j−1). As seen each Bloom
filter of edge includes only two 1s and they are not placed arbitrarily in the relevant
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𝑔 
ℎ 
𝑓 𝑒 
𝑥1 = 𝑢(𝑖,𝑗) 
𝑥2 = 𝑣(𝑖,𝑁−𝑗) 𝑦1 = 𝑢(𝑖+1,𝑗) 
𝑦2 = 𝑣(𝑖+1,𝑁−𝑗) 
 
𝑧 = 𝑣(𝑖+1,𝑁−𝑗−1) 
𝑤 = 𝑢(𝑖+1,𝑗−1) 
Figure 2.4: An edge e is from the shortest path and the other edges f, g and h are
adjacent edges to the edge e. The edges e, f, g and h are encoded by the vertices x1
and x2; y1 and y2; y1 and z; w and y2, respectively.
blocks.
Suppose the next three adjacent edges of the edge e are called f, g and h (see
Figure 2.4). We already know that the Bloom filters of edges β(e), β(f), β(g) and
β(h) are distinct by Theorem 2.3.1. There are four possible ways of north, east,
south or west for a message moving on an edge which lies on a specific path. Now
we look for the false positives of the Bloom filters of the paths for these four possible
directions.
Firstly, we suppose that the edge e is on the path where the message moves on
the direction of east and the represented vertices of e are u(i,j) and v(i,N−j) (see Figure
2.4).
The next ways followed by the message after the edge e are east, north and south
on the edges f, g, h which are represented by the vertices u(i+1,j) and v(i+1,N−j), u(i+1,j)
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and v(i+1,N−j−1), u(i+1,j−1) and v(i+1,N−j), respectively. By the encoding method we
add the values of the points of represented vertices and 1 together to find the block
positions of the pairs including 1s of the edges. Hence the bits β2k(e) and β
2
l (e) are
1. As a result of the encoding method the bits β2(k+1)(f) and β
2
(l+1)(f), β
1
(k+1)(g) and
β1(l)(g), β
1
(k)(h) and β
1
(l+1)(h) are 1.
Note that when the edge e lies on the path, then the bits of corresponding blocks
of the Bloom filter of the path are β2(k)(P ) = 1 and β
2
l (P ) = 1. That means the places
of the 1s of the Bloom filter of the path depends on the locations of the 1s of the
edges on the path.
As known from the standard Bloom filter when an element is less than or equal
to the Bloom filter of the set in all bit positions, then the tested element is either an
element of the set or a false positive.
The proof proceeds by considering several cases: that f is on the path, that g is
on the path and that h is on the path.
If both β2(k+1)(f) ≤ β2(k+1)(P ) and β2(l+1)(f) ≤ β2(l+1)(P ) occur at the same time,
then we say whether the path includes the edge f or f is a false positive of the path.
But the bit of the path β1(k+1)(P ) is 0. If the path constructed by the edges on the
direction of north or east, then the first half of the Bloom filter of path contains the
blocks which consist of one 0 and one 1 consecutively (see Lemma 2.3.2). That means
β1(k+1)(g) = 1 > β
1
(k+1)(P ) = 0. Namely, the Bloom filter of path is not greater than
or equal to the Bloom filter of the edge g in all bit positions. As a result when the
Bloom filter of the edge f is smaller than or equal to the Bloom filter of the path P
in all bits positions, more precisely β(f) ≤ β(P ), then the edge g is definitely not on
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the path.
When both Bloom filters of e and f are smaller than or equal to the Bloom
filter of path in all bits positions at the same time, then the both consecutive blocks
βk(P )β(k+1)(P ) of the Bloom filter of the path looks like 0101. This is because of the
encoding method we use. Namely, the values of the points, which specify the position
of the block including the bit 1 in the first half of the Bloom filter of the edges, of the
corresponding edges are increasing on the way of north-east and the edges e and f are
placed on the directions of east or north. Under these circumstances, when the edge e
lies on the path and β(f) ≤ β(P ), then β1(k)(P ) = 0 . But, β1(k)(h) = 1 > β1(k)(P ) = 0,
then we say that the edge h is not on path. The Bloom filter of edge h is not smaller
than or equal to the Bloom filter of the path in all bits positions.
Now let us consider another case, if β(g) ≤ β(P ) in all bits positions, then we
say the edge g lies on the path after the edge e or a false positive of the Bloom filter
of the path. Again, when both Bloom filters of e and g are smaller than or equal
to the Bloom filter of path in all bits positions and take places on the orientation of
east and north which are the ways that make the blocks including one 1 and one 0
in the first part of the Bloom filter of the path to lie consecutively. So β2(k+1)(P ) = 0,
but we obtain that β2(k+1)(f) > β
2
(k+1)(P ), and hence the edge f is not on the path.
Subsequently, by comparing the first bits of the (k)th blocks both Bloom filter of the
path and the Bloom filter of the edge h, we reach the result that h is definitely not
an edge of the path.
Hence, both β(e) ≤ β(P ) and β(g) ≤ β(P ) occur at the same time, then both
β(f) and β(h) are not smaller than or equal to the Bloom filter in all bits positions.
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Finally, if both β(e) ≤ β(P ) and β(h) ≤ β(P ) in all bits positions, then the
second part of the Bloom filter of the path will contain the blocks consisting of one
0 and one 1, consecutively. Since the values of the point y of the vertices v increase
on the way of south-east and both e and h are on the direction of east and south,
respectively. But β2(l+1)(f) > β
2
(l+1)(P ) and β
1
(l)(g) > β
1
(l)(P ) are obtained. Hence,
when β(h) ≤ β(P ), the edges f and g are definitely not on the path.
As a result, the edge e is followed by one of the adjacent adges f or g or h in order
to have a path with the number of edges n > 1. As shown above when e lies on the
path and any adjacent edges of e is smaller than or equal to the Bloom filter in all
bits positions at the same time, then the other adjacent edges are not definitely on
the path. So the Bloom filter of an adjacent edge of e which is ≤ β(P ) lies on the
path after the edge e. Consequently, we are able to make a certain decision for an
edge of grid whether in the path or not. As seen a distinct path does not yield a false
positive.
Consequently, we searched for the results, when the edge e is on the way of the
message directed to east. When the edge e is supposed to be lying on the path that
the message is directed to north or west or south, the same results above are obtained.
The same method using comparisons between the Bloom filter and the edges should
be applied.
Note that, it is still possible that some Bloom filters of edges, which are actually
not on the path, might be less than or equal to the Bloom filter of the path in all bits
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Figure 2.5: The Bloom filter of the edge e is less than or equal to the Bloom filter of
the shortest path between the nodes u and v in all bits positions.
positions (see Figure 2.5). Then these edges might be thought that they are lying on
the path, in other words they are false positives of the Bloom filter of the path. As
seen in the Figure 2.5, the edge e is not an adjacent edge of the shortest path between
the vertices u and v, yet the Bloom filter of the edge e is less than or equal to the
Bloom filter of the path. Hence, one might think the edge e is a false positive of this
path. Yet a message starts its journey in a specific path and the path is constructed
by consecutive edges between two distinct vertices. As it is shown above that we are
able to say that a message follow the edges lying on the path, since the Bloom filter of
the path specifies all the edges both on the path and the adjacent edges of the path.
Hence the possible false positives of the set are eliminated with the Bloom filter of
the specific path. The edge e is not an adjacent edge of the path, therefore it does
not affect additional message traffic.
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2.5 Comparing our Approach with Arbitrary Cod-
ing Methods
In this section, we consider two possible encoding models that we compare with our
model.
One encoding model is that each edge is represented by one bit. In that model, the
bits 1s in the Bloom filter of the path shows the edges on the path. If one bit per edge
was used in rectangular grid, the length of the Bloom filter would be 2MN +N +M
which is the total number of the edges of M × N sized grid. Contrary to this, our
approach for the length of Bloom filter is 4(M +N), and 4(M +N) < 2MN +N +M
for the sufficiently large values of M and N where M ≥ 4 and N ≥ 3 or N ≥ 4 and
M ≥ 3. This encoding method does not produce a false positive by the Theorem
1.3.1, yet it generates longer binary arrays than our approach.
The other encoding model is the standard Bloom filter. If our encoding method
would had been constructed by putting the bits 1s in arbitrary bit positions in the
Bloom filters of edges, we would certainly obtain false positives. Our model can be
treated as an application of Bloom filters (indeed, we use disjunction and comparison
of binary arrays precisely in the way it is done when the Bloom filters are used). The
possible false positives of our model are the adjacent edges of the chosen path that
the messages must follow. Since as a possible scenario the messages would be sent
along these adjacent edges instead of following only the specified path.
To observe the probability of false positives, we use our parameters which are the
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length of Bloom filter of edges m, number of edges in the shortest path n, and the
number of 1s k in the Bloom filter of the edges, in the standard Bloom filter. In a
rectangular grid, the number of edges lying on a path takes its maximum value with
(M + N), when the two distinct vertices stand on the corners, which are opposite
each other, in the rectangular grid. The length of the Bloom filter of each edge and
the length of the Bloom filter of any path are 4(M +N) (see Section 2.2).
The formula for the optimum value of the number of the bits 1 of an element is
obtained as k = dln 2× m
n
e when the probability of the false positives is minimized,
[46]. The ratio of the length of the Bloom filter and the number of edges of the path
of our model is m
n
= 4(M+N)
(M+N)
= 4 where n takes its maximum value. Hence the number
of 1 of an edge is ln 2× 4 ≈ 2.772. Yet, the number of 1 in the Bloom filter must be
an integer. One might take 2 or 3 as optimal value of k. This approximation is the
recommendation, which is 2, for the number of 1 of an encoded edge in our model.
Hence, in order to obtain the minimum probability of the false positive of the Bloom
filter of the path, the number of 1 of the all Bloom filters of the edges k can be an
integer 2.
When the number of edges on the path is maximum then the probability of false
positives of the Bloom filter of the path would have been obtained as (2.3).
(
1− e−2(M+N)4(M+N)
)2
≈ 0.1548 (2.3)
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If the number of the bit 1 would have been taken as 3, then the probability of the
false positives would have been obtained as the following inequality.
(
1− e−3(M+N)4(M+N)
)3
≈ 0.1468 (2.4)
Obviously, the number of edges in a shortest path might be less than M+N . When
m and k are fixed and n decreases, then the probability of false positives decreases
(see table (b) in the Figure 2.6). Hence, the approximation 0.15 is the maximum value
of the probability. If the bits 1, whose number is 2, would have taken place in the
Bloom filter of the edges randomly, the probability of having no false positives in a
path would be approximately 0.852(M+N) where 2(M +N) is the number of adjacent
edges of the shortest path with maximum number of edges in the grid. When k = 3,
then the probability of having no false positives in a path would be approximately
0.862(M+N).
2.5.1 Some Examples of Probability of False Positives
We observe an example to show what changes when the number of edges and the
length of the Bloom filter take the variety of values where the number of the bit 1 is
fixed in the Bloom filters of edges in a rectangular grid (see table (a) in the Figure
2.6). Note that, we obtain the results in the Figure 2.6 when we assume the bits
1 in the Bloom filter of the edges are placed randomly. As seen in the table (a) of
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𝑴 + 𝑵 𝒏 𝒎 = 𝟒(𝑴 + 𝑵) 𝒑𝒓𝒐𝒃𝒂𝒃𝒊𝒍𝒊𝒕𝒚 
𝒐𝒇 𝒇𝒂𝒍𝒔𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔  
10 10 40 ≈ 0.15% 
10 9 40 ≈ 0.13% 
25 20 100 ≈ 0.10% 
63 32 252 ≈ 0.05% 
500 80 2000 ≈ 0.005% 
20000 500 80000 ≈ 0.0001% 
𝑴 + 𝑵 𝒏 𝒎 = 𝟒(𝑴 + 𝑵) 𝒑𝒓𝒐𝒃𝒂𝒃𝒊𝒍𝒊𝒕𝒚 
𝒐𝒇 𝒇𝒂𝒍𝒔𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔  
2000 100 8000 ≈ 0.0006% 
2000 200 8000 ≈ 0.002% 
2000 320 8000 ≈ 0.005% 
2000 500 8000 ≈ 0.013% 
2000 900 8000 ≈ 0.04% 
2000 1500 8000 ≈ 0.09% 
(𝑎) 
(𝑏) 
Figure 2.6: The false positive rates are given when the number of edges in a shortest
path and the length of the Bloom filter take variety values.
the Figure 2.6, the probability of false positives takes its maximum value when the
number of edges in the shortest path is maximum. When we consider the formula
(2.3), the probability of false positives depends on the ratio n
m
where k is fixed. In
the table (b), we observed the ratio of false positives when the length of the Bloom
filter and the number of the bits 1 are fixed. In that case, when the number of edges
in the shortest path increases, then the probability of false positives increases.
CHAPTER 3
KING’S MOVE GRIDS
3.1 Introduction
A realistic network might have a complicated structure which has large number of
nodes linked with large number of edges. Building a reliable communication between
nodes while eliminating the errors from this kind of network, we consider another
graph as a network. This graph looks like the graph presented on the Figure 3.1 that
is called a king’s graph.
Definition 3.1.1. King’s graph: A king’s graph is a graph GK = (VK , EK) with a set
of vertices VK and a set of edges EK where VK = {(i, j)|i ∈ [0,M ], j ∈ [0, N ],M,N ∈
Z} . The verices (i, j) and (p, q) are connected in a king’s graph by an edge if and
only if i = p and j = q ± 1 or i = p± 1 and j = q or i = p± 1 and j = q ± 1.
By definition of a king’s graph, there are three types of edges which are vertical
edges with endpoints (p, q) and (p, q − 1) or (p, q) and (p, q + 1), horizontal edges
with endpoints (p, q) and (p − 1, q) or (p, q) and (p + 1, q) and diagonal edges with
endpoints (p, q) and (p+1, q+1) or (p, q) and (p−1, q−1) or (p, q) and (p+1, q−1) or
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(p, q) and (p− 1, q + 1) where p, q ∈ Z in a king’s graph. A king’s graph is formed as
squares and additional two diagonal edges to every square in a rectangular grid (see
Figure 3.1). It can be concluded that a rectangular grid is a subgraph of king’s graph.
Unlike the orientations of the edges in a rectangular grid, the straight segments of
the edges are vertical, horizontal and diagonal in a king’s graph. The king’s graph
offers more links than a rectangular gird for supporting the communication between
nodes. The way to build Bloom filters that we introduce in this chapter prevents the
false positives in order to reduce network traffic.
A king’s graph is basically inspired by the movement of king on a chess board.
According to the chess board rules, the king is able to move one square horizontally,
vertically or diagonally. Therefore, any vertex is connected with at most 8 links in a
king’s graph.
Graph-theoretical properties and the applications of king’s graph has already been
studied by [4] [23] [24] [26]. As a model, the king’s graph has been chosen by [53] for
monitoring vehicles, since the graph-theoretical properties of king’s graph increase
the connections between target vehicles.
3.1.1 A Routing Scenario in a King’s Graph
The computers are placed on the corners of each single square in a king’s graph (see
Figure 3.1). Note that, the diagonal edges do not intersect each other. Hence, there
is not a node on the intersection of the diagonal edges (see Figure 3.1). A message is
forwarded through the shortest paths between two distinct nodes.
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Figure 3.1: A king’s graph of size 3× 4 with a computer on each vertex of squares.
The routing is provided via shortest paths and the path is chosen by the sender
in advance. In order to prevent a message from distribution to every node, the code
of the path and the message are forwarded together, [13]. The Bloom filter of the
shortest path is found by applying bitwise OR operation to the Bloom filters of all
edges on the path. When a computer on the shortest path receives the message, it
does not send the message back and forwards it to next computer on the shortest
path. Hence, as usual, we aim to build an appropriate encoding method for all edges
in king’s graph to obtain zero false positives.
3.2 Coding Edges in a King’s Graph
In order to prevent confusion, we denote the diagonal edges directed to north-west
(or south-east) with ↖ and north-east (or south-west) with ↗.
The size of a king’s graph is M ×N where M and N are the number of edges on
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Figure 3.2: The rows in the graphs (a), (b), (c) and (d) encode the first, second, third
and fourth projections of Bloom filters of edges, respectively.
the horizontal and the vertical lines, respectively.
In this encoding method, we use imaginary rows intersecting edges like in the
Figure 3.2. Because of the orientations of the edges in a king’s graph, there are
four different directions of rows which are necessary for obtaining sufficiently large
Bloom filters of all edges. These rows intersect the edges on directions of north-east
(south-west), north-west (south-east), north (south) and east (west) (see Figure 3.2).
Obviously, the number of rows on each of two directions of north-east and north-west
is M +N , the number of vertical rows is M , which is the number of horizontal edges
on a side of king’s graph, and the number of horizontal rows is N that is the number
of vertical edges on a side of king’s graph.
The Bloom filter of an edge consists of four parts called projections and each
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projection is divided into four-bit fragments which we call blocks. In king’s graph, all
horizontal, vertical and diagonal edges (↖ and↗) are represented by four-bit blocks
1000, 0100, 0010 and 0001, respectively.
The positions of representative blocks of the edges in the Bloom filters depend
on the rows that intersect the corresponding edge. The rows oriented to north-
west encode the first projection of Bloom filter, they are numbered starting from the
bottom left corner (see Figure 3.2). The rows oriented to north-east specify the block
positions for the representative blocks in second projections of the Bloom filters of
the edges, these rows are numbered starting from top left corner (see Figure 3.2).
The third and the fourth projections of the Bloom filters of the edges are encoded
by vertical rows, which are numbered starting from the left side of king’s graph, and
horizontal rows, which are numbered starting from the bottom side of king’s graph,
respectively (see Figure 3.2).
For instance, a horizontal edge is intersected by three rows, which have orientation
of north-east, north-west and north, the representative block 1000 of the horizontal
edge is placed in first, second and third projections of the Bloom filter with respect to
the number of rows. The representative blocks of edges are placed on the Bloom filter
on the block position which is the number of the row intersecting the corresponding
edge.
The message distribution is provided by only shortest paths. Hence, after all
edges are labeled by a Bloom filter, the Bloom filter of a path is obtained by applying
bitwise OR operation to all Bloom filters of edges.
As expected, the length of the Bloom filter of an edge in a king’s graph is 4 ×
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3× (M +N), since there are four projections where the first two projections contain
(M + N) four-bit blocks, the third projection consists of M four-bit blocks and the
fourth projection contain N four-bit blocks. The projections of the Bloom filters
contain different number of blocks, since the total number of rows oriented to any
direction is different from each other.
As an example, a horizontal edge e from a 3 × 4 sized king’s graph given in
the Figure 3.8 is encoded by 4 × 3 × (3 + 4) = 84 bit length Bloom filter denoted
by β(e). Note that, the projections of the Bloom filter of the edge e should be
denoted by βi(e) where i ∈ {1, 2, 3, 4}. The edge e is intersected by three rows which
are second, fourth and first rows among the rows on the orientation of north-east,
north-west and east, respectively. These three rows encode first three projections
of the Bloom filter of the edge e, respectively. Therefore, the representative block
1000 of the edge e is placed on second block position in first projection which is
β1(e) = 0000 − 1000 − 0000 − 0000 − 0000 − 0000 − 0000, fourth block position in
second projection which is β2(e) = 0000−0000−0000−1000−0000−0000−0000 and
first block position in third projection which is β3(e) = 1000−0000−0000 (remember
that the edge e is chosen from the graph given in the Figure 3.8). Yet, the fourth
projection consists of all bits 0 which is β4(e) = 0000− 0000− 0000− 0000, since the
edge e is not intersected by any horizontal row which encodes the fourth projections
of Bloom filters of edges. The edge e is intersected by three rows, hence three blocks
of Bloom filter of the edge e contain the bit 1.
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3.3 Shortest Paths in a King’s Graph
A diagonal edge is an edge with endpoints (i, j) and (i+1, j+1) or (i, j) and (i−1, j−1)
or (i, j) and (i+ 1, j − 1) or (i, j) and (i− 1, j + 1) where i, j ∈ Z in a king’s graph.
There can be found a path P which consists of one horizontal edge and one vertical
edge between these endpoints which are (i, j) and (i+1, j+1) or (i, j) and (i−1, j−1)
or (i, j) and (i+ 1, j − 1) or (i, j) and (i− 1, j + 1). Obviously, the path P contains
two edges that is longer than one diagonal edge between these endpoints. Hence, a
shortest path in a king’s graph consists of diagonal edges as much as possible along
with vertical or horizontal edges (see Lemma 3.3.1 below). On the contrary of this,
there is no diagonal edges in a rectangular grid. That is why, by comparison with the
same size rectangular grid, there can be fewer edges in a shortest path between two
distinct vertices in a king’s graph than a shortest path in the same size rectangular
grid.
Suppose that all vertices in a king’s graph are represented by coordinates of a
point in two dimensional space. We assume that the vertex at the left bottom corner
of a king’s graph is the origin of an x/y coordinate system. Note that the coordinates
of endpoints differ one point depending on the orientation of edges. For instance; a
horizontal edge lies on the x-axis, hence the endpoints of the horizontal edge differ
one point on its first component of pair of form (x, y). Similarly, the ordered pair
of endpoints of a vertical edge differ one point on its second component, and the
ordered pair of endpoints of a diagonal edge differ one point of both first and second
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components.
Lemma 3.3.1. A shortest path in a king’s graph does not contain both vertical and
horizontal edges.
Proof. Suppose a path P(a) contains both horizontal and vertical edges. There might
be several parts that contain both kind of edges in this shortest path. Consider a
fragment F(a), which contains one vertical and one horizontal edges, is situated in the
shortest path P(a) (see the graph (a) in the Figure 3.3).
Suppose the fragment F(a) lies between two vertices given with the points (i, j)
and (k, l) where i ≤ k − 1 and j ≤ l − 1 (see Figure 3.3 (a)). Suppose that the
fragment F(a) starts with a vertical edge with the endpoints (i, j) and (i, j + 1) and
ends with a horizontal edge with the endpoints (k − 1, l) and (k, l). The n ≥ 0 edges
between them are diagonal edges. Therefore, there are in total n + 2 edges between
the vertices (i, j) and (k, l) in the fragment F(a).
The sequence of the endpoints of n diagonal edges is (i, j + 1), (i + 1, j + 2), (i +
2, j + 3), . . . , (i + n, j + n + 1). Hence, it is obtained that the points (k − 1, l) and
(i + n, j + n + 1) represent the same vertex. Therefore, the path lies between the
vertices (i, j) and (i + n + 1, j + n + 1) = (k, l). Note that, both first and second
components of the ordered pair of endpoints of a diagonal edge differ 1. It is obvious
that these endpoints (i, j) and (i+n+1, j+n+1) have a form of a sequence of several
diagonal edges, therefore there can be found another path F ′(a) with all diagonal edges
between the vertices (i, j) and (k, l). In other words, there is another path, which is
shorter than the fragment F(a) including both vertical and horizontal edges, between
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Figure 3.3: The fragments containing one horizontal and one vertical edges and the
paths between the given endpoints.
vertices (i, j) and (k, l) = (i+ n+ 1, j + n+ 1) with n+ 1 diagonal edges. When we
replace the F(a) with F
′
(a) in the path P(a), then we obtain another path P
′
(a) which is
shorter than the path P(a).
Suppose another path P(b) and a fragment F(b) of this path contain both horizontal
and vertical edges (given in the Figure 3.3 (b)). The fragment F(b) of the path P(b)
lies between the vertices (p, q) and (r, s) where p ≤ r− 1 and q ≤ s− 1, and consists
of one vertical, one horizontal and m ≥ 0 diagonal edges.
Suppose the endpoints of the vertical edge are (p, q) and (p, q + 1), and the end-
points of the horizontal edge are (r − 1, s) and (r, s). All m ≥ 0 edges between
these two edges are diagonal and the sequence of endpoints of m diagonal edges is
(p, q+1), (p+1, q+2), (p+2, q+1), . . . , (p+m, q+1). Hence, (p+m, q+1) = (r−1, s),
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this implies that (p+m+ 1, q + 1) = (r, s).
A path between the endpoints of (p, q) and (p + m, q) lies on x-coordinate with
m number of horizontal edges, and there can be a diagonal edge between the points
(p + m, q) and (p + m + 1, q + 1). Hence, there can be found at least a path F ′(b)
which is one edge shorter than the fragment F(b) between the endpoints (p, q) and
(p+m+ 1, q + 1) = (r, s). When we replace the F(b) with F
′
(b) in the path P(b), then
another path P ′(b) which is shorter than P(b) can be obtained.
For the clarification of the expressions of following lemmas, we define ladders for
a king’s graph (see Figure 3.4).
Definition 3.3.2. A ladder in a king’s graph is a set of edges which satisfies the
following properties.
• A ladder is bounded by two lines consisting of concatenated edges which have
same orientations.
• The edges having same orientations in a ladder are parallel to each other.
• The width of a ladder |w| is 1 which is the length of one edge.
There are three types of ladders depending on the orientations of the edges on
the boundary lines. The ladders are named after the edges constituting boundary
lines. For instance, if the boundary lines consist of diagonal edges, then the ladder is
called diagonal ladder. Similarly, when boundary lines consist of vertical or horizontal
edges, then the ladder is called vertical ladder or horizontal ladder, respectively.
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Figure 3.4: The black lines are the boundary lines of the ladders of the red edges in
each graph.
Lemma 3.3.3. (1) If a shortest path consists of diagonal and horizontal edges, with
at least one horizontal edge every vertical ladder contain only one edge of this path.
(2) If a shortest path consists of diagonal and vertical edges, with at least one
vertical edge every horizontal ladder contain only one edge of this path.
Proof. A shortest path does not contain vertical and horizontal edges by Lemma
3.3.1, hence a shortest path may consist of horizontal and diagonal edges or vertical
and diagonal edges, or a shortest path might consists of horizontal edges or vertical
edges or diagonal edges.
Case 1: Suppose the shortest path lies between two distinct points given with
ordered pairs (x1, y1) and (xn, ym) where n,m ∈ Z and x1 ≤ xn. The boundary
lines of vertical ladders are vertical, hence they are numbered by a point from x-
coordinate. The sequence of the coordinates of boundary lines of vertical ladders is
3.3. Shortest Paths in a King’s Graph 58
{x1, x2, x3, . . . , xn−1, xn} between the given points. Hence, each edge in the shortest
path consisting of horizontal and diagonal edges takes place between the ordered pair
of two consecutive lines. Suppose at least one vertical ladder contains more than one
edges on the shortest path consisting of horizontal and diagonal edges.
Suppose a vertical ladder between the lines numbered x(i−1) and xi where i ∈
{1, . . . , n} contains more than one edge on a shortest path P consisting of horizontal
and diagonal edges. One edge in this ladder has endpoints on the lines x(i−1) and
xi, we assumed there is one more edge whose endpoints belongs to the lines xi and
x(i−1) in this ladder. In order to connect all edges on the shortest path P this vertical
ladder must contain at least one more edge whose endpoints lie on the lines x(i−1)
and xi. The following edge of the shortest path P belongs to the next vertical ladder.
Suppose there is one edge all other vertical ladders. There are three edges in one
vertical ladder and one edge between all other pairs of the vertical lines. There are n
vertical lines and n− 1 ladders containing the edges from the shortest path P , hence
the number of edges in the path P is (n − 1) − 1 + 3 = n + 1. However, if each
vertical ladder contains one edge from another path P ′ between the vertices (x1, y1)
and (xn, ym), then the path P
′ has n − 1 edges that is two edges shorter than the
path P .
Suppose the last vertical ladder, which is bounded by the lines numbered xn−1
and xn, contains two edges. Also, all edges are connected in a path. Hence, these
two edges on the last ladder have a common vertex (xn, ym) (see Figure 3.5 (a)).
In this case, the path ends with any of ordered pair (xn−1, ym−1) or (xn−1, ym+1) or
(xn−1, ym). Yet, these vertices belongs to the vertical line numbered xn−1. Hence,
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Figure 3.5: Dashed lines in both graphs are paths consisting of horizontal (vertical)
and diagonal edges, and the red edges lie on the same vertical (horizontal) ladder
with an edge from the shortest path.
there can be found another path between the lines x1 and xn−1 and the last ladder is
bounded with the lines xn−2 and xn−1. Hence, the new path ending with the line xn−1
is shorter than the path which contains two edges between the ordered lines xn−1 and
xn, when each vertical ladder between lines is assumed to contain an edge.
Also, if the last two edges have a common vertex v belonging to the boundary
line numbered xn−1, then there is one edge linking with the endpoint (xn, ym), which
is the endpoint of the path, from the vertex v. Otherwise the path ends with two
distinct vertices and obviously it does not represent a shortest path.
Case 2: Likewise, the horizontal ladders are bounded by horizontal lines numbered
by the points on y-coordinate. When a shortest path consisting of vertical and diag-
onal edges lies between the points (x1, y1) and (xm, yn) where y1 ≤ yn, the sequence
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of horizontal boundary lines of the shortest path is {y1, y2, y3, . . . , yn−1, yn}.
Suppose a horizontal ladder denoted by L between the lines numbered y(j−1) and
yj where j ∈ {1, . . . , n} contains more than one edge on a shortest path P ′′ consisting
of vertical and diagonal edges, and all other horizontal ladders contain one edge from
the shortest path P ′′. The consecutive edges in the ladder L has horizontal border
lines y(j−1) and yj, yj and y(j−1), y(j−1) and yj, respectively. In order to connect all
edges on the shortest path P ′′ this horizontal ladder L must contain at least three
edges. There are three edges in one horizontal ladder and one edge all other horizontal
ladders. There are n horizontal lines and n − 1 ladders, hence the number of edges
in the path P ′′ is (n − 1) − 1 + 3 = n + 1. However, when each horizontal ladder
contains one edge between the vertices (x1, y1) and (xm, yn), then there can be found
another path P ′′′ which has n− 1 edges that is two edges shorter than the path P ′′.
Suppose the last horizontal ladder contains two edges. Thus, the last two edges
lie between the boundary lines yn−1 and yn of a horizontal ladder by definition of
the ladder given in this chapter, and these two edges must have common vertex.
If the common vertex of last two edges belongs to the boundary line numbered yn,
then the path ends with any ordered pairs (xm−1, yn−1) or (xm, yn−1) or (xm+1, yn−1)
(see Figure 3.5 (b)). As seen, the endpoints of the last edge lie on the horizontal
line numbered yn−1. Therefore, there can be found one other path, which is shorter
than the path containing two edges in the last ladder, and it ends on boundary line
numbered yn−1.
Also, if the common vertex of the last two edges belongs to the boundary line num-
bered yn−1, then there is only one edge linking with the endpoint (xm, yn), otherwise
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it does not represent a shortest path.
Although, by Lemma 3.3.3 horizontal and vertical ladders contain at most one
edge from a shortest path between two distinct vertices, in some cases they might
contain more than one edge in the shortest path. We are going to summarise it with
the following Remark.
One might think of a king’s graph as a set of small squares formed of two horizon-
tal, two vertical and two diagonal edges. For example, the number of n small squares
are concatenated on a horizontal band, then these squares constitute a horizontal
ladder. Yet, all the n squares on the horizontal band belongs to n vertical ladders
where each ladder contains one square. This graph-theoretical property of of king’s
graph produces the following Remark.
Remark: When a shortest path consists of vertical and diagonal edges, then
vertical ladders might contain more than one diagonal edge belonging to the shortest
path. Similarly, when a shortest path consists of horizontal and diagonal edges, then
horizontal ladders might contain more than one diagonal edges in the shortest path.
By Lemma 3.3.3, if a shortest path consists of horizontal and diagonal edges,
then every vertical ladder contains only one edge of the path; and if a shortest path
consists of vertical and diagonal edges, then every horizontal ladder contains only one
edge of the path. Yet, because of that the individual squares containing an edge from
the shortest path in the ladders might generate another horizontal or vertical ladder,
hence some diagonal edges belonging the same shortest path might lie on the same
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Figure 3.6: The vertical and horizontal ladders might contain more than one diagonal
edges in the shortest paths.
ladder.
For example, although, the paths in the graphs given in the Figure 3.6 are shortest
between two distinct nodes, the vertical and horizontal ladders contain more than
one diagonal edges. Some of the squares containing one edge from the shortest path
consisting of horizontal and diagonal edges might constitute a part of a horizontal
ladder. In this case a horizontal ladder contains more than one diagonal edge from
the shortest path, since the consecutive horizontal edges represent the boundary lines
of a horizontal ladder (see Figure 3.6 (a)). Likewise, the squares containing an edge of
the shortest path might constitute a vertical ladder, when the shortest path consists
of vertical and diagonal edges. Hence, the vertical ladder might contain more than
one diagonal edge, since the boundary lines of a vertical ladder are constituted by
vertical edges (see Figure 3.6 (b)).
Lemma 3.3.4. Any diagonal row intersects at most one edge belonging to a given
shortest path.
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Proof. Suppose a diagonal row intersects two edges in a shortest path. Note that a
diagonal row lies through a diagonal ladder whose boundary lines consists of diagonal
edges. It is already known from the Lemma 3.3.1 that a shortest path do not contain
both vertical and horizontal edges, therefore a single row do not intersect these two
types of edges. If these two edges have the same orientation such as both vertical
or both horizontal, then all edges in the shortest path between these two edges are
diagonal edges which belong to the boundary diagonal line of diagonal ladders (see
Figure 3.7 (a)).
Besides, the edges oriented to the same way are parallel in diagonal ladders. Sup-
pose these two edges denoted by h1 and h2 are horizontal. The endpoints of the
horizontal edges lying on these rows have a form of h1 = {(i, j), (i + 1, j)} and
h2 = {(i+ n, j + n), (i+ 1 + n, j + n)} (see Figure 3.7 (a)). The endpoints (i, j) and
(i+n, j+n), and (i+ 1, j) and (i+n+ 1, j+n) are directly connected by n diagonal
edges. Therefore, while one of the horizontal edges h1 and h2 belongs to a path, then
the other one cannot belong to the same shortest path. Otherwise, the path is longer
than the shortest one with one additional edge.
Similarly, suppose a diagonal row intersects more than one vertical edge v1 and
v2 belonging to the same shortest path (see Figure 3.7 (a)). The endpoints of the
vertical edges have a form of v1 = {(k, l), (k, l + 1)} and v2 = {(k + n, l + n), (k +
n, j + 1 + n)}. All edges between the endpoints of these vertical edges are diagonal
and lie on the boundary lines of a diagonal ladder. Therefore, the shortest distance
between the endpoints of vertical edges lying on the same diagonal ladder is provided
by all diagonal edges. When these two same oriented edges are assumed to be in the
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Figure 3.7: In the graph (a), parallel edges belonging to diagonal ladders are inter-
sected by diagonal rows, and in the graph (b) the edges belonging to a diagonal ladder
are intersected by a diagonal row
same path, then the path is not one of the shortest. It is two edges longer than the
path which does not contain more than one vertical edge on a diagonal ladder.
Suppose a diagonal row intersects two diagonal edges d1 and d2 which belong
to the same shortest path. The endpoints of diagonal edges belong to the diagonal
boundary lines that are the shortest distance between nodes, and the edges having the
same orientations in a ladder are parallel by the definition of the ladder (see Figure
3.7 (b)). Therefore, the number of edges in the path between the endpoints of the
diagonal edges contradicts the assumption that this path is shortest.
Suppose a diagonal row intersects one diagonal and one horizontal (or vertical)
edge where the edges belong to the same shortest path. We examine the existence
of horizontal and diagonal edges intersected by the same diagonal row in the same
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shortest path. The same approach is applicable to the existence of vertical and
diagonal edges intersected by the same diagonal row in the same shortest path.
Now, we suppose the endpoints of a horizontal edge h are given with (i, j) and
(i + 1, j), and the endpoints of the diagonal edge d1 are (i + n, j − m − 1) and
(i+ n+ 1, j −m). The endpoints (i+ 1, j) and (i+ n+ 1, j −m) belong to the same
diagonal line of diagonal ladder (see Figure 3.7 (b)). Since the differences the first and
second components of the endpoints are |i+1−(i+1+n)| = n and |j−(j−m)| = m.
This is the distance between the edges, since all edges between these endpoints are
diagonal and the shortest path between edges consists of as many as possible diagonal
edges. The number of diagonal edges between the horizontal and diagonal edges is
n which is equal to m. In total, there are n + 2 edges in this path containing these
diagonal and horizontal edges.
On the other hand, while one of the endpoints of a diagonal edge belongs to the
boundary diagonal line with the endpoint of horizontal (or vertical) edge, the other
endpoint of the diagonal edge belongs to the another diagonal line (e.g. the endpoint
(i + n, jm − 1) of the diagonal edge d1 belongs to the boundary line of a diagonal
ladder containing the edge d1 in the Figure 3.7 (b)). There are |j−(j−m−1)| = m+1
edges between the other endpoints of these two edges. Yet, m + 1 < n + 2 where
m = n, this contradicts the shortest distance between the edges intersected by the
same diagonal row.
Although, a diagonal row does not intersect more than one edge of the shortest
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path, the horizontal and vertical rows might intersect more than one edge lying on
a shortest path. This is because that horizontal and vertical rows lie through the
vertical and horizontal ladders and by the Remark, vertical and horizontal ladders
may contain more than one diagonal edge of a shortest path.
3.4 Bloom Filters of Shortest Paths
The graph-theoretical properties of a king’s graph generates specific Bloom filters for
edges. The following lemmas show which forms the Bloom filters of edges have in the
king’s graph.
Lemma 3.4.1. All non-zero blocks, which include at least one bit 1, form a continuous
sequence in corresponding projection of the Bloom filter of the shortest path in a king’s
graph.
Proof. Suppose a block with all bits 0 appears between non-zero blocks in corre-
sponding projection of the Bloom filter of the shortest path. Note that all edges are
connected in a path, and they are intersected by numbered rows which lie consecu-
tively on any direction. Hence, the representative blocks of the edges take place on
the corresponding projections of the Bloom filter of the shortest path with respect to
the number of rows. Therefore, the block 0000 represents a gap between the edges
on the path. Yet, this is a contradiction with the fact that the path continuous.
Lemma 3.4.2. Only one projection, which is either third when the shortest path
consists of vertical and diagonal edges or fourth when the shortest path consists of
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horizontal and diagonal edges, of a Bloom filter of shortest path may contain non-
zero blocks including more than one bit 1.
Proof. A block contains more than one bit 1 when different representative blocks of
edges coincide on the same block position in the Bloom filter of the shortest path.
Namely, when the edges whose orientations are different from each other are inter-
sected by the same row and lie on the same shortest path. By Lemma 3.3.4, a diagonal
row, which encodes the first and second projections of the edges, does not intersect
more than one edge lying on the shortest path. Therefore, the first and second pro-
jections of the Bloom filter of shortest path do not contain a block with more than
one bit 1.
The vertical rows intersect edges through vertical ladders, and they encode third
projections. By the Remark, a vertical ladder might contain more than one diago-
nal edges, when the shortest path consists of vertical and diagonal edges. Besides,
horizontal rows intersect more than one edge, which belong to shortest paths con-
sisting of horizontal and diagonal edges, in the horizontal ladders, and encode the
fourth projections of Bloom filters of edges. Therefore, the representative blocks of
the edges intersected by the same row coincide on the corresponding block positions
in the either third or fourth projections of the Bloom filter of the shortest path.
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3.5 Routing without False Positives
Theorem 3.5.1. The Bloom filter of the shortest path in a king’s graph does not
produce a false positive adjacent to the path.
Proof. A node in a king’s graph has up to 8 links incidental with it. Once a message
arrives at a node, then the node might send it through all links. As always, we
assume a node does not send the message back. Once a message arrives from one
node to another, then there are 7 possible destinations to move through. Possible
false positives of the Bloom filter of the shortest paths are the adjacent edges to the
shortest path. Accordingly, we need to show that while one of the next edges is on
the shortest path, other 6 edges are adjacent edges to the shortest path.
Consider an edge e that the message passes through on the shortest path, and
one of the next seven edges denoted by f, g, h, i, j, k and l is possible edge that the
message might follow on the shortest path (see Figure 3.8).
The edges k and g are vertical edges coming after a horizontal edge e (see Figure
3.8). Yet, vertical and horizontal edges do not belong to a shortest path together
by Lemma 3.3.1. Therefore, these two edges might be false positives. The rows
encoding the first and second projections of the edge e intersect the edges g and k,
respectively. The representative block of vertical and horizontal edges are 0100 and
1000, respectively, and these edges lie on the same diagonal rows. If the edge g is
on the shortest path with the edge e, then the first projection of the Bloom filter of
the shortest path contains a block with two bit 1. Similarly, if the edge k lies on the
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Figure 3.8: A horizontal edge e is one of the edge in the shortest path, and the edges
f, h, i, j, k, l are the adjacent edges to the edge e.
same shortest path with the edge e, then the second projection of the Bloom filter of
the shortest path includes the block with more than one bit 1. Yet, these contradict
Lemma 3.4.2. Hence, while the edge e is on the path, the edges k and g are not false
positives of a Bloom filter of the shortest path.
The edge e is a horizontal edge, and a shortest path contains one edge from every
vertical ladder, while the shortest path consists of horizontal and diagonal edges by
Lemma 3.3.3. Hence, the diagonal edges l and f might be false positives, since they
belong to the same vertical ladder with the horizontal edge e. If the edges e and f
or e and l are on the same shortest path, then the Bloom filter of the path contain
the block with more than one bit 1 in its third projection. Since the representative
blocks of these three edges are different from each other and take place in the same
block position in the third projection of the Bloom filter of the shortest path. Yet,
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this contradicts Lemma 3.4.2. Therefore, the edges f and l are neither on the path
nor false positives.
On the other hand, the edges h, i or j might be the next edges after the edge e
on the shortest path. These three next edges h, i or j belong to the same vertical
ladder. By Lemma 3.3.3, a vertical ladder contain only one edge from the shortest
path, while a shortest path consists of horizontal and diagonal edges. Hence, while
one of these three edges is on the path, then the other two edges are possible false
positives of the Bloom filter of the shortest path. The vertical row intersecting all
edges h, i and j encodes the third projections of Bloom filters of edges. Since all these
three edges lie on the same row, the representative blocks of the edges appear on the
same block positions of Bloom filters. However, the block with more than one bit 1
does not appear in the third projection of Bloom filter of the shortest path, when the
edges on the shortest path have orientations of horizontal and diagonal by Lemma
3.4.2. Therefore, while the edge i is the next edge after the edge e, then the edges j
and h do not belong to the shortest path and they are not false positives (see Figure
3.8). Similarly, if the edges j or h is on the shortest path after the edge e, then the
shortest path do not contain the edges i and h or j and i. Also, they are not false
positives.
Besides, the edge e might be vertical edge, then the following edges can be exam-
ined by following the similar approaches above. If the edge e, which is assumed to
be an edge on the shortest path, is a vertical edge, then the shortest path consists of
vertical and diagonal edges. Therefore, the existence of the false positives are checked
by taking the consideration into the horizontal ladders. As a consequence, by using
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Figure 3.9: A diagonal edge e is one of the edge in the shortest path, and the edges
f, h, i, j, k, l are the adjacent edges to the edge e.
the lemmas, we do not obtain false positives which are adjacent the shortest paths,
when the shortest path consists of vertical and diagonal edges.
On the other hand, the edge e assumed to be an edge from the shortest path might
be a diagonal edge (shown in the Figure 3.9), then the possible false positives of the
Bloom filter of the shortest path are the edges f, g, h, i, j, k and l in the Figure 3.9.
The horizontal edge f and vertical edge l are coming after the diagonal edge e.
The edge f might be a false positive, when the shortest path consists of diagonal
and horizontal edges. Since, a vertical ladder does not contain more than one edge
from the shortest path by Lemma 3.3.3. Also, the edge l is another potential false
positive, when the shortest path consists of diagonal and vertical edges. Since, a
horizontal ladder does not contain more than one edge from the shortest path by
Lemma 3.3.3. Suppose the edge f is on the shortest path with the edge e, then the
Bloom filter of the shortest path contains a block with more than one bit 1 in its
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third projection, since both edges e and f are intersected by the same vertical row.
Yet, this contradicts the Lemma 3.4.2. Hence, the edge f is not on the shortest path.
Likewise, the edge l and e lie on the same row encoding fourth projection of Bloom
filter of edges. Yet, the Bloom filter of the shortest path does not contain the block
with more than one 1 in its fourth projection, since the shortest path is assumed to
consist of vertical and diagonal edges with the edges e and l. By Lemma 3.4.2, the
edge l is not a false positive.
On the other hand, any edges g, h, i, j, k might follow the edge e on the shortest
path (see Figure 3.9). Suppose the edge k is on the shortest path with the edge e.
The edges e and k belong to the same horizontal ladder and both are assumed to be
the edges on the same shortest path. This happens when the shortest path consists
of horizontal and diagonal edges by Lemma 3.3.3. Since, vertical ladders does not
contain more than one edge from this kind of shortest paths, the edges i, j and g
might be false positives. When we suppose any of the edges i or j or g is on the
shortest path containing the edges e and k, then the Bloom filter of the shortest path
contain a block with more than one bit 1 in its third projection. This contradicts the
Lemma 3.4.2. Therefore, when both edges e and k are on the same shortest path,
then the edges i, j and g are not on the same shortest path and they are not false
positives.
The path containing the edges e and k consists of horizontal and diagonal edges.
Therefore, the vertical edge h might be a false positive by Lemma 3.3.1. Suppose the
edge h is on the shortest path. The Bloom filter of the path including the edges e and
k might contain all the blocks 1000, 0010 and 0001, but it never contains the block
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0100 which is the representative block of vertical edges. Therefore, the edge h is not
a false positive of the Bloom filter of the shortest path when the edges e and k are
on the shortest path.
The edges g, h, i, j might be assumed as an edge coming after the edge e on the
shortest path, then following the same argument as we examined for the edge k, it is
obtained that false positives do not exist in the king’s graph.
As a possible scenario, the edge e (say in the Figure 3.8) might be the first edge
of the shortest path. There are another 7 adjacent edges coming before the edge e.
If the previous edges lie on the same vertical ladder with the horizontal edge e or
they are vertical edges, then they obviously do not belong to the same shortest path
with the edge e by Lemma 3.3.3 and Lemma 3.3.1, respectively. As expected, the
Bloom filter of the path with these edges does not represent a shortest path, since
the Bloom filter of the shortest path contain a block including more than one bit only
in its fourth projection, when the shortest path consists of horizontal and diagonal
edges by Lemma 3.4.2.
Although one of the edges belonging to the previous vertical ladder of the ladder
containing the horizontal edge e probably be an edge of the shortest path, this edge
is intersected by the rows that are numbered before the rows encoding the edge e.
If there is an edge coming before the edge e from the previous vertical ladder on
the shortest path, then the representative block of the previous edge appears on the
previous or next block position of Bloom filter of the edge e on the the corresponding
projection. Yet, when the edge e is assumed to be the first edge of the shortest path,
the representative block of it is either the first or last block of the corresponding
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projection of the Bloom filter of the shortest path. Hence, the previous or next
blocks of the representative block of the edge e is 0000. Since, by Lemma 3.4.1,
non-zero blocks in the Bloom filter of the shortest path have a form of consecutive
sequence.
We examined that the edge e is horizontal as a first edge of the shortest path.
Obviously, when as a first edge, the edge e is assumed to be a vertical edge or diagonal
edge, then the same process as above can be repeated and similar result can be
obtained.
Similarly in the rectangular grids, the king’s graph has some edges, which are
not adjacent to the shortest paths, that might be thought of as false positives of the
Bloom filters of the shortest paths. As an example; in the Figure 3.10, the edge e
satisfies this property. The Bloom filter of the edge e is less than or equal to the
Bloom filter of the shortest path between the vertices u and v in all bits positions.
This kind of edges does not affect the message delivery in our routing model.
3.6 Comparing Arbitrary Encoding Methods with
our Approach in King’s Graph
In this section, we compare two encoding models using arbitrary methods with our
approach in a king’s graph.
One method is to encode each edge with one bit. When the size of a king’s graph
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Figure 3.10: An edge e is not adjacent to the shortest path between the vertices u
and v, but its Bloom filter is less than or equal to the Bloom filter of the shortest
path between the vertices u and v in all bits positions.
is given with M ×N where M and N are the number of horizontal and vertical edges
on one side of a king’s graph, there are (M + 1)(N + 1) nodes and (M + 1)N +
(N + 1)M + 2MN = 4MN +M +N edges in total. If each edge was represented by
one bit in the binary array, then the length of the Bloom filter of an edge would be
(M + 1)N + (N + 1)M + 2MN in a king’s graph where the size of the king’s graph
is M × N . We already consider the length of the Bloom filter in a king’s graph as
12× (M +N). It is true that 12× (M +N) < (M + 1)N + (N + 1)M + 2MN for the
big size of king’s graph where M ≥ 7 and N ≥ 5 or M ≥ 5 and N ≥ 7. Therefore,
the space is saved with the parameters used for coding edges in our method.
Another method to encode the edges is to use a standard Bloom filter. The
standard Bloom filter is a random data structure, hence the false positives might
be obtained in king’s graphs. We compute the false positives ratio when the edges
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in a king’s graph are encoded by the method of the standard Bloom filter with the
parameters that we have shown in Section 3.2.
The optimum number of bits 1 has been obtained as k = dln 2× m
n
e, when the
probability of false positives is assumed to be minimum, [46], where n is the max-
imum number of edges in a shortest path in our model and m is the length of the
Bloom filter. To obtain the optimum number of k for the Bloom filters of edges in
king’s graph, we consider the maximum number of edges in a shortest path and the
length of Bloom filters of the edges where they make the probability of false positives
minimal. In this case, the maximum number of the edges in a shortest path in this
model is M when N < M or N when M < N , so max(M,M). Since, the shortest
distance between nodes is provided by as many as possible diagonal edges and the
both component of endpoints of diagonal edges differ one in each movement; and the
points in two opposite corner of king’s graph are (0, 0) and (M,N) when a coordinate
system is centered on one corner of king’s graph. Hence, the optimum value of k is
dln(2)× m
n
e = dln(2)× 12(M+M)
M
e = 16 when M = N . Yet, this is higher than the
value that we attain the number of bits 1 in the Bloom filter of an edge. The number
of bit 1 in the Bloom filter of edges is maximum 4 in our encoding method.
When the edges were encoded by using the parameters m, k, n as above where we
assume that M = N , then the probability of false positives in a king’s graph would
be calculated from the following formula. The probability of false positives (left hand
side of the equality below) has been given in [7].
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(
1− e−knm
)k
=
(
1− e −16(M)12(M+M)
)16
≈ 0.000009 (3.1)
There are 6M or 6N adjacent edges to the shortest path with maximum number
of edges. These are possible false positives of Bloom filter of the shortest path.
Therefore, when the bits 1 in the Bloom filter of an edge in the king’s graph are placed
arbitrarily, then the probability of non-existent false positives would be (0.999991)6M
when M = N .
Though the length of the Bloom filter of an edge in a king’s graph (12× (M +N))
is three times longer than the Bloom filter of an edge in the same size rectangular
grid (4× (M +N)); as well as the optimum number of the bits 1 in the Bloom filter
of an edge in the king’s graph (which is dln(2)× m
n
e = dln(2)× 12(M+M)
M
e = 16, see
Section 3.6) is eight times higher than the number of the optimum number of the
bits 1 in the Bloom filter of an edge (which is dln(2)× m
n
e = dln(2)× 4(M+M)
(M+M)
e = 2,
see Section 2.5) in the rectangular grid, when the bits 1s are situated random places
in the Bloom filters in both graphs. Hence, the probability of false positive of the
Bloom filter of the shortest path in king’s graph is rather less than the probability
of false positive of the Bloom filter of the shortest path in rectangular grid obtained
approximately 0.15. Also, by comparison with the rectangular grid network, a node
in a king’s graph connects with the nearest nodes through more links than the links
in rectangular grid. Therefore, the shortest paths in king’s graph contain less edges
than the shortest paths in the same size rectangular grid.
CHAPTER 4
HEXAGONAL GRIDS
4.1 Introduction
We have studied another encoding method in another shape for a network in this
chapter, then we published the results obtained in this chapter as a paper [30].
In this chapter we assume that the shape for a computer network is a hexagonal
grid which looks like a graph given in the Figure 4.1. Like other graphs given in
previous chapters, the communication in this network is provided via computers that
are placed in each vertex of the grid. We repeat the same routing scenario, which has
already been discussed in previous chapters, in this network.
For convenience, we consider regular-shaped hexagonal networks given in the Fig-
ure 4.1, that is, such that the centres of the hexagons on its periphery form an outline
of a regular hexagon (our construction can be easily generalised to irregular-shaped
hexagonal networks).
Definition 4.1.1. An infinite hexagonal grid is a graph GH = (VH , EH) with a set
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of vertices VH and a set of edges EH where VH = {(i, j)|i ∈ Z, j ∈ Z}. The verices
(i, j) and (p, q) are connected in a hexagonal grid by an edge if and only if i = p± 1
and j = q or i + j is even and i = p and j = q + 1 or i + j is odd and i = p and
j = q − 1.
Definition 4.1.2. A regular hexagonal grid of size t is a fragment of the infinite
hexagonal grid consisting of one fixed face of the grid together with all faces which
can be reached from it by crossing at most t− 1 edges.
Routing in hexagonal networks has already been studied in the literature. In
particular, a regular hexagonal grid has been widely used as a model of network to
study routing [15] [52] [60] and to position nodes in applications such as wireless
networks [56] and cellular networks [2] [52] [61]. An optimum routing algorithm in
both two and three dimensional hexagonal meshes has been discussed in [11] and [20].
A common method is constructing a coordinate system for a routing algorithm to
use. Two possible coordinate systems, with two axes [25] and three axes [52], have
been used to organise routing in a two dimensional hexagonal grid. In the paper [15]
routing happens via shortest paths in hexagonal grid network. One approach focuses
on finding an optimal number of steps required for communication and uses three
components (x, y, z) for specification of the location of the nodes in [15]. Similarly,
the shortest distance between nodes via representative points of the nodes in a three
axes coordinate system has been used in [52]. Another way is to use two components
(x, y) to specify the location of the nodes; here, the aim is to reduce the total number
of bits representing nodes, because each edge connecting the nodes requires one bit
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Figure 4.1: A regular hexagonal grid which has a computer in each node.
[3].
A smaller vertex degree of a hexagonal grid has been discussed in [60] and it is
shown in [60] that the graph-theoretical properties of a hexagonal grid network allow
the model to reduce the cost of routing by comparing other grid models. The Bloom
filter has been used for routing in hexagonal grid networks in the literature, like the
study [14]. The study [14] describes communication in a hexagonal network via Bloom
filters, with the aim of preventing possible attacks.
4.1.1 A Routing Scenario
In this chapter, we consider a way of routing in a hexagonal grid with Bloom filters
which eliminates false positives. We assume there is a computer on every node (see
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Figure 4.1). In a hexagonal grid a node is connected to at most three edges. As
discussed in Chapter 2 and [29] in the case of a rectangular grid, if a particular
delivery path has been chosen in advance, to avoid false positives one just needs
to ensure that the message is forwarded towards only one edge at each node of the
path. As in the other model of networks discussed in other chapters, all messages
in this network are sent via shortest paths between the sender and the receiver. We
shall assume that once a node receives a message, it does not send it back. Hence,
there are two possible edges at each particular node to carry the message further to
its destination. We encode all edges of the hexagonal grid in such a way that it is
possible to make a clear choice between these two routing possibilities as long as the
path to follow is one of shortest paths between the source node and the target node.
We assume that the sender chooses a particular delivery path, encodes it as a
Bloom filter, and this Bloom filter is sent along together with the message, like in
[13]. For this model to function, a certain encoding of the edges of the grid needs to be
introduced. One could represent edges by random Bloom filters, but this approach
would generate false positives. Our approach is to allocate Bloom filters to edges
according to their positions in the grid.
4.2 Encoding Edges in a Hexagonal Grid
We use the strategy that is behind the coding edges of a rectangular grid studied
in Chapter 2 and [29]. In that case, firstly, we will build a convenient coordinate
system for encoding the edges in a hexagonal grid. Unlike a rectangular grid, where
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two axes are needed, three axes x, y, z will be associated with a hexagonal grid, since
the edges in a hexagonal grid can be orientated in one of three different directions
and all edges in the network must be encoded by a reasonably small length of Bloom
filter. The three possible orientations of an edge x, y, z can be conveniently described
as pointing towards 3 o’clock (or 9 o’clock), towards 1 o’clock (or 7 o’clock), and
towards 5 o’clock (or 11 o’clock).
10-00-00-00-00-00 
or 
01-00-00-00-00-00 
00-10-00-00-00-00 
or 
00-01-00-00-00-00 
00-00-10-00-00-00 
or 
00-00-01-00-00-00 
00-00-00-10-00-00 
or 
00-00-00-01-00-00 
00-00-00-00-10-00 
or 
00-00-00-00-10-00 
00-00-00-00-00-10 
or 
00-00-00-00-00-01 
x 
y 
z 
Figure 4.2: Given codes represent the first projections of the Bloom filters of edges
and the codes belong to the edges which are intersected by horizontal rows being
parallel to the axis-x in a hexagonal grid of size 2.
We introduce the size of a network as the number of edges crossed if an imaginary
observer travels from the geometric centre of the network to its edge. One hexagon
constitutes a hexagonal grid of size 1. A hexagonal grid of size 2 (shown on the
diagrams in this section) is produced by adding hexagons around the boundary of the
hexagonal grid of size 1, and so on. Hence, a hexagonal grid of size t ≥ 2 is obtained
by adding 6(t− 1) unit hexagons around the boundary of the hexagonal grid of size
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t− 1.
We split the set of all edges of a hexagonal grid of size t into (4t− 2) rows in each
of the three directions of axes, see Figures 4.2, 4.3 and 4.4. It is useful to think of
rows as numbered from 1 to (4t− 2) in each of the three directions.
x 
y 
z 
00-10-00-00-00-00 
or 
00-01-00-00-00-00 
10-00-00-00-00-00 
or 
01-00-00-00-00-00 
00-00-10-00-00-00 
or 
00-00-01-00-00-00 
00-00-00-10-00-00 
or 
00-00-00-01-00-00 
00-00-00-00-00-10 
or 
00-00-00-00-00-01 
00-00-00-00-10-00 
or 
00-00-00-00-01-00 
Figure 4.3: The codes represent the second projections of the Bloom filters of edges
and these codes belong to the edges which are intersected by the rows being parallel
to the axis-y in a hexagonal grid of size 2.
The Bloom filter of an edge consists of three parts, which we call projections. Each
projection consists of (4t − 2) two-bit length fragments, which we call blocks. The
first, second and third projections reflect the edge’s position in the rows parallel to
the axes x, y and z, respectively. One projection (corresponding to the rows parallel
to the edge) contains only 0s, whereas in the other two projections there is exactly
one block which is either 10 or 01, all the other bits being 0. The position of the
non-zero block within a projection reflects the number of the row by which the edge
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is intersected. The choice between 10 and 01 is made according to the orientation
of the edge (see Figures 4.2, 4.3 and 4.4). The Bloom filters of edges, that are the
edges parallel to the axis y, include the block 10, similarly the Bloom filters of edges,
that are the edges parallel to the axis z, contain the block 01. The blocks either 01
or 10 appears in the Bloom filters of edges, that are the edges parallel to the axis
x, corresponding to the way of other edges intersected by the same row. Any row
intersects the edges that are parallel to two different ways. Therefore, when a row
intersects the edges being parallel to both the axes x and y, then the Bloom filter of
x-coordinate parallel edges contain the block 01, otherwise it contains the block 10.
10-00-00-00-00-00 
or 
01-00-00-00-00-00 
00-10-00-00-00-00 
or 
00-01-00-00-00-00 
00-00-10-00-00-00 
or 
00-00-01-00-00-00 
00-00-00-10-00-00 
or 
00-00-00-01-00-00 
00-00-00-00-10-00 
or 
00-00-00-00-01-00 
00-00-00-00-00-10 
or 
00-00-00-00-00-01 
x 
y 
z 
Figure 4.4: Given codes represent the third projections of the Bloom filters of edges
and they belong to the edges which lie on the rows being parallel to the axis-z in a
hexagonal grid of size 2.
Therefore, the length of Bloom filter of an edge is 3× 2× (4t− 2) where t is the
size of the hexagonal grid.
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As an example with small parameters, when an edge in a hexagonal grid of size
2 lies on the first row being parallel to axes y and the edge is parallel to the axis x
(see the red edge in the Figure 4.3), then the first, second and third projections of
Bloom filter of this edge look like 000000000000, 100000000000 and 000001000000,
respectively. As seen, the first projection of the Bloom filter of this edge do not
contain a block including the bit 1, since this edge is not intersected by a row being
parallel to the axis-x. The Bloom filters of edges includes two bit 1s, since every edge
is intersected by two different rows.
x 
y 
z 
𝑠 
𝑟 
Figure 4.5: A message is directed in a shortest path of hexagonal grid of size 2.
Consider a hexagonal grid of size 2 given in the Figure 4.5, a message is sent from
the node s to node r through a four edges length shortest path. The path has been
chosen in advance by the server, so the message definitely follows this route. We
apply the coding method described above to the edges, then we obtain the Bloom
filter of the path by applying OR-operation to the Bloom filters of the edges of the
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path. In brief, the Bloom filter of the path where the path is given in the Figure 4.5
is 000011000000− 001010010000− 000110010000. By comparing the Bloom filter of
an edge and the Bloom filter of the path, it is easy to check whether an edge is on
the way of the message or not. Recall that the purpose is to avoid the message follow
any route except chosen one.
4.3 Shortest Paths in Hexagonal Grids
In our message delivery model, a message follows a shortest path between the sender
and the receiver, and the Bloom filter is used to deliver the message represents this
path as an undirected path. However, below in our study of shortest paths in a
hexagonal grid, it is convenient to treat paths as directed paths. Accordingly, there are
six possible orientations of a directed edge, which we can denote by C1, C3, C5, C7, C9
and C11, where the index corresponds to the hour on the clock face, see Figure 4.6.
Lemma 4.3.1. If a directed path is a shortest path between two distinct vertices in
a hexagonal grid then the path does not contain two edges directed in the opposite
directions.
Proof. Suppose a path P contains two edges directed in the opposite directions. Say,
P contains an edge with orientation C7 and then an edge with orientation C1. Note
that there may be several edges with such orientations in the path. Locate a minimal
fragment F of the path with this property; that is, this fragment starts with C7,
finishes with C1 and does not contain neither C7 nor C1 in the middle (see Figure
4.6). Such a fragment from vertex u to vertex v is shown in the Figure 4.6. All edges
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of F (except the first and the last one) have only one of two orientations, alternatingly,
say, C5 and C3, as shown in the Figure 4.6. It is easy to see that there is another path
F ′ from u to v which is two edges shorter than F ; indeed, this is the one which only
uses edges with orientations C3 and C5, alternatingly. If one replaces the fragment F
in the path P by F ′, one obtains another path P ′, which is two edges shorter than P .
u 
v 
𝐶3 
𝐶5 
𝐶7 
𝐶9 
𝐶11 
𝐶1 
Figure 4.6: The paths P
′
(red path) and P (green path) are the paths between the
vertices u and v.
4.4 Bloom Filters of Shortest Paths
In this section of this chapter, we show that the encoding method applied to the edges
produces some special Bloom filters for the shortest paths. Recall that the Bloom
filter of a shortest path is found by applying bitwise OR operation to the Bloom filters
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of the edges on the path.
Lemma 4.4.1. The Bloom filter of a shortest path may contain a block 11 in at most
one projection.
Proof. A block in a projection is 11 if and only if two non-parallel edges of the path
lie on the same row of this projection. Let us proceed by contradiction. Suppose two
projections contain a block 11. For the sake of an example, say, in the projection
parallel to x we have two edges parallel to y and z in the same x-row, and in the
projection parallel to y we have two edges parallel to x and z in the same y-row. Then
the proof splits into several similar cases, of which we shall present one, for brevity.
Suppose that the path has a fragment which starts in the south-east quadrant (that is,
to the east of the y-row and to the south of the x-row), then crosses to the south-west
quadrant, then to the north-west quadrant, and then back to the south-east quadrant
(note that all quadrants must be visited by the path which contains four edges as
described above). One of possible sub-cases of this case is that in the projection
parallel to y we have two edges with orientations C11 and C3 in the same row, and
in the projection parallel to x we have two edges with orientations C1 and C5 in the
same row (This case is illustrated in the Figure 4.8. The edge e oriented to C11 lies
on a row with the edges oriented to C3 in the path between the vertices u and w,
and the edge f oriented to C5 lies on a row with at least an edge oriented to C1 in
path between the vertices u and w). Then two edges have opposite orientations C11
and C5, which is impossible, by Lemma 4.3.1. Considering each case and sub-case,
we come to the same contradiction.
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As a result of Lemma 4.4.1, the first projection includes the block 11 if all edges
of the path belong to the cone of directions (C1, C3, C5) or equivalently (C7, C9, C11),
since the edges on the directions of C1 and C5, or C7 and C11 lie on the same row and
they are represented by different types of blocks. Similarly, second and third projec-
tions contain the block 11, when the edges belong the cone of directions (C1, C3, C11)
or (C9, C7, C5), and (C1, C9, C11) or (C7, C3, C5), respectively.
4.5 Without False Positives
As discussed, false positives of the Bloom filter of the delivery path will disrupt
delivery if and only if they are edges adjacent to the path; this is an approach used
in [29].
Theorem 4.5.1. If the Bloom filter of a shortest path in a hexagonal grid is calculated
on the basis of the edge encoding introduced in Section 4.2, it does not yield any false
positives which are edges adjacent to the path.
Proof. There are three different links connected to a node, and a message can be
forwarded to any one of them. We assume that once a message arrives at a node,
then it is not sent back. Then there will be 2 possible edges where to forward the
message. When it is shown that only one of these edges link with the path and other
edge is adjacent with the path for all possible scenarios, then it will be proved that
any shortest path does not yield false positives.
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We shall assume that a message arrives to a node via an edge e with orientation
C3, and next it should be forwarded either to direction C1 or direction C5, see Figure
4.7; all other cases are similar to this one and can be obtained by rotation.
The next two edges have the clock directions C5 and C1 and lie on the same kind of
row that encodes the first projections of next two edges (see Figure 4.7 , the rows are
drawn as horizontally). So the represented blocks of the following two edges coincide
in the first projection of the Bloom filter, but on different block position. These two
edges do not lie on the same row. The rows, which encode the first projections of the
Bloom filters of the edges, passing through these two edges are consecutive, so they
differ in 1 row position. Moreover, one of the next edges is parallel to the axis y whose
represented block is 10 and other edge is parallel to the axis z whose represented block
is 10. As a result, the first projection of the Bloom filter of the path is distinguishable
with regard to any edge coming after the edge being parallel to the axis x.
However, there can be at least one edge called g on the path that might lie on
the same row encoding the first projection and lie on the same direction C1 with the
adjacent edge f . So the adjacent edge f and the edge g on the path have the same
encoding block 10 on the same block position of the same projection, but they differ
with the block position of the third projections of the Bloom filters. Since they can
not lie on the same row encoding the third projection of the Bloom filter of the edge
(the rows are parallel to the axis-z in the Figure 4.7).
On the other hand, there might be another edge called h on the path lie on the
same row, coding the third projections of the Bloom filters of the edges, with the
adjacent edge f . Yet the Bloom filter of the edge f contain the block 10 in the third
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projection and the Bloom filter of the edge h include the block 01 on the same block
position with the block 10 of the edge f in the third projection. These two blocks
appear in the same block position in the same projection, but the bit 1 is placed
in different position. The Bloom filter of the path do not contain the block 11 in
third projection by Lemma 4.4.1, since the edges of the path belong to the cone of
directions (C1, C3, C5). So the Bloom filter of the path contain the block 11 in only
its first projection. Because of that the path cannot contain the edges f and h at the
same time.
Additionally, there cannot be any edge apart from the edge h that lies on the same
row, encoding the third projection, with the edge f . Otherwise, the path includes
the edges directed opposite ways, so this contradicts the Lemma 4.3.1.
g f 
e 
h 
x 
y 
z 
Figure 4.7: The rows encoding the first and third projections of the edge f and a
possible path including the edges e, g, h.
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Figure 4.8: A path containing two edges having two opposite directions between the
vertices u and w is not a shortest path. Another path between u and v is one of the
shortest path in the hexagonal grid and the edge g is not an adjacent edge to this
shortest path.
As a conclusion, there cannot be any edges recognised by the Bloom filter of the
path that have the same Bloom filter with the edge f . Hence, the Bloom filter of the
path including the edges e, g and h is greater than or equal to the Bloom filter of the
edge f in all bits positions. Therefore, the edge f is definitely an adjacent edge of
the path P and it is not a false positive for the Bloom filter of the path.
By following the same process, it should be shown that none of the adjacent edges
being parallel to the axes x and y, followed by the edge being parallel to the axis z is
false positive of the Bloom filter of the path.
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The encoding method that we introduced for the shortest paths in hexagonal grids
does not produce false positives which are adjacent to corresponding shortest paths.
Yet, there might be some edges which are not adjacent to a shortest path but their
Bloom filters might be less than or equal to the Bloom filters of the shortest path in
all bits positions. For example; the edge g given in the Figure 4.8 is not adjacent to
the shortest path between the vertices u and v, but its Bloom filter is less than or
equal to the Bloom filter of that shortest path. Hence, the edge g might be thought
of as a false positive of the Bloom filter of the shortest path between u and v. This
circumstance does not affect the message delivery in our routing scenario.
4.6 Comparing Arbitrary Encoding Models with
our Approach in Hexagonal Grid
To see the advantage of our approach, we consider two possible models constructed
by using random methods that we compare with our model. One model uses one bit
per edge labelling, and in the other one the bits 1 are placed into random positions
in Bloom filter.
If every edge was assigned to one bit (thus, never creating any false positives) then
the total number of the bits in a Bloom filter of an edge would be 9t2 − 3t which is
the number of edges in a hexagonal grid of size t. This formula has been given by [60,
Lemma 2] . But the length of the Bloom filters of the edges in our model is 24t− 12.
When t becomes large, 9t2 − 3t increases faster than 24t− 12. So for reasonably big
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sizes of hexagonal grids, the length of Bloom filter of our model yields better results
which is 24t− 12 < 9t2 − 3t, equivalently t ≥ 3.
We construct Bloom filters for edges in a hexagonal grid by putting the bit 1 in the
certain places. However, the standard Bloom filter is built using random allocation
of 1s [7]. Because of the randomness, the standard Bloom filter is likely yield false
positives. The theory of Bloom filters says that the probability of false positives
depends on the length of the Bloom filter m, number of bits 1s k in the Bloom filter
and the number of elements n in the set.
Now assume that random Bloom filters of the same length as in this chapter are
used.
It is given in [60, Lemma 5], with a proof that the maximum number of edges
between two nodes on a shortest path is 4t − 1 where t is the size of the hexagonal
grid. Hence, the number of edges in a shortest path is ≤ (4t− 1).
To minimise the probability of false positives, the optimum value of number of 1s
in Bloom filters of elements is expressed by the formula k = dln 2× m
n
e, where m is
the length of the Bloom filter and n is the number of elements in the set [22]. So,
the optimal number of 1s in our model would have been k = dln 2× 24t−12
4t−1 e, that is,
k ≈ dln 2× 6e = 4 for reasonably large t. Yet, in our model, the number of 1s in a
Bloom filter is fixed with integer 2.
Therefore, if we would have built the Bloom filters by putting the bit 1 in arbitrary
places, then the maximum value of the probability of false positives of a shortest path
is found by following equation with these values.
4.6. Comparing Arbitrary Encoding Models with our Approach in
Hexagonal Grid 95
(
1− e−knm
)k
=
(
1− e−4(4t−1)24t−12
)4
≈ 0.05 (4.1)
Hence if the Bloom filters were obtained by placing the bit 1 randomly, then the
probability of false positives would be approximately 0.05, when the length of the
Bloom filter and the number of edges were chosen in their maximum values. The
number of adjacent edges of a path in a hexagonal grid is n−1 where n is the number
of edges on the path, since once a message is received by a node then there are two
options for the message to follow. These options are the edge on the path and adjacent
edge of the path. Therefore, the probability of having no false positives in a path
would be approximately 0.95(n−1).
In real applications of the Bloom filter, both the length of the Bloom filter m
and the size of hexagonal grid t might be too large. Yet, our model can be modified
to irregular hexagonal grid, so the length of the Bloom filter can be chosen under
consideration of the width of the space. In applications of the Bloom filter, the
locations of the bit 1 depend on the hash function, which builds the Bloom filter of
the set as well as should be constructed in a various way. Hence, false positives will
probably be produced because of the randomly placed bit 1. We build a system which
tightly controls the locations of the bit 1 in the Bloom filter. Therefore, it is proved
that we do not obtain false positives. A simulation of our method is out of scope
neither this chapter nor this thesis, since the edge labels differ between the standard
Bloom filter and our model.
CHAPTER 5
TRIANGULAR GRIDS
5.1 Introduction
The encoding method we studied in this chapter has been published as a paper [31].
We consider another graph given in the Figure 5.1, which is called triangular grid,
as a model of a computer network. We shall assume that triangular grids have an
overall shape as a regular hexagon, as shown in the Figure 5.1. However, the results
established for regular triangular grids can be easily adapted to irregular triangular
grids.
Definition 5.1.1. An infinite triangular grid is a graph GT = (VT , ET ) with a set
of vertices VT and a set of edges ET where VT = {(i, j)|i ∈ Z, j ∈ Z}. The verices
(i, j) and (p, q) are connected by an edge in a triangular grid if and only if i = p and
j = q±1 or i = p±1 and j = q or i = p−1 and j = q−1 or i = p+ 1 and j = q+ 1.
Definition 5.1.2. A regular triangular grid of size s is a fragment of the infinite
triangular grid consisting of all vertices which are at the distance of at most s from a
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Figure 5.1: Regular triangular grids with 1 edge, 2 edges and 3 edges on a side.
certain fixed vertex.
In order to represent the cells in a hexagonal and a triangular grid, the three
coordinate system has also been used by [49] [50]. We shall also use three coordinates
in this chapter; previously we used a similar three-axes coordinate system in our study
of hexagonal grids Chapter 4 and [30] and a two-axes coordinate system in our study
of square grids Chapter 2 and [29].
A triangular grid has been used as a network model in some applications. For
example, to reduce the power consumption during the distribution in triangular grids
has been proposed in [33]. The method in [33] decreases the number of packets by
combining the codes of packets. It has been noted that triangular grid is a convenient
model for wireless sensor networks [33] [69].
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5.1.1 A Routing Scenario
In this model of network, as usual each node represents a computer, and there are
up to 6 links incidental to each computer. We assume that messages from one node
to another are always sent along a shortest path between the two nodes. Also we
assume that the message and an encoded description of the delivery path are sent
together. This is the method described in [13]. Our way of labelling edges is to use
Bloom filters [7].
Once two computers are marked as one sender and one receiver, the sender com-
puter chooses one of the shortest paths in advance. We assume when a computer
on the delivery path receives the message, it does not send it back. We encode all
edges and the Bloom filter of a shortest path is obtained by applying bitwise OR
operation to all edges in the shortest path. The Bloom filter of the shortest path and
the message are sent together by the sender computer throughout the path. In this
case, the edges are queried whether on the chosen shortest path or not. Hence, the
adjacent edges to the shortest paths are possible false positives. As we examined in
previous chapters, we aim to avoid the false positives to reduce the message traffic.
5.2 Encoding Edges in Triangular Grids
A triangular grid of size 1 with 1 edge at a side has an overall shape as a hexagonal
grid (see the first graph on the left hand side in the Figure 5.1). The triangular grid
of size s where s ≥ 2 is obtained by adding unit triangles around the boundary of
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𝑥 
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Figure 5.2: Imaginary encoding rows intersect the edges on the direction of corre-
sponding axis.
triangular grid of size s − 1 until the overall shape has a form of a regular hexagon
with s edges at a side.
Similarly to hexagonal grids in Chapter 4 and [30], the edges in a triangular grid
could be encoded by recording their intersections with imaginary rows parallel to
three axes, see Figure 5.2.
All rows in each family of parallel rows are assumed to be numbered consecutively
from 1 to 2s, where s is the number of edges on any one side of triangular grid (refer
to Figure 5.1).
The Bloom filter of each edge consists of three parts which we call projections
and includes exactly two bits 1, the others being 0. Each of the three projections
correspond to one family of parallel rows and consists of 2s two-bit fragments called
blocks. A two-bit block includes a bit 1 if it corresponds to a row which intersects
the edge which we are encoding. The number of rows being parallel to the axes x, y
5.2. Encoding Edges in Triangular Grids 100
and z specifies the places for 2-bit block including the bit 1 in first, second and third
projections of the Bloom filter of an edge, respectively.
Accordingly, the length of the Bloom filter is 3 × 2 × 2s = 12s, where 2s is the
number of blocks in a projection, each block contains 2 bits, and the number of
projections is 3.
As we have said, a block corresponding to a row intersecting the edge is either 01
or 10. We say that it is 01 (or 10) if the direction of the edge is produced by a rotation
of the direction of the row clockwise (anticlockwise) by 60 degrees. In other words,
the Bloom filter of an edge includes the block 10 in its first and third projections,
when the edge is parallel to the axis y. If the edge is parallel to the axis z, then the
Bloom filter of the corresponding edge contain the block 01 in its first and second
projections. Lastly, if the edge is parallel to the axis x, then the choice of the block
depends on the orientation of the other edges which are intersected by the same row
with the corresponding edge being parallel to the axis-x. Namely, if other edges lying
on the same row with the edges being parallel to the axis x are parallel to axis y,
then the edge is encoded by the block 01. Similarly, if other edges lying on the same
row with the edges being parallel to the axis x are parallel to axis z, then the edge
contain the block 10. As a result of this property, the Bloom filter of all edges that
are the edges parallel to the axis-x contains the block 01 in its third projection and
10 in its second projection.
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5.3 Shortest Paths in a Triangular Grid
We assume that messages are always routed along a shortest path between the sender
node and the receiver node. A triangular grid is similar to a hexagonal grid [49], there-
fore like in hexagonal grid, the shortest distances between nodes have been found by
using three-axes coordinate system [51]. Note that although our graph is undirected,
when we study paths, it is convenient to think of a path as directed. Like the orienta-
tions of edges in a hexagonal grid Chapter 4 and [30], it is convenient to denote orien-
tations of directed edges in a triangular grid using the hour numbers on a clock face.
Hence, any directed edge has one of six possible orientations C1, C3, C5, C7, C9, C11,
C standing for direction on the ‘clock’ face.
Lemma 5.3.1. If a path is shortest in a triangular grid then the edges of the path have
at most two adjacent directions. The adjacent directions have consecutive indices, e.g.
C1 and C3 are adjacent directions.
Proof. Suppose a path P includes two non-consecutive directions, say C3 and C11.
Note that there may be several edges with such orientations in the path P . We locate
a fragment F of the path P with the property that is F starts with C3 and finishes
with C11 and does not include neither C3 nor C11 in the middle. All edges between
these two edges have a direction of C1 in the fragment F of the path P (see Figure
5.3). It is obviously seen in the Figure 5.3 that there is another path F ′ from u to v
which is one edge shorter than the path F . When we replace F in the path P by F ′,
then other path P ′, which is one edge shorter than the path P , is obtained.
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𝑢 
𝑣 
Figure 5.3: The paths between the vertices u and v.
Lemma 5.3.2. A single row cannot intersect more than one edge on the shortest
path.
Proof. Suppose a row intersects more than one edge in a shortest path. At least two
edges are intersected by the same row and suppose that they lie on the same shortest
path. The edges in a shortest path have at most two adjacent directions by Lemma
5.3.1. Hence, we shall assume that all edges on the shortest path have two adjacent
directions C1 and C3, see Figure 5.4.
Suppose the two edges e and f have the same direction, say, C3. The left endpoints
of the edges e and f are, say, u and v, respectively. The path containing either of the
edges e or f between the vertices u and v is longer than the path which goes straight
between the vertices u and v.
Now suppose one edge f has direction C3 and one edge g has direction C1 in the
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Figure 5.4: The rows, which are used for encoding the edges in a triangular grid,
intersect the pair of edges, which are e, f with endpoints of the vertices u and v, and
an edge g.
same shortest path, and both edges lie on the same row. Yet, some of the edges
between these two edges f and g must have a direction which is neither C1 nor C3
(see Figure 5.4). This contradicts Lemma 5.3.1.
5.4 Bloom Filters of Shortest Paths
The encoding method that we introduce produces unique Bloom filters for the edges.
As a result of this, the Bloom filters of paths have distinguishable forms. The following
lemmas show these unique forms.
Lemma 5.4.1. Blocks of both forms 10 and 01 can appear in at most one projection
of the Bloom filter of a shortest path.
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Proof. If more than one projection of the Bloom filter of a path contains blocks of the
form 10 and 01 then we can conclude that the path contains edges parallel to each of
the three axes x, y and z. This contradicts the fact that edges in a shortest path are
orientated in at most two directions, by Lemma 5.3.1.
Lemma 5.4.2. Non-zero blocks (corresponding to edges of the path) form a continu-
ous sequence within each projection of the Bloom filter of the shortest path.
Proof. Assume that there is a block 00 between non-zero blocks in a projection of
Bloom filter of a shortest path. All edges are represented by a non-zero block de-
pending on the orientation of the edges, and these representative blocks of the edges
take place on the Bloom filter of the shortest path with respect to the number of
rows that intersect the edge on any direction. The rows are numbered consecutively
in all directions, separately. Hence, the block 00 between non-zero blocks in a Bloom
filter of the shortest path shows that there is a gap between the edges on the shortest
path. This contradicts the fact that in a path all edges lie consecutively without a
gap. Therefore, the Bloom filter including the block 00 between non-zero blocks does
not represent a shortest path.
Note that, the Lemma 5.4.2 is true for arbitrary paths. A path is a graph on a
sequence of vertices which are connected by a sequence of edges. If there is a block
00 between non-zero blocks in the Bloom filter of a path, this shows that the edges
are not connected. This contradicts the definition of the path.
We build the Lemma 5.4.2 for the shortest paths. We are only interested in the
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Bloom filters of shortest paths in this thesis, since in the routing scenario that we
consider the shortest paths carry the messages.
Lemma 5.4.3. The Bloom filter of a shortest path does not contain the block 11 in
any projection.
Proof. The block 11 appears in the Bloom filter of a path when blocks 10 and 01 of
at least two edges of the path occupy the same block position. The block positions
correspond to rows. By Lemma 5.3.2, no two edges in a shortest path lie on the same
row. Therefore, it is impossible that the Bloom filter of a shortest path contains the
block 11 in any projection.
5.5 Routing Without False Positives
Theorem 5.5.1. When a shortest path in a triangular grid is encoded, the encoding
does not produce any false positives adjacent to the path.
Proof. A node in a triangular grid has up to six edges incidental with it. Usually
there are five possible edges to forward a message from a node, since the message has
arrived to the node via an edge, and we are not sending the message back.
Based on Figure 5.5, suppose a shortest path contains an edge e. A message comes
from the edge e, then it must follow the edge which is on the shortest path containing
edge e. Yet the message may follow all possible next edges, denoted by f, g, i, j and
k. These adjacent edges are possible false positives of the shortest path. We examine
if any of these next edges is a false positive or not.
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Figure 5.5: The rows intersecting the edges e, f, g, i, j, k.
The row encoding the second (third) projection of the edge e intersects also the
edge j (i). Yet, by Lemma 5.3.2, the edges on a shortest path are not intersected
by the same row. Hence, since the edge e on the path, the edges j and i cannot be
on the same shortest path, and they may be false positives. However, by Lemma
5.4.3, the Bloom filter of the path does not contain the block 11 on the block position
of corresponding rows which encodes the second and third projections of the edge
e. Accordingly, the edges j and i are not false positives of the Bloom filter of the
shortest path.
The next edges k, f and g do not lie on the same rows with the edge e. Hence,
one of them may be an edge coming after the edge e on a shortest path. Suppose the
next edge is g. One of the encoding rows of the edge g intersects the edge f , hence by
Lemma 5.4.3, the edge f is not a false positive of the Bloom filter of the path when
the edge g is assumed to be an edge on the shortest path.
Assuming that the edges e and g lie on the same shortest path, the path cannot
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contain the edges having any directions except existing ones by Lemma 5.3.1. The
edge k has direction of C5. This is different from the directions C1 and C3 of the edges
e and g on the shortest path. Hence, k may be a false positive. Since, the edge g is
parallel to the axis-z and the edge k is parallel to the axis-y, the representative blocks
of the edges g and k are 01 and 10, respectively. Besides, all the edges in the shortest
path including the edge g are parallel to the axis-x (clock directions of C3 and C9) and
axis-z (clock directions of C1 and C7) by Lemma 5.3.1. Therefore, if the shortest path
including the edges e and g contains also the edge k, then as a representative block
10 appears together with the block 01 in more than one projections (first and third)
of the Bloom filter of the shortest path. This contradicts Lemma 5.4.1. Accordingly,
while a shortest path contain the edges e and g, then the edge k cannot be on the
same path. That is why k is not a false positive of the Bloom filter of the shortest
path.
Similarly, we suppose that the next edge of the edge e is k. Because of the
orientations of the edges g and k in a shortest path, the block 10 and 01 appear in
the first and the third projection of the Bloom filter of the path. This contradicts
Lemma 5.4.1. Therefore, while e and k on the same shortest path, then the edge g is
not on the shortest path and not a false positive. The edges k and f lie on the same
single row. Therefore, by Lemma 5.4.3, the corresponding projection of the common
row of the edges f and k contains the block 11. Thus, the edge f is neither an edge
of the path nor a false positive, while both e and k lie on the same shortest path.
Finally, we assume that the edge f is on the shortest path. The adjacent edges g
and k are intersected by the rows which intersect the edge f . Hence, the Bloom filter
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of the path contains the block 11, yet this contradicts the Lemma 5.4.3. Accordingly,
when the edges e and f are on the path, then the edges g and k are not false positives
of the Bloom filter of the shortest path. They are only adjacent edges.
Another possibility is that the edge e is the first edge of the shortest path; in this
case, we would want to see that none of the other five edges is a false positive. If the
previous edges lie on the same row with the edge e, then they are obviously not on
the same shortest path by Lemma 5.3.1 and Lemma 5.4.3. Suppose that the previous
edges of e are not intersected by the same rows with the edge e. Yet, they lie on some
rows that are parallel to some of the rows intersecting the edge e. The edge e is the
first edge of the path, then the non-zero blocks of the edge e are either the first or
last blocks in the corresponding projections of the Bloom filter of the shortest path
by Lemma 5.4.2. In other words, there are only blocks of the form 00 before or after
the block corresponding to the edge e in each projection of the Bloom filter of the
shortest path by Lemma 5.4.2.
We proved that the adjacent edges to a shortest path in a triangular grid are not
false positives of the Bloom filter of that shortest path. Yet, there can be found some
edges which are not adjacent to a certain shortest path, they might be thought of as
an edge of this shortest path by comparing the Bloom filters of these edges and the
Bloom filter of the shortest path. For instance: the edge e in the Figure 5.6 is not
adjacent to the shortest path between the vertices u and v, yet the Bloom filter of
the edge e is less than or equal to the Bloom filter of this shortest path in all bits
positions. In this case the edge e might be called false positive, yet in our routing
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Figure 5.6: There may be some edges whose Bloom filters are less than or equal to
the Bloom filter of a shortest path in a triangular grid.
scenario the message follows only specific routes therefore the edge e does not cause
an additional message traffic.
5.6 Comparing Our Approach with Arbitrary En-
coding Methods
We build the Bloom filters for edges in triangular grids by putting the bits 1 in certain
places. Now, we compare our model with random methods to see the advantages of
our encoding method. When the bits of Bloom filters encoding edges in a triangular
grid are designated randomly, the probability of false positives is not zero. In this
section, we examine the probability of false positives with our parameters on random
methods.
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One random method is the encoding per edge with one bit. In this model, the
edges on the shortest path are represented by the bit 1, all other bits are 0 in the
Boolean array of a shortest path. By Theorem 1.3.1 this edge labelling method does
not produce any false positives. If the Bloom filter of edges in triangular grid would
have been built by labelling each edge with one bit, then the length of Bloom filter in
a triangular grid would be the number of edges. The number of edges in a triangular
grid with s edges along each side is 3[2(s+ (s+ 1) + (s+ 2) + · · ·+ (2s− 1)) + 2s] =
9s2 + 3s. Since one bit would have been designated for each edge. It is obvious that
12s < 9s2 + 3s when s ≥ 2, where 12s is the length of Bloom filter of our model. For
big size of triangular grid networks, our approach produces reasonably small length
of Bloom filters.
Now, we compare our encoding method with the random Bloom filters build with
the our parameters that are the length of Bloom filter m = 12s where s is the number
of edges on a side and the maximum number of edges n in a shortest path.
Lemma 5.6.1. The maximum number of edges in a shortest path between two distinct
vertices in a regular triangular grid is 2s where s is the number of edges on a side.
Proof. It is easy to prove this by induction. It is true for s = 1. When the number of
edges on 1-side triangular grid is 1, then the maximum number of edges on a shortest
path is 2 (please consult the graph where s = 1 in the Figure 5.1).
For each pair of vertices u and v in the triangular grid of size t, there is n paths
between two vertices u and v of length ≤ 2t. Suppose it is true that the maximum
number of edges on a shortest path is 2t between some vertices x and y, while the
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number of edges on a side is t. By inductive step, we will show that the maximum
number of edges in a shortest path is 2(t+ 1) where the number of edges on a side is
t+ 1. A triangular grid with t+ 1 edges on a side is obtained by adding one edge to
all sides of a triangular grid containing t edges on a side. Hence, it is obtained that
2 additional edges connected to the vertices x and y, which are the two end vertices
of a shortest path with maximum number of edges in a triangular grid of size t, are
added to the shortest path in a triangular grid of size t+ 1. It is accepted that there
are 2t edges on a path in the triangular grid of t edges on a side. Accordingly, the
maximum number of edges on a shortest path in a triangular grid with t + 1 edges
on one side is 2t+ 2.
The formula given for the optimal number of bits 1 to minimise the probability of
false positives is k = dln 2× m
n
e, where m is the length of the Bloom filter and n is
the number of edges in a path; see, for example, [46]. Hence, the optimal number of
1s in a Bloom filter would have been k = 4 with the length of Bloom filter assigned by
m = 12s, in order to compare the random Bloom filter approach with our approach
described in previous sections, and the maximum number of edges in a shortest path
n = 2s, as per Lemma 5.6.1.
When we assume that random Bloom filter has been built with these parameters,
then the probability of false positives would be:
(
1− e−knm
)k
=
(
1− e−4(2s)12s
)4
≈ 0.05 (5.1)
The number of adjacent edges to the path, which consists of maximum number
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of edges, is ≤ 4× (2s), since there are ≤ 4 adjacent edges to every edge on the path,
and 2s is the maximum number of edges on a shortest path. Note that, the adjacent
edges of the path are the possible false positives of the Bloom filter. Therefore, the
probability of having no false positives a Bloom filter built randomly in a path would
be approximately 0.958s.
The approximation (5.1) is similar with the approximation (4.1) showing the possi-
ble false positives adjacent to the shortest paths in a hexagonal grid when the random
methods are used, see Chapter 4 and [30]. Yet, the probability of the nonexistence of
false positives adjacent to the shortest paths differs between these two graphs when
they have same size. Since, when a node on a shortest path links with 4 adjacent
edges in a triangular grid, a node on the shortest path in a hexagonal grid links with
1 adjacent edge to the shortest path.
CHAPTER 6
TREE-DENSE GRAPHS
6.1 Introduction
The results obtained from this chapter are submitted to a journal as a paper [32].
In this chapter, we examine more than one network model that the combination
of these networks produces another network.
The graph in the Figure 6.1 with a dense core (circled) and a tree-like periphery
can be decomposed into the core and the periphery. We call this network tree-dense
graph. This network might be thought of a realistic model for real world networks. We
will show in the section 6.2 that a tree-dense graph might be decomposed into some
parts which are an almost complete graph, and star graphs which are a particular
tree graphs. The core graph is an almost complete graph in our model of network
in the Figure 6.1. Note that, in some cases a core graph might be represented by
another graphs instead of an almost complete graph (for details see the section 6.2).
Definition 6.1.1. Bit-per-vertex labelling: Suppose GD = (VD, ED) is a graph with
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a set of vertices VD and a set of edges ED, and U is a universal set of Bloom filters,
then |ED| is relatively large where VD ≤ ED. Consider a labelling such that U = VD,
and for each e ∈ ED, β(e) = {u, v}, where u and v are the endpoints of the edge e and
β(e) is the Bloom filter of the edge e. This labelling method is called the bit-per-vertex
labelling.
By “almost complete graphs” we mean graphs with many edges relatively to the
number of vertices. We formally only require that E ≥ V where E denotes the
number of edges and V denotes the number of vertices in the graph, but think of the
number of edges as much higher than the number of nodes.
By “dense graph” we mean graphs for which bit per vertex labelling is the best
way to represent the edges by comparison of the other labelling methods in this thesis.
Definition 6.1.2. Tree-dense graph: A tree-dense graph has the set of vertices parti-
tioned into two subsets, called the core and the periphery, which satisfy the following
properties.
(1). A set of vertices in the core represents a subgraph which is an almost complete
graph.
(2). All vertices in an almost complete graph connect with the vertices on periphery
to obtain a tree graph.
In this chapter, we examine the Bloom filters of edges and shortest paths in an
almost complete graph and star graphs which are a particular tree graph, and tree-
dense graph, separately.
Some regular (e.g. star and tree) and irregular graphs as a network models has
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been generated by [67].
A tree is an undirected graph where there is exactly one path between any pair of
nodes. The tree graph, which is a possible shape for a network, has been chosen in the
literature as a model in some applications of Bloom filters. For instance, the Bloom
filter has been used in [54] as a storage of information when routing from one computer
to another in a tree model network. The tree graph is a base for network model for
some applications of Bloom filters [38] [66] where the links between computers or
both links and nodes are labeled by Bloom filters. The routing from one sender to
multiple receivers [1] [38] [39] [58] or the routing from computer to computer [54] [66]
in a tree-shaped network by using Bloom filters is widely studied in literature.
Additionally, in this chapter, we examine a particular tree graph which is a star
graph. A star is a graph with a single centered node connecting to all other nodes.
For an implementation of the Bloom filters in star graphs the study [68] can be seen,
as well as some studies of routing in star graphs are [5] [18] [19]. A routing algorithm
through paths, which all are shortest in a star graph, has been proposed in [18] by
using its basic graph-theoretical properties. The comparison of the graph-theoretical
properties between the star graphs and hypercubes proposed in [5] and [19] has been
another approach to the paths between nodes.
6.2 Decomposing a Tree-Dense Graph
A realistic network might have a complicated form which has a large number of
nodes and a large number of edges. Hence, to manage the message traffic in these
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Figure 6.1: A tree-dense graph.
networks might be difficult and expensive [67]. We repeat the routing scenario from
one computer to another computer as in the other chapters. We encode all edges
with Bloom filters which has reasonably small length in tree-dense graphs. We aim to
eliminate the adjacent false positives to enable the error-free communication between
nodes.
We consider a special graph being similar to the Figure 6.1. As usual with the
models in other chapters, each node has a computer in the tree-dense graph and the
routing is provided by the shortest paths between nodes.
The core graph in a tree-dense graph might have a variety of forms, yet we assume
it has a form of an almost complete graph. Since it is a realistic model in many
applications of networks. An almost complete graph may have so many edges, in
other words the number of edges might be much more than the number of vertices in
an almost complete graph. This enables the usage of bit per vertex labelling which is
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Figure 6.2: The parts of a tree-dense graph are obtained after the decomposition of
the tree-dense graph given in the Figure 6.1.
an advantage for space efficiency (the details of bit per vertex labelling for edges in
an almost complete graph is given in the Section 6.3.1). This is another advantage
to use an almost complete graph as a core in a tree-dense graph.
We consider a decomposition of a tree-dense graph into parts. The core graph
(the graph (a) in the Figure 6.2) is collapsed into one vertex (v1 in the graph (b) in
the Figure 6.2) and all vertices from the core are merged on this vertex (v1), then a
tree graph given in the Figure 6.2 (b) can be obtained. Accordingly, the tree-dense
graph in the Figure 6.1 is decomposed into the core and the periphery. After the first
decomposition, we have one almost complete graph (a) and one tree graph (b) given
in the Figure 6.2.
Now, the graph (b) in the Figure 6.2 represents another tree-dense graph and a
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star graph stands for a core in this graph. It is obvious that this tree-dense graph
in the Figure 6.2 (b) can be further decomposed into parts. By repeating the same
process as above, the tree-dense graph in the Figure 6.2 (b) can be decomposed into
star graphs. The graphs in the Figure 6.2 (c) and (d) are these parts of the tree-dense
graph (b) in the Figure 6.2. As a core graph of the graph (b), the graph (c) is collapsed
into the vertex v2 in the graph (d) in the Figure 6.2.
Note that, if any part of a tree-dense graph represents another tree-dense graph,
then the process of decomposition lasts until none of the parts of the tree-dense graph
have a form of another tree-dense graph. As seen the graph in the Figure 6.2 (d) can
be still decomposed into parts, the graph (d) has another core graph which has a
form of a star graph. By following the same process as above on the graph (d) in the
Figure 6.2, the graphs (e) and (f) given in the Figure 6.2 are obtained. All vertices
in the graph (e) are merged to the vertex v3 in the graph (f) of the Figure 6.2, since
the graph (e) is the core of the graph (d).
Hence, in total there are four parts in the tree-dense graph given with the Figure
6.1. These are the graphs in the Figure 6.2 (a) which is an almost complete graph
denoted by C and (c), (e) and (f) which are all star graphs denoted by S1, S2 and
S3,respectively, in the Figure 6.2.
Now, we are able to encode each edge in each part of the tree-dense graph individ-
ually (see section 6.3 for the encoding methods). There is a computer on each node,
and remember that, we assume that the sender chooses a shortest path to carry the
messages and encodes the path as a Bloom filter. Note that, there is only one path
that is shortest between each pair of nodes in tree graphs. Hence, while a message is
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not sent back from a computer which is on the shortest path in a tree-dense graph,
the message follows exactly one possible path during distribution.
6.3 Encoding Edges in Parts of Tree-Dense Graphs
To encode edges in a tree-dense network, firstly, we split it into small parts which
have the form of an almost complete graph and stars. After the decomposition is
completed, the edges in any part of the tree-dense graph can be encoded individually.
We aim to build Bloom filters with reasonably small number of bits for all edges in
tree-dense graph.
6.3.1 Edge Coding in Almost Complete Graphs
We assume there is an almost complete graph in the middle of the tree-dense graph.
The number of nodes in an almost complete graph is much smaller than the number
of edges. Therefore, bit per-edge labelling is not optimal for this graph. In order
to build the Bloom filters for all edges with a reasonably small number of bits, each
vertex corresponds to one position in the Bloom filter. We enumerate every vertex
denoted by v1, v2, . . . , vn in an almost complete graph with an integer, then the bits 1
are placed in the bit position of the Bloom filter of an edge which corresponds to this
number. Accordingly, the length of the Bloom filter of an edge is equal to the number
of vertices in the almost complete graph. The end vertices of edges are represented
by the bit 1 in the Bloom filter of the edge. For instance; when the end vertices of an
edge are given with the pair {vi, vj}, then two bits 1 are placed in the bit positions
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of ith and jth among n bits in the Bloom filter of an edge.
Note that, bit per vertex labelling might be used to encode edges in any graph,
but it may not be an advantage for space efficiency in all graphs. This method works
in an almost complete graph better than in many other graphs, since the number of
vertices is much smaller than the number of edges in an almost complete graph. Also,
another reason that we use an almost complete graph as a core of tree-dense graph is
that it is used in many applications of computer systems as a form of a real network.
6.3.2 Edge Coding in Star Graphs
The edges in a star graph have a central node. As we will see in this section, the
methods of labelling of all edges in a star graph depends on the number of edges in
order to keep the length of the Bloom filters reasonably small.
Consider a star graph with n edges where n < 3
√
n ⇐⇒ n < 9. It is useful
to think of encoding each edge by one bit when n is reasonably small. When we
enumerate the edges with an integer k, where 1 ≤ k ≤ n, then the bit 1 is placed
into the kth bit position in the n bits length Bloom filter. Obviously, the place of the
bit 1 in the Bloom filter of an edge in this kind of star depends on the corresponding
integer of the edge.
Now, when the number of edges n of a star graph satisfies that 3
√
n ≤ n ⇐⇒
9 ≤ n, then the reasonable length of the Bloom filters can be thought as 3d√ne
where d√ne is the smallest integer which is not less than √n. A Bloom filter of an
edge consists of three parts where each part is called projection and each projection
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Figure 6.3: Representative points of edges in a star graph where the number of edges
n satisfies that 3
√
n ≤ n ⇐⇒ 9 ≤ n.
contains one bit 1. All edges are assigned with ordered pairs from a coordinate plane
of two axes x, y (see Figure 6.3). The bit 1 in the Bloom filter takes place based on
representative points of edges.
For instance, an edge e in a star is represented by the points (i, j) (see Figure
6.3), then the bits 1 are placed on the i, j and (i + j) (mod d√ne) bit positions in
the first, second and third projections, respectively. In order to save the space we
keep the length of the Bloom filters of edges as small as possible. There can be found
a positive integer m which satisfies the inequality that m2 < n ≤ (m + 1)2 . When
m2 < n ≤ (m+ 1)2, then the representative points (i, j) of edges are collected in the
set {0, 1, . . . ,√(m+ 1)2−1}. In other words, if m2 < n ≤ (m+1)2, then the places for
the bit 1 in the Bloom filters of edges are specified with respect to (mod
√
(m+ 1)2)
(equivalently (mod (m + 1))). Otherwise, there cannot be found the representative
points for some edges whose number is n−m2. For example, the number of edges n
might be 14, then m = 3, since 32 < 14 ≤ 42. For these parameters, the places for the
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bits 1 in the Bloom filters of edges are specified with modulo 4 where 0 ≤ i, j ≤ 3.
Hence, there are enough number of pairs of points per edge where there are 16 pairs
of points and 14 edges. Otherwise, when the places of the bits 1 were performed by
modulo 3, then there would be 9 pairs of points which is less than the number of
edges. Hence, some edges whose number is 14 − 9 = 5 would not be represented by
pairs of points, hence some edges could not be encoded by a Bloom filter.
On the other hand, when m2 = n, then the bit 1 is placed on the bit position
of i, j and (i + j) (mod m) in the first, second and third projections, respectively.
Accordingly, the length of the Bloom filter of the edge is either 3
√
(m+ 1)2 = 3(m+1)
or 3
√
m2 = 3m based on the number of the edges. Note that, 3
√
n = n occurs when
n = 0 or n = 9.
Overall, there are two different labelling methods for edges in star graphs in order
to keep the length of the Bloom filter at its optimum value. These methods are based
on the number of edges in the star.
6.3.3 Bloom Filters of the Edges in a Tree-dense Graph
We assume that a tree-dense graph is decomposed into stars denoted by S1, S2, . . . , St,
where t is the number of star graphs, and an almost complete graph denoted by C.
Hence, an edge of any graph decomposed is an edge of a tree-dense graph. The
Bloom filter of an edge in any part of the tree-dense graph is labeled individually
by using an appropriate method introduced in the sections 6.3.1 and 6.3.2. Let an
edge eSi from a star Si of a tree-dense graph be represented by a Bloom filter β(eSi),
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and β(0j) where i ∈ {1, . . . , t} and j ∈ {C, S1, . . . , St} \ Si is the Bloom filter of
all bits 0. The Bloom filter of an edge e in a tree-dense graph should be formed as
concatenation of Bloom filters with all bits 0 and the edge e itself in an order such as
β(e) = β(0C)β(0S1) . . . β(eSi) . . . β(0St).
The length of the Bloom filters β(0j) depends on the length of the Bloom filters of
the edges in corresponding parts of tree-dense graph. Accordingly, the total length of
Bloom filter of an edge in the tree-dense graph is 3(d√n1e+ d√n2e+ · · ·+ d√npe) +
(vc +np+1 +np+2 + · · ·+nt) where n1, n2, . . . , np, np+1, . . . , nt, vc ∈ Z+ are the number
of edges in the subgraphs S1, . . . , St and the number of vertices in the graph C.
6.4 Routing without False Positives
Theorem 6.4.1. The Bloom filter of a shortest path in an almost complete graph
does not yield a false positive adjacent to the path.
Proof. Suppose that the number of vertices in an almost complete graph is n which
denotes the length of the Bloom filter of edges and the path in the graph. Also, it is
assumed that the vertices in a shortest path are v0, v1, v2, . . . , vj where the shortest
path lies between the vertices v0 and vj and j < n. Note that, subscripts 0, 1, . . . , j
show the sequence of the vertices on the shortest path, and the number of the edges
on the shortest path is j. The vertices might be assigned by other integers rather than
0, 1, . . . , j, so the bit 1 in the Bloom filter of the shortest path does not necessarily
appear in the same order with the subscripts 0, 1, . . . , j of representatives of vertices
(see Figure 6.4).
6.4. Routing without False Positives 124
0 0 … 1 … 1 0 0 … 0 0 1 0 … 0 … 1 … 0 0 1 
𝑣5 𝑣𝑗−1 … 𝑣0 𝑣𝑗 
Figure 6.4: The Bloom filter of a path containing the vertices v0, v1, v2, . . . , vj in an
almost complete graph.
Suppose that an edge f is an adjacent edge to a shortest path in an almost
complete graph. Since the edge f is adjacent to the shortest path with endpoints
vi and vl, one of the endpoints of the edge f links with the shortest path where
vi /∈ {v0, v1, v2, . . . , vj} and vl ∈ {v0, v1, v2, . . . , vj}. Suppose the Bloom filter of the
path contains the bit 1 on the bit position of representative integer of the vertex vi.
All vertices v0, v1, v2, . . . , vj in the set are represented by an integer and the Bloom
filter of the shortest path reflects them in the corresponding bit positions, yet vi is not
a member of this set. Accordingly, there is no other bit 1 in some places in the Bloom
filter of the shortest path instead of the bit positions of representative positions of
the vertices v0, v1, v2, . . . , vj. Hence, the edge f is an adjacent edge to the shortest
path, it is not a false positive of the Bloom filter of the shortest path.
Note that, we do not get a false positive for an edge which is not adjacent to the
given shortest path in an almost complete graph. Each edge has two endpoints which
are numbered uniquely, therefore each edge has a unique Bloom filter in an almost
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complete graph. As usual we use shortest paths in our routing model, that is why we
examine only shortest paths in an almost complete graph, and the adjacent edges to
the shortest paths are only the threats for our routing model.
Additionally, the bit per vertex labelling does not produce a false positive in any
graph. Yet, in the core of the tree-dense graph, we examine an almost complete
graph, since it is commonly used in many applications as a model of network. Also,
this method works in an almost complete graph better than in many other graphs,
since the number of vertices is much smaller than the number of edges in an almost
complete graph. This is an advantage for space efficiency.
Theorem 6.4.2. The Bloom filter of a shortest path in a star graph does not yield a
false positive adjacent to the shortest path.
Proof. There are two types of encoding methods introduced in section 6.3.2 for the
edges in star graphs, hence we examine whether a star graph contain a false positive in
these two types of stars on individual basis. We query the existence of false positives
in the star graphs with the number of edges n < 9 and the n ≥ 9, separately, since
the labels of edges differ in these both kind of stars.
Firstly, when n < 9, all edges are assigned by an integer from the interval [1, n],
and the length of the Bloom filter is the number of edges n. A shortest path in a star
graph consists of at most two edges. If the shortest path contains one edge in a star
graph, then obviously there is no false positive.
Suppose the shortest path consists of two edges e and g, and an edge f adjacent
to a shortest path in this star graph where n < 9. The bit 1 is placed on two distinct
6.4. Routing without False Positives 126
bit positions, say i and j where 1 ≤ i, j ≤ n, in the Bloom filter of the shortest path,
since the edges are distinct and numbered by different integers. Suppose the edge f
is a false positive. The Bloom filter of the shortest path contains the bit 1 on two bits
positions i and j. Hence, the bit 1 in the Bloom filter of the edge f must be placed
either ith or jth bit position. Yet, these bit positions are reserved for the edges e and
g, respectively. Otherwise, the Bloom filter of the shortest path contains three bits
1, yet the Bloom filter of the shortest path contains at most two bits 1. Therefore,
the edge f is either an edge named e or g on the shortest path or an adjacent edge
to the shortest path in the star graph where the number of edges less than 3
√
n.
Now, we consider the stars with the number of edges n ≥ 9. To provide that the
length of the Bloom filter of edges is an integer, the number of edges n satisfies the
inequality m2 < n ≤ (m+ 1)2.
Assume the edges denoted e and g belongs to a path in a star graph. Suppose
that the edges e and g are represented by the ordered pairs (i, j) and (k, l) of two
coordinate axes, respectively, where (i, j) 6= (k, l). Therefore, the Bloom filter of the
shortest path of a star contains the bits 1 in at most six different bit positions such
as i, j, k, l, (i + j), (k + l) (mod (m + 1)) where the number of edges n satisfies the
inequality m2 < n ≤ (m + 1)2. If m2 = n, then the bit 1 takes bit positions with
respect to (mod
√
m2). Yet, the coding method for these two values does not make a
difference. It only affects the length of the Bloom filter where it is 3
√
(m+ 1)2 when
m2 < n ≤ (m+ 1)2 and 3√m2 when n = m2, this is for sure all edges are represented
by a pair of points. Therefore, in the rest of the proof we assume the modulus of the
congruence is the integer (m+ 1) which produces the same result with (mod m).
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Consider another edge f in the same star which is an adjacent edge to the shortest
path and let the representative points of the edge f be (p, q) where 0 ≤ p, q ≤ m.
If all three bits of 1 in the Bloom filter of f take exactly the same places with any
three bit positions of i, j, k, l, (i+ j), (k+ l) (mod (m+ 1)) of the Bloom filter of the
shortest path, then we are able to say that the edge f might be a false positive of the
Bloom filter of the shortest path.
A Bloom filter of an edge in a star graph with the number of edges n ≥ 9 con-
sists of three parts where each part is called projection. There are
(
2
1
)(
2
1
)(
2
1
)
= 8
possible triple combinations of points i, j, k, l, (i + j), (k + l) (mod (m + 1)) which
represent the places of the bit 1 in the Bloom filter of the edge f , since there is
one option among two possible positions per projection and there are three pro-
jections in Bloom filters of edges. If the bit 1 takes places in the Bloom filter
of the edge f in any possible combinations of the points given with the set C =
{(i, j, u), (k, l, v), (i, l, u), (i, l, v), (i, j, v), (k, l, u), (k, j, u), (k, j, v)} where 0 ≤ i, j, k, l ≤
m and i+ j ≡ u (mod (m+1)) and k+ l ≡ v (mod (m+1)), then we may conclude
that the edge f is a false positive of the Bloom filter of the shortest path containing
edges e and g.
Now we consider the results when the Bloom filter of the edge f matches up with
the Bloom filter of the path, containing the edges e and g, in all positions of the bit
1.
First of all, when the bit 1 in the Bloom filter of the edge f takes places on the
bit positions of triples either (i, j, u) or (k, l, v) in first, second and third projections,
respectively. This occurs when (i, j) = (p, q) or (k, l) = (p, q). Yet, all edges in a star
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Figure 6.5: The Bloom filter of a path in the star graph when j = l.
graph are assigned by unique points where 9 ≤ n. Hence, the edge f is either the
edge e or g with these points.
Suppose that the bit 1 is placed on the bit positions corresponding triple points
(i, j, v). This happens when (p, q) = (i, j), and in the third projection the bit 1 takes
place on the bit position of p + q ≡ i + j (mod (m + 1)). Besides, with given this
triple combinations it is obtained that i+ j ≡ v (mod (m+ 1)) and it is known that
k+ l ≡ v (mod (m+ 1)), hence k+ l ≡ i+ j (mod (m+ 1)). Accordingly, the bit 1
takes place in the bit positions of the Bloom filter of the edge f on the triple points
(i, j, k + l ≡ i + j (mod (m + 1))) which is exactly the same bit positions of the bit
1 in the Bloom filter of the edge e. Therefore, f is not a false positive of the path in
the star with given triple encoding points. It is obvious that the Bloom filters of the
edges g and f are identical when the bit 1 is placed in the bit positions of (k, l, u) in
the Bloom filter of the edge f . Since, with given encoding points of the edge f it is
obtained that u ≡ i+ j ≡ k + l (mod (m+ 1)).
Additionally, suppose the Bloom filter of the edge f contains the bit 1 on the bit
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positions of triples either (i, l, u) or (i, l, v). Accordingly, the representative points of
the edge f is that (p, q) = (i, l) in both cases. Therefore, i+ l is equivalent to either
i+ j (mod (m+ 1)) or k+ l (mod (m+ 1)). Since the bit 1 in the third projection
of the Bloom filter of the edge f should be placed in either one of these sums. When
the Bloom filter of the edge f contains the bit 1 on the bit positions of triple (i, l, u),
then i + l ≡ i + j (mod (m + 1)), hence l = j. Given with these values of the bit
positions, the Bloom filter of the shortest path have a form like in the Figure 6.5.
This occurs, when the coding points for the edge e is given when (i, j) = (i, l) which
is the assumption of the representative points of the edge f . When the edge f is
assigned by the coordinate point of (i, l), then the Bloom filter of the f is equal to
the Bloom filter of the edge e in all bit positions. Therefore, the edge f is not a false
positive with the bit positions of triple (i, l, u). Similarly, when the Bloom filter of
the edge f contains the bit 1 on the bit positions of triple (i, l, v), then i+ l ≡ k + l
(mod (m + 1)), hence i = k. In this case, the Bloom filter of the shortest path has
a form like in the Figure 6.6. This happens, when the coding points for the edge g
is given when (k, l) = (i, l). Accordingly, the Bloom filters of the edges g and f are
obtained as identical with the triple (i, l, v).
Finally, suppose the bit 1 in the Bloom filter of the edge f takes places on the bit
positions of the triples (k, j, u) or (k, j, v). In both cases, the representative points
of the edge f is (k, j). By using same arguments as above, the bit 1 in the third
projection of the Bloom filter of the edge f takes bit positions of either (i + j)
(mod (m + 1)) or (k + l) (mod (m + 1)) which are the same bit positions of either
the edge e or g. Also, it is observed that k + j ≡ i + j (mod (m + 1)), hence k = i
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Figure 6.6: The Bloom filter of a path in the star graph when k = i.
or k + j ≡ k + l (mod (m+ 1)), hence j = l with these triples, respectively. Hence,
this occurs, when the representative points of the edges e and g are (i, j) = (k, j) and
(k, l) = (k, j). Accordingly, the edge f is obtained as an edge, which is either e or g,
in the shortest path in a star graph with the number of edges being greater than or
equal to 3
√
n.
As a result of the observations above, we can definitely say whether any edge is
in the star graph or not. Therefore, the Bloom filter of a path in a star graph does
not produce a false positive.
Theorem 6.4.3. The Bloom filter of a shortest path in a tree-dense graph does not
yield a false positive adjacent to the shortest path.
Proof. Consider that a tree-dense graph is split into one almost complete graph
denoted by C and t number of stars denoted by S1, S2, . . . , St. The edges in all
parts of tree-dense graph are encoded by an appropriate method, and an edge in
any part which is either an almost complete graph or a star graph is an edge in
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the tree-dense graph. Decomposition of the Bloom filters of shortest paths of all
parts generates the Bloom filter of the shortest path in the tree-dense graph. Hence,
the Bloom filter of the shortest path in the tree-dense graph can be illustrated
as a concatenation of the Bloom filters of shortest paths in the parts such that
β(P ) = β(PC)β(PS1)β(PS2) . . . β(PSt) where P is the shortest path in the tree-dense
graph and Pk where k ∈ {C, S1, . . . , St} is the shortest path in a part of the tree-dense
graph.
Suppose that an edge f is an adjacent to a shortest path in a tree-dense graph.
The edge f might belong to any star graph Sj where j ∈ {1, . . . , t} or to the almost
complete graph C. The Bloom filter of f in the star Sj or the almost complete graph is
denoted by β(fSj) or β(fC). Therefore, as an edge in tree-dense graph, the Bloom filter
of the edge f can be denoted by β(f) = β(0C)β(0S1) . . . β(fSj) . . . β(0St) or β(f) =
β(fC)β(0S1) . . . β(0Sj) . . . β(0St) where all bits of β(0i) is 0 and i ∈ {C, S1, . . . , St}\Sj
when f is in the set Sj or i ∈ {S1, . . . , St} when f is in the almost complete graph.
Suppose the edge f is a false positive in a star graph. Hence, it must be satisfied
that β(f) ≤ β(P ) in all bits positions. Obviously, β(0C) ≤ β(PC) and β(0Sh) ≤
β(PSh), where h ∈ {1, 2 . . . , t} \ j, in all bits positions. Yet, by the Theorem 6.4.2, a
star graph does not produce a false positive, therefore the Bloom filter of the edge f
cannot be less than or equal to the Bloom filter of the path in the star graph Sj in
all bits positions. Therefore, the edge f is not a false positive of the Bloom filter of
the shortest path of a tree-dense graph.
Similarly, suppose the edge f is a false positive in an almost complete graph. By
following the same argument as above, a contradiction of Theorem 6.4.1 is obtained.
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Hence, when any part of a tree-dense graph does not produce a false positive, then
the tree-dense graph does not yield any false positive with the coding method of edges
that we introduced.
Unlike the other encoding methods that we introduced for other graphs in previous
chapters, there is no false positive for an edge which is not adjacent to the given
shortest path in a tree-dense graph.
Suppose an edge e is not adjacent to a shortest path in a tree-dense graph. If this
edge is an edge in the almost complete graph, then β(e) = {u, v} where u and v are
the endpoints of the edge e. There is no other edge in the almost complete graph that
coincides with these endpoints, hence β(e) = β(eC)β(0S1) . . . β(0Sj) . . . β(0St) is not
less than or equal to β(P ) = β(PC)β(PS1)β(PS2) . . . β(PSt) in all bits positions where
one almost complete graph denoted by C and t number of star graphs denoted by
S1, S2, . . . , St are the parts of a tree-dense graph obtained after decomposition ,and
Pj where j ∈ {C, S1, S2, . . . , St} is the shortest path in the parts of the tree-dense
graph and P is the shortest path in the tree-dense graph.
Similarly if the edge e is in a star graph Si where 1 ≤ i ≤ t and t is the number of
star graphs obtained after decomposition of a tree-dense graph. The edges in a star
graph are either enumerated by an integer when n < 9 or represented by ordered pair
when n ≥ 9 where n is the number of edges in the star graph. In both cases each edge
has its own representative integer or ordered pair, therefore the edges are encoded by
unique Bloom filters in star graphs. Hence, β(e) = β(0C)β(0S1) . . . β(eSi) . . . β(0St) is
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not less than or equal to β(P ) = β(PC)β(PS1)β(PS2) . . . β(PSt) in all bits positions.
6.5 Comparing Arbitrary Encoding Methods with
Our Approach in Tree-dense Graphs
One encoding method is to label per edge with one bit. If each edge would have been
represented by a bit, then the length of Bloom filter of an edge would be the number
of edges in the tree-dense graph. For big n ∈ Z+, it is satisfied that 3√n < n ⇐⇒
9 < n. The length of Bloom filter of an edge in the tree-dense graph is l = 3(d√n1e+
d√n2e+· · ·+d√npe)+(vc+np+1+np+2+· · ·+nt) where n1, n2, . . . , np, np+1, . . . , nt ∈ Z+
are the number of edges in the parts of the tree-dense graph and vc is the number of
vertices in an almost complete graph, when our encoding methods are applied to the
edges in a tree-dense graph.
On the other hand, the total number of edges in a tree-dense graph is s = n1+n2+
· · ·+np+(nc+np+1+np+2+· · ·+nt) where n1, n2, . . . , np, np+1, . . . , nt, nc ∈ Z+ are the
number of edges in the parts of the tree-dense graph. We know that the number of
vertices in an almost complete graph is much less than the number of edges, namely
vc < nc, therefore l < s for some star graphs whose edge numbers are > 9.
Hence, this is an advantage that our encoding method produces shorter Bloom
filters than the Bloom filters obtained by using bit-per-edge labelling. This shows
that our encoding method for the edges in tree-dense graphs saves space.
Another encoding method is using the standard Bloom filter. The standard Bloom
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filter produces false positives. Therefore, if we had encoded the edges in a tree-dense
graph by using the methods building the standard Bloom filter, then we would obtain
false positives. We examine this by using our parameters in standard Bloom filters.
The maximum number of edges in a shortest path in a star and an almost complete
graph are 2 and r, respectively. Therefore, the maximum number of edges in a shortest
path of the tree-dense graph is 2t+ r, where t is the number of star graphs, when all
parts of tree-dense contain edges from the shortest path.
The optimum number of bit 1 is k = dln 2× m
n
e where m is the length of the
Bloom filter of elements (edge in our model) and n is the number of elements in the
set (edges on the shortest path in our model), when the probability of false positives
is assumed to be minimum, [46]. If the edges were encoded by using the methods
building a standard Bloom filter, then the number of bit 1 in the Bloom filter of
an edge in some star graphs would be k = dln(2)× 3d
√
nie
2
e where i ∈ {1, 2, . . . , p}
or for some stars, whose edges are assigned by an integer, k = dln(2)× nj
2
e where
j ∈ {p + 1, p + 2, . . . , t}. In both cases, k depends on the number of edges in the
star graph. In our model, the number of the bit 1 in the Bloom filter of an edge in
some star graphs is 3, when 9 ≤ n. Otherwise, the Bloom filters of edges in some
star graphs contain one bit 1. Similarly, for an almost complete graph the optimum
number of bit 1 in the Bloom filter of an edge would be k = dln(2)× vc
r
e where r is
the maximum number of edges on the shortest path in an almost complete graph and
vc is the number of vertices in the almost complete graph, if the edges would have
been encoded randomly. We encode the edges in an almost complete graph with the
Bloom filters containing one bit 1.
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If the edges in a tree-dense graph were encoded by using random methods, then
the optimum number of the bit 1 in the Bloom filter of an edge in the tree-dense
graph would look like the equation (6.1).
k = dln(2)× 3(d
√
n1e+ d√n2e+ · · ·+ d√npe+ (vc + np+1 + np+2 + · · ·+ nt)
2t+ r
e
(6.1)
which is equal to dln(2)× l
2t+r
e where l is the length of the Bloom filters of edges
in a tree-dense graph. For reasonable number of edges in each part, equation (6.1)
would result in the bit 1 with a large number. Despite the fact that, in our model,
the maximum number of the bit 1 in Bloom filter of an edge in tree-dense graph is 3.
By using random methods, the Bloom filter may produces false positives. The
probability of false positive of standard Bloom filter is
(
1− e−knm
)k
, [7]. Accordingly,
if an edge would have been encoded by using any method which places the bit 1 in the
Bloom filter randomly, then the probability of false positives would be the following
equation.
(
1− e−knm
)k
=
(
1− e
−dln(2)× l2t+r e(2t+r)
3(d√n1e+d
√
n2e+···+d√npe)+(vc+np+1+np+2+···+nt)
)dln(2)× l
2t+r
e
(6.2)
It is not difficult to compute this equality, when all parameters of whole tree-
dense graph are known. When the number of edges increases in a tree-dense graph,
the probability of false positives decreases. We might obtain more concrete and simple
6.5. Comparing Arbitrary Encoding Methods with Our Approach in
Tree-dense Graphs 136
results, when the main graph has a form of a full binary tree which is very simple
and easy to observe.
6.5.1 An Example of a Tree-dense Graph: A Full Binary Tree
In this section of this chapter, we assume the edges in a full binary tree are encoded
by using random methods. A full binary tree is a tree that every node other than the
leaves connects with two nodes. Hence, we examine the ratio of false positives in this
graph.
All parts of a tree-dense graph might be star graphs. A full binary tree (see Figure
6.7) satisfies this property. If we decompose a full binary tree graph into parts by
following the process described in the Section 6.2, then each part has a form of a star
graph. In this graph core is the vertex denoted by v1 in the Figure 6.7 (a) on the
root of the full binary tree. It is decomposed into a 2-edge star graph rooted v1. This
2-edge star graph is collapsed into one vertex denoted by v2, then a tree graph in
the Figure 6.7 (c) is obtained. After the first decomposition we have one 2-edge star
graph (b) in the Figure 6.7 and a tree graph (c) in the Figure 6.7. The graph (c) in
the Figure 6.7 can be decomposed into further parts. By following the same process,
a 4-edge star graph (d) in the Figure 6.7 is obtained, and all vertices in the Figure
6.7 (d) are merged into a vertex v3, then a 8-edge star graph in the Figure 6.7 (e) is
obtained. Finally, after the decomposition of the full binary tree given in the Figure
6.7 (a) three star graphs (b), (d), (e) given in the Figure 6.7 are obtained.
The numbers of the edges in each part (where all parts are star graphs) of a full
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Figure 6.7: A full binary tree (a) where the number of edges is 21 + 22 · · · + 2r and
r = 3, and the star graphs are obtained after the decomposition of this tree.
binary tree graph is the sequence of integers that 2, 4, 8, 16, 32 . . . which is briefly
2r where r is the number of leaves of the tree as well as the number of parts of a
full binary tree graph. Hence, the total number of edges n in a full binary tree is
21 + 22 + · · · + 2r which is the length of the Bloom filter of edges in a full binary
tree when each edge is represented by one bit in the Boolean array of a shortest
path in a full binary tree. When our encoding method is applied to the edges in
the full binary tree, then the length of the Bloom filter of an edge is obtained as
2 + 4 + 8 + 3d√16e + · · · + 3d√2re. Recall that in our encoding method the length
of the Bloom filter in tree-dense graph is the sum of the lengths of the Bloom filters
in all parts of a tree-dense graph, and the length of the Bloom filter of an edge in
a star graph is 3
√
n when 9 ≤ n where n is the number of edges in a star graph,
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otherwise it is n . Obviously, 2 + 4 + 8 + 3d√16e+ · · ·+ 3d√2re < 21 + 22 + · · ·+ 2r
when r ≥ 4. Our approach in the full binary tree saves more space than bit-per-edge
labelling method, since the length of the Bloom filters in our model is shorter than
the Bloom filters obtained by applying bit-per-edge labelling method.
If the edges were encoded with standard Bloom filter by using our parameters in
full binary tree, then we would have false positives in a full binary tree graph. The
table in the Figure 6.8 shows the probability of false positives obtained by applying
standard Bloom filter to the edges with our parameters. Remember that in a tree
graph every path is shortest between nodes. Hence, each leaf contains at most one
edge from the shortest path, since there is only one way between two distinct nodes
in a full binary tree. Therefore, each star as a part of a full binary tree contains one
edge from the shortest path.
It is known from the Section 6.5 that the optimum number of the bit 1 in the
Bloom filter of an edge is obtained from the formula dln(2)× m
t
e where m is the
length of the Bloom filter and t is the maximum number of edges in the shortest
path. As seen in the Figure 6.8, the length of the Bloom filter of an edge increases
faster than the maximum number of edges in a path of a star graph when the size of
full binary tree increases. Therefore, the number of the bit 1 in a Bloom filter of an
edge rises when m and t increase.
As an experiment in the Figure 6.8, if the Bloom filter of the edges in a full binary
tree had been build by an algorithm that distributes the bits arbitrary bit positions
in the Bloom filter, then a false positive would have probably been obtained. When
a full binary tree was constructed with extremely small size, the probability of false
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r 1 2 3 4 5 6 7 8 9 
s 2 4 8 16 32 64 128 256 512 
n 2 6 14 30 62 126 254 510 1022 
t 1 2 3 4 5 6 7 8 9 
m 2 6 14 26 44 68 104 152 221 
k 1 2 3 4 6 7 10 13 17 
p ~0.39 ~0.23 ~0.10 ~0.04 ~0.014 ~0.004 ~0.0007 ~0.0001 ~0.000007 
𝑟: number of leaves of a binary tree, 
𝑠: number of edges in each leaf, 
𝑛: total number of edges in a binary tree, 
𝑡: maximum number of edges in a shortest path, 
𝑚: the length of Bloom filter of an edge, 
𝑘: number of the bit 1 in the Bloom filter of an edge, 
𝑝: probability of false positives of the Bloom filter of a path. 
Figure 6.8: The probability of false positives in a full binary tree changes when the
parameters change.
positive would be obtained rather high.
CHAPTER 7
ARBITRARY GRAPHS
7.1 Introduction
We have chosen consciously variety of graphs in this thesis. In this chapter, we pick
a model which looks like the graph in the Figure 7.2. We have been inspired to use
this graph by the graph given in the Figure 7.1 (taken from [35]), since we would
like to show how our theoretical approach works in real world network models. One
particular collection of networks is called Topology zoo, [17] [35] [36] (see Figure 7.1).
This is an example of a real world network. As a real world network model, the Figure
7.1, [35], shows the links between the computers in the network in Kentucky, USA,
2010.
We have encoded edges in networks by using some useful methods in previous
chapters. In this chapter, we attempt to generalise a method to encode edges in an
arbitrary graph. As we will see in the following sections of this chapter, this approach
may require more space than the previous methods we introduced in previous chapters
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Figure 7.1: An example from the Topology zoo project [35].
(see the Section 7.4 for a concrete example). In practice, this may not be useful, but
in theory this method might be helpful for some users who need particular methods.
This method might be appropriate for arbitrary graphs (see Figure 7.2).
The Figure 7.2 presents an abstract example of arbitrary graph and some networks
in real world might have similar shape.
7.1.1 Routing Scenario in Arbitrary Graphs
As usual, we assume there is a computer on each vertex, yet note that the links
between nodes do not intersect each other.
Likewise throughout the thesis, we assume that the messages are delivered through
the shortest paths between two distinct nodes in an arbitrary graph. As a possible
scenario, same shortest paths might be preferred by multiple senders. This makes
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Figure 7.2: An abstract example of an arbitrary graph with a computer on each
vertex.
these routes probably busy. In that case, some senders might choose longer routes for
message delivery. In practical applications, it is sometimes possible that a message
might be delivered via a path which is not a shortest path. Also, sometimes a message
must be delivered to multiple destinations (this is what is called multicast, as opposed
to unicast). In this chapter, we do not consider these generalisations.
We consider shortest paths for routing, and longest shortest paths for encoding
in arbitrary graphs. A longest shortest path is a path which is not a subpath of any
other shortest path. Note that, each longest shortest path might contain different
numbers of edges in the graph.
Another direction of research is to consider directed graphs, with two edges point-
ing in the opposite directions (that is, from vertex u to vertex v and from vertex v to
vertex u) having distinct labels; as usual we consider undirected graphs.
We encode the edges with Bloom filters, and the Bloom filter of the shortest paths
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is obtained by applying bitwise OR operation to all edges on the shortest path. In this
model of network, we define ladders (consult Section 7.2) that are used for encoding
the edges in any network. Recall that we have given a ladder definition in Chapter 3,
yet the definition of ladder in this chapter is slightly different than the previous one.
As usual, once a computer on the shortest path receives the message and the
Bloom filter of the shortest path together, it does not send them back and forwards it
to the next computer through on the shortest path. We query the edges between the
computers by comparing the Bloom filter of the shortest path and the Bloom filter of
the edge. In this case, the adjacent edges to the shortest path are the possible false
positives.
7.2 Edge Coding in Arbitrary Graphs
Definition 7.2.1. Ladder: The set of adjacent edges to a longest shortest path con-
stitutes a ladder.
We count in all adjacent edges to a particular longest shortest path in one ladder
( in the Figure 7.2 the red path is one of the longest shortest path and the blue edges
which are adjacent to this longest shortest path constitutes a ladder). Obviously,
after specifying all possible longest shortest paths, all edges are specified either as an
edge on the path or an adjacent edge to the path. Note that, while an edge has a role
as an edge on a shortest path, the same edge might be an adjacent edge to another
longest shortest path. Hence, each edge might be a member of some ladders except
the ladders containing adjacent edges of the paths containing that edge.
7.2. Edge Coding in Arbitrary Graphs 144
Therefore, when the total number of longest shortest paths is p, then the number
of ladders is ≤ p. Since, some distinct longest shortest paths might have some adja-
cent edges which belong to the same ladder. In this network model, each ladder is
represented by one bit, and each ladder is numbered by an integer. Therefore, the
length of the Bloom filter of an edge is the number of ladders whose number is up
to p. The Bloom filter of an edge contains the bit 1 in the places the corresponding
number of ladders that this edge belongs to. An edge might belong to a maximum of
k different ladders, then the number of bit 1 ∈ [1, k]. The places of these bits depend
on the number of the ladders containing the corresponding edge. The Bloom filter of
a path is found by applying bitwise OR operation to the Bloom filters of the edges
on the path.
7.2.1 A Small Example
In this section, we show the encoding method for arbitrary graphs with an example.
We consider a star graph and a line as a graph like in the Figure 7.3 (a) and (b),
respectively.
The longest shortest paths in the graph (a) in the Figure 7.3 contain two edges.
There are 3 longest shortest paths, which are denoted by P,Q and R, in this graph.
Hence, there are 3 ladders. We enumerate the ladders denoted by LP , LQ and LR
which contain the adjacent edges to the path P , path Q and path R, respectively, as
1, 2 and 3. The length of the Bloom filters is the number of ladders which is 3. The
edge e is an adjacent edge to the path R and belongs to the ladder LR, the edge f
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Figure 7.3: The shortest paths colored red in the graph (a) contain at most two edges
in a simple star graph. The graph (b) is a graph containing one longest shortest path.
is adjacent to the path P and belongs to the ladder LP , and the edge g is adjacent
to the path Q and belongs to the ladder LQ. The Bloom filter of the edges contain
the bits 1 in the bit positions corresponding to the number of ladders. Therefore, the
Bloom filters of the edge e, f and g are 001,100 and 010, respectively.
Suppose the edge f is a false positive of the Bloom filter of the path P . The path
P consists of the edges e and g, hence the Bloom filter of the path P is 011 which is
obtained by applying bitwise OR operation to the Bloom filters of the edges e and g
on the path P . Yet, when the Bloom filter of the path P contains the bit 0 in the first
bit position, there is the bit 1 in the same bit position of the Bloom filter of the edge
f . Hence, the edge f is obviously neither an edge of the path P or a false positive.
Consider another graph contains only one longest shortest path which represents
a line like in the Figure 7.3 (b). The number of edges in this simple graph is 3. The
longest shortest path P ′ contains the edges h, i and j. There is no adjacent edges to
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this longest shortest path P ′. Therefore, the path P ′ generates only one ladder which
is empty set of adjacent edges. In this case, each edge in the path P ′ is represented
by one bit length Bloom filter which is 0.
As a shortest path in the graph (b) of the Figure 7.3, the shortest path R′ consists
of two edges i and h, and the edge j is the adjacent edge of the first edge of the
shortest path R′. The path R′ is a shortest path in a longest shortest path P ′. We
know that the longest shortest path P ′ generates one ladder which is empty set of
adjacent edges. Hence, the Bloom filter of all edges h, i and j contains one bit 0. The
Bloom filter of the path R′ and the Bloom filter of the edge j are represented by the
bit 0. Hence, we are not able to distinguish whether an edge is in the path or not.
Therefore, the ladder construction does not work, if the edges are adjacent to the first
or last edges of a longest shortest path.
Similarly, the edge i is the only adjacent edge to the path Q′. Yet, the ladder
generated by the longest shortest path P ′ is empty set of adjacent edges. The Bloom
filters of the edges are 0 and it is impossible to specify the edges whether in the path
or not by comparing the Bloom filter of the path and edges.
7.3 Routing without False Positives
Theorem 7.3.1. The Bloom filters of edges encoded by using ladders do not produce
any false positives adjacent to the path in a graph, except edges which are adjacent to
the first or last edge of a longest shortest path.
Proof. Consider a shortest path P might be a subset of some longest shortest paths
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Figure 7.4: This shows a part of an arbitrary graph containing some longest shortest
paths which produces ladders including an adjacent edge f to a shortest path P .
{P1, . . . , Pn} where each longest shortest path links between any pair of vertices (see
Figure 7.4). By definition of ladder, these n distinct longest shortest paths generate
up to n different ladders such as L = {L1, . . . , Ln}. Recall that, all ladders are
numbered by integers and the Bloom filter of an edge contains the bit 1 in the bits
positions corresponding to the number of the ladder.
Suppose an edge f is adjacent to a shortest path P . Hence, the edge f belongs
to ∩nj=1Lj and the Bloom filter of the edge f contains the bit 1 in the bit positions of
corresponding number of all these ladders.
Suppose the Bloom filter of the shortest path P contains the bit 1 in the bit
position corresponding to some ladder Li where i ∈ [1, n] from the set L. The ladder
Li is produced by the longest shortest path Pi where i ∈ [1, n] and P ⊆ ∩nj=1Pj,
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namely the path P is a shortest path in the longest shortest path Pi. Hence, none of
the edges in the path P is an edge of the ladder Li, since P ∩∪nj=1Lj = ∅. Therefore,
the bit position corresponding to the number of the ladder Li in the Bloom filter of
the path P is 0. However, the same bit position in the Bloom filter of the edge f is
1. Therefore, the bits 1 in the Bloom filter of the edge f do not coincide to the bits
1 in the Bloom filter of the path P in any bit position corresponding to the ladders
in L. The edge f is not a false positive of the Bloom filter of the shortest path P .
Note that, the edge f might belong some other ladders, say Ln+1, . . . , Lm, rather
than the ladders in L where these ladders might be generated by some other longest
shortest paths, say Pn+1, . . . , Pm, which are different from the paths P1, . . . , Pn. In
this case, some edges in the path P might be the adjacent edges to the longest shortest
paths Pn+1, . . . , Pm with the edge f . In this case the edge f and these edges in the
path P belong to the same ladders Ln+1, . . . , Lm which are different from the ladders
in the set L. Hence, the bits 1 in the Bloom filter of the path P and the Bloom filter
of the edge f might coincide in some bit positions corresponding to the number of
ladders Ln+1, . . . , Lm.
Nevertheless, the Bloom filter of the path and the Bloom filter of the edge f have
the bits 1 in some common bit positions, the bits 1 in the Bloom filter of the edge
f do not coincide the bits 1 in the Bloom filter of the path P in all bits positions.
Hence, we can conclude that the edge f is not a false positive to the Bloom filter of
the path P .
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7.4 Example: Encoding Edges with Ladders in a
Rectangular Grid
In order to understand the results of the encoding method in arbitrary graphs and the
parameters used for encoding edges in these graphs, we have examined this encoding
method in rectangular grids. When the edges in a M×N size rectangular grid, where
M and N are the number of edges on the horizontal and vertical lines, are encoded
by using ladders, the length of the Bloom filters is obtained as 2
(
M+N
N
)
where
(
M+N
N
)
is the number of longest shortest paths between two nodes placed on two opposite
corners of a rectangular grid. There are M +N moves from one corner to other and
there are M (or equivalently N) choices to get from one corner to the other, and there
are 4 corners and 2 choices for the pair of corners to draw a longest shortest path in
a rectangular grid (see Figure 7.5 for all longest shortest paths between the top left
corner and bottom right corner, and Figure 7.6 for all possible longest shortest paths
between top left corner and bottom right corner, in a rectangular grid sized 2× 2).
The set of edges, which are adjacent to a longest shortest path, generates a ladder.
Therefore, the adjacent edges of the paths in each graph in both Figures 7.5 and 7.6
constitute one ladder. We assume the ladders are numbered from starting the graph
at the top left corner to the graph on bottom right corner in both Figures 7.5 and 7.6
in zigzag form. The Bloom filters of the edges are built corresponding to this order
of the ladders (see Figure 7.7).
The length of the Bloom filter of an edge in size of 2×2 rectangular grid is obtained
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Figure 7.5: The paths all colored with black are the longest shortest paths between
two vertices placed at opposite corners, and red edges are the adjacent edges to these
paths.
Figure 7.6: The paths all colored with black are the longest shortest paths between
two vertices placed at opposite corners, and red edges are the adjacent edges to these
paths.
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𝑓 
𝑒 
𝑔 
ℎ 
𝑓′ 
β(𝑒) 1 0 1 0 1 0 1 0 1 0 0 1 
β(𝑔) 0 1 1 1 0 0 0 1 1 0 1 0 
β(ℎ) 1 0 1 1 0 0 0 0 0 1 0 1 
β(𝑃) 1 1 1 1 1 0 1 1 1 1 1 1 
β(𝑓) 0 1 0 1 0 1 1 0 0 1 0 1 
β(𝑓′) 1 0 0 0 1 1 0 1 0 1 1 0 
Figure 7.7: The red path is a possible shortest path between two distinct nodes and
the green edges denoted by f and f ′ are the adjacent edges to this shortest path.
as 2
(
M+N
N
)
= 2× 6 = 12. This is the total number of ladders that are given in both
Figures 7.5 and 7.6. For comparison, the Bloom filter of an edge in a rectangular grid
has been encoded by 4(M + N) = 4(2 + 2) = 16 bits in Chapter 2, when another
encoding method that we invented has been used. However, the encoding method
using ladders yields better result for the small size of rectangular grid, it is obvious
that 2
(
M+N
N
) ≥ 4(M+N) for bigger rectangular grids where their size is at least 3×2
or 2 × 3. Even though the encoding method we introduced in this chapter requires
more space than the other method we introduced in Chapter 2, this encoding method
might be useful for some other graphs.
Now, we are able to examine how the encoding method works on a small rectan-
gular grid sized 2 × 2. In the rectangular grid in the Figure 7.7, there is a shortest
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path colored in red and the possible false positives f and f ′ which are adjacent to
red path. The Bloom filters of the edges are found by using the ladders given with
the Figures 7.5 and 7.6. As seen in the Figure 7.7, the Bloom filters of edges have
different numbers of bit 1. Besides, when the 6th bit position of the Bloom filter of
the red path is 0, the same bit position of the Bloom filters of both adjacent edges f
and f ′ to the red path are the bit 1. Therefore, these two edges are not on the path
and they are not false positives of the Bloom filter of the path.
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