Ubiquitous computing poses new usability challenges that cut across design and development. We are particularly interested in "spaces" enhanced with sensors, public displays and personal devices. How can prototypes be used to explore the user's mobility and interaction, both explicitly and implicitly, to access services within these environments? Because of the potential cost of development and design failure, the characteristics of such systems must be explored using early versions of the system that could disrupt if used in the target environment. Being able to evaluate these systems early in the process is crucial to their successful development. This paper reports on an effort to develop a framework for the rapid prototyping and analysis of ambient intelligence systems.
INTRODUCTION
Agile development techniques provide early feedback about the implications of a design concept through exploration of a concrete prototype. Formal techniques on the other hand provide the means to analyze the implications of a proposed design before implementation. These two techniques are often considered to be in opposition to one another. In ubiquitous computing systems both techniques are required. Analysis techniques are required to ensure that the right information is provided to users when they need it, to ensure that the context will have an appropriate and perceivable effect on users, to prove that similar interactions that take place within the environment will be consistent with each other. Concrete prototypes will be required to ensure that the system will have a texture and an impact on users as expected. This paper presents and illustrates a proposal for a system that will combine the two techniques, enabling the development of formal specifications that can be used for analysis, and providing the means to move rapidly from the specification of the system to a prototype that exhibits properties of the design that can be explored by users.
The paper builds on previous work concerned with the development of prototypes from formal descriptions (e.g. ICO [4] and Marigold [27] ). While the work described here builds on this research, distinctive features of ubiquitous computing systems are of particular concern and require a new approach. In ubiquitous systems people are immersed within the environments created by the system. Their interactions are affected by the context used by the system to predict what the user "means" by the action that has been taken.
It is proposed that the ubiquitous system is modeled using colored Petri nets (CPN). The CPN model makes use of a generic notion of context and focuses particularly on user interaction with the system. Analysis involves a combination of animation and model checking. The Petri net, along with a description of the objects that make up the virtual environment, are used to create a 3D world using a 3D application server (OpenSimulator), see figure  1 . The approach supports rapid simulations of proposed designs based on CPN models. 
THE APEX SYSTEM
In order to support the rapid prototyping of ubiquitous computing systems, we have started the development of the APEX platform (Agile Prototyping for usEr eXperience).
The APEX system is being designed with the following characteristics: 1) it should include an adequate notation for describing models of the ubiquitous system taking into account context, modularity and usability; 2) it should generate Virtual Reality prototypes from these models in a (semi-) automatic way; 3) the fidelity of these prototypes should be such as to support the evaluation of the eventual human (usability and social) impact of the design.
A key criterion for the success of the framework will be its fidelity as a tool for evaluation of proposed systems. The framework will plug into virtual reality (VR) simulations of the environments, and allow for the integration of users' portable devices so that a user or users can be immersed within the environment using a mixture of reality (physical mobile device) and virtuality (virtual sensors and virtual public displays). Developers and users will be able to use simulations to navigate environments and to develop an impression of what it will be like to use the final systems once fielded. Simulations must therefore be sufficiently rich and textured to address usability requirements (e.g., experience requirements) that depend on the target environments.
BACKGROUND
The literature concerned with prototyping ubiquitous systems (see [8] for a good overview) focuses primarily on the development of prototypes of isolated devices. The systems are typically to be explored outside the context of the fully integrated system in its proposed setting, see Abowd et al.'s paper in [8] for a useful discussion of this contrast.
The integrated system is crucial to understanding user impact in the type of system of concern here. Yet, typically, integration with the built environment is impossible at the early stages. The displays, devices and sensors form an integrated whole contributing to the texture of the target environment. Fielding such systems for testing purposes is, in many cases, not feasible (consider a hospital or an airport). Additionally, developing such high-fifelity prototypes might imply commitment to design decisions that would be expensive to reverse [12] .
A software framework is needed to enable rapid prototype development. Existing platforms for context aware or ubiquitous computing (e.g., [5, 6, 12, 13] ) are more focused towards building experimental systems than in supporting the design process. Cogtool [15] has many of the properties of the kind of system envisaged but it is targeted to the prototyping of single devices with explicit interactions. We need to explore substitutes for the physical characteristics of the built environment, including use of virtual environments supporting virtual displays and virtual sensors, see [3, 19] .
3D Application Servers such as SecondLife™ (secondlife.com), OpenSimulator (opensimulator.org) or There (there.com) provide a fast track to developing virtual worlds. They are a natural choice for the development of the type of prototype we are aiming at. A number of alternatives were compared regarding configurability, development support features, and cost. OpenSimulator was chosen because of its availability, the ability to create objects, and to attach behaviors to them. Its backend, which can be programmed, makes it highly configurable and extensible.
Several possibilities were considered regarding the modeling of ubiquitous environments. These included: Hybrid high-level Nets (HyNets) [26] , Communicating Sequential Processes (CSP) [10] , Flownets [22] , ASUR++ [16] , Interactive Cooperative Objects (ICO) [4] and CPN [14] . In the end the choice was made to use CPN. This was due mostly to the substantial set of tools available, making it easier to do our own development. While the language lacks the features of, for example, HyNets or ASUR++, we believe it provides enough expressive power to suit our purposes, and CPN tools provides a rich modeling, simulation and analysis environment that fits out purposes. Notice that virtual reality modeling languages such as VRIXML [7] have not been considered. The goal it not the modeling virtual reality environments, but to generate them from models of ubiquitous environments.
Concerning context studies, the 5W1H [25] and Context Toolkit [9] approaches have been explored, and are being used as the basis for integrating context in the modeling approach proposed.
A number of systems aiming at the simulation of ubiquitous environments can be found in the literature. Systems such as UbiWise [3] , TATUS [20] or UbiREAL [24] focus on supporting developers of new devices or software. The simulation acts as a test bed for the devices/software being developed. That is not the focus of the current work. Rather, the goal is to support the design of the environment itself, with a particular emphasis on how users will experience it.
Systems such as 3DSim [2] or UbiWorld [22] place a higher emphasis on user-environment interaction. Their vision is similar to ours. We want to start from models of the ubiquitous environment to integrate with development processes. UbiWorld envisages the use of programming languages. We are unaware of any further research or development addressing the prototyping of ubiquitous environments, from a user experience perspective, in the context of a development process.
PROPOSED APPROACH
The core problem is being able to test design ideas for ubiquitous environments during the early phases of design. This implies that analysis must be performed without the need to fully develop and install the envisaged system on location. Our proposal is to use a 3D Application Server as the basis for a prototyping framework that will enable agile development of simulations of the ubiquitous environment. This framework should enable different degrees of fidelity for the prototypes, from simple desktop simulations, to fully immersive experiences in a CAVE environment (see [21] ).
The first step in developing such a framework was the selection of an appropriate modeling language with a focus on modeling for rapid prototyping, and the modeling of user context. Several modeling approaches were studied and compared and the choice was made to use CPN, largely because of the quality of tool support available (see above).
Since no one language addresses both the architectural and behavioral aspects adequately (from a prototyping perspective) a combined approach has been favored. Behavioral aspects are modeled in CPN models. These models identify the components of the system, and their behavior. Detailed architectural information (location and physical attributes of the components, and of the space) is defined interactively when building the prototypes using OpenSimulator tools.
The framework is currently under development. It will enable the simulation of environments, enhanced with sensors and displays, in which the user can move and interact, both explicitly and implicitly, to access services. The framework is basically a module loaded by a 3D application server. This module is responsible for generating the ubiquitous environment simulation, and for using the CPN models to drive it. Events in the simulation (context changes or user interactions) are forwarded to the CPN models, and the responses of the CPN (transitions fired) are reflected back in the simulation. Interaction with the envisaged system is supported both through the virtual environment and through personal devices connected to the system via Bluetooth.
A 3D application server such as OpenSimulator, besides streamlining prototype development, has the added advantage of making it easy to deploy the prototypes to distributed users. When combined with a desktop computer to navigate the world, it is also a low cost approach since hardware and software requirements are low. The desktop approach however, makes it harder to create a sense of presence. Presence will be addressed by connecting the system developed on a desktop to external devices and to a CAVE system. This will enable more realistic prototypes of the prototyped environments with the aim of making it easier to create a sense of "being there".
LIBRARY CASE STUDY
To better explain and demonstrate the approach an illustrative example is used. A library, composed of books with RFID tags (or some other technology to locate them within the library), bookshelves, users, entry/exit gates and screens. When a registered user arrives at the entry gate, a screen displays what book(s) have been requested and the entry gate opens. It is assumed that the books have been chosen at the user's desk before going to the library.
The system guides the user to the required book sending directions to the PDA of the user via Bluetooth. Sensors recognize the position of the user in real-time. As the user approaches the book a light with a color previously notified is turned on. This is to cater for the situation where many users look for books in nearby locations. When the user takes the book, the light in the book is turned off.
When a user approaches the exit gate, the list of requested and returned books in this 'session' is displayed on the exit screen. When the user is allowed to leave, the door is opened and the user can go out. In the case of failure the door remains closed.
To help understand the models a plan of the library with coordinate positions is presented in figure 2 . The figure presents the simplified library composed of an entry/exit gate and only one bookshelf. Two sensors, referred to as contextWidgets, detect the presence of library users. They are responsible for detecting changes in the environment; in this case study one contextWidget is present at the gate and one at the bookshelf.
CPN Modeling
In this section a description of the CPN model of the library developed in CPN Tools [1] is presented. The language used in the CPN models is CPN ML, a variant of Standard ML (see [17] for a good overview).
Figure 2 -Plan of the library
The model uses several data types which are defined in the declaration field of CPN Tools. For instance, type userDATA is used to represent the user features (e.g. identification and position).
The model is composed of seven components: library, Widget, MovementAtDoor, Screen, Door, BookShelfWidget and PDA (figures 3 to 7 present some of them). Each component describes different behaviors, together they describe the whole system. Arcs in the models have an associated variable of the same type as the places they connect. They can change the value of the tokens that transit on then. For instance, the arc from the transition OutsideUserMovement to the place outside (figure 3) changes the value of the token using three attributes. In one of them the variable posY (user position in the Y-axis) gets a random value between 0 and 4, calculated by the discrete function.
CPN models support hierarchy, allowing the modeler to combine small CPN components into a large net. Labels (see the small rectangles below some transitions in figure 3 ) indicate the presence of sub models with internal detail.
Behavioral description
The library model ( figure 3 ) is triggered by a token of type userDATA being placed at the outside place indicating the presence of a new user outside the library. To simplify the explanation, the model shows only one user (one userDATA token). By increasing the number of these tokens more users can be represented and simulated.
Initially only the OutsideUserMovement transition will be enabled. When the transition fires a token is consumed by it and placed back in the outside place, indicating the movement of the user outside the library. User positions are defined simply as a set of coordinates from (0, 0) to (5, 4) .
In order for the user to move inside the library (figure 3 inside place) the contextWidget (PresenceWidget, figure 4 ) must detect the user's presence at the entry gate (user in position (1,1) ) enabling the Moving transition. The detection of the user at position (1, 1) is represented in the model by a condition in the userDetectedOutside transition (#posX d=1 andalso #posY d=1). In the PresenceWidget the token moves from the outside place to the AtGate place once the userDetectedOutside transition is executed. Within the PresenceWidget a further component is defined (Moving) which is further refined in the MovementAtDoor component ( Figure 5 ). This behavior captures what happens when the token makes the transition to the inside or outside place.
In the case of MovementAtDoor when a user arrives at the entry gate the Screen (figure 6) must show relevant information and the Door (figure 7) must go to the opened state if the user has access authorization. When the user passes the door (GoingInSide transition) or away (GoingOutSide transition) the screen display's default information ( figure 6 ) and the door goes back to the closed state ( figure 7) . Once in the DoorOpened state (fusion place of Door and MovementAtDoor components) the user can move (Movement transition) into the library (goingInSide transition) or move outside (goingOutSide transition). The screen and door components respectively show default information on the screen (ScreenDATA token to the Default place) and close (DoorDATA token to the Close place). If the user is inside (#posX d>1 condition) the userDATA token moves to the inside place otherwise it moves to the outside place (see figure 5 ).
Figure 5 -MovementAtDoor component
This model can be used to analyze a number of properties, for example that given specified assumptions the user will find the book and exit the library. This can be achieved via the state exploration features of CPN Tools, by writing adequate query predicates using temporal logic formulae over the possible markings and transitions in the model. 
Virtual world modeling and simulation
Once the basic components of the model having been identified, the virtual world representation of the envisaged system can be constructed. This is done using the tools provided by OpenSimulator, by defining which objects are present along with their physical characteristics including position in space. Figure 8 presents a view of a first attempt at modeling the simplified virtual library. The following components can be identified, the entry/exit gate, the bookshelf and the book. The contextWidget component is transformed into an object that informs the system of the proximity of a user.
In order to run the simulation, and have the environment adequately respond to users navigating it, it is necessary to connect the virtual world to the CPN model. It is that model that provides the semantics governing the behavior of objects in the virtual world simulation. To achieve this we are developing a C# IRegionModule that is loaded by the OpenSimulator server. 
CONCLUSION AND FUTURE WORK
This paper has reported on ongoing work that aims to provide prototyping support in the early stages of developing ubiquitous computing systems. The main expected contribution of the work is the development of a framework to support the simulation. Prototypes will consist of virtual environments in which the users can navigate, and interact with available (virtual) devices.
The desktop approach makes it possible to generate prototypes rapidly, and to test them more economically. However, creating a sense of presence in such a setting might prove difficult. To address this, we plan to link the prototyping framework to a CAVE system. This will enable a more immersive experience of the prototype, making it easier to create a sense of "being there".
Developing a solution to connect external devices to the virtual environments generated is another feature that will enable a more realistic user experience. In this case we want to enable users of the prototypes (either at a desktop or at a CAVE) to interact with them via their own portable devices (e.g. [18] ) increasing the ease of use and facilitate the interaction with the simulation.
An obvious issue arising from the use of models and simulations is the extent to which their results would correspond to an equivalent real-world evaluation of a fully functioning system. Model validity is not conditioned to a perfect match, but assuming that the results will never be exactly the same, it is crucial that we understand in which aspects of the evaluation the matching is more appropriate and in which aspects it is more limited.
With the above in mind, a study will be carried to evaluate user experience within generated prototypes. It is envisaged that both free and guided exploration of the environments constructed will be used. Approaches will be selected to determine user reaction when exposed to the environment to establish the fidelity of the prototype environment. An existing ubiquitous computing system will be used as a case study. The goal of the exercise will be twofold: 1) to assess the capabilities of the infrastructures as a tool for experience centered agile prototyping for ambient intelligence; 2) to explore the fidelity of these prototypes (whether desktop or virtual reality) as a factor in evaluating the eventual human (usability and social) impact of the design.
This will entail an analysis of the effort involved in creating the prototypes, and a comparative analysis of user experience in the real system and in the prototypes, and will be an important contribution in informing designers on which aspects of the evaluation to focus when using models.
In parallel the models originating the prototypes will be analyzed using reasoning tools, the results of the two styles of analysis compared, and complementarities explored.
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