In the first part of the paper we use a new Fourier technique to obtain a Stein characterizations for random variables in the second Wiener chaos. We provide the connection between this result and similar conclusions that can be derived using Malliavin calculus. We also introduce a new form of discrepancy which we use, in the second part of the paper, to provide bounds on the 2-Wasserstein distance between linear combinations of independent centered random variables. Our method of proof is entirely original. In particular it does not rely on estimation of bounds on solutions of the so-called Stein equations at the heart of Stein's method. We provide several applications, and discuss comparison with recent similar results on the same topic.
Introduction

Background
Stein's method is a popular and versatile probabilistic toolkit for stochastic approximation. Presented originally in the context of Gaussian CLTs with dependant summands (see [28] ) it has now been extended to cater for a wide variety of quantitative asymptotic results, see [8] for a thorough overview of Gaussian approximation or https://sites.google.com/site/steinsmethod for an up-to-date list of references on non-Gaussian and non-Poisson Stein-type results. To this date one of the most active areas of application of the method is in Gaussian analysis, via Nourdin and Peccati's so-called Malliavin/Stein calculus on Wiener space, see [20] or Ivan Nourdin's dedicated webpage https://sites.google.com/site/malliavinstein.
Given two random objects F, F ∞ , Stein's method allows to compute fine bounds on quantities of the form sup
The method rests on three pins :
A. a "Stein pair", i.e. a linear operator and a class of functions (A ∞ , F(A ∞ )) such that IE [A ∞ (f (F ∞ ))] = 0 for all f ∈ F(A ∞ );
B. a contractive inverse operator A −1 ∞ acting on the centered functionsh = h − IEh(F ∞ ) in H and contraction information, i.e. tight bounds on A −1 ∞ (h) and its derivatives; C. handles on the structure of F (such as F = F n = T (X 1 , . . . , X n ) a U -statistic, F = F (X) a functional of an isonormal Gaussian process, F a statistic on a random graph, etc.).
Given the conjunction of these three elements one can then apply some form of transfer principle : sup remarkably the right-hand-side of the above is often much more amenable to computations than the left-hand-side, even in particularly unfavourable circumstances. This has resulted in Stein's method delivering several striking successes (see [6, 8, 20] ) which have led the method to becoming the recognised and acclaimed tool it is today. In general the identification of a Stein operator is the cornerstone of the method. While historically most practical implementations relied on adhoc arguments, several general tools exist, including Stein's density approach [29] and Barbour's generator approach [4] . A general theory for Stein operators is available in [17] . In many important cases, these are first order differential operators (see [9] ) or difference operators (see [18] ). Higher order differential operators have recently come into light (see [15, 25] ).
Once an operator is A ∞ identified, the task is then to bound the resulting rhs of (1.1); there are many ways to perform this. In this paper we focus on Nourdin and Peccati's approach to the method. Let F ∞ be a standard Gaussian random variable. Then the appropriate operator is A ∞ f (x) = f ′ (x) − xf (x). Given a sufficiently regular centered random variable F with finite variance and smooth density, define its Stein kernel τ F (F ) through the integration by parts formula so that
At this stage two good things happen : (i) the constant sup h∈H f ′ h (which is intrinsically Gaussian and does not depend on the law of F ) is bounded for wide and relevant classes H; (ii) the quantity S(F || F ∞ ) = IE (1 − τ F (F ))
(called the Stein discrepancy) is tractable, via Malliavin calculus, as soon as F is a sufficiently regular functional of a Gaussian process. These two realizations opened a wide field of applications within the so-called "Malliavin Stein Fourth moment theorems", see [22, 20] . A similar approach holds also if F ∞ is centered Gamma, see [21, 2] , and more generally if the law of the target random variable F ∞ belongs to the family of Variance Gamma distributions, see [12] for the method and [15] for the bounds on the corresponding solutions. See also [30, 11] for other generalizations. We stress that in the Gaussian case, Stein's method provides bounds e.g. in the Total Variation distance, whereas technicalities related to the Gamma and Variance Gamma targets impose that one must deal with smoother distances (i.e. integrated probability measures of the form (1.1) with H a class of smooth functions) in such cases.
Purpose of this paper
The primary purpose of this paper is to extend Nourdin and Peccati's "Stein discrepancy analysis" to provide meaningful bounds on d(F, F ∞ ) for d(., .) some appropriate probability metric and random variables F ∞ belonging to the second Wiener chaos, that is In this paper we provide a complete answers to a more general version of (Q1), hereby opening the way for applications of Stein's method to a wide variety of new target distributions. We use results from [3] to answer (Q2) for chaotic random variables. We also provide an answer to (Q3) for d(., .) the p-Wasserstein distances with p ≤ 2, under specific assumptions on the structure of F . Such a result extends the scope of Stein's method to so far unchartered territories, because aside for the case p = 1, p-Wasserstein distances do not admit a representation of the form (1.1).
Overview of the results
In the first part of the paper, Section 2, we discuss Stein's method for target distributions of the form (1.4). In Section 2.1 we introduce an entirely new Fourier-based approach to prove a Stein-type characterization for a large family of F ∞ encompassing those of the form (1.4). The operator A ∞ we obtain is a differential operator of order q. In Section 2.3 we use recent results from [3] to derive a Malliavin-based justification for our A ∞ when F ∞ is of the form (1.4). We also introduce a new quantity ∆(F n , F ∞ ) for which we will provide a heuristic justification in Section 2.4 of the fact that ∆(F n , F ∞ ) generalizes the Stein discrepancy S(F || F ∞ ) in a natural way for chaotic random variables. Finally we argue that quantitative assessments for general targets of the form (1.4) are out of the scope of the current version of Stein's method.
In the second part of the paper, Section 3, we introduce an entirely new polynomial approach to Stein's method to provide bounds on the Wasserstein-2 distance (and hence the Wasserstein-1 distance) in terms of ∆(F n , F ∞ ). Our approach bypasses entirely the need for estimating bounds on solutions of Stein equations. More specifically we provide a tool for providing quantitative assessments on d W 2 (F n , F ∞ ) in terms of the generalized Stein discrepancy ∆(F n , F ∞ ) for F ∞ as in (1.4) and
still with {N i } i≥1 i.i.d. standard Gaussian and now {α n,i } i≥1 not necessarily distinct real numbers. As mentioned above, the fact that we bound the Wasserstein-2 distance is not anecdotal : this distance (which is useful in many important settings, see [31] ) does not bear a dual representation of the form (1.1) and is thus entirely out of the scope of the traditional versions of Stein's method. In Section 3.2 we provide an intuitive explanation of the proof of our main results. In Section 3.3 we apply our bounds to particular cases and compare them to the only competitor bounds available in the literature which are due to [12] , wherein only the case (1.4) with q = 2 and α 1 = −α 2 is covered. Finally in Section 3.3 we provide the proof.
Stein's method for the second Wiener chaos
Here we set up Stein's method for target distributions in the second Wiener chaos of the form
is a family of i.i.d. N (0, 1) random variables.
Overview of known results
In the special case when α ∞,i = 1 for all i, then
is a centered chi-squared random variable with q degree of freedom. Pickett [26] has shown that a Stein's equation for target distribution F ∞ is given by the first order differential equation
For more recent results in this direction consult [16] and references therein. Another important contribution in our direction is given by Gaunt in [14] with q = 2 and α ∞,1 = −α ∞,2 = 1 2 . In this case
where N 1 and N 2 are two independent N (0, 1) random variables. He has shown that a Stein's equation for F ∞ can be given by the following second order differential equation
It is a well known fact that the density function of the target random variable N 1 × N 2 is expressible in terms of the modified Bessel function of the second kind so that it is given by solution of a known second order differential equation and the Stein operator follows from some form of duality argument. The more relevant studies of target distributions having a second order Stein's differential equations include: Variance-Gamma distribution [15] , Laplace distribution [27] , or a family of probability distributions given by densities
appearing in preferential attachment random graphs, and U (a, b; x) is the Kummer's confluent hypergeometric function, see [25] . We stress the fact that Stein's method is completely open even in the simple case when the target random variable F ∞ has only two non-zero eigenvalues α ∞,1 and α ∞,2 , i.e.
such that |α ∞,1 | = |α ∞,2 |. It is worth mentioning that such distributions are beyond the Variance-Gamma class, and are appearing more and more in very recent and delicate limit theorems, see [5] for asymptotic behavior of generalized Rosenblatt process at extreme critical exponents and [19] for asymptotic nodal length distributions.
Fourier-based approach
Before stating the next theorem, we need to introduce some notations. For any d-tuple (λ 1 , ..., λ d ) of real numbers, we define the symmetric elementary polynomial of order k ∈ {1, ..., d} evaluated at (λ 1 , ..., λ d ) by:
We set, by convention, e 0 (λ 1 , ..., λ d ) = 1. Moreover, for any (µ 1 , ..., µ d ) ∈ R * and any k ∈ {1, ..., d}, we denote by (λ/µ) k the d − 1 tuple defined by:
For any (α, µ) ∈ R * + , we denote by γ(α, µ) a Gamma law with parameters (α, µ) whose density is:
and (λ 1 , . . . , λ d ) ∈ IR ⋆ and consider:
where {γ i (m i α i , µ i )} is a collection of independent gamma random variables with appropriate parameters. Let Y be a real valued random variable such that
for all φ ∈ S(R).
Proof. (⇒). Let F be as in the statement of the theorem. We denote by J + = {j ∈ {1, ..., d} : λ j > 0} and J − = {j ∈ {1, ..., d} : λ j < 0}. Let us compute the characteristic function of F . For any ξ ∈ R, we have:
where we have used the LÃl'vy-Khintchine representation of the Gamma distribution. We denote µ j /λ j by ν j . Differentiating with respect to ξ together with standard computations, we obtain:
Let us introduce two differential operators characterized by their symbols in Fourier domain. For smooth enough test functions, φ, we define:
Integrating against smooth test functions the differential equation satistifed by the characteristic function φ F , we have, for the left hand side:
where we have used the standard fact d/dξ(F(f )(ξ)) = −iF(xf )(ξ). Similarly, for the right hand side, we obtain:
Going back in the space domain, we obtain the following Stein-type characterization formula:
In order to conclude the first half of the proof, we need to compute explicitely the coefficients of the operators A d,ν and B d,m,ν in the following expansions:
First of all, let us consider the following polynomial in R[X]:
We denote by p 0 , ..., p d the coefficients of
It follows that the Fourier symbol of A d,ν is given by:
Thus, we have, for φ smooth enough:
Let us proceed similarly for the operator B d,m,ν . We denote by P k the following polynomial in R[X] (for any k ∈ {1, ..., d}):
A similar argument provides the following expression:
where
Thus, the symbol of the differential operator B d,m,ν is given by:
Thus, we have:
Consequently, we obtain:
Finally, there is a straightforward relationship between e k (ν 1 , ..., ν d ) and
Thus, multiplying by 
(⇐) Let Y be a real valued random variable such that IE[|Y |] < +∞ and:
By the previous step, this implies that:
, the characteristic function of Y is differentiable on the whole real line so that:
Moreover, we have φ Y (0) = 1. Thus, by Cauchy-Lipschitz theorem, we have:
This concludes the proof of the theorem.
Taking α k = µ k = 1/2 in the previous theorem implies the following straightforward corollary:
⋆ and consider:
Proof. Let F be as in the statement of the theorem. Then, it is sufficient to observe that we have the following equality in law:
.
To end the proof of the corollary, we apply the previous theorem with α k = µ k = 1/2 for every k. 
This differential operator is similar to the one characterising the gamma distribution of parameters (q/2, 1/(2λ)). Indeed, we have, for F law = γ(q/2, 1/(2λ)), on smooth test function, φ:
We can move from the first differential operator to the second one by performing a scaling of parameter −1/(2λ) and the change of variable x = y − qλ.
The differential operator reduces to (on smooth test function φ):
where we have used the fact that e 1 (λ 1 , λ 2 ) = λ 1 + λ 2 = 0, e 1 (λ 2 ) = λ 2 = −1/2, e 1 (λ 1 ) = λ 1 = 1/2. Therefore, up to a minus sign factor, we retrieve the differential operator associated with the random variable:
Malliavin-based approach
In this section, we assume that the random objects we consider do live in the Wiener space. Let X = {X(h); h ∈ H} stand for an isonormal process over a Definition 2.1 (see [20] ). Let F ∈ D ∞ . The sequence of random variables {Γ i (F )} i≥0 ⊂ D ∞ is recursively defined as follows. Set Γ 0 (F ) = F and, for every i ≥ 1,
For instance, one has that
For further use, we also recall that (see again [20] ) the cumulants of the random element F and the iterated Malliavin Γ-operators are linked by the relation
Following [24, 3] , we define two crucial polynomials P and Q as follows:
Finally, for any random element F , we define the following quantity (whose first appearance is in [3] ) 
Then, F law = F ∞ , and F belongs to the second Wiener chaos.
In fact item (ii) of Proposition 2.1 can be used to derive a Stein equation for F ∞ . To this end, set
Now, we introduce the following differential operator of order q (acting on functions f ∈ C q (IR)) :
Then, we have the following result.
Theorem 2.2. Assume that F is a general centered random variable living in a finite sum of Wiener chaoses (and hence smooth in the sense of Malliavin calculus). Then
Proof. Repeatedly using the Malliavin integration by parts formulae [20, Theorem 2.9.1], we obtain for any 2 ≤ l ≤ q + 2 that
For indices l = 2, 3, the second term in the right hand side of (2.6) is understood to be 0. Summing from l = 2 up to l = q + 2, we obtain that
On the other hand,
Wrapping up, we finally arrive at
We are now in a position to prove the claim. First we assume that F law = F ∞ . Then obviously κ r (F ) = κ r (F ∞ ) for r = 2, · · · , 2q + 2. Following the same arguments as in the proof of [3, Proposition 3.2], one can infer that, in fact, F belongs to the second Wiener chaos. Hence, according to [3, Lemma 3.1] , and the Cauchy-Schwarz inequality, we obtain that
Conversely, assume that IE [A ∞ f (F )] = 0 for all the suitable functions f . Then relation (2.9) implies that, by choosing appropriate polynomials for function f , we have κ r (F ) = κ r (F ∞ ) for r = 2, · · · , q + 1. Now, combining this observation together with relation (2.9), we infer that
Using e.g. integrations by parts, the latter equation can be turned into a linear recurrent relation between the cumulants of F of order up to q + 1. Combining this with the knowledge of the q + 1 first cumulants characterize all the cumulants of F and hence the distribution F . Indeed, all the distributions in the second Wiener chaos are determined by their moments.
Example 2.3. Consider the special case of only two non-zero distinct eigenvalues λ 1 and λ 2 , i.e.
where N 1 , N 2 ∼ N (0, 1) are independent. In this case, the polynomial P takes the form P (x) = x(x−α)(x−β). Simple calculations reveal that P ′ (0) = λ 1 λ 2 , P ′′ (0) = −2(λ 1 +λ 2 ), and
. Then, the Stein equation (2.5) reduces to that
We also remark that when λ 1 = −λ 2 = One can show that (2.5) is a specification of (2.2) in the particular setting considered in the current Section. The proof of this asserstion is quite technical and we do not include it. To convince the reader, let us inspect the particular case where d = 2, q = 2 and λ 1 = λ 2 . Using the previous corollary, the differential operator, T , boils down to, (on smooth test function φ):
which is, up to a minus sign factor, the differential operator appearing in Equation 2.11 with α = λ 1 and β = λ 2 . In the case of d different eigenvalues whose respective multiplicities are equal to 1, in order to switch from one operator to the other one, we must use the fundamental Newton-Girard identities linking the elementary symmetric polynomials valued at (λ 1 , ..., λ d ) together with the power sums valued at (λ 1 , ..., λ d ) (which reduce, up to a multiplicative factor, to the cumulants of F ).
Cattywampus Stein's method
In this section, we first propose a heuristic to clarify why ∆(F, F ∞ ) can be interpreted as a version of the Malliavin-Stein discrepancy, when F belongs to the second Wiener chaos. Let H be a family of test functions that at least characterizes the convergence in distribution, in the sense that
Let h ∈ H and take A ∞ as in (2.5). Consider the Stein equation 
uniformly in h.
Now, we take a general centered random variable F , smooth in the sense of Malliavin differentiability, for example F belongs to a finite sum of Wiener chaoses. Then, under Assumption 1, the proof of Theorem 2.2 reveals that for some general constants C 1 , C 2 , using the Cauchy-Swartz inequality, one has
(2.14)
However, taking into account [3, Lemma 3.1] when F itself belongs to the second Wiener chaos, then
Starting from (2.15), to apply Stein's method in the second Wiener chaos it suffices, in a sense, to provide the estimates (2.13) required by Assumption 1.
Remark 2.1. This idea is at the heart e.g. of [12] where the authors could make use of the estimates provided by [15] to apply the above plan to targets as in Example 2.1 (and, more generally, to variance-gamma distribution).
There are two major flaws to this approach and, therefore, to the classical take on Stein's method as adapted to the second Wiener chaos. First the bounds required in (2.13) can only be obtained by solving q-th degree inhomogeneous equations and it is unlikely that a unified approach will allow to deal with all targets of the form (1.4) in one sweep. Indeed different ranges of α i 's imply very different properties for the corresponding F ∞ and hence each application of Stein's method to these targets will necessitate ad-hoc target specific solutions, which in the current state of knowledge we do not even know to be bounded. Second, the bounds on higher order derivatives of f h will necessarily depend on smoothness assumptions on the test functions h; hence several important distances of the form (1.1) with non-smooth h cannot be tackled via Stein's method.
Remark 2.2. Such a flaw was already noted for multivariate Gaussian approximation, see [7] , where estimates in total variation distance were realized to be beyond the scope of the classical approaches to the method. Recently an original solution was proposed in [23] wherein a class of random vectors F was identified to which one could apply what we will coin an information theoretic approach to Stein's method; this resulted in a general fourth moment bound on Total Variation distance for multivariate normal approximation for random vectors F satisfying a very particular integrability constraint (see [23, Condition (2.53)]).
Bypassing the Stein's method
As mentioned in the conclusion to the previous section, bounding the solutions of higher order Stein's equations is an extremely hard task. However, if the appoximating sequence has the shape of a weighted sum of i.i.d. random variables, we provide a new strategy to bound the two Wasserstein distance between the sequence and the target. Not only we completely bypass the major difficulty of bounding the stein's solution but we can deal with distances which cannot be reached by usual Stein's tools. Definition 3.1. Fix p ≥ 1. Given two probability measures ν and µ on the Borel sets of IR d whose marginals have finite absolute moments of order p, define the Wasserstein distance (of order p) between ν and µ as the quantity
where the infimum runs over all probability measures π on IR d × IR d with marginals ν and µ.
Remark 3.1. The Wasserstein metric may be equivalently defined by
where the infimum is taken over all joint distributions of the random variables X and Y with marginals µ and ν respectively, and d stands for the Euclidean norm on IR d . It is also well-known that convergence with respect to W p is equivalent to the usual weak convergence of measures plus convergence of the first pth moments. Also, a direct application of Hölder inequality implies that if 1 ≤ p ≤ q then W p ≤ W q . Relevant information about Wasserstein distances can be found, e.g. in [31] .
Main result
Throughout this section, we assume that {W k } k≥1 is a general sequence of independent and identically distributed random variables having finite moments of any order such that IE[W 1 ] = 0 and IE[W 2 1 ] = 1, and moreover κ r (W 1 ) = 0 for all r = 2, · · · , q + 1. For a given sequence {α n,k } n,k≥1 ⊂ IR, we assume that each element F n of the approximating sequence is of the form
Similarly, we assume that the target random variable may be written in the following way
where q ≥ 2 and all the coefficients {α ∞,k } 1≤k≤q ⊂ IR are both non-zero and pairwise distinct real numbers. Also, without loss of generality, we assume that we are dealing with normalized random variables, meaning that
For any n ∈ IN, we introduce, in the shape of a lemma, a crucial quantity that can be also written as a finite linear combination of the first 2q + 2 cumulants of the random variable F n of the approximating sequence.
Lemma 3.1. For any n ∈ IN we have
where the coefficients Θ r are the coefficients of the polynomial
Now, we are ready to sate our main results.
Theorem 3.1. Let all notations and assumption in above are prevail. Then for some constant C > 0 depending only on target random variable F ∞ (and hence independent of n) so that
More precisely, there exists a threshold U ∞ > 0 and a constant C > 0 depending only on the target random variable F ∞ (and hence independent of n) such that the next bound
In particular, if ∆(F n ) → 0 and moreover κ r (F n ) → κ r (F ∞ ) for all r = 2, · · · , q + 1, then the threshold requirement (3.7) takes place and therefore the sequence F n converges in distribution towards target random variable F ∞ at rate ∆(F n ).
Theorem 3.2. Let all the notations and assumptions of Theorem 3.1 prevail. Assume further that dim Q span α 2 ∞,1 , · · · , α 2 ∞,q = q. Then there exists a constant C > 0 depending only on the target random variable F ∞ such that
, then n 1 = · · · = n q+1 = 1 according to normalization assumption (3.3). We will use this useful observation in the proof of Theorem 3.2.
Remark 3.3. In light of Theorem 3.1, it appears that if dim Q span α 2 ∞,1 , · · · , α 2 ∞,q = q then even a standard application of Stein's method (that is, using Stein equations and hypothetical bounds on the solutions) would require the control of more moments than only the first two in order to bound the Wasserstein-1 distance.
Remark 3.4. According to Theorem 3.2 when dim Q span α 2 ∞,1 , · · · , α 2 ∞,q = q, one can drop the assumption of the separate convergences of the first q + 1 cumulants, κ r (F n ) → κ r (F ∞ ) for all r = 2, · · · , q + 1, in Theorem 3.1 and hence the only requirement ∆(F n ) → 0 implies the convergence in distribution of the sequence F n towards the target random variable F ∞ . For example, let q = 2 and (1) α ∞,1 ∈ Q. Then, obviously α ∞,2 ∈ Q, and therefore dim Q span{α 2 ∞,1 , α 2 ∞,2 } = 1 = q = 2. Hence, for convergence in distribution of the sequence F n towards the target random variable F ∞ in addition to convergence ∆(F n ) → 0 one needs also the convergence κ 3 (F n ) → κ 3 (F ∞ ), see also Remark 3.5.
(2) α ∞,1 ∈ IR − Q be a irrational number, and therefore according to normalization assumption (3.3) the coefficient α ∞,2 will be also an irrational number. In this case, we have dim Q span α 2 ∞,1 , α 2 ∞,2 = q = 2. Hence, the sole requirement ∆(F n ) → 0 is enough for convergence in distribution of the sequence F n towards the target random variable F ∞ .
Idea behind the proof
The main idea leading the proof relies on the following non trivial observation: F n = k α n,k W k converges in distribution towards F ∞ = q k=1 α ∞,k W k if and only if one can find q coefficients among the sequence {α n,k } k≥1 which are very close to the corresponding terms {α ∞,k } 1≤k≤q and if the l 2 -norm of the remaining terms is small. The main difficulty is to quantify this phenomenon by only using the Stein discrepancy ∆(F n , F ∞ ). To reach this goal, we proceed in several steps which are sketched below:
• Step 1: Without loss of generality, we can assume that, for each n, the sequence |α n,k | decreases with k. Indeed, this will be useful to identify which coefficients have a non-zero limit and which coefficients go to zero.
• Step 2: Here we prove several inequalities which, roughly speaking, express the fact that if for some k the coefficient |α n,k | is bounded from below by a fixed constant, then it is necessarily close to one of the limiting coefficients α ∞,k .
• Step 3: Here we prove that a certain number of the coefficients α n,k (say α n,1 , · · · , α n,ln ) are all close to one element (say α ∞ (n, k)) of the set {α ∞,1 , · · · , α ∞,q } with possible repetitions. The difficult part consists in showing that k>ln α 2 n,k is small. To do so, it is equivalent to prove that ln k=1 α 2 n,k is close to one. Having in mind that ln k=1 |α n,k − α ∞ (n, k)| is small, the latter claim is in turn equivalent to ln k=1 α ∞ (n, k) 2 = 1. We argue by contradiction using a maximality argument.
• Step 4: As we said in step 3, there might be repetitions among the coefficients α ∞ (n, k) and they may also vary with n. However, if the coefficients {α 2 ∞,k } 1≤k≤q are rationally independent, then there is only one way to chose α ∞ (n, k) in the set {α ∞,1 , · · · , α ∞,q } such that ln k=1 α 2 ∞ (n, k) = 1. This is the idea behind Theorem 3.2. However, when we do not assume rational independence of the coefficients, we need to use the assumption of the convergence of the cumulants through a Vandermonde argument to proceed.
Applications: second Wiener chaos
In this section, we apply our main results in a desirable framework when the approximating sequence F n are elements of the second Wiener chaos of the isonormal process X = {X(h); h ∈ H} over a separable Hilbert space H. We refer the reader to [20] Chapter 2 for a detailed discussion on this topic. Recall that the elements in the second Wiener chaos are random variables having the general form F = I 2 (f ), with f ∈ H ⊙2 . Notice that, if f = h ⊗ h, where h ∈ H is such that h H = 1, then using the multiplication formula one has I 2 (f ) = X(h) 2 − 1 law = N 2 − 1, where N ∼ N (0, 1). To any kernel f ∈ H ⊙2 , we associate the following Hilbert-Schmidt operator
We also write {α f,j } j≥1 and {e f,j } j≥1 , respectively, to indicate the (not necessarily distinct) eigenvalues of A f and the corresponding eigenvectors. The next proposition gathers some relevant properties of the elements of the second Wiener chaos associated to X. Proposition 3.1 (See Section 2.7.4 in [20] and Lemma 3.1 in [3] ). Let F = I 2 (f ), f ∈ H ⊙2 , be a generic element of the second Wiener chaos of X, and write {α f,k } k≥1 for the set of the eigenvalues of the associated Hilbert-Schmidt operator A f .
The following equality holds: F
, where {N k } k≥1 is a sequence of i.i.d. N (0, 1) random variables that are elements of the isonormal process X, and the series converges in L 2 and almost surely.
For any
The next corollary is a direct application of our main findings, namely Theorem 3.1 and Theorem 3.2 and provides quantitative bounds for the main results in [24, 3] .
Corollary 3.1. Assume that the normalized sequence F n = k≥1 α n,k (N 2 k − 1) belongs to the second Wiener chaos associated to the isonormal process X, and the target random variable F ∞ as in (3.2) . Then there exists a constant C > 0 depending only on target random variable F ∞ (and hence independent of n) such that
. This implies that the sole convergence ∆(F n ) → ∆(F ∞ ) = 0 is sufficient for convergence in distribution towards the target random variable F ∞ .
Remark 3.5. The upper bound in Corollary 3.1, part (a) requires the separate convergences of the first q + 1 cumulants for the convergence in distribution towards the target random variable F ∞ as soon as dim Q span{α 2 ∞,1 , · · · , α 2 ∞,q } < q. This is in very consistent with a quantitative result in [12] . In fact, when q = 2 and α ∞,1 = −α ∞,2 = 1/2, then the target random variable F ∞ (= N 1 × N 2 , where N 1 , N 2 ∼ N (0, 1) are independent and equality holds in law) belongs to the class of Variance-Gamma distributions V G c (r, θ, σ) with parameters r = σ = 1 and θ = 0. Then, [12, Theorem 5.10, part (a)] reads
Therefore, for the convergence in distribution of the sequence F n towards the target random variable F ∞ in addition to convergence ∆(F n ) → ∆(F ∞ ) = 0 one needs also the convergence of the third cumulant κ 3 (F n ) → κ 3 (F ∞ ) = 0. Also note that in this case we
Example 3.1. Again assume that q = 2 and α ∞,1 = −α ∞,2 = 1/2. Consider the fixed sequence
However, it is easy to see that the sequence F n does not converges in distribution towards the target random variable F ∞ , because 2 = κ 3 (F n ) κ 3 (F ∞ ) = 0. Again, we would like to stress that in this case we have dim Q span{α 2 ∞,1 , α 2 ∞,2 } = 1 < q = 2. Therefore the requirement of separate convergences of the first q + 1 cumulants is essential in Theorem 3.1 as soon as dim Q span{α 2 ∞,1 , · · · , α 2 ∞,q } < q. . We stress that many more examples and situations could be tackled by our method. Let Z γ 1 ,γ 2 be the random variable defined by:
with γ i ∈ (−1, −1/2) and γ 1 + γ 2 > −3/2. By Proposition 3.1 of [5] , we have the following formula for the cumulants of Z γ 1 ,γ 2 :
where,
Let ρ ∈ (0, 1) and Y ρ be the random variable defined by:
with Z i independent standard normal random variables and a ρ and b ρ defined by:
For simplicity, we assume that γ 1 ≥ γ 2 and γ 2 = (γ 1 + 1/2)/ρ − 1/2. Then [5, Theorem 2.4] implies that as γ 1 tends to −1/2:
Note that, in this case, γ 2 automatically tends to −1/2 as well. To prove the previous result, the authors of [5] prove the following convergence result:
Now, using Corollary 3.1 and applying Lemma 3.2, we can present the following quantative bound for convergence (3.11), namely as γ 1 tends to −1/2:
where C ρ is some strictly positive constant depending on ρ uniquely.
In order to apply Corollary 3.1 to obtain an explicit rate for convergence (3.11), we need to know at which speed κ m (Z γ 1 ,γ 2 ) converges towards κ m (Y ρ ). For this purpose, we have the following lemma: Lemma 3.2. Under the above assumptions, for any m ≥ 3, we have, as γ 1 tends to −1/2:
Proof. First of all, we note that, as γ 1 tends to −1/2:
where γ is the Euler constant, ψ(.) is the Digamma function and C ρ some strictly positive constant depending on ρ uniquely. Note that −3 + 2γ + 2ψ(1/2) < 0. Moreover, we have:
. At σ and j fixed, the only possible values are:
Moreover, we have, for j fixed:
Developing the product in the right hand side of (3.12), we obtain:
This leads to the following asymptotic for the cumulants of Z γ 1 ,γ 2 ,
where we have used similar computations as in the proof of Theorem 2.4 of [5] for the last equality.
Proof of Theorem 3.1
In what follows, we will need the following useful lemma.
Lemma 3.3. For the vector α ∞ = (α ∞,1 , · · · , α ∞,q ) ∈ IR q where α ∞,i are non-zero and distinct, we denote
Then, there exists a constant M such that
Proof. Consider the function f : IR − {α ∞,1 , · · · , α ∞,q } → IR given by
Then, obviously f is a continuous function on IR−{α ∞,1 , · · · , α ∞,q } and can be extended to a continuous function on whole real line IR by setting f (α ∞,i ) :
On the other hand, note that we have f (x) → ∞ as |x| tends to infinity. Hence, f is bounded from below by a positive constant, say M .
We split the proofs of Theorems 3.1 and 3.2 in several steps. Throughout, C stands for a generic constant that is independent of n but may differ from line to line.
Step 1: (Re-ordering the coefficients) Under the second moment conditions (3.3), we know that for any fixed n ≥ 1, we have lim k→∞ α n,k = 0. Therefore, max{|α n,k | : k ≥ 1} is attained in, at least one value, say |α n,k 1 |. Similarly, max{|α n,k | : k = k 1 } is attained in some value |α n,k 2 |. We repeat this procedure by induction and we may build a decreasing sequence |α n,k 1 |≥ |α n,k 2 |≥ · · · |α n,kp |≥ · · · such that for all i ≥ 1, we have
n,k → 1 as p tends to infinity. Therefore
To emphasize the maximality property of α n,k i , we denote α n,k i by α max (n, i), and in the rest of the proof we assume that for each n ≥ 1, F n is given by the right hand side of (3.13).
Step 2: (Bounding the α max (n, i)'s from below) For any p ≥ 1, we introduce the quantity
Next, we observe that
Besides, for any r ≥ 3 and the maximality property of the coefficients α max (n, k) together with the normalization assumption (3.3) we have the following estimate (which is valid for all r ≥ 3):
Also note that, since |α max (n, p)|≤ 1, we always have |α max (n, p)| r−2 ≤ |α max (n, p)| (still for all r ≥ 3). We may deduce
leading in turn to the lower bound
Note that in the right hand side of (3.16), the first summand depends only on the limiting law. In order to deal with the second summand, we need control on 1 − p−1 k=1 α 2 max (n, k). To this end we introduce the following useful quantities:
Note that, for any vector (
with α 2 min (∞) = min{α 2 ∞,i : i = 1, · · · , q}. This leads to the important upper bound estimate 19) which is finite because our assumption on the coefficients of the target random variable F ∞ implies that α 2 min (∞) = 0. Finally we set
⌋ and ̺ := min{ϑ, |κ|}.
Step 3: (Induction procedure) We now aim to use Step 2 to control the distance between the eigenvalues α max (n, p) and the eigenvalues α ∞,p of the target random variable F ∞ in terms of ∆(F n ). Taking into account the assumption ∆(F n ) → 0 as n tends to infinity, one can find an N 0 ∈ IN such that
(3.20) Next, for any n ≥ N 0 we define
The collection A n is not empty. In fact, using the estimate (3.16) with p = 1, one can immediately get
2 thanks to the first inequality in (3.20) . Note that for any p ≥ 1, we have ∆ p (F n ) ≤ ∆(F n ) → 0 as n tends to infinity. On the other hand, A n is set bounded by L, and therefore has a maximal element which we denote by L n . By the definitions of ∆(F n ) and of the set A n we infer that
Then, in virtue of Lemma 3.3 this reads
On the other hand, for any 1 ≤ k ≤ L n there exists some α ∞ (n, k) ∈ {α ∞,1 , · · · , α ∞,q } realizing the minimum in definition of d(α max (n, k), α ∞ ). Here, one has to note that the coefficients α ∞ (n, k) in general can be repeated. So, we can rewrite (3.22) as
which gives us part of the control we seek. It still remains to show that the remainder is well-behaved. To this end we will show that ∀n ≥ N 0 there exists l n ∈ {1, . . . , L + 1} such that
First, taking into account the estimate (3.23), one can infer that
In order to conclude we now seek for an index l n such that
Given n ≥ N 0 we have three possibilities.
• If 1 − Ln k=1 α 2 ∞ (n, k) = 0 then we can take ℓ n = L n and, by (3.26) and (3.23), we are done. Now, using estimate (3.16) with p = L n + 1 together with the first estimate in (3.20) we obtain that
If L n were strictly less than L, then it would contradict the fact that L n is the maximal element of the set A n , and therefore L n = L. Now, following exactly the same lines as in the beginning of this step and using (3.29) one can infer that
(ii) (1 − ≤ C ∆(F n ).
• The case 1 − Ln k=1 α 2 ∞ (n, k) < 0 can be also discussed in the same way, this time leading to some ℓ n < L.
The square root in (3.25) is clearly not sharp and we need to remove it. To do this, observe that an obvious consequence of (3.25) is α 2 max (n, k) ≤ C ∆(F n ) ∀ k ≥ ℓ n + 1.
Thus, if ∆(F n ) is small enough in the sense that C ∆(F n ) ≤ U ∞ < min 1≤i≤q+1 α ∞,i , since α ∞,i = 0 by assumption, it follows trivially that we may find a universal positive constant C such that for any n ∈ IN and for any k ≥ ℓ n + 1 it holds that Step 4: (An algebraic argument) We have showed that ∀n ≥ N 0 there exists l n ∈ {1, . . . , L + 1} such that (3.31) For every n, let ν(n, k), k = 1, . . . , q stand for the multiplicity of the coefficient α ∞,k realizing the minimum in the definition of the d-distance (the numbers ν(n, k) can, a priori, be equal or take value zero). Clearly q k=1 ν(n, k)α 2 ∞,k = 1. In order to reap the conclusion in 2-Wasserstein distance, we are only left to show that, in fact, we have that ν(n, k) = 1 for all 1 ≤ k ≤ q and ℓ n = q. Set V n := (ν(n, 1), · · · , ν(n, q)) t (t stands for transposition) and consider the vector
Note that by our assumption κ r (W 1 ) = 0 for all 2 ≤ r ≤ q + 1. Now, inequality (3.34) entails that
which, by inversion, implies that
If the right hand side of the estimate (3.36) is strictly less than 1, say 1 3 , then because V n is a vector of integer numbers, we necessarily have
where ⌊·⌋ denotes the standard integer part. In order to conclude the proof, it remains to show that ⌊M −1 Ξ⌋ is the vector (1, · · · , 1) t and ℓ n = q. Note that ⌊M −1 Ξ⌋ does not depend on the approximating sequence F n but only on the target random variable F ∞ . So we might place ourselves in the obvious situation where the approximating sequence F n is nothing else than the target itself. In this case V n = (1, · · · , 1) t and necessarily
Remark 3.6. Here, we would like to strongly highlight that in order to show that all the multiplicity numbers ν(n, k) = 1 for all k = 1, · · · , q, one needs that the all distances |κ r (F n ) − κ r (F ∞ )| are very small (in the above sense) for all r = 2, · · · , q + 1. However, after doing that taking into account the estimate (3.34), one can immediately observe that the true convergence rate is given by ∆(F n ).
