Abstract-Automated steel bar counting and center localization plays an important role in the factory automation of steel bars. Traditional methods only focus on steel bar counting and their performances are often limited by complex industrial environments. Convolutional neural network (CNN), which has great capability to deal with complex tasks in challenging environments, is applied in this work. A framework called CNN-DC is proposed to achieve automated steel bar counting and center localization simultaneously. The proposed framework CNN-DC first detects the candidate center points with a deep CNN. Then an effective clustering algorithm named as Distance Clustering (DC) is proposed to cluster the candidate center points and locate the true centers of steel bars. The proposed CNN-DC can achieve 99.26% accuracy for steel bar counting and 4.1% center offset for center localization on the established steel bar dataset, which demonstrates that the proposed CNN-DC can perform well on automated steel bar counting and center localization. Code is made publicly available at: https://github.com/BenzhangQiu/Steel-barDetection.
I. INTRODUCTION
S TEEL industry is one of the most important basic industries for many countries. Steel bar is one of the most commonly used steel products, which is mainly used for building construction. Factory automation [1] , [2] , [3] , [4] , [5] , [6] plays an essential role in improving the productivity of steel bars, in which automated steel bar counting and center localization are among the most crucial steps.
A. Steel Bar Counting
Steel bar counting plays an important role in the management of steel production. Traditional steel bar counting is based on human calculation. Skilled workers count the number of steel bars in the factory, which is time-consuming and prone to errors. In recent years, some image processing techniques are employed to achieve automated steel bar counting. In [7] , Zhang et.al. use a template matching algorithm and a mutative threshold segmentation method to achieve steel bar counting. In [8] , Ying et.al. combine Sobel operator and Hough transformation for automatic steel bar counting. In [9] , Wu et.al. propose a steel bar counting method which utilizes concave dots matching, K-level fault tolerance and visual feedback. In [10] , Ghazali et.al. employ Hough transformation and the Laplacian of Gaussian (LoG) technique to perform automated steel bar counting. In [11] , Liu et.al. propose a contours-based steel bar identification algorithm to count the number of steel bars. However, these methods are easily affected by the noisy and complex industrial environment, and need to adjust many parameters during operations.
B. Center Localization
Center localization means locating the center of each steel bar, as shown in Fig. 2 . The reason of performing center localization is that it is an important step to achieve automated nameplate welding. Before leaving steel factories, steel bars need to be welded nameplates which contain the information of steel bars, such as production time and type specification. Traditional nameplate welding is performed by skilled workers. In the process of automated production, manipulators are used to weld nameplates on the steel bars, as shown in Fig.  3 . Before a nameplate on a steel bar is welded, an appropriate welding point which is close to the center of a steel bar needs to be chosen in order to avoid the broken and sliding problems of nameplates in transit. Therefore, locating the centers of steel bars is the first and one of the most crucial steps to achieve automated nameplate welding.
In this paper, a framework called CNN-DC is proposed to achieve automated steel bar counting and center localization simultaneously. The proposed CNN-DC framework first detects the candidate center points with a deep convolutional neural network (CNN). Then an effective clustering algorithm called Distance Clustering (DC) is proposed to cluster the candidate center points and obtain the centers of steel bars. The experimental results demonstrate the effectiveness of CNN-DC on steel bar counting and center localization.
The rest of this paper is structured as follows: Section II describes the proposed CNN-DC framework. Section III introduces the steel bar dataset and evaluation metrics. Section IV provides the experimental results. Section V presents the conclusions of this paper.
II. METHODOLOGY
The proposed CNN-DC framework can be regarded as a two-stage algorithm for automated steel bar counting and center localization. CNN-DC first obtains the candidate center points of steel bars with a deep CNN, and then an effective clustering algorithm named as Distance Clustering is proposed to cluster the candidate center points. Fig. 1 shows the framework of CNN-DC.
A. Convolutional Neural Networks
Convolutional neural networks are applied in our work to detect the candidate center points. Neural networks are inspired by biological processes [12] , [13] , and can be used to process a variety of high dimensional data [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , such as images, videos, voice signals and text characters. When dealing with the abovementioned data, the application of fully connected networks is sometimes cumbersome due to its large feature space. Therefore, CNNs as special types of neural networks are preferred due to some important characteristics, such as spatial arrangement, sparse interactions, parameter sharing [23] .
The input of CNNs is called tensor, which comprises of a multi-dimensional array. The core components of CNNs are convolutional and pooling layers. A convolutional layer convolves the input tensor with a set of kernels to generate the output tensor. For each kernel, a feature map is generated by performing convolution, which slides the kernel on the whole spatial positions of the input tensor. Each convolutional layer consists of a set of kernels and thus produces a collection of feature maps, which are stacked together to generate the output tensor. When the input tensor is shaped as greyscale image, the following steps are performed in order to specify the convolutional layer: (1) Accepting the input tensor with size H i × W i × D i , and obtaining the four parameters: K(the number of kernels), F (the spatial dimensions of kernels), S(stride) and P (the zero padding size). (2) Producing the output tensor with size
The total number of parameters for the kernels is (F × F × D i ) × K, where each kernel has (F × F × D i ) parameters. Pooling layers are used to reduce the number of training parameters and control overfitting. They have two downsampling strategies: maxpooling and mean-pooling. Normally max-pooling is adopted with kernels of size 2 × 2 and stride 2.
Convolutional neural networks generally consist of several convolutional layers and pooling layers, finalized with one or more fully connected layers. The details of CNNs used in this paper are provided in Fig. 5 .
B. Distance Clustering
Clustering is a statistical analysis method applied to classification problems. The methods of clustering include: connectivity-based clustering [24] , [25] , centroid-based clustering [26] , [27] , density-based clustering [28] [29] , gridbased clustering [30] . An effective clustering algorithm called Distance Clustering (DC) is proposed to cluster the candidate center points obtained from the CNN.
The pseudocode of DC is shown in Algorithm 1 and illustrated in Fig. 4 :
The locations of candidate center points and a distance threshold th d Output: A set of clusters, the center of each cluster and the number of clusters
where n is the number of candidate center points, d i is the Euclidean distance between the ith candidate center point and its closest candidate center point j, D is the set of d ij .
2) Create an empty structure S to save the initial clusters.
3) For i = 1, . . . , n, do if D(i) < th d , S{i} = {i;j}; else S{i} = {i} end for
Step 2:Clustering 1) Create a structure S c {1} = S{1} to save the final clusters and set the number of clusters as n Sc = 1.
Step 3:Obtaining Centers 1) Create an empty center set C to save the centers 2) For i = 1, . . . , n Sc ,do
Initialization: In this step, for the ith candidate center point, its Euclidean distances with other candidate center points are calculated first. Then the closest distance d ij with the jth candidate center point is chosen and assigned to the ith candidate center point. Moreover, a structure S is created to save neighbors for the ith candidate center point. A distance threshold th d is used to decide whether the point j is a neighbor of the ith candidate center point and belongs to the set of S{i}. In the experiment, th d is set as 20.
Clustering: A new structure S c is created to save the final clusters. For each clusters S{i} in S, if it has common elements with one of the clusters S c {k} in S c , the cluster S{i} will be merged into S c {k}. Otherwise, S c will create a new cluster to save S{i}.
Obtaining Centers: For each cluster in S c , the localization of each cluster center is calculated by averaging the maximum and minimum coordinate values for the x-coordinate and ycoordinate. 
III. DATASET AND EVALUATION METRICS

A. Dataset
The steel bar dataset consists of 10 images. The images are obtained by an industrial camera in a steel bar factory. Each image has a high resolution and is of size 1440 × 1080. Moreover, each image has RGB channels and each channel is with 8 bits. The 10 images were divided into a training set and test set. The training set contains 4 images while the test set consists of 6 images. 99195 patches extracted from the training set are used to train the network.
B. Evaluation Metrics
Four commonly used evaluation metrics are applied in our work to assess the performance of CNN-DC:
where TP, FP and FN indicates true positive (the number of correctly detected center points), false positive (the number of incorrectly detected center points), and false negative (the number of undetected center points), respectively. Recall indicates the CNN-DC's ability of detecting center points while P recision is used to measure the CNN-DC's capability of correctly detecting center points. F 1 is a comprehensive index of Recall and P recision. The calculation time of applying CNN-DC on each test image is also stored.
In order to further evaluate the performance of CNN-DC for automated steel bar counting and center localization, two other useful metrics are employed in this work.
The first one is relative accuracy [31] : Fig. 5 . The CNN architecture composed of four convolutional layers, four pooling layers and three fully connected layers. Layer names are followed by the number of feature maps. Square brackets specify the kernel size and stride. It is noted that 'conv', 'maxpool' and 'fc' are short terms for convolutional layer, max pooling layer and fully connected layer, respectively. Zero-padding is not used in this paper. where N d = T P + F P is the number of detected center points. N is the actual number of steel bars. Acc r evaluates the performance of CNN-DC on steel bar counting. The second is the offset degree of center points:
where m = 71 is the average diameter of a steel bar and used to perform data normalization, X i is the Euclidean distance between the ith manually marked center point and the closest detected center point. of f set is used to evaluate the performance of CNN-DC on center localization.
IV. EXPERIMENTS
In this section, the training setup of CNN is first introduced, followed by the experimental results.
A. Training Setup 1) Network Architecture and Training Parameters:
The network architecture used in our experiment is composed of four convolutional layers, four pooling layers and three fully connected layers, as shown in Fig. 5 . The network was trained by the stochastic gradient descent algorithm [32] . L 2 regularization with a weight decay 0.0001 was adopted to prevent overfitting. The learning rate was set as 0.001 and the training was stopped after 40 epochs. The implementation of CNN-DC was based on Tensorflow [33] . The training was conducted on a Intel Xeon E5-2690 CPU with a TITAN Xp GPU.
2) Data Preparation: In our experiment, 4 steel bar images are used to train the network. The input of the network are patches extracted from images based on each image pixel. The patch size is of 71×71 (71 is approximately the diameter of the steel bars). 1440 × 1080 × 4 patches are extracted first. Then the patches whose centers were within the 7 × 7 rectangles centered in the manual center points are labeled as 1, and other patches are labeled as 0. Finally, 26468 patches are labeled as 1, while 6194332 patches are labeled as 0, which leads to an imbalanced data problem. In training, all patches with label 1 are chosen first. Then the patches with label 0 are selected randomly according to the ratio of positive (1) to negative (0) patches. In our experiment, the ratio of positive to negative patches is set as 1 : 3. Thus 26468 patches with label 1 and 72727 patches with label 0 are used to train the network. The examples of positive and negative training examples are shown in Fig. 6 and 7 . During testing, a sliding window with stride 6 was employed to improve the efficiency of CNN-DC. The process of selecting the optimal test stride with regard to the efficiency of CNN-DC is provided in the third experiment of the next section. 
B. Results
Three experiments are conducted in order to demonstrate the effectiveness of the proposed CNN-DC on automated steel bar counting and center localization. In the first experiment, the performance of CNN-DC on steel bar counting and center localization was analyzed. In the second experiment, the proposed CNN-DC was compared with other methods. In the third experiment, the analysis of two parameters (the test stride and the distance threshold th d ) in DC algorithm was conducted.
1) The First Experiment: The performance of CNN-DC on the steel bar dataset is shown in TABLE I. From TABLE  I , it can be observed that CNN-DC can obtain high scores on Recall, Precision and F1, with average values of 0.9951, 0.9976 and 0.9963, respectively, which indicates that CNN-DC can effectively identify center points on the steel bar images. Moreover, CNN-DC can achieve a high score on Acc r with an average value of 99.26%, which means that CNN-DC can have a good performance in steel bar counting. Moreover, the low of f set score (4.1%) indicates that CNN-DC performs well on center localization. In addition, the calculation time of CNN-DC (time = 3.5862s) indicates that the CNN-DC can meet the requirement of real-time processing for factory automation. The processes illustrating the application of CNN-DC on the steel bar dataset are shown in Fig. 8 .
2) The Second Experiment: In the first experiment, it has been demonstrated that CNN-DC performs well on steel bar counting and center localization. In order to further demonstrate the effectiveness of CNN-DC, we compare CNN-DC with other existing methods on the steel bar dataset. From TABLE II, it can be observed that CNN-DC outperforms other methods in terms of Recall, Precision, F1, Acc r and of f set.
Zhang et.al. [7] Ying et.al. [8] Ghazali et.al. [10] Liu et.al. [11] 
Proposed
The intermediate result
The final result Fig. 9 . Comparison of results obtained by different methods on an exemplar image. In Zhang et.al. [7] , the template matching algorithm can not match the image which is not similar to the template, and fails to identify some steel bars. In Ying et.al. [8] and Ghazali et.al. [10] , the Hough transformation algorithm is sensitive to edge information. Some circular background areas and steel bars with blur edges are misidentified. In Liu et.al. [11] , the contour-based algorithm relies on good contour extraction. It is sensitive to luminance variation of steel surface and edge blurring of steel bars. Some single steel bars are misidentified multiple steel bars, and Some multiple steel bars are misidentified single steel bars. The proposed method has better robustness for above disturbance, which performs well on environmental disturbance, luminance variation of steel surface and edge blurring of steel bars. As shown in Fig. 9 , the result obtained by other methods is sensitive to environmental disturbance, luminance variation of steel surface and edge blurring of steel bars. The proposed method has better robustness for challenging environments.
Although the calculation time of CNN-DC is higher than other methods, it can be reduced by model acceleration methods. With the help of network binarization [34] , structured pruning [35] and matrix decomposition [36] , the calculation time can be further reduced and will be the next step in our future work.
3) The Third Experiment: In our work, stride = 6 and th d = 20 are used, which were selected based on the experiments on the training data of the steel bar dataset. In order to illustrate the reasons of choosing these values, the variations of the evaluation metrics: Recall, Precision, F1, of f set and the calculation time on the training data of the steel bar dataset by varying stride and th d are given in Fig.  10 and 11 . From Fig. 10 , it can be observed that CNN-DC can have a good performance on the training data of the steel bar dataset as stride varies in [1, 9] . In the meantime, CNN-DC can have a low calculation time as stride varies in [5, 18] . From the above observation, CNN-DC performs overall better as stride varies in [5, 9] , and stride = 6 is chosen randomly from [5, 9] . From Fig. 11 , it can be observed that CNN-DC can maintain high scores of Recall, Precision, F1 and Acc r as th d varies in [11, 51] . CNN-DC can also have a low of f set value as th d varies in [1, 51] . Moreover, the calculation time varies very slightly with change of th d . From the above observation, CNN-DC can obtain a good performance as th d varies [11, 51] , and th d = 20 is selected randomly from [11, 51] .
V. CONCLUSIONS Automated steel bar counting and center localization are of great significance in factory automation of steel bars. Steel bar counting and center localization are traditionally performed by skilled workers, which are tedious and time-consuming. In order to alleviate the burdens of workers on steel bar counting and center localization, an effective framework called CNN-DC is proposed to achieve steel bar counting and center localization simultaneously. The proposed CNN-DC framework first performs candidate center point detection with a deep convolutional neural network, which is followed by a Distance Clustering algorithm to cluster the candidate center points and obtain the center locations of steel bars. The experimental results show that the proposed CNN-DC framework performs well on steel bar counting and center localization, achieving Recall = 0.9951, P recision = 0.9976, F 1 = 0.9963, Acc r = 99.26%, of f set = 4.11% and time = 3.5862s.
In the future, more steel bar images will be collected by negotiating with the managers of steel bar factories in order to further validate the effectiveness of CNN-DC. Applying CNN-DC real time in steel bar factories is also planned in order to validate the practicability of the proposed method.
