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Abstract
Since the early 1970s, stellar population modelling has been one of the basic tools for understanding the physics of unresolved
systems from observation of their integrated light. Models allow us to relate the integrated spectra (or colours) of a system with
the evolutionary status of the stars of which it is composed and hence to infer how the system has evolved from its formation to
its present stage. On average, observational data follow model predictions, but with some scatter, so that systems with the same
physical parameters (age, metallicity, total mass) produce a variety of integrated spectra. The fewer the stars in a system, the larger
is the scatter. Such scatter is sometimes much larger than the observational errors, reflecting its physical nature. This situation has
led to the development in recent years (especially since 2010) of Monte Carlo models of stellar populations. Some authors have
proposed that such models are more realistic than state-of-the-art standard synthesis codes that produce the mean of the distribution
of Monte Carlo models.
In this review, I show that these two modelling strategies are actually equivalent, and that they are not in opposition to each
other. They are just different ways of describing the probability distributions intrinsic in the very modelling of stellar populations.
I show the advantages and limitations of each strategy and how they complement each other. I also show the implications of the
probabilistic description of stellar populations in the application of models to observational data obtained with high-resolution
observational facilities. Finally, I outline some possible developments that could be realized in stellar population modelling in the
near future.
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You only get a measure of order and control
when you embrace randomness.
(N.N. Taleb, Antifragile)
1. Introduction
1.1. Motivation
Open your window and take a look at the night sky on a
clear night. You can see lots of stars, lots of different types of
stars. You work in astrophysics so you can count the stars and
measure their light (you can use different photometric filters or
measure spectra), sum the individual observations, and obtain
the integrated luminosity (magnitudes or spectra). After that,
ask some colleagues to do the same experiment, observing the
same number of stars,N , you have counted in distant places, let
us say nsam colleagues. In fact, they will see different regions of
the sky so they will observe different stars; hence, you are sam-
pling the sky with nsam elements, each with N stars. Compare
the integrated luminosities and, almost certainly, they will dif-
fer. But you are looking in the Sun’s neighbourhood where you
can define the set of physical conditions that define the stars
that you would observe (initial mass function, star formation
history, age, metallicity); hence, your results and those of your
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colleagues should be consistent with these physical conditions,
although they differ from each other, right?
Now take your favourite synthesis code, include the physi-
cal conditions, and obtain the integrated luminosity, magnitude,
and spectra. In addition, perform millions (nsam is millions) of
Monte Carlo simulations with those physical conditions using
N stars in each simulation. Almost certainly, neither the inte-
grated luminosities obtained by the code nor any of those ob-
tained by Monte Carlo simulations equal the ones you or any
of your colleagues have obtained. However, such scatter is an
inherent result of nature and, as it should be, is implicit in the
modelling. Therefore, you see scatter in both observations by
you and your colleagues and the Monte Carlo simulations; but
where is the scatter in the standard results provided by synthe-
sis codes? After all, most codes only produce a single result for
given physical conditions.
After some time thinking about this (several years in my
case), you realize that the results of the Monte Carlo simula-
tions are distributed, and you can glimpse the shape of such
distributions. Moreover, you realize that your observations are
inside the distribution of the Monte Carlo results once binned.
Maybe they are not in the most populated bin, maybe some of
them are in a low-frequency bin, but they are inside the distri-
bution of simulations, exactly as if they were additional simu-
lations. You then obtain the mean value of the distribution and
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you realize that it is suspiciously similar to the value obtained
by the synthesis code using N as a scaling factor. It is also ap-
plied to the mean value obtained from your observational set.
Furthermore, if you obtain the variance (a measure of scatter)
for the Monte Carlo set and the observational set and divide
them by the mean values you obtained before, the results are
similar to each other and to the (so-called) surface brightness
fluctuations, SBF, the synthesis code would produce. It is valid
forN = 1 andN = ∞, although the larger that nsam is, the more
similar the results are.
From this experiment you realize that the shape of the inte-
grated luminosity distribution changes with N and would actu-
ally be power law-like, multimodal, bimodal, or Gaussian-like,
but synthesis models, the standard synthesis models you have
known for years, always produce the correct mean value of the
simulation /observational set. Standard models are also able to
obtain a correct measure of the dispersion of possible results
(some codes have actually computed it since the late 1980s).
A different issue is that most standard synthesis models provide
only the mean value of the distribution of possible luminosities;
hence, they lose part of their predicting power.
If you perform this experiment using different photometric
filters or integrated spectra, you also realize that, depending on
the wavelength, you obtain different values of the mean and the
variance. You will certainly find that the scatter is greater for
red than for blue wavelengths. But this result is consistent with
the SBF values obtained from the population synthesis code,
which does not include observational errors, so such variation in
the scatter with wavelength is a physical result valid for N = 1
and N = ∞. This is somewhat confusing since it implies that
knowledge of the emission in a spectral region does not directly
provide knowledge regarding other spectral regions. There is
no perfect correlation between different wavelengths, only par-
tial correlations. You might then think that a χ2 fitting including
only the observational error and not the theoretical scatter might
not be very good; it might be better to include the physical dis-
persion obtained from the models. It would be even better to
include the theoretical correlation coefficients among different
wavelengths.
You then realize that the meaning of sampling effects are pri-
marily related to nsam and only secondarily to N , and you be-
gin to think about how to take advantage of this. We know
that nsam × N is the total number of stars in the system, Ntot;
hence, we can establish that the analysis of resolved popula-
tions using colour–magnitude diagrams (CMDs) uses N = 1
and nsam = Ntot. In fact, CMDs are the best option for infer-
ring stellar population parameters since you have information
about all the stars and about how their luminosities are dis-
tributed. Analysis of the integrated properties of a fully unre-
solved system usesN = Ntot and nsam = 1. Systems that are not
fully resolved or not fully unresolved are becoming the norm
with new and future observational facilities; they have N and
nsam values in the range 1 and Ntot. The stars are not resolved,
but you have more information than only the integrated prop-
erties: you have more than one event to sample the distribution
of possible luminosities. If you apply this idea to integral field
units (IFUs), you realize that IFU observations (the overall set
of IFU observations, not the individual observation of an IFU)
can be used to sample the distribution of possible luminosities
and to obtain more accurate inferences about stellar populations
in the system. If you understand how the distributions of in-
tegrated luminosities vary with N and the wavelength, going
from power-law-like, multimodal, bimodal and Gaussian-like
when N increases, you can apply this to any set of systems.
For instance, it can be applied to the globular cluster system
and to predict N , age, metallicity, and star formation history
ranges, where you would observe bimodal colour distributions.
Stellar population modelling is intrinsically probabilistic by
construction and is independent whether we are aware of it or
not. It describes all the possible situations once physical con-
ditions and the number of stars, N , are defined. It is actu-
ally the most accurate description we have of stellar popula-
tions. Mother Nature is intrinsically stochastic, playing with
the whole range of available possibilities for given physics of
the system. If you realize that, you will also realize that the ob-
served scatter (once corrected for observational errors) contains
physical information, and you will look for such scatter.
The study of stochasticity in the modelling of stellar popula-
tions is not new. However, in recent years, with the increasing
resolution of observational facilities, the subject has become
more and more relevant. There are several papers that address
partial aspects related to the stochasticity of stellar populations,
but almost none that address the issue from a general point of
view and exploit the implications. This last point is the objec-
tive of this paper. To achieve this, I assume that all synthesis
models are equivalent and correct since comparison of synthe-
sis model results is beyond the scope of this paper. I begin
with a brief historical outline of the evolution of stellar popu-
lation modelling. I continue with an analysis of the origin of
stochasticity in modelling in Section 2. Parametric and Monte
Carlo descriptions of stellar population modelling are presented
in Sections 3 and 4, respectively. I describe the implications of
stochasticity in the use of stellar population codes in Section 5.
This section includes some rules of thumb for the use of synthe-
sis models. I outline an unexplored area in which stochasticity
could play a role in Section 6. My conclusions are presented in
Section 7.
1.2. A short historical review
The stellar population concept can be traced back to the
work of Baade (1944) through the empirical characterization
of CMDs in different systems by direct star counting. Simi-
larities and differences in star cluster CMD structure allowed
them to be classified as a function of stellar content (their stel-
lar population). Closely related to CMD studies is the study of
the density distribution of stars with different luminosities (the
stellar luminosity function). In fact, luminosity functions are
implicit in CMDs when the density of stars in each region of
the CMD is considered, that is, the Hess diagram (Hess, 1924).
The 3D structure provided by the Hess diagram contains infor-
mation about the stellar content of the system studied.
It was the development of stellar evolution theory in the
1950s (e.g. Sandage and Schwarzschild, 1952) that allowed us
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Figure 1: Population box for a Large Magellanic Cloud (LMC) field taken from
Meschin et al. (2013). Courtesy of C. Gallart.
to relate the observed structures in CMDs to the age and metal-
licity of the system, and explain the density of stars in the differ-
ent areas of the Hess diagram according to the lifetime of stellar
evolutionary phases (and hence the nuclear fuel in each phase).
CMDs are divided into the main sequence (MS) region, with
hydrogen-burning stars, and post-main sequence (PMS) stars.
The stellar density of MS stars in a CMD depends on the stars
formed at a given time with a given metallicity. The density
of PMS stars in different areas depends on the lifetime of dif-
ferent evolutionary phases after MS turn-off. Stellar evolution
theory allows us to transform current observable quantities into
initial conditions and hence provides the frequency distribution
of the properties of stars at birth. This frequency distribution,
when expressed in probability terms, leads to the stellar birth
rate, B(m0, t, Z), which provides the probability that a star was
born with a given initial mass, at a given time, and with a given
metallicity.
By applying stellar evolution to the stellar luminosity func-
tion observed in the solar neighbourhood, Salpeter (1955) in-
ferred the distribution of initial masses, the so-called initial
mass function (IMF, φ(m0)). To quote Salpeter (1955), ‘This
luminosity function depends on three factors: (i) φ(m0), the rel-
ative probability for the creation of stars near m0 at a particular
time; (ii) the rate of creation of stars as a function of time since
the formation of our galaxy; and (iii) the evolution of stars of
different masses.’ There are various implications in this set of
assumptions that merit detailed analysis. The first is that the
luminosity function used in the work is not directly related to a
stellar cluster, where a common physical origin would be pos-
tulated, but to a stellar ensemble where stars would have been
formed under different environmental conditions. Implicitly,
the concept of the stellar birth rate is extended to any stellar
ensemble, independently of how the ensemble has been cho-
sen. The second implication is that the stellar birth rate is de-
composed into two different functions, the IMF and the star
formation history (SFH, ψ(t, Z)). This is the most important
assumption made in the modelling of stellar populations since
it provides the definition of SFH and IMF, and our current un-
derstanding of galaxy evolution is based on such an assump-
tion. Third, the IMF is a probability distribution; that is, the
change from a (discrete) frequency distribution obtained from
observations to a theoretically continuous probability distribu-
tion (Salpeter, 1955; Mathis, 1959; Scalo, 1986, among others).
The direct implication of the IMF definition is that, to quote
Scalo (1986), there is ‘no means of obtaining an empirical mass
distribution which corresponds to a consistent definition of the
IMF and which can be directly related to theories of star forma-
tion without introducing major assumptions.’ I refer interested
readers to Cervin˜o et al. (2013) for further implications that are
usually not considered in the literature.
Following the historical developments, Hodge (1989) de-
fined the concept of a ‘population box’, a 3D histogram in
which the x–y plane is defined by the age of the stars and their
metallicity. The vertical axis denotes the number of stars in
each x–y bin, or the sum of the initial masses of the stars in
the bin. It is related to the star formation history, ψ(t, Z), and,
ultimately, to the stellar birth rate. Fig. 1 shows the population
box for a field in the Large Magellanic Cloud disc taken from
Meschin et al. (2013).
The population box of a system is the very definition of its
stellar population; it comprises information relating to the dif-
ferent sets of stars formed at a given time with a given metal-
licity. The objective of any stellar population model is to obtain
such population boxes. The model is obtained at a global level,
restricted to subregions of the system, or restricted to particular
x–y bins of the population box.
A stellar ensemble with no resolved components does not
provide a CMD, but the sum of all the stars in the CMD. How-
ever, we can still infer the stellar population of the system by
using just this information if we can characterize the possible
stellar luminosity functions that sum results in the integrated
luminosity of the system. The problem of inferring the stel-
lar content from the integrated light of external galaxies was
formalized by Whipple (1935). The idea is to take advantage
of different photometric or particular spectral characteristics of
the stars in the different regions of a CMD and combine them
in such a way that we can reproduce the observations. The only
requirement is to establish, on a physical basis, the frequency
distribution of the spectral types and absolute magnitudes of
the stars in the CDM. Studies by Sandage, Schwarzschild and
Salpeter provide the probability distribution (instead of a fre-
quency distribution) needed for proper development of Whip-
ple’s ideas, and in the late 1960s and the 1970s, mainly result-
ing from the work of Tinsley (1968, 1972); Tinsley and Gunn
(1976); Tinsley (1980), a framework for evolutionary popula-
tion synthesis and chemical evolution models was established.
In the 1980s, there were several significant developments
related to stellar populations. The first was the definition of
the single-age single-metallicity stellar population (SSP) by
Renzini (1981) (see also Renzini and Buzzoni, 1983). An SSP
is the stellar birth rate when the star formation history is a Dirac
delta distribution (see Buzzoni, 1989, for an extensive justifica-
tion of such an approximation). In addition, an SSP is each
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one of the possible points in the age–metallicity plane of the
population box. The second development resulted from work
by Charlot and Bruzual (1991) and Bruzual and Charlot (1993)
using isochrone synthesis. The density of PMS stars in an SSP
depends mainly on the lifetime of each PMS phase, which is
linked to the amount of fuel in the phase. In addition, all PMS
stars in an SSP have a mass similar to that of the MS turn-off,
mTO. Isochrone synthesis assumes that the similar recipes used
to interpolate tracks in main sequence stars (homology relations
in polytropic models) are valid for PMS stars as long as inter-
polations are between suitable equivalent evolutionary points.
Hence, each PMS phase at a given age is related to stars with
initial mass mTO + ∆m, and the density of stars in the phase is
given by the integral of the IMF over the ∆m interval. I refer
interested readers to Marigo and Girardi (2001) for additional
aspects of isochrone synthesis and the lifetime of PMS phases.
The connection of the SSP concept to isochrones in terms of
CMD diagrams and stellar luminosity functions implies that an
SSP is the set of stars defined by an isochrone including the
density of stars at each point of the isochrone when weighted
by the IMF.
In the 1980s there were also several advances in the study
of the so-called sampling effects in population synthesis, espe-
cially in relation to the number of PMS stars in a stellar popula-
tion. Barbaro and Bertelli (1977) investigated how evolutionary
model results vary depending on the number of stars in a syn-
thetic cluster. The authors reported that sampling effects origi-
nate from the way the IMF is sampled and large changes in the
effective temperature of a star during the PMS evolution, when
there are rapid evolutionary phases (situations in which small
variations in m0 produce wide variations in luminosity). Similar
studies have been carried out by Becker and Mathews (1983);
Chiosi et al. (1988); Girardi and Bica (1993); Girardi et al.
(1995); Santos and Frogel (1997). A common characteristic in
these studies, besides the application to LMC clusters, is the
identification of sampling effects with the occurrence by num-
ber of luminous PMS stars dominating the integrated light.
From a more global perspective, Buzzoni (1989) established
a direct analytical formalism to evaluate sampling effects in
clusters of different sizes by defining the effective number
of stars, Neff , which contributes to the integrated luminosity1
(which varies with the age and wavelength considered). To do
so, he assumed that the number of stars with a given mass fol-
lows a Poisson statistic; hence, dispersion of the total luminos-
ity is the sum of the independent Poisson statistics for the num-
ber of stars with a given luminosity. Obviously, the main contri-
bution to global dispersion of the given luminosity is caused by
sparse but luminous stars. Independently, Tonry and Schneider
(1988), using similar arguments about Poisson statistics, pro-
posed the use of dispersion of the total flux of a galaxy image as
a primary distance indicator (so-called surface brightness fluc-
tuation, SBF), which is an observational quantity. In fact, Neff
1Monochromatic Neff values for old stellar populations can
be found at http://www.bo.astro.it/∼eps/home.html and
http://www.iaa.es/∼rosa/research/synthesis/HRES/ESPS-HRES.html
(Gonza´lez Delgado et al., 2005) for young and intermediate SSPs.
and SBFs are related, as shown by Buzzoni (1993). However,
we must recall that theoretical SBFs are a measure of possible
fluctuations around a mean value, a more general concept than
that used by Tonry and Schneider (1988).
SBFs observations are one of the smoking guns of the
stochasticity of stellar populations at work in nature, and the
first case to take advantage of such stochasticity to draw infer-
ences about the physical quantities of stellar systems. Another
application of SBFs is the breaking of age–metallicity degen-
eracy in SSP results for old ages (Worthey, 1994); additional
applications have been described by Buzzoni (2005).
Another aspect of SBFs is that they had been extensively
studied and used in systems with old stellar populations. It
would be surprising if we related stochasticity to IMF sampling:
the integrated light in old stellar populations is dominated by
low-mass stars, which are more numerous than high-mass ones.
Hence, if stochasticity is related to the IMF alone, we would ex-
pect dispersion to fade out as a system evolves. In fact, this is
an erroneous interpretation of sampling effects: as cited before,
the number of stars in a given PMS phase is defined by the ∆m
interval and the size of such an interval does not depend on the
IMF.
To explain stochasticity in terms of Poisson statistics was the
norm in the modelling of the physical scatter of stellar popula-
tions up to 2005 (Lanc¸on and Mouhcine, 2000; Cervin˜o et al.,
2001; Cervin˜o et al., 2002; Gonza´lez et al., 2004, among oth-
ers). The Poisson distribution, since it is discrete, is easily re-
lated to a natural number of stars and to interpretation of the
IMF as a frequency distribution (as opposed to a probability
density function). But it was modelling in the X-ray domain by
Gilfanov et al. (2004) that established the key point of stochas-
tic modelling by using the stellar luminosity function. The ideas
of Gilfanov et al. (2004) were expanded to the optical domain
by Cervin˜o and Luridiana (2006), who thereby established a
unified formalism in the modelling of stellar populations that
can be applied from CMDs to the integrated light of galax-
ies. This work showed that the Poisson statistic is invalid in
so far as the total number of stars in a system are correlated
to each other by the B(m0, t, Z) probability distribution and in-
troduced covariance terms in the computation of the scatter by
synthesis models. Such covariance terms are especially rele-
vant in SBF computation, as shown by Cervin˜o et al. (2008).
That study also showed that probability distributions, when ex-
pressed as frequency distributions, follow a multinomial dis-
tribution, which is the natural result of binning of the stellar
luminosity function.
In a phenomenological approach, the scatter of synthesis
models has been studied in Monte Carlo simulations, par-
ticularly since the late 1990s, although previous studies can
be found in the literature (e.g. Mas-Hesse and Kunth, 1991;
Cervin˜o and Mas-Hesse, 1994, as well as work related to
LMC clusters quoted earlier). There is a wide variety of
such studies, ranging from simulations applied to specified
targets or wavelength domains to general studies of Monte
Carlo simulation results. Examples of specific domains
include globular clusters (old populations with N ∼ 106
stars by Yoon et al., 2006; Cantiello and Blakeslee, 2007,
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among others), γ-ray and optical emission from young clus-
ters in our galaxy (Cervin˜o et al., 2000b; Kno¨dlseder et al.,
2002; Voss et al., 2009) and the study of SBF (Brocato et al.,
1998; Raimondo et al., 2005). Examples of general stud-
ies include work by Brocato et al. (1999); Bruzual (2002);
Bruzual and Charlot (2003); Cervin˜o and Luridiana (2006);
Fouesneau and Lanc¸on (2010); Popescu and Hanson (2009);
Piskunov et al. (2011); Silva-Villa and Larsen (2011);
da Silva et al. (2012); Eldridge (2012), among others.
There are currently some public Monte Carlo synthesis
codes for further research in the area, such as the SLUG
package (https://sites.google.com/site/runslug/)
(da Silva et al., 2012) and the MASSCLEAN packages
(http://www.physics.uc.edu/%7Ebogdan/massclean.html)
(Popescu and Hanson, 2009, 2010a,b).
A natural effect of Monte Carlo modelling is direct vi-
sualization of the range of scatter in model results. How-
ever, the relevant results in Monte Carlo sets are the distri-
bution of results instead of their range (I discuss this point
later). Whatever the case, these phenomenological stud-
ies have opened up several questions on the modelling of
stellar populations and their applications. Some of these
questions are as follows. (a) What are the limitations of
traditional synthesis models, especially for low values of
N (Cervin˜o and Valls-Gabaud, 2003; Cervin˜o and Luridiana,
2004; Silva-Villa and Larsen, 2011, among others)? (b) What
is actually computed by traditional synthesis models, how
are they linked to Monte Carlo modelling, and are they the
limit for N → ∞ (e.g. use of terms such as discrete
population synthesis vs. continuous population synthesis by
Fouesneau and Lanc¸on 2010, or discrete IMF vs. continuous
IMF models by Piskunov et al. 2011) ? (c) How can Monte
Carlo modelling be used to make inferences about stellar sys-
tems (Fouesneau et al., 2012; Popescu et al., 2012)? In this
study I aim to solve some of these questions and provide ad-
ditional uses of stellar population modelling. I begin with the
modelling itself.
2. The origin of stochasticity in stellar population mod-
elling
The stellar mass distribution in the fragmentation of a molec-
ular cloud, even though it produces a discrete number of stars,
has a continuous range of possible outcomes. Although we do
not know the details of fragmentation and they vary from one
cloud to another, we observe that the larger the stellar mass
considered, the lower is the number of stars in the mass range
near such a stellar mass. From the observed frequency distribu-
tions we make an abstraction to a continuous probability den-
sity distribution (statistical inference) such as the IMF or the
stellar birth rate, which has proved to be a useful approach in
characterizing this physical situation. By using such probabil-
ity distributions, we construct the theory of stellar populations
to obtain the possible luminosities of stellar ensembles (proba-
bilistic description, the forward problem of predicting results)
and produce a continuous family of probability distributions
that vary according to certain parameters (mainly N , t and Z).
Finally, we compare these predictions with particular observa-
tions aimed at false regions of the parameter space; that is, to
obtain combinations of N , t and Z that are not compatible with
observations (hypothesis testing in the space of observable lu-
minosities).
The previous paragraph summarizes the three different steps
in which stellar populations are involved. These three steps re-
quire stochastic (or random) variables, but, although related,
each step needs different assumptions and distributions that
should not be mixed up. Note that in the mathematical sense, a
random variable is one that does not have a single fixed value,
but a set of possible values, each with an associated probability
distribution.
1. IMF inference. This is a statistical problem: infer-
ence of an unknown underlying probability distribu-
tion from observational data with a discrete number of
events. This aspect is beyond the scope of our re-
view. However, IMF inferences require correct visual-
ization of the frequency distribution of stellar masses to
avoid erroneous results (D’Agostino and Stephens, 1986;
Maı´z Apella´niz and ´Ubeda, 2005). Such a problem in the
visualization of distributions is general for inferences in-
dependently of the frequency distribution (stellar masses,
distribution of globular clusters in a galaxy, or a set of in-
tegrated luminosities from Monte Carlo simulations of a
system with given physical parameters).
2. Prediction of stellar population observables for given
physical conditions. This is a probabilistic problem for
which the underlying probability distribution, IMF and/or
B(m0, t, Z) is obtained by hypothesis, since it defines the
initial physical conditions. Such probability distributions
are modified (evolved) to obtain a new set of probability
distributions in the observational domain. The important
point is that, in so far as we are interested in generic re-
sults, we must renounce particular details. We need a de-
scription that covers all possible stellar populations quan-
titatively, but not necessarily any particular one. This is
reflected in the inputs used, which can only be modelled
as probability distributions. Hence, we have two types
of probability distributions: one defining the initial con-
ditions and one defining observables.
Regarding the initial conditions, the stellar mass is a con-
tinuous distribution and hence it cannot be described as a
frequency distribution but as a continuous probability dis-
tribution, that is, a continuous probability density function
(PDF). Hence, the IMF does not provide ‘the number of
stars with a given initial mass’, but, after integration, the
probability that a star had an initial mass within a given
mass range. If the input distribution refers to the proba-
bility that a star has a given initial mass, the output distri-
bution must refer to the probability that a star has a given
luminosity (at a given age and metallicity).
For the luminosity of an ensemble of stars, we must con-
sider all possible combinations of the possible luminosities
of the individual stars in the ensemble. Again, this situa-
tion must be described by a PDF. In fact, the PDF of inte-
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grated luminosities is intrinsically related to the PDF that
describes the luminosities of individual stars. A different
question is how such a PDF of integrated luminosities is
provided by synthesis models: these can produce a para-
metric description of the PDFs (traditional modelling), a
set of luminosities from which the shape of the PDF can
be recovered (Monte Carlo simulation), or an explicit com-
putation of the PDF (self-convolution of the stellar PDF;
see below).
3. Inference about the physical conditions from observed lu-
minosities. This is a hypothesis-testing problem, which
differs from statistical problems in the sense that it is not
possible to define a universe of hypotheses. This implies
that we are never sure that the best-fit solution is the actual
solution. It is possible that a different set of hypotheses we
had not identified might produce an even better fit. The
only thing we can be sure of in hypothesis-testing prob-
lems is which solutions are incompatible with observed
data. We can also evaluate the degree of compatibility of
our hypothesis with the data, but with caution. In fact, the
best χ2 obtained from comparison of models with observa-
tional data would be misleading; the formal solution of any
χ2 fit is the whole χ2 distribution. Tarantola (2006) pro-
vide a general view of the problem, and Fouesneau et al.
(2012) (especially Section 7.4 and Fig. 16) have described
this approach for stellar clusters.
Assuming the input distributions is correct and we aim to
obtain only the evolutionary status of a system, we must
still deal with the fact that the possible observables are
distributed. An observed luminosity (or a spectrum) corre-
sponds to a different evolutionary status and the distribu-
tion of possible luminosities (or spectra) is defined by the
number of stars in our resolution element, N . Since we
have an accurate description of the distribution of possible
luminosities as a PDF, the best situation corresponds to the
case in which we can sample such a distribution of possi-
ble luminosities with a larger number of elements, nsam,
with the restriction that the total number of stars, Ntot, is
fixed. As pointed out before, it is CMDs that have N = 1
and nsam = Ntot. We can understand now that the so-called
sampling effects are related to nsam and how we can take
advantage of this by managing the trade-off between nsam
and N . Note that the literature on sampling effects usually
refers to situations in which Ntot has a low value; obvi-
ously, this implies that nsam is low. However, that explana-
tion loses the advantages that we can obtain by analysis of
the scatter for the luminosities of stellar systems.
In summary, any time a probability distribution is needed,
and such a probability distribution is reflected in observational
properties, the description becomes probabilistic. Stochastic-
ity, involving descriptions in terms of probability distributions,
is intrinsic to nature and is implicit in the modelling of stellar
populations. It can be traced back to the number of available
stars sampled for the IMF or the B(m0, t, Z) distributions, but
it is misleading to talk about IMF or stellar-birth-rate sampling
effects, since these input distributions are only half of the story.
2.1. From the stellar birth rate to the stellar luminosity function
The aim of stellar population modelling is to obtain the
evolution of observable properties for given initial conditions
B(m0, t, Z). The observable property may be luminosities in
different bands, spectral energy distributions, chemical yields,
enrichment, or any parameter that can be related to stellar evo-
lution theory. Thus, we need to transform the initial probability
distribution B(m0, t, Z) in the PDF of the observable quantities,
ℓi, at a given time, tmod. In other words, we need to obtain the
probability that in a stellar ensemble of age tmod, a randomly
chosen star has given values of ℓ1, . . . , ℓn. Let us call such a
PDF ϕ(ℓ1, . . . , ℓn; tmod), which is the theoretical stellar luminos-
ity function. The stellar luminosity function is the distribution
needed to describe the stellar population of a system.
Any stellar population models (from CMD to integrated
luminosities or spectra), as well as their applications, have
ϕ(ℓ1, . . . , ℓn; tmod) as the underlying distribution. B(m0, t, Z)
and stellar evolution theory are the gateway to obtaining
ϕ(ℓ1, . . . , ℓn; tmod). However, in most stellar population studies,
ϕ(ℓ1, . . . , ℓn; tmod) is not computed explicitly; it is not even taken
into consideration, or even mentioned. Neglecting the stellar lu-
minosity function as the underlying distribution in stellar popu-
lation models produces tortuous, and sometimes erroneous, in-
terpretations in model results and inferences from observational
data.
There are several justifications for not using
ϕ(ℓ1, . . . , ℓn; tmod); it is difficult to compute explicitly (see
below) and it is difficult to work in an n-dimensional space
in both the mathematical and physical senses. We can
work directly with B(m0, t, Z) and stellar evolution theory
and isochrones, ℓi(m0; τ, Z), where τ is the time measured
since the birth of the star, without explicit computation of
ϕ(ℓ1, . . . , ℓn; tmod). In the following paragraphs I present a
simplified description of a simple luminosity ϕ(ℓ; tmod). Such a
description is enough for understanding most of the results and
applications of stellar population models.
First, the physical conditions are defined by B(m0, t, Z) but
we must obtain the possible luminosities at a given tmod. When
tmod is greater than the lifetime of stars above a certain initial
mass, the first component of ϕ(ℓ; tmod) is a Dirac delta function
at ℓ = 0 that contains the probability that a randomly chosen
star taken from B(m0, t, Z) is a dead star at tmod. With regard to
isochrones, dead stars are rarely in the tables in so far as only
luminosities are included. However, they are included if the
isochrone provides the cumulative ejection of chemical species
from stars of different initial masses (as needed for chemical
evolution models).
Second, stars in the MS are described smoothly by
ℓ(m0; τ, Z), which are monotonic continuous functions. In this
region there is a one-to-one relation between ℓ and m0, so
ϕ(ℓ; tmod) resembles B(m0, t, Z). For an SSP case with a power
law IMF, ϕ(ℓ; tmod) is another power law with a different expo-
nent.
Third, discontinuities in ℓ(m0; τ, Z) lead to discontinuities
or bumps in ϕ(ℓ; tmod). Depending on luminosities before
ℓ(m0−; τ, Z) and after ℓ(m0+; τ, Z), they lead to a gap in the distri-
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bution (when ℓ(m0−; τ, Z) < ℓ(m0+; τ, Z)), or an extra contribu-
tion to ℓ(m0+; τ, Z) (when ℓ(m0−; τ, Z) > ℓ(m0+; τ, Z)). Discon-
tinuities are related to changes in stellar evolutionary phases as
a function of the initial mass, and to intrinsic discontinuities of
stellar evolution (e.g. stars on the horizontal branch).
Fourth, variations in the derivative of ℓ(m0; τ, Z) led to de-
pressions and bumps in ϕ(ℓ; tmod). Consider a mass range for
which a small variation in m0 leads to a large variation in ℓ (the
so-called fast evolutionary phases). We must cover a large ℓ
range with a small range of m0 values; hence, there will be a
lower probability of finding stars in the given luminosity range
(and in such an evolutionary phase), and hence a depression in
ϕ(ℓ; tmod). The steeper the slope, the deeper is the depression.
Conversely, when the slope of ℓ(m0; τ, Z) is flat, there is a large
mass range sharing the same luminosity; hence, it is easier to
find stars with the corresponding ℓ values, and the probability
for such ℓ values increases. Both situations are present in PMS
phases.
In summary: (a) ϕ(ℓ1, . . . , ℓn; tmod) has three different
regimes, a Dirac delta component at zero luminosity because
of dead stars, a low luminosity regime corresponding to the
MS that resembles B(m0, t, Z), and a high luminosity regime
primarily defined by the PMS evolution that may overlap the
MS regime; and (b) the lower the possible evolutionary phases
in the PMS, the simpler is ϕ(ℓ1, . . . , ℓn; tmod). In addition, the
greater the possible evolutionary phases, the greater is the pos-
sibility of the incidence of bumps and depressions in the high-
luminosity tail of the distribution.
2.2. From resolved CMD to integrated luminosities and the de-
pendence on N
The previous section described the probability distribution
that defines the probability that a randomly chosen star in a
given system with defined B(m0, t, Z) at time tmod has given
values of luminosity ℓ1, . . . , ℓn. Let us assume that we now
have a case in which we do not have all the stars resolved,
but that we observe a stellar system for which stars have been
grouped (randomly) in pairs. This would be a cluster in which
single stars are superposed or blended. The probability of ob-
serving an integrated luminosity Li,N=2 from the sum for two
stars is given by the probability that the first star has lumi-
nosity of ℓi multiplied by the probability that the second star
has luminosity of Li,N=2 − ℓi considering all possible ℓi values;
that is, convolution of the stellar luminosity function with it-
self (Cervin˜o and Luridiana, 2006). Following the same argu-
ment, it is trivial to see that the PDF describing the integrated
luminosity of a system withN stars, ϕN (L1, . . . , Ln; tmod), is the
result of N self-convolutions of ϕ(ℓ1, . . . , ℓn; tmod).
The situation in a U − V versus MV Hess diagram is illus-
trated in Fig. 2 for N = 1, 2, 64 and 2048. The figure is from
Maı´z Apella´niz (2008), who studied possible bias in IMF infer-
ences because of crowding and used the convolution process al-
ready described. The figure uses logarithmic quantities; hence,
it shows the relative scatter, which decreases as N increases.
An important feature of the plot is that the case with a larger
number of stars shows a banana-like structure caused by corre-
lation between the U and V bands. In terms of individual stars,
Figure 2: U − V L versus MV Hess diagram for a zero-age SSP system with
N = 1 (top left), N = 2 (top right), N = 64 (bottom left) and N = 2048
(bottom right) based on work by Maı´z Apella´niz (2008). Figure courtesy of J.
Maı´z Apella´niz.
those that dominate the light in the V band are not exactly the
same as those that dominate the light in the U band. However,
there is partial correlation between the two types of stars result-
ing from B(m0, t, Z). Such partial correlation is present when
stars are grouped to obtain integrated luminosities. These fig-
ures also illustrate how CMD studies (N = 1) can be naturally
linked to studies of integrated luminosities (N > 2) as long as
we have enough observations (nsam) to sample the CMD dia-
gram of integrated luminosities.
We now know that we can describe stellar populations as
ϕN (L1, . . . , Ln; tmod) for all possible N values. The question
now is how to characterize such a PDF. We can do this in sev-
eral ways. (a) We can obtain PDFs via the convolution pro-
cess, which is the most exact way. Unfortunately, this involves
working in the nD space of observables and implementation
of n-dimensional convolutions, which are not simple numeri-
cally. (b) We can bypass the preceding issues using a brute
force methodology involving Monte Carlo simulations. This
has the advantage (among others; see below) that the implicit
correlations between the ℓi observables are naturally included
and is thus a suitable phenomenological approach to the prob-
lem. The drawbacks are that the process is time-consuming and
requires large amounts of storage and additional analysis for
interpretation tailored to the design of the Monte Carlo simula-
tions. This is discussed below. (c) We can obtain parameters of
the PDFs as a function of N . In fact, this is the procedure that
has been performed in synthesis codes since their very early
development: mean values and sometimes the variance of the
PDFs expressed as SBF or Neft are computed. The drawback
is that a mean value and variance are not enough to establish
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Figure 3: Main parameters of the luminosity function in several photometric
bands. Figure from Cervin˜o and Luridiana (2006). In the notation used in this
paper, κ2 refers to µ2, Γ1 refers to γ1;N (Li), and Γ2 refers to γ2;N (Li).
probabilities (confidence intervals or percentiles) if we do not
know the shape of the PDF.
3. Stellar population modelling: the parametric approach
and its limitations
The parametric description of the stellar luminosity PDF is
the one used by far the most often, although usually only the
mean value of the distribution is computed. In fact, when we
weight the stellar luminosity along an isochrone with an IMF
in an SSP, it is such a mean value, µ′1(ℓi), that is obtained (see
Cervin˜o and Luridiana, 2006, for more details).
We can also evaluate by how much the possible ℓi values
differ from the mean value. For example, the variance µ2(ℓi),
which is the average of the square of the distance to the mean
(i.e. e integral of (ℓi − µ′1(ℓi))2 ϕ(ℓi) over the possible ℓi val-
ues). In general, we can compute the difference between the
mean and the possible ℓi elements of the distribution using
any power, (ℓi − µ′1(ℓi))n, and the resulting parameter is called
the central n-moment, µn(ℓi). We can also obtain the covari-
ance for two different luminosities ℓi and ℓ j by computing
(ℓi −µ′1(ℓi))n(ℓ j −µ′1(ℓ j))m integrated over ϕ(ℓi, ℓ j), where linear
covariance coefficients are obtained for the case n = m = 1.
Parametric descriptions of PDFs usually use few parameters:
the mean, variance, skewness, γ1(ℓi) = µ3/µ3/22 , and kurtosis
γ2(ℓi) = µ4/µ22 − 3. Skewness is a measure of the asymmetry
of the PDF. Kurtosis can be interpreted as a measure of how
flat or peaked a distribution is (if we focus the comparison on
the central part of the distribution) or how fat the tails of the
distribution are (if we focus on the extremes) when compared to
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Figure 4: Characterization of a PDF based on Edgeworth’s approximation to
the second order and a Gaussianity tolerance interval of ±10%. Figure taken
from Cervin˜o and Luridiana (2006), where Γ1 refers to γ1;N (Li) and Γ2 refers
to γ2;N (Li).
a Gaussian distribution. For reference, a Gaussian distribution
has γ1 = γ2 = 0. Typical values of the four parameters and their
evolution with time for an SSP case are shown in Fig. 3 taken
from Cervin˜o and Luridiana (2006).
Large positive γ1 values indicate that stellar luminosity PDFs
in the SSP case are L-shaped, and large positive γ2 values in-
dicate that they have fat tails. In fact, we noted in the previ-
ous section that the stellar luminosity function is an L-shaped
distribution composed of a power-law-like component result-
ing from MS stars and a fat tail at large luminosities because of
PMS stars. However, γ1 and γ2 computation provides us with
a quantitative characterization of the distribution shape without
an explicit visualization.
The parameters that describe the distribution of inte-
grated luminosities, ϕN (L1, . . . , Ln; tmod), are related to those
of the stellar luminosity function by simple scale relations
(Cervin˜o and Luridiana, 2006):
µ′1;N (Li) = N × µ′1(ℓi), (1)
µ2;N (Li) = N × µ2(ℓi), (2)
γ1;N (Li) = 1√N
× γ1(ℓi), (3)
γ2;N (Li) = 1N × γ2(ℓi). (4)
We can then obtain additional scale relations for the effec-
tive number of stars at a given luminosity, Neff;N (Li) (Buzzoni,
1989), the SBF, ¯L (Tonry and Schneider, 1988; Buzzoni, 1993),
and the correlation coefficients between two different luminosi-
ties, ρ(Li, L j):
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Neff;N (Li) = N × Neff(ℓi) = N ×
µ′21 (ℓi)
µ2(ℓi) , (5)
¯Li = =
µ2(ℓi)
µ′1(ℓi)
∀N , (6)
ρ(Li, L j) = ρ(ℓi, ℓ j) =
cov(ℓi, ℓ j)√
µ2(ℓi)µ2(ℓ j)
∀N . (7)
Direct (and simple) computation of the parameters of the dis-
tribution provides several interesting results. First, SBFs are a
measure of the scatter that is independent of N and can be ap-
plied to any situation (from stellar clusters to galaxies) in fit-
ting techniques. Second, correlation coefficients are also in-
variant about N and can be included in any fitting technique.
Third, since the inverse of Neff;N (Li) is the relative dispersion,
when N → ∞ the relative dispersion goes to zero, although
the absolute dispersion (square root of the variance, σ) goes
to infinity. Fourth, when N → ∞, γ1;N (Li) and γ2;N (Li) goes
to zero, and hence the shape of the distribution of integrated
luminosities becomes a Gaussian-like distribution (actually an
n-dimensional Gaussian distribution including the correspond-
ing ρ(Li, L j) coefficients). We can also obtain the range of
γ1;N (Li) and γ2;N (Li) values for which the distribution can be
approximated by a Gaussian or an expansion of Gaussian dis-
tributions (such an Edgeworth distribution) for a certain lumi-
nosity interval. As reference values, the shape of PDFs where
γ1;N < 0.3 or γ2;N < 0.1 are well described with these four
parameters by an Edgeworth distribution; when γ1;N < 0.03
and γ2;N < 0.1, the PDFs are well described by a Gaussian dis-
tribution with the corresponding mean and variance. A Monte
Carlo simulation or a convolution process is needed in other sit-
uations. The possible situations are shown in Fig. 4, taken from
Cervin˜o and Luridiana (2006).
Another possibility that covers situations for higher γ1;N and
γ2;N values quoted here (i.e. asymmetric PDFs) is to approxi-
mate ϕ(ℓi) by gamma distributions, as done by Maı´z Apella´niz
(2009). This approach can be used in a wide variety of situa-
tions as long as the PDF has no bumps or the bumps are smooth
enough and an accurate description of the tails of the distribu-
tion is not required.
3.1. The mean and variance obtained using standard models
We have seen that using Eq. (1), the mean value can be ex-
pressed for any possible N value or for any quantity related to
N . Most population synthesis codes use the mass of gas trans-
formed into stars or the star formation rate (also expressed as
the amount of mass transformed into stars over a time interval)
instead of referring to the number of stars. Hence, the typical
unit of luminosity is [erg s−1 M−1⊙ ] or something similar. How-
ever, here I argue that the computed value actually refers to the
mean value of ϕℓ(ℓ), so the units of the luminosity obtained by
the codes should be [erg s−1] and refer to individual stars.
In fact, the difference is in the interpretation and algebraic
manipulation of B(m0, t, Z) and the IMF. The usual argument
has two distinct steps. (1) The integrated luminosity and to-
tal stellar mass in a system are the sum of the luminosities and
masses of all the individual stars in the system. Thus, the ratio
of luminosity to mass produces the mass–luminosity relation
for the system. (2) B(m0, t, Z) (or the IMF) provides the ac-
tual mass of the individual stars in the system, and since the
shape of such functions is independent of the number of stars in
the system, the previous mass–luminosity relations are valid for
any ensemble of stars with similar B(m0, t, Z) functional form.
The first step is always true as long as we know the masses
and evolutionary status of all the stars in the system (actually
it is the way that each individual Monte Carlo simulation ob-
tains observables). The second step is false: we do not know
the individual stars in the system. We can describe the set using
a probability distribution, and hence we can describe the inte-
grated luminosity of all possible combinations of a sample of
N individual stars.
It is trivial to see that the mass normalisation constant used in
most synthesis codes is actually the mean stellar mass µ′1(m0)
obtained using the IMF as a PDF.2 Equivalently, total masses
or star formation rates obtained using inferences from synthesis
models are actually N × µ′1(m0) and N × µ′1(m0)× t−1. Usually,
this difference has no implication; however, it is different to say
that a galaxy has a formation rate of, say, 0.1 stars per year (it
forms, on average, a star every 10 years whatever its mass) than
0.1 M⊙ per year (does this mean that, on average, 103 years are
needed to form a 100-M ⊙ star without forming any other star?).
Different renormalisations are performed on a physical ba-
sis, depending on the system we are interested in. Low-mass
stars in young starbursts make almost no contribution to the
UV integrated luminosity, so we can exclude low-mass stars
from the modelling. Massive stars are not present in old sys-
tems; hence, we do not need to include massive stars in these
SSP models. The use of different normalisations can be solved
easily using a renormalisation process. Hence, we can com-
pare the mean values obtained from two synthesis codes that
use different constraints. However, we must be aware that un-
derlying any such renormalisation there are different constraints
on B(m0, t, Z), and hence there are changes in the shape of the
possible ϕ(ℓ1, . . . , ℓn; tmod), such as the absence or presence of
a Dirac delta function at ℓi = 0. This affects the possible val-
ues of the mean, variance (SBF or Neft), skewness, and kurtosis
used to describe ϕN (L1, . . . , Ln; tmod).
4. Stellar populations using Monte Carlo modelling
Monte Carlo simulations have the advantage (and the dan-
ger) that they are easy to do and additional distributions and
constraints can be included in the modelling. Fig. 5 shows the
results of 107 Monte Carlo simulations of SSP models with ages
following a power-law distribution between 40 Myr and 2.8
Gyr, and N distributed following a (discrete) power-law dis-
tribution in the range between 2 and 106 stars. The figure also
shows the standard modelling result using the mean value of the
2 For reference, a Salpeter IMF in the mass range 0.08–120 M⊙ has
µ′1(m0) = 0.28 M⊙, µ2(m0) = 1.44, γ1(m0) = 1691.47, and γ2(m0) = 2556.66.
This implies that the distribution of the total mass becomes Gaussian-like for
N ∼ 3 × 107 stars when the average total mass is approximately 9 × 106 M⊙.
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Figure 5: Results of 107 Monte Carlo simulations of SSP models in the age
range from 40 Myr to 2.8 Gyr, with N in the range between 2 and 106 stars.
The black line is the mean value of the colours obtained by a synthesis model
in the age range from 40 Myr to 10 Gyr.
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Figure 6: MASSCLEAN age (Popescu and Hanson, 2010b) results versus a
χ2 minimisation fit to the mean value obtained from SSPs for age inferences
of LMC clusters. The dots are colour-coded to show the mass of the cluster.
Figure from Popescu et al. (2012), who call the mean obtained by parametric
models the infinite mass limitL.
corresponding observable in the age range from 40 Myr to 10
Gyr.
The first impression obtained from the plot is psychologi-
cally depressing. We had developed population synthesis codes
to draw inferences from observational data, and the Monte
Carlo simulations show so large a scatter that we wonder if
our inferences are correct. Fig. 6, from Popescu et al. (2012),
compares the age inferences for LMC clusters using Monte
Carlo simulations to sample the PDF of integrated luminosi-
ties and traditional χ2 fitting to the mean value of the PDF
(traditional synthesis model results). The figure shows a sys-
tematic discrepancy at young ages. Such an effect was also
found by Fouesneau et al. (2012) for M83 stellar clusters and by
Fouesneau and Lanc¸on (2010); Silva-Villa and Larsen (2011)
(among others) when trying to recover the inputs of the Monte
Carlo simulations using χ2 fitting to the mean value obtained
by parametric models. This requires stepwise interpretation.
First, we must understand Monte Carlo simulation results. Sec-
ond, we must figure out how to use Monte Carlo simulations to
make inferences about observational data (hypothesis testing).
4.1. Understanding Monte Carlo simulations: the revenge of
the stellar luminosity function
The usual first step is to analyse (qualitatively) the re-
sults for Monte Carlo simulations that implicitly repre-
sent how ϕN (L1, . . . , Ln; tmod) varies with N (Bruzual, 2002;
Cervin˜o and Valls-Gabaud, 2003; Popescu and Hanson, 2009,
2010a,b; Piskunov et al., 2011; Fouesneau and Lanc¸on, 2010;
Silva-Villa and Larsen, 2011; da Silva et al., 2012; Eldridge,
2012). In general, researchers have found that at very low N
values, most simulations are situated in a region away from the
mean obtained by parametric models; at intermediateN values,
the distribution of integrated luminosities or colours are (some-
times) bimodal ; at large N values, the distributions become
Gaussian.
The different situations are shown quantitatively in Fig. 7,
taken from Cervin˜o (2003), which can be fully understood if
we take advantage of the Monte Carlo simulations and the para-
metric description of synthesis models (after Gilfanov et al.,
2004; Cervin˜o and Luridiana, 2006). For ages greater than 0.1
Gyr, the figure compares when the mean bolometric luminos-
ity of a cluster with N stars, Lclusbol = N × µ′1(ℓbol; tmod), equals
the maximum value of ϕ(ℓbol; tmod), Lmax∗,bol. This can be inter-
preted as the situation in which the light of a cluster is dom-
inated by a single star, called the ‘lowest luminosity limit’ by
Cervin˜o and Luridiana (2004). In addition, the N value needed
to have, on average, at least 1 PMS star is also computed; it
can be obtained using a binomial distribution over the IMF for
stars below and above mTO. The corresponding N values are
expressed as the mean total mass of the cluster, M.
From the description of ϕ(ℓ; tmod) we know that the distri-
bution is L-shaped with a modal value (maximum of the dis-
tribution) in the MS region and a mean located somewhere
between the MS and PMS regions. The mean number of
PMS will be less than one at low N values. This means that
most simulations are low-luminosity clusters composed of only
MS stars, and a few simulations are high-luminosity clusters
10
Figure 7: N × µ′1(m0) =M ranges comparing the mean and mode of the distri-
butions of integrated luminosities for different situations. The plots were com-
puted for three metallicities: Z = 0.019 (solid line), Z = 0.008 (dashed line)
and Z = 0.0004 (dotted dashed line). The upper line defines the M value for
which there are at least 10 PMS stars (t < 108 yr) or where Lclusbol > 10 × Lmax∗,bol
(t > 108). Figure from Cervin˜o (2003).
Figure 8: Graphical representation of the boundary conditions. The blue track
shows the mean value obtained by SSP models (from the bottom-left corner of
the figure to the red colour as a function of increasing age). The red area defines
the region within which only old (≥ 108 yr) clusters can reside; similarly, the
blue area is the region for young (≤ 5 Myr-old) clusters. The black dots show
the positions of individual stars. The grey shaded areas cannot host any clusters
since there is no possible combination of single stars that can produce such
cluster colours. The extinction vector for AV = 1 mag is shown for reference.
Figure from Barker et al. (2008).
dominated by PMS stars. Here, the mode of ϕN (L; tmod) is
defined by MS stars and is biased with respect to the mean
of ϕN (L; tmod). We can also be sure that the distribution
ϕN (L; tmod) is not Gaussian-like if its mean is lower than the
maximum of ϕ(ℓ; tmod), since the shape of the distribution is
sensitive to how many luminous stars are present in each sim-
ulation (e.g. 0, 1, 2, . . . ) and this leads to bumps (and possi-
bly multi-modality) in ϕN (L; tmod). Finally, when N is large,
ϕN (L; tmod) becomes Gaussian-like and the mean and mode co-
incide. Cervin˜o (2003); Cervin˜o and Luridiana (2004) estab-
lished the maximum of ϕ(ℓ; tmod) 10 times to reach this safe re-
sult. Curiously, the value of N that can be inferred from Fig. 7
can be used in combination with γ1 and γ2 values from Fig. 3.
The resulting γ1:N and γ2;N values are approximately 0.1, the
values required for Gaussian-like distributions obtained by the
parametric analysis of the stellar luminosity distribution func-
tion.
This exercise shows that interpretation of Monte Carlo sim-
ulations can be established quantitatively when the paramet-
ric description is also taken into account. Surprisingly, how-
ever, except for Monte Carlo simulations used to obtain SBFs
(Brocato et al., 1999; Raimondo et al., 2005; Gonza´lez et al.,
2004), most studies do not obtain the mean or compare it with
the result obtained by parametric modelling. Usually, Monte
Carlo studies only verify that for large N values, using relative
values, the results coincide with standard models. In addition,
hardly any Monte Carlo studies make explicit reference to the
stellar luminosity function, nor do they compute simulations for
the extreme case ofN = 1. Thus, psychological bias is implicit
for interpretation of B(m0, t, Z) referring only to stellar clusters
and synthesis models referring only to integrated properties.
Another application of the stellar luminosity function is def-
inition of the location of simulations/observations in colour–
colour diagrams (actually in any diagnostic diagram using in-
dices that do not depend on N). Any integrated colour is a
combination of the contributions of different stars; hence, indi-
vidual stars define an envelope of possible colours of simula-
tions/observations. The situation is illustrated in Fig. 8 taken
from Barker et al. (2008), where the possible range of colours
of individual stars and the mean of parametric synthesis models
are compared.
The final application of parametric descriptions of the in-
tegrated luminosity function to Monte Carlo simulations is a
back-of-the-envelope estimation of how many Monte Carlo
simulations are needed for reliable results. This number de-
pends on the simulation objective, but a minimal requirement
is that, for a fixed N , the mean value obtained from the simu-
lations (the sample mean
〈
˜L
〉
) must be consistent to within an
error of ǫ of the mean obtained by the parametric modelling (the
population mean). Statistics textbooks show that, independent
of the shape of the distribution, the sampling mean is distributed
according to a sampling distribution with variance equal to the
variance of the population distribution variance divided by the
sample size:
σ2(
〈
˜L
〉
) = µ2;N (L)
nsam
=
N
nsam
µ2(ℓ). (8)
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Hence, expressed in relative terms, we can require that
σ(
〈
˜L
〉
)
µ′1(L)
=
1√
nsamN
√
µ2(ℓ)
µ′1(ℓ)
< ǫ. (9)
We can impose a similar requirement for the variance obtained
from the distribution, which results in
σ(
〈
σ˜2(L)
〉
)
µ2;N (L) ≈
1√
nsamN
√
1
N γ2 + 2 < ǫ. (10)
An interesting result is that, for relative dispersion, the rele-
vant parameter is the total number of stars Ntot used in the over-
all simulation set. Hence, the number of simulations needed
to sample the distribution of integrated luminosities decreases
when N increases. However, for absolutes values, the ratio of
N to nsam is the relevant quantity.
4.2. What we can learn from Monte Carlo simulations?
The principal advantage of Monte Carlo simulations is that
they allow us to include constraints that are difficult to man-
age with a parametric description. Examples are constraints in
the inputs (e.g. considering only simulations with a given num-
ber of stars in a given (observed) mass range, Kno¨dlseder et al.
2002) or constraints in the outputs (e.g. considering only simu-
lations that verify certain observational constraints in luminosi-
ties, Luridiana et al. 2003). The issue here is to compute Monte
Carlo simulations and only consider those that are consistent
with the desired constraints. Note that once a constraint is in-
cluded, the process requires transformation of the associated
probability distributions and hence a change in the parameters
of the distribution, and some constraints cannot be expressed
analytically as a function of input parameters. Another applica-
tion that can easily be performed with Monte Carlo simulations
is testing of hypotheses by comparing the distribution of the
simulations and observations; examples have been described by
Fumagalli et al. (2011); Eldridge (2012). Hence, this approach
is ideal when fine-tuned to observational (or theoretical) con-
straints.
However, at the beginning of this section I stated that one
of the dangers of Monte Carlo simulations is that they are easy
to do. They are so easy that we can include additional distri-
butions, such as the distribution of numbers of stars in clus-
ters, the total mass distribution, an age distributions, without a
fine-tuned specific purpose. Here, the danger is that we must
understand the questions that we are addressing and how such
additional distributions affect the possible inferences. For in-
stance, Yoon et al. (2006) used Monte Carlo simulations with
the typical number of stars in a globular cluster to explain bi-
modal distributions in globular clusters. They argued that bi-
modality is the result of a non-linear relation between metallic-
ity and colour transformation. The transformation undoubtedly
has an effect on the bimodality; however, the number of stars
used (actually the typical number of stars that globular clusters
have) is responsible for the bimodal distributions. Monte Carlo
simulations using large N values must converge to a Gaussian
distribution.
When Monte Carlo simulations are used to obtain parame-
ters for stellar clusters, the usual approach is to apply large
grids covering the parameter space for N and age. However,
the situation is not as simple as expected. First, a typical sit-
uation is to use a distribution of total masses. Hence, N is
described by an unknown distribution. Even worse, M fluc-
tuates since the simulations must include the constraint that
N is an integer. Therefore, the mean values of such simula-
tions diverge from the mean values obtained in the parametric
description noted before, since they include additional distri-
butions. Second, the inferences depend on the input distribu-
tions. For instance, Popescu et al. (2012) produced a grid as-
suming a flat distribution for total mass and a flat distribution
in log t. They compared observational colours with the Monte
Carlo grid results and obtained a distribution of the parame-
ters (age and mass) of the Monte Carlo simulations compatible
with the observations. When expressed in probabilistic terms,
the grid of Monte Carlo simulations represents the probability
that a cluster has a given luminosity set for given age and mass,
P(L|t,M), and comparison of observational data with such a
set represents the probability that a cluster has a given age and
mass for a given luminosity set P(t,M|L). The method seems
to be correct, but it is a typical fallacy of conditional proba-
bilities: it would be correct only if the resulting distribution of
ages were flat in log t and if the distribution of masses were flat.
The set of simulations has a prior hypothesis about the distri-
bution of masses and ages, and the results are valid only so far
as the prior is realistic. In fact, Popescu et al. (2012) obtained a
distribution of ages and total masses that differs from the input
distributions used in the Monte Carlo simulation set.
The situation was also illustrated by Fouesneau et al. (2012),
who computed a Monte Carlo set with a flat distribution in both
log t and logM as priors. The authors were aware of the Bayes
theorem, which connects conditional probabilities:
P(t,M|L) = P(L|t,M)P(M)P(L) . (11)
They obtained age and mass distributions for observed clus-
ters using a similar methodology to that of Popescu et al.
(2012). In fact, they found that the distribution of total masses
follows a power law with an exponent −2; hence, the distribu-
tion used as a prior is false. However, they claimed that the
real distribution of total masses is the one obtained, similar to
Popescu et al. (2012). Unfortunately, the authors were unaware
that such a claim is valid only as long as a cross-validation is
performed. This should involve repetition of the Monte Carlo
simulations with a total mass distribution following an exponent
of −2 and verification that the resulting distribution is compati-
ble with such a prior (Tarantola, 2006).
Apart from problems in using the Bayes theorem to make
false hypotheses, both studies can be considered as major mile-
stones in the inference of stellar populations using Monte Carlo
modelling. Their age and total mass inferences are more realis-
tic since they consider intrinsic stochasticity in the modelling,
which is undoubtedly better than not considering stochasticity
at all. The studies lack only the final step of cross-validation to
obtain robust results.
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Figure 9: Top: Integrated mean spectra of a 1-Gyr-old cluster. Bot-
tom: 1 and 2σ confidence intervals for the mean-averaged dispersion (Lλ −
µ′1;N (L)/
√(µ′1;N(L)). Figure from Cervin˜o and Luridiana (2009).
Monte Carlo simulations provide two important lessons in
the modelling of stellar populations that also occur in the Gaus-
sian regime and can apply to systems of any size. The first is
the problem of priors and cross-validation (i.e. an iteration of
the results). The second and more important lesson is that there
are no unique solutions; the best solution is actually the dis-
tribution of possible solutions. In fact, we can take advantage
of the distribution of possible solutions to obtain further results
(Fouesneau et al., 2012).
5. Implications of probabilistic modelling
We have seen the implications of probabilistic modelling
for a low-N regime when Monte Carlo simulations (or covo-
lution of the stellar luminosity function) are required. How-
ever, we have shown that some characteristics of stochasticity
are present independently of N (as in SBFs and partial correla-
tions). In addition, we have seen that we can combine different
probability distributions to describe new situations, as for inte-
grated luminosities at a given N or integrated luminosities of
clusters that follow a N or age distribution. Let us explore the
implications of such results.
5.1. Metrics of fitting
The first implication of the modelling of stellar populations
is that the redder the wavelength, the greater is the scatter, since
fewer stars contribute to red wavelengths than to blue wave-
lengths in absolute and relative terms. In fact, each wavelength
can fluctuate around the mean of the corresponding distribution
of integrated luminosities in a different way, even though it is
correlated with the other wavelengths. This naturally implies
that for each age and metallicity, each model has its own fitting
metrics.
We can take advantage of Neff or SBF definitions to theoreti-
cally define the weight for each wavelength in a χ2 fit. In fact, a
good χ2 fit cannot be better than the physical dispersion of the
Figure 10: Theoretical spectral energy distribution (upper plots) and effective
stellar contributors (Neff) (lower plots) for two SSPs from population synthesis
models described by Buzzoni (1989, 1993) in the spectral region of the MgII
and MgI features around 2800 Å. The models refer to a 2-Gyr SSP with red
HB morphology and a 15-Gyr population with blue HB, as labelled. In spite
of the close similarity of the spectra, the two SSPs display a large difference in
terms of Neff , and hence there is much greater statistical scatter in the spectral
features expected for the older SSP. Figure from Buzzoni (2005).
model, which is a physical limit. Exceedance of this physical
limit (overfitting) leads to a more precise but erroneous result.
Fig. 9, taken from Cervin˜o and Luridiana (2009), illustrates the
physical dispersion used to identify overfitting for SBFs.
An additional advantage of including the physical weight in
the fit is that it breaks degeneracies that are present when ob-
servational data are fitted only to the mean value for parametric
models. For instance, Fig. 10, taken from Buzzoni (2005), illus-
trates breaking of age–metallicity degeneracy using Neff . Given
that the allowed scatter depends on age and metallicity, the re-
sulting χ2 defines the probability that a fit will produce different
results.
Unfortunately, implementation of these ideas is not straight-
forward. Use of Neff directly provides the theoretical weight for
a wavelength in a χ2 fit, but it is dependent on N . The use of
SBF is independent of N . However, it cannot be implemented
directly, but requires an iterative process involving a standard
fit, use of the SBF to identify overfitted results, and iteration of
the process until convergence.
An unexplored area involves taking full advantage of
ρ(Li, L j), which can be obtained theoretically. In fact, the
covariance coefficients and variance define a covariance ma-
trix that can be directly implemented in a χ2 fit. How-
ever, as far as I know, computation of ρ(Li, L j) has not
been implemented and is not considered in any synthesis
code (exceptions are Cervin˜o et al., 2001; Cervin˜o et al., 2002;
Cervin˜o and Valls-Gabaud, 2003; Gonza´lez et al., 2004, but
they use a Poisson approximation of the stellar luminosity func-
tion and the covariance coefficients obtained are not correct).
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5.2. The population and the sample definition
The second implication is related to the definition of the pop-
ulation described by computed distributions. We have seen that
we can define populations composed of N = 1 stars, which are
CMD diagrams, and that we can analyse such populations as
long as we have enough events nsam to describe the distribution.
We can also define populations composed of events with
a similar number of stars, N , taking advantage of additional
information about the source. For instance, we can take the
luminosity profile of a galaxy. We can assume that for a
given radius, the number of stars is roughly the same (addi-
tional information in the form of the geometry of the galaxy
is required). Hence, we can evaluate the scatter for the as-
sumed profile, which, independent of observational errors, must
be wavelength-dependent. At each galactocentric radius, we
are sampling different ϕN (L1 . . . Ln) distributions with different
nsam elements. It is even possible that in the outer parts, where
N is lower, we find pixels forming a binomial or extremely
asymmetric distribution. However, the better our sampling of
such distributions, the better will be our characterisation of the
population parameters at this radius. Finally, our results for stel-
lar populations must be independent of the radius range chosen
once corrected for the radial profile (see Cervin˜o et al., 2008,
for details on such corrections). Hence, we can perform a cross-
validation of our results by repeating the analysis by integration
over large radial ranges; this means that we reduce nsam and in-
crease N . The only requirements are: (1) N must be kept con-
stant in each of the elements of the sample ; and (2) sufficient
nsam elements are required for correct evaluation of the variance
(c.f. Eq. (10)). The results obtained must also be consistent
with the stellar population obtained using the integral light for
the whole galaxy. Note that if we use SBF we do not need to
know the value of N , but just need to ensure that it is constant
(but unknown) in the nsam elements used.
A similar study can be performed using different ways to di-
vide the image. For example, we can take slices of a spherical
system and use each slice to compute the variance of the dis-
tribution (see Buzzoni, 2005, for an example). A similar tech-
nique can be applied to IFU observations. The problem is to
obtain nsam elements with a similar number of stars and stel-
lar populations that allow us to estimate the scatter (SBF) for
comparison with model results. In summary, we can include
additional information about the system (geometry, light pro-
file, etc.) in inferences about the stellar populations.
Finally, we can modify the ϕN (L1 . . . Ln) distributions to in-
clude other distributions representing different objects. For in-
stance, the globular cluster distribution of a galaxy (assum-
ing they have the same age and metallicity, in agreement with
Yoon et al., 2006) implicitly includes a distribution of possible
N values. Since these globular clusters have intrinsically low
N values, it is possible that some clusters will be in the biased
regime described in Fig. 7. Since the few clusters dominated by
PMS stars are luminous, they will be observed and will be ex-
tremely red in colour, even redder than the mean colour of para-
metric models (Fig. 8). In addition, there would be a blue tail
corresponding to faint clusters with low N comprising mainly
clusters with low-mass MS stars (see Cervin˜o and Luridiana,
2004, for more details).
5.3. Some rules of thumb
I finish this section with some rules of thumb that can be ex-
tracted from the modelling of stellar populations when applied
to the inference of physical properties of stellar systems.
First, the relevant quantity in describing possible luminosi-
ties is not the total mass of the system, but the total mass (or
number of stars) observed for your resolution elements,N . The
other relevant quantity is the number of resolution elements
nsam for a given N . The lower the ratio of N to nsam, the better.
In the limit, the optimal case is a CMD analysis.
Second, the scatter depends not only onN but also on the age
and wavelength considered. Fig. 11 shows Neff values for SSP
models with metallicity Z = 0.020 for different ages and wave-
lengths. As I showed earlier, the lower Neff is, the greater is
the scatter. Fig. 11 shows that blue optical wavelengths with
λ < 5000 Å have intrinsically lower scatter than red wave-
lengths, independent of N . The range 5000–8000 Å has in-
termediate scatter and scatter increases for wavelengths longer
than ∼ 8000 Å, depending on the age. In comparison to age
determinations that do not consider intrinsic dispersion (i.e. all
wavelengths have a similar weight), the safest age inferences
correspond to ages between 8 and ∼ 200 Myr since variation of
Neff values with wavelength is lower in this mass range.
Fig. 11 also shows the mean total mass for γ1,N ≤ 0.1 as
a function of age and wavelength for Z = 0.020 SSP mod-
els. This is a quantitative visualization of how the average to-
tal mass needed to reach a Gaussian-like regime varies with
age and wavelength. It is evident that blue optical wavelengths
reach a Gaussian regime at a lower average total mass when
compared to other wavelengths. In contrast, red wavelengths
not only have greater scatter, but this scatter is also associated
with non-Gaussian distributions for a wider range of average
total mass. Thus, we can strengthen the statement about age in-
ferences: the safest age inferences correspond to ages between
8 and ∼ 200 Myr if the cluster mass is greater than 105M⊙.
Third, the input distributionsB(m0, t, Z) or IMF and SFH de-
fine the output distributions. It should be possible to obtain
better fits (more precise, but not necessarily more accurate) by
changing the input distributions. However, we must be aware
that we have explored the possible output distributions before
any such changes.
For instance, low-mass clusters have strong fluctuations
around the IMF; each cluster (each IMF realization) could pro-
duce an excess or deficit of massive stars. Using the mean value
obtained by parametric models, a top-heavy or bottom-heavy
IMF would produce a better fit of models and data. Such IMF
variations would undoubtedly be linked to variations in age and
the total mass/number of stars for a system. However, Monte
Carlo simulations can also produce a better fit without invoking
any IMF variation. It is possible that Monte Carlo simulations
using distributions of different IMFs (e.g. combining IMFs with
a variable lower or upper mass limit with a distribution of pos-
sible lower or upper mass limits) would produce even better
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Figure 11: Summary of Neff values (left) and mean total mass Mlim for γ1,N ≤ 0.1 (right) as a function of L age and L wavelength for Z = 0.020 SSP models.
fits. I am sure that the approach using only the mean value is
methodologically erroneous. However, it is not clear which of
the two solutions obtained by Monte Carlo simulations is the
best unless one of the hypotheses (fixed IMF or a distribution
combining different IMFs) is incompatible with observational
data.
As a practical rule, before exploring or claiming variations
in the input parameters, a check is required to ensure that such
input parameters are actually incompatible with observational
data.
Another issue is how to evaluate scatter outside the SSP hy-
pothesis. Formally, we may consider any SFH as a combination
of SSPs. Hence, for any SFH scenario evaluated at time tmod,
we can assume that the scatter can be evaluated using the most
restrictive SSP situation in the time range from 0 to tmod. For in-
stance, Fig. 11 shows that the ionising flux (λ . 912 Å) requires
an average total mass greater than 105M⊙ to reach a Gaussian-
like regime. Hence, we must ensure that at least 105M⊙ has
been formed in each SSP comprising the SFH. Assume that 1
Myr is the time interval used to define a star formation rate.
This implies that there would be no Gaussian-like distributions
for SFR less than 0.1M⊙year−1 (i.e. there would be a bias in
the inferences obtained using the mean obtained by parametric
models). However, a more quantitative study of this subject is
required. da Silva et al. (2012) have suggested additional ideas
on the evaluation of scatter including the SFH.
Fourth, regarding the output parameters and inferences for
time and the total mass/number of stars, we can summarize the
following rules:
1. Use all available information for the system, including
previous inferences. However, wavelength ranges used for
inferences in the literature must be considered. Additional
criteria, such as those in the following points, can be used
to evaluate roughly which inferences are more reliable.
Additional information on the system can be obtained
from images and other data that, although not used directly
in the inferences, constrain the possible range of solutions.
Recovery of a complete picture of the system compatible
with all the available information should be the aim, and
not just a partial picture that can be drawn from particular
data.
It is particularly useful to look for the ‘smoking guns’ for
age inference: for example, emission lines in star-forming
systems imply an age less than 10 Myr ; Wolf–Rayet stars
imply an age less than 6 Myr (neglecting binary systems);
supernova emission or supernova remnants (from optical,
radio or X-ray observations) imply an age less than 50
Myr; high-mass X-ray binaries imply previous supernova
events, and hence an age greater than 3 Myr. For instance,
Fouesneau et al. (2012) showed that the use of broad-band
photometry with narrow-band Hα photometry greatly im-
proves the quality of inferences. However, note that the
presence of a ‘smoking gun’ helps to define age ranges,
but the absence of smoking guns does not provide infor-
mation if the mass/number of stars in observations is not
known.
2. Always obtain an estimate of the mass/number of stars
in the resolution element. The confidence of an age in-
ference cannot be evaluated unless an estimate of the
mass/number of stars of such an age has been obtained
(see Popescu and Hanson, 2010b, for additional implica-
tions of this point).
3. Identify the integrated luminosity distribution regime for
the system considered . χ2 fitting including the physi-
cal variance and covariance coefficients is optimal for the
Gaussian regime, but it fails for other distributions. Fig. 11
can be used to identify Gaussianity. For large wavelength
coverage, for which different regimes would be present,
rejection of some parts of the spectra in the fit can be con-
sidered; it is better to obtain a less precise but more accu-
rate result than a very precise but erroneous result caused
by overfitting; in any case, such information can be used
as a guide to obtain a complete picture of the system.
4. When using diagnostic diagrams (indices), compare the
location of the parametric model, individual stars and ob-
servations. It is especially useful to identify the origin
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of outliers in diagnostic diagrams, and to evaluate the ex-
pected range of scatter in the model.
5. In general, CMDs analyses are more robust than analyses
of integrated spectra. If such information is available, use
it and do not try surpass CMDs, which is simply impossi-
ble. The sum of (unknown) elements in a sample cannot
provide more information than knowledge for all the par-
ticular elements of the sample.
6. Blue wavelengths (3000–5000 Å) are robust. We have
shown that blue wavelengths have intrinciscally lower
physical scatter than any other wavelengths. Hence, when
comparing different inferences in the literature, those
based on just blue wavelengths are the most accurate.
They may not be the most precise, but blue wavelengths
always provide better fitting than any other wavelength.
Hence, take the greatest possible advantage of blue wave-
lengths (e.g. when using normalized spectra to a given
wavelength to obtain SFH, use blue wavelengths).
7. A good solution is the distribution of possible solutions. I
discussed this in Section 5.1, but I would like to emphasise
the point. The best χ2 value would be a numerical artefact
(e.g. local numerical fluctuations). For instance, it seems
surprising that codes that infer the SFH using the mean
value of parametric models do not usually quote any age–
metallicity degeneracy, although it is present at a spectral
level (c.f. Fig. 10). In fact, it is an artefact of using only
the best χ2 fit when results are presented. Again, I refer to
Fouesneau et al. (2012) as an example of how the use of
the distribution of possible solutions improve inferences.
6. The (still) poorly explored arena
In the preceding sections I raised several questions on the ap-
plication of population synthesis models, ranging from their use
in CMD diagrams for semi-resolved systems to fitting metrics
and the still unexplored arena of covariance coefficients. In fact,
most of the applications presented here have not been fully de-
veloped and have been presented in conference papers. In this
respect I refer to work by Buzzoni (2005), which has been a
source of inspiration to most of the applications described here
and some additional applications not discussed. However, let
me finish with two comments about additional unexplored ar-
eas in which stochasticity could play a role.
The first is chemical evolution. At the start of this paper I
noted that any modelling that makes use of the stellar birth rate
(IMF and SFH) is intrinsically probabilistic. Hence, the present
discussion also applies to chemical evolution models. Here,
there is no stellar luminosity function, but a stellar yield func-
tion, which is the amount of material that a star has ejected
(instantaneously or accumulatively). Obviously, such a stellar
yield function refers mainly to dead stars, stars with ℓ = 0 in
the stellar luminosity function, and is hence correlated with
live stars. The application of such ideas is suggestive, but
not simple. Chemical evolution affects the metallicity and de-
pends on the SFH; hence, metallicity and SFH cannot be sep-
arable functions in the stellar birth rate. Even worse, the ac-
tual metallicity of a system depends on its previous metallic-
ity evolution, which is itself described as a probability distribu-
tion. Determination of the evolution of a system would require
a change in the ordinary differential equations defining chem-
ical evolution to stochastic differential equations. Interested
readers can find very preliminary approaches to the subject
in work by Cervin˜o et al. (2000a, 2001); Cervin˜o and Molla´
(2002), and more detailed studies by Shore and Ferrini (1995);
Carigi and Hernandez (2008).
The second question is the inclusion of highly variable
phases such as thermal pulses in synthesis models. The present
idea is actually a re-elaboration of the so-called fuel consump-
tion theorem proposed by Renzini and Buzzoni (1983) and
Buzzoni (1989) applied over isochrone synthesis. A require-
ment of isochrone synthesis is that evolutionary tracks must be
smooth enough to allow interpolations and compute isochrones.
In particular, variation is not allowed for a star with a given
mass and a given age. However, we can include variability as
far as we can model it by a probability distribution function. In
fact, we can define such a probability as proportional to the pe-
riod of variation and include it directly in the stellar luminosity
function. I refer readers interested in this subject to the paper
by Gilfanov et al. (2004), whose ideas provide a formal devel-
opment of the probabilistic modelling of stellar populations.
7. Conclusions
We studied the modelling of stochasticity for stellar popu-
lations. Such stochasticity is intrinsic in the modelling in that
we do not directly know the individual stars in a generic stel-
lar system. We must use probability distributions and assign
probabilities for the presence of each individual star. The only
possible result of the modelling is a probabilistic description
including all possible situations.
The input probability distribution is the stellar birth rate
B(m0, t, Z), which represents the probability that an individual
star was born with a given initial mass m0 at a given time t with
a given metallicity Z. This probability distribution is modified
by the transformations provided by stellar evolution theory and
evaluated at different times tmod. The resulting distribution, the
stellar luminosity function, represents the probability that a star
had a given luminosity set (e.g. a set of colours or wavelengths),
ℓ1 . . . ℓn, at a given time.
The probability distribution of the integrated luminosity of a
system with N stars can be obtained directly from the stellar
luminosity function in an exact way via a self-convolution pro-
cess. It can also be obtained from a set of nsim Monte Carlo sim-
ulations. Finally, it can be described as a function of parameters
of the distribution (mean, variance, skewness, and kurtosis) that
is related to the stellar luminosity function by simple scale rela-
tions. Standard synthesis models use a parametric description,
although, with some exceptions, they only compute the mean
value of the distribution.
Hence, the results of standard (parametric) modelling can be
used in any situation, including N = 1 (i.e. CMDs), as long as
we understand that it is only a mean value of possible luminosi-
ties. However, mean values are not useful unless we know the
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shape of the distribution. In the most optimistic case, for large
N values, the distribution is Gaussian and is hence defined by
the mean and variance of each luminosity, and the covariance
between the different luminosities. The value of N when this
Gaussian regime is reached can be obtained by analysis of the
skewness and kurtosis of the stellar luminosity function.
Monte Carlo modelling (or the self-convolution process) is a
useful approach outside the Gaussian regime. However, Monte
Carlo simulations can only be fully understood if they are anal-
ysed with a parametric description of the possible probability
distributions. In addition, Monte Carlo simulations are an ideal
tool for including constraints in fine-tuned modelling of partic-
ular objects or situations. A drawback is that large sets of Monte
Carlo simulations implicitly include additional priors, such as
the distribution of ages orN values. Such priors must be chosen
carefully in any application inferring physical parameters from
observations since possible inferences depend on them accord-
ing to the Bayes theorem. Finally, it is not possible to evalu-
ate the reliability of Monte Carlo simulations without explicit
knowledge of the number of simulations nsim, N , and all the
assumed priors.
The fact that even in the most optimistic case of N = ∞, the
distribution of integrated luminosities is Gaussian (where the
parameters of the Gaussian distribution depend on size, age,
and metallicity) has major implications for the use of synthe-
sis models to obtain inferences. The principal one is that each
model and wavelength has its own physical scatter. This de-
fines a metric of fitting for each model (i.e. not all wavelengths
are equivalent in the fit and they must be weighted according
their own physical scatter). An advantage of the use of such
fitting metrics is that it breaks degeneracies in physical proper-
ties, such as age–metallicity degeneracy. A second implication
is that we can obtain physical information from observed scat-
ter.
Finally, throughout the paper we explored additional impli-
cations and applications of the probabilistic modelling of stel-
lar populations. Most of them are only tentative ideas, but they
increase the predictive power of synthesis models and provide
more accurate inferences of physical parameters from observa-
tional data.
Addendum after publication (only in astro-ph version): After
the publication of this review, appear in the literature an addi-
tional paper dealing with modeling stellar populations by means
of Monte Carlo simulations by Anders et al. (2013). Models
results and programs related with that work will available at:
http://data.galev.org/models/anders13.
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