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Abstract 
This study investigates the relationship between working memory and language in young 
children growing up in a multilingual environment. The aim is to explore whether 
mechanisms of short-term storage and cognitive control hold similar relations to emerging 
language skills and to investigate if potential links are mediated by related cognitive abilities. 
A sample of 119 Luxembourgish 6-year-olds completed several assessments of working 
memory (complex and simple span), native and foreign vocabulary, syntax, reading, rhyme 
awareness, and fluid intelligence. Results showed that short-term storage and cognitive 
control manifested differential links with developing language abilities: Whereas verbal 
short-term storage was specifically linked to vocabulary; cognitive control manifested unique 
and robust links with syntax and early reading development. The study suggests that in young 
children the working memory system is composed of separate but interacting components 
corresponding to short-term storage and cognitive control that can be distinguished by the 
roles they play in supporting language acquisition.  
 
 
Keywords: working memory; verbal short-term memory; cognitive control; language; 
multilingual. 
Working memory, and language      3
Disentangling the relationship between working memory and language: the roles of short-
term storage and cognitive control  
1. Introduction 
Increasing evidence suggests that working memory (WM) and language learning are 
strongly linked (Gathercole, Alloway, Willis, & Adams, 2006; Gupta, 2003; Service, 1992; 
Swanson, 2003). What remains less clear is why these associations are observed. The main 
aim of the present study was to identify which components of the WM system relate to which 
domains of language and to explore whether potential links are mediated by related cognitive 
abilities.  
WM refers to the ability to store and manipulate information in mind for a brief period 
of time in the course of ongoing cognitive activities (Baddeley, 2000; Daneman & Carpenter, 
1983). Most theorists in the field agree that the WM system consists of multiple interacting 
components. Some of these components are devoted to the maintenance of information over 
short periods of time (i.e. short-term memory; STM), whereas other components are 
responsible for cognitive control that regulate and coordinate those maintenance operations 
(Baddeley, 2000; Cowan, et al., 2005; Engle, 2010). Mechanisms of cognitive control are 
often assessed by complex span tasks whereas STM is generally evaluated by simple span 
tasks (for a review see Conway, Kane, Bunting, Hambrick, Wilhelm, & Engle, 2005).  
The extent to which the different WM components are involved in language processing 
and development remains a key theoretical issue. Verbal STM has been associated with new 
word learning in native (Avons, Wragg, Cupples, & Lovegrove, 1998; Majerus, Poncelet, 
Greffe, & van der Linden, 2006), foreign (Cheung, 1996; Masoura & Gathercole, 2005) and 
artificial languages (Gathercole, Hitch, Service, & Martin, 1997; Jarrold, Thorn, & Stephens, 
2009; Mosse & Jarrold, 2008). It has been argued that the quality of the temporary 
representation of a novel word in STM is critical in the formation of a stable phonological 
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representation in long-term memory (Baddeley, Gathercole, & Papagno, 1998; Gathercole, 
2006).  
Whether STM plays a significant role in aspects of language other than vocabulary is 
less clear. Findings by Papagno, Cechetto, Reati, and Bello (2007) indicate that verbal STM 
is necessary for the comprehension of syntactically complex sentences by allowing the 
sentence to be mentally replayed when comprehension cannot proceed online. Although 
some evidence of a relationship between syntactic comprehension and verbal STM exists 
(Dufva, Niemi, & Voeten, 2001; Montgomery, 1995), others have failed to support this 
position (Hanten & Martin, 2000; Shankweiler, Smith, & Mann, 1984; Willis & Gathercole, 
2001). A similar degree of inconsistency in empirical findings exists for reading 
development. STM has been suggested by some to contribute to the development of early 
reading skills (Alloway et al., 2005; de Jong & Olson, 2004); other indications are that this is 
not the case (Dufva et al., 2001; Gathercole et al., 2006).  
One reason for the discrepancies across findings is that not all studies control for 
mechanisms of cognitive control when exploring the links between STM and higher order 
linguistic abilities. Increasing evidence suggests that simple span tasks reflect both STM and 
cognitive control (Engel de Abreu, Conway, & Gathercole, 2010; Unsworth & Engle, 2006); 
the degree to which STM and higher order linguistic abilities seem to be related might thus 
depend on whether mechanisms of cognitive control have been controlled.  
The completion of complex language tasks often requires to remember some task 
elements and to inhibit others. Cognitive control mechanisms might be used to maintain task-
relevant information in an active state and to regulate controlling processes. In some 
developmental studies cognitive control has, indeed, been found to account for unique 
variance in listening comprehension and reading (Daneman & Blennerhassett, 1984; Leather 
& Henry, 1994). According to Engle and colleagues (Engle, 2010; Engle, et al., 1999) 
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cognitive control is the key mechanism that WM shares with fluid intelligence and is the 
crucial factor that is linking WM to many higher order cognitive tasks including language 
comprehension (Cain, Oakhill, & Bryant, 2004; Seigneuric, Ehrlich, Oakhill, & Yuill, 2000) 
and reading (Bayliss, Jarrold, Gunn, & Baddeley, 2003; Gathercole et al., 2006).  
The purpose of the present study was to explore the relationship between two 
components of the WM system and language learning in 5- to 6-year-old children growing up 
in a multilingual environment. The study is an extension of the results of Engel de Abreu and 
colleagues (2010) on the same dataset in which complex and simple span tasks have been 
found to relate to separate but associated underlying factors identified as cognitive control 
and short-term storage respectively. The study had two major objectives: First, to determine 
which component of the WM system – short-term storage or cognitive control – relate to 
which domain of language, and second to explore whether potential links between these 
components and language might be mediated by related cognitive abilities.  
2. Method 
2.1. Participants 
A total of 119 children with a mean chronological age of 75 months (SD = 3.37, range 
= 69 - 82) participated in the study. The group consisted of 58 girls and 61 boys, recruited 
from 38 kindergarten classes in Luxembourg. Only Luxembourgish children, with both 
parents speaking fluently Luxembourgish, took part in the study. The Grand-Duchy of 
Luxembourg is officially trilingual: The main foreign language that the children were 
exposed to was German; Children had not yet been introduced into French (parental 
questionnaire). All the children were tested in their second year of kindergarten before the 
start of formal instruction in reading had begun.  
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2.2. Procedure 
Each child was tested individually in a quiet area of the school in three sessions of 20 to 
30 minutes each, on different school days taking one week apart. Tests were administered in 
a fixed sequence designed to vary the nature of the task demands across successive tests.  
2.3. Tasks 
Complex span. In the Luxembourgish counting recall task (AWMA, Alloway, 2007: 
Engel de Abreu et al., 2010) children need to count and memorize the number of circles in a 
picture containing triangles and circles. At the end of each trial, children are asked to recall 
the number of circles of each picture in the right order. In the backwards digit recall task 
(AWMA, Alloway, 2007; Engel de Abreu et al., 2010) children hear a list of spoken digits in 
Luxembourgish and are required to immediately repeat the list in the reverse order.  
Simple span. In the digit recall test (AWMA, Alloway, 2007; Engel de Abreu et al., 
2010) the child has to immediately repeat a sequence of Luxembourgish spoken digits in the 
order that they were presented. In the Luxembourgish Nonword Repetition Task (LuNRep, 
Engel, 2009; Engel de Abreu et al., 2010) children have to immediately repeat unfamiliar 
phonological word forms that are auditory presented via a laptop computer.   
Fluid intelligence was evaluated by the Raven Coloured Progressive Matrices test 
(Raven, Court, & Raven, 1986). In this test, the child is required to complete a geometrical 
figure by choosing the missing piece among 6 possible drawings.  
Rhyme awareness was assessed with a Luxembourgish rhyme detection test based on 
the Phonological Assessment Battery (PhAB, Frederickson, Frith, & Reason 1997). In this 
test, sets of three words are orally and visually presented and the child has to point to the 
pictures or name the two words that shared the same rhyme pattern.  
Vocabulary. Luxembourgish and German expressive vocabulary was assessed with the 
Expressive One Word Picture Vocabulary Test (EOWPVT, Brownell, 2000). In each case the 
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child is required to name a picture consisting of a line drawing of an object, action or concept 
arranged in order of increasing difficulty. No starting criterion was applied and testing 
stopped after the failure of 8 consecutive items.  
Syntax. Children completed a Luxembourgish version of the Test for Reception of 
Grammar (TROG-2, Bishop, 2003) assessing understanding of grammatical contrasts. In this 
test, children are required to identify a target picture out of a choice of 4 to match a spoken 
sentence. Due to structural differences between Luxembourgish and English, two items had 
to be removed resulting in 78 test items. Children had to fail 5 consecutive blocks and 8 
consecutive items before testing stopped.  
Reading. In the letter decision test (Baddeley, Gathercole, & Spooner, 2003) the child 
views a symbol and has to decide if it is a written letter or not. In the word detection task, the 
child is required to point to a written word out of a choice of 4 that corresponds to a picture.  
3. Results 
3.1. Descriptive statistics and correlational analyses 
Descriptive statistics for all principal measures are provided in Table 1.  
Table 1 about here 
Zero-order correlation coefficients between all principal measures are shown in Table 
2. Within each area of cognitive skill, measures correlated with each other. Correlations 
between nonword repetition and digit recall were high (r = .59). Counting recall and 
backwards digit recall were moderately correlated (r = .38). Native and foreign vocabulary 
correlated highly (r = .63) and correlated significantly also with the TROG (r’s of .41 and 
.42). The two reading measures correlated at .39. The highest correlations across constructs 
were obtained between the simple span tasks with vocabulary and syntax (r’s ranging from 
.25 to .45). The complex span tasks correlated moderately with syntax (r’s of .29 and .38) and 
fluid intelligence (r’s of .27 and .34). Rhyme awareness correlated highest with the TROG (r 
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= .30) and manifested moderate associations with word detection (r = .20) and native 
vocabulary knowledge (r = .20).  
Table 2 about here 
3.3. Confirmatory factor analyses - Measurement models 
A series of confirmatory factor analyses (CFA) models were performed on the 
covariance structure. Maximum likelihood estimation was applied with the computer 
program AMOS 7 (Arbuckle, 2006). Model fit was assessed by the following indices (see 
Kline, 1998 for a review of the different fit indices): the χ2 statistic (nonsignificant = good 
fit); Bentler’s Comparative Fit Index (CFI; Bentler, 1990; above .90 = good fit), Bollen’s 
Incremental Fit Index (IFI; Bollen, 1989; above .90 = good fit), and the Root Mean Square 
Error of Approximation (RMSEA; Browne & Cudeck, 1993; below .06 = good fit) 
.Likelihood ratio tests were performed to evaluate the significance of the covariances 
between the latent factors (Gonzalez & Griffin, 2001). A χ2 difference corresponding to a 
probability level of less than .05 was used as a sufficient reason to reject the null hypothesis. 
Non-hierarchical factor models were compared via the Akaike Information Criterion index 
(AIC, Akaike, 1987); in each case the model with the smallest AIC value is preferred (Kline, 
1998).  
The first part of the analyses explores the associations between the 5 language 
measures. Fit indices for the tested models are provided in the upper part of Table 3.  
Table 3 about here 
In model 1, all five variables were specified to load onto a common language factor. 
Values of selected fit indices in Table 3 clearly show that this single-factor model poorly 
explained the data with a highly significant χ2 value; CFI and IFI values below .90; and an 
RMSEA above .06. Next, a two-factor model was fitted to the data with letter decision and 
word detection loading onto a separate reading construct. The RMSEA value of this model 
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was slightly high and the standardized residuals for the TROG were high, indicating that the 
two-factor model did not provide a good account of the correlations of this particular 
measure. A final third model was therefore explored in which the TROG variable was 
specified to load onto a separate construct. The error term of the TROG was constrained to an 
estimate based on the established reliability of this measure (Table, 1). The fit indices of this 
three-factor model were excellent with a non-significant χ2 value, CFI and IFI values of 1, 
and an RMSEA of 0. The AIC index (26.86) indicates that the model provided a significantly 
better account of the data then the single factor model 1 (AIC = 48.48) and the two-factor 
model 2 (AIC = 29.01). The model solution with the standardized estimates is summarized in 
Figure 1.  
Figure 1 
In the next set of models the complex and simple span tasks were added into the 
analyses in order to explore their relationship with vocabulary, syntax, and reading. Previous 
analyses on the same dataset have shown that nonword repetition and digit span related to a 
common factor and that the two complex span task – counting recall and backwards digit 
recall – loaded on a related but separate construct (Engel de Abreu et al., 2010). To avoid 
model complexity separate CFA models were performed for each language construct. In total 
3 models were tested (Table 3: Model 4, 5, and 6) containing 3 latent factors each (simple 
span, complex span and either vocabulary, syntax or reading). In all the analyses the factor 
loadings and error variances were fixed to the values obtained from the measurement models 
(Engle et al., 1999).  
Fit statistics in the middle part of Table 3 indicate that all of the tested models provided 
a good account of the data. The correlations of the complex and simple span factors with the 
different language constructs are presented in the upper part of Table 4. The results show that 
verbal simple span was strongly linked to vocabulary and syntax and manifested weaker, yet 
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significantly, associations with reading. Complex span correlated highest with syntax and 
reading and manifested weaker links with vocabulary. 
Table 4 about here 
3.4. Structural regression models 
In order to get an estimation of the unique contribution of short-term storage and 
cognitive control to language learning, structural regression (SR) models were used. The 
basic model used for all the SR analyses is depicted in Figure 2.  
Figure 2 
As in the previous analyses, factor loadings and error variances of the observed 
variables were fixed to the values obtained in the measurement models2. Model fits did not 
differ from the preceding CFA models 4, 5, and 6 (Table 3). Standardized regression 
coefficients of the SR analyses are represented in the middle part of Table 4. When cognitive 
control was partialled out, the link between short-term storage and vocabulary was 
maintained with STM accounting for a significant 27% of the variance in vocabulary. 
Cognitive control in contrast, did not manifest significant associations with vocabulary once 
verbal short-term storage was taken into account. Both memory components appeared to 
make specific contributions to syntax, accounting for 12% of its variance each. Finally, the 
data showed that cognitive control accounted for a significant 13% of the variance in reading 
when short-term storage was controlled. Verbal STM did not manifest any specific links with 
pre-reading skills.  
A final set of models examined the specific links of short-term storage and cognitive 
control with language when controlling for related cognitive abilities. The preceding SR 
models were run again including rhyme detection and the Raven in addition to short-term 
storage, cognitive control, and the language constructs (Table 3: Model 7, 8, and 9). The error 
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term of the two additional measures were constrained to estimates based on their reliability 
(Table 1).  
Fit indices in the lower part of Table 3 indicate that the three tested models provided a 
good account of the data. The standardized regression coefficients in the lower part of Table 
4 show that short-term storage remained significantly linked to vocabulary and syntax even 
after fluid intelligence and rhyme awareness were taken into account. The analyses further 
showed that the significant links between cognitive control with syntax and reading dropped 
to a non-significant level once the Raven and rhyme detection was considered.  
To explore whether the links between verbal short-term storage and syntax were 
mediated by lexical knowledge, a last set of models entered a latent vocabulary factor as 
additional covariate into the analyses [6-factor model: χ2 = 28.46, df = 24, p = .24; CFI = .98; 
IFI = .98; RMSEA = .04]. These analyses showed that verbal short-term storage did no 
longer manifest a significant link with syntax (r = .25) once vocabulary was controlled. 
Notably, the analyses further showed that when fluid intelligence was excluded from the 
model, the links between cognitive control with syntax and reading remained significant (r’s 
of .32 and .33 respectively) despite vocabulary and rhyme detection as covariate [5-factor 
models: Syntax, χ2 = 26.02, df = 21, p = .21; CFI = .98; IFI = .98; RMSEA = .04; Reading, χ2 
= 26.66, df = 30, p = .48; CFI = .98; IFI = .98; RMSEA = .04]. 
4. Discussion 
The study showed that when their common variance was considered, simple and 
complex span tasks were differentially associated with children’s emerging language abilities 
in line with the position that the WM system consists of separate interacting components 
(Alloway, Gathercole, Willis, & Adams, 2004; Baddeley, 2000, Engle et al., 1999). 
Conceptually, the simple span residual should represent short-term storage whereas the 
complex span residual is suggested to mainly reflect mechanisms of cognitive control 
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(Conway, Cowan, Bunting, Therriaut, & Minkoff, 2002; Engel de Abreu et al., 2010; Engle 
et al., 1999).  
Vocabulary knowledge was strongly related to verbal short-term storage. These results 
are consistent with previous evidence suggesting that verbal STM is the driving force behind 
both native and foreign vocabulary acquisition, by supporting the formation of stable 
phonological representations of new words in long-term memory (Cheung, 1996; Gathercole 
et al., 1997; Jarrold et al., 2009; Masoura & Gathercole, 2005; Service, 1992). The finding 
that the association was independent of cognitive control, fluid intelligence, and rhyme 
awareness suggests that the link between verbal STM and vocabulary is highly specific, in 
line with the view that it is the short-term storage component of the WM system that 
underpins vocabulary development (Baddeley et al., 1998; Gathercole, 2006). Notably, 
neither cognitive control nor rhyme awareness had specific effects on vocabulary, providing 
further support for the unique contribution of verbal STM to vocabulary acquisition.  
The study further showed that verbal short-term storage made significantly 
contributions to syntactic comprehension. These associations were, however, largely 
mediated by vocabulary knowledge that is critical for the understanding of syntactically 
complex sentences.  
Finally, the study identified specific links between cognitive control with syntax and 
reading that were independent of short-term storage, rhyme awareness, and vocabulary. 
Importantly, the data showed that the associations could be fully accounted for by the 
component that the complex span residual shared with fluid intelligence. These findings 
provide support to the hypothesis that it is the capacity for controlled processing – the 
postulated underlying common trait of fluid intelligence and complex span task (Conway et 
al., 2002; Engle et al. 1999) – that is driving the relationship between complex span tasks and 
higher order language processing.  
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Footnotes 
1 Translated and reproduced by permission. Copyright © 2007 by Pearson Assessment. All 
rights reserved. 
2All the models were fitted again without fixing any of the values derived from the 
measurement models and the results were almost identical. On average correlation 
coefficients changed by .04 for the CFA models and by .05 for the SR models.  
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Table 1 
Descriptive Statistics for All Test Scores (N = 119) 
Measures  Max. Mean SD Range rxx 
Age (in month)  -- 75.13 3.37 69-82 -- 
Complex span  Counting recall 42 9.69 3.07 5-19 .85a 
 Backwards digit recall 36 5.90 2.42 0-12 .85a 
Simple span  Digit recall  54 20.50 3.17 14-30 .84a 
 Nonword repetition  50 35.19 6.14 18-46 .79a 
      .78b 
Fluid intelligence Raven  36 18.95 4.31 8-31 .71c 
Rhyme awareness Rhyme detection  20 14.06 3.21 5-20 .73c 
Vocabulary EOWPVT native -- 59.15 11.43 34-80 .91c 
 EOWPVT foreign -- 32.98 18.71 0-80 .96c 
Syntax TROG  78 51.97 9.51 23-72 .86c 
Reading Word detection  7 2.79 1.93 0-7 .60c 
 Letter decision 40 28.40 3.31 20-35 .53c 
Note: Max: Maximum possible score; Raven: Raven Coloured Progressive Matrices Test; 
EOWPVT: Expressive One Word Picture Vocabulary Test; TROG: Test for Reception Of 
Grammar; a reliabilities are coefficient alpha; b interrater reliability based on Cohen’s Kappa c 
reliabilities are K-R 20 
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Table 2 
Correlations Between the Main Scores Using Pearson’s Correlation Coefficient (N = 119) 
 Measures 1 2 3 4 5 6 7 8 9 10 11 12 
 1. Age --            
Complex span              
 2. Counting recall .08 --           
 3. Backwards digit recall .13 .38 --          
Simple span              
 4. Digit recall .05 .27 .41 --         
 5. Nonword repetition .16 .13 .40 .59 --        
Fluid intelligence             
 6. Raven .18 .27 .34 .12 .15 --       
Rhyme awareness             
 7. Rhyme detection .08 -.04 .21 .19 .22 .10 --      
Vocabulary             
 8. EOWPVT native .12 .02 .20 .25 .45 .17 .20 --     
 9. EOWPVT foreign .04 .09 .22 .32 .42 .07 .15 .63 --    
Syntax             
 10. TROG .11 .29 .38 .41 .45 .42 .30 .41 .42 --   
Reading             
 11. Word detection .05 .19 .19 .22 .18 .16 .20 .10 .04 .23 --  
 12. Letter decision .22 .18 .15 .05 .05 .24 .04 -.05 -.08 .13 .39 -- 
Note: Raven: Raven Coloured Progressive Matrices Test; EOWPVT: Expressive One Word 
Picture Vocabulary Test; TROG: Test for Reception of Grammar; significant values marked 
in boldface, p < .05. 
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Table 3 
Fit Indices (N = 119) 
Model χ2 df p CFI IFI  RMSEA   
Language Models 
Model 1: Single factor model 
     28.48 5 .00 .78 .79 .20  
Model 2: Two-factor model -  language & reading     
    9.01 4 .11 .96 .96 .08  
Model 3:  Three-factor model - vocabulary, syntax, & reading    
     2.86 3 .41 1.00 1.00 .00  
CFA Models Including Complex Span and Simple Span 
Model 4: Vocabulary        
 17.91 15 .27 .98 .98 .04  
Model 5: Syntax        
 9.33 9 .41 1.00 1.00 .02  
Model 6: Reading        
 8.21 15 .91 1.00 1.06 .00  
SR Models Including Complex Span, Simple Span, Phonological Awareness, and Fluid 
Intelligence 
Model 7: Vocabulary        
 25.53 21 .22 .98 .98 .04  
Model 8: Syntax        
 14.65 13 .33 .99 .99 .03  
Model 9: Reading        
 16.80 21 .72 1.00 1.03 .00  
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Table 4 
Standardized Regression Coefficients of the CFA and SR Models (N = 119) 
 Factors Vocabulary Syntax Reading 
Confirmatory factor analysis models 
Simple span .51 .55 .29 
Complex span .31 .55 .40 
Structural regression models  
Short-term storage .52 .34 .06 
Cognitive control -.02 .34 .36 
Total R2 .26 .37 .16 
Structural regression models controlling for related cognitive abilities 
Short-term storage .53 .42 .08 
Cognitive control -.12 -.01 .19 
Rhyme detection .12 .20 .16 
Raven  .12 .44 .20 















Note: Raven: Raven Coloured Progressive Matrices; significant values marked in boldface, p 
< .05.  
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Figure Captions 
Figure 1. Three-factor CFA model for the language measures. Solid lines indicate 
coefficients significant at the .05 level. Numbers next to the circles are proportions of 
variance in the observed variables explained by the latent construct; EOWPVT: Expressive 
One Word Picture Vocabulary Test; TROG: Test for Reception Of Grammar. 
 
Figure 2. Three-factor structural regression model. 
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