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ASYMPTOTIC CONTROL THEORY
FOR A SYSTEM OF LINEAR OSCILLATORS
ALEKSEY FEDOROV AND ALEXANDER OVSEEVICH
Abstract. We present an asymptotic control theory for a system of an ar-
bitrary number of linear oscillators under a common bounded control. We
suggest a design method of a feedback control for this system. By using the
DiPerna–Lions theory of singular ODEs, we prove that the suggested control
law correctly defines the motion of the system. The obtained control is asymp-
totically optimal: the ratio of the motion time to zero under this control to
the minimum one is close to 1 if the initial energy of the system is large. The
results are partially based on a new perturbation theory of observable linear
systems.
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1. Introduction
The problem of time-optimal steering of a given initial state to a given manifold is
typical for optimal control theory. One of the classical achievements in this area is an
explicit construction of the minimum time damping of a single linear oscillator [1].
This system is governed by the equation
(1) x¨+ x = u, |u| ≤ 1,
where x is the position and u is the control. Here the oscillator frequency ω is
assumed to be 1. The optimal control is of bang-bang type, i.e., it takes values
u = ±1. The switching curve, which separates the u = −1 domain of the phase
plane from the u = +1 domain, consists of unit semicircles centered at points of
the form (2k + 1, 0), where k ∈ Z is an integer. When seen from afar, which is our
primary point of view in this paper, the switching curve looks like the x-axis, and
the optimal control looks like the dry friction u(x, x˙) = − signx˙.
1.1. Problem statement. This paper is devoted to a more general and next in
complexity problem of minimum-time steering of a system of N linear oscillators
with eigenfrequencies ωi under a common bounded control u described by
(2)
x˙i = yi
y˙i = −ω2i xi + u, |u| ≤ 1, i = 1, . . . , N.
It is probably impossible in principle to obtain an explicit formula for the optimal
control in this case. Even a numerical solution appears difficult.
In this paper, we deal with feedback control and try to make the duration of
the steering as small as possible. We assume that the steering is possible in prin-
ciple. This means, according to the Kalman controllability condition [2], that the
eigenfrequencies ωi of all oscillators are different.
Our main result is design of an asymptotically optimal and numerically imple-
mentable feedback control for system (2) in the non-resonant case, when there are
no nontrivial relations between eigenfrequencies of the form
(3)
N∑
i=1
miωi = 0, where 0 6= m = (m1, . . . ,mN ) ∈ ZN .
Here ‘asymptotic’ refers to the large initial energy
(4) E =
1
2
N∑
i=1
(x˙i
2 + ω2i x
2
i )
of system (2). Our control works in the resonant case as well but in that case is not
asymptotically optimal. Still, the ratio of the steering time to the minimum time is
uniformly bounded.
System (2) can be interpreted in mechanical terms in at least two ways. In
the first model, the components xi of the state vector are vertical deviations of
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pendulums attached to a cart moving with bounded acceleration u. In the second
model, the components xi are displacements of the masses attached to the springs
attached to the same cart.
1.2. Minimum time problem. Suppose we need to bring system (2) to equilib-
rium in minimum time. This problem is a particular case of the minimum time
problem for a linear control system
(5) x˙ = Ax+Bu, x = (x1, y1, . . . , xN , yN)
∗ ∈ V = R2N , u ∈ U = R, |u| ≤ 1,
where the matrix A and the vector B are
(6) A =

0 1
−ω21 0
. . .
0 1
−ω2N 0
 , B =

0
1
...
0
1

.
As it is well known, the problem is equivalent to the boundary value problem for
the Pontryagin maximum principle corresponding to the Hamiltonian
(7) h(x, ψ) = 〈Ax, ψ〉+ |〈B,ψ〉| − 1 = max
|u|≤1
{〈Ax, ψ〉+ 〈Bu, ψ〉 − 1}.
Here angle brackets denote the standard scalar product in R2N , | · | is the Euclidean
norm, and the maximum is taken over the interval {u ∈ R : |u| ≤ 1}.
The problem takes the form
(8)
x˙ = Ax+Bu, ψ˙ = −A∗ψ,
u = sign〈B,ψ〉, x(0) = x0, x(T ) = 0, h(x, ψ) = 0.
We note that system (8) is Hamiltonian with 2N degrees of freedom and N + 1
integrals of motion. In order to define these integrals we use the following notations.
Suppose that the momentum ψ is written in the form ψ = (ψi), where ψi = (ξi, ηi),
i = 1, . . . , N , ξi is the dual variable for xi and ηi is the dual variable for yi. There
are N integrals of the form
(9) Ik =
1
2
ξ2k +
1
2
ω2kη
2
k, k = 1, . . . , N,
and the Hamiltonian h(x, ψ). These integrals are Poisson commuting. The fact
that the Poisson brackets {Ik, Il} are zero is obvious, while the identity {Ik, h} =
0 results from an easy computation. In the case N = 1, the number of degrees
of freedoms coincides with the number of commuting integrals. This is the basic
reason for the existence of an explicit optimal solution. The same equality is the
basic assumption of the Liouville–Arnold theorem on complete integrability of a
Hamiltonian system [3].
In general, we deal with a nonlinear boundary value problem of dimension 4N .
If the vector ψ(0) is known, then the control u is also known, and x(T ) can be
easily found via solution of the Cauchy problem. Therefore, the boundary problem
reduces to a solution of 2N +1 transcendental equations x(T ) = 0 and h(x, ψ) = 0
for the 2N +1-dimensional vector with components ψ(0), T . The great difficulty of
this problem suggests to resort to approximations.
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1.3. Proposed strategy and main results. We present a method based on con-
sideration of the asymptotic behavior of reachable sets of the system. We use both
T →∞ asymptotic and T → 0 asymptotic of reachable sets.
Let us divide the entire phase space of the system into three zones: the high-
energy zone, the middle-energy zone, and a small neighborhood of the equilibrium,
i.e., the low-energy zone. In the high-energy zone, we use a control law based on
an asymptotic T → ∞ formula for the support function of reachable sets [4, 5]
for system (2). The control can be in principle applied as well in other zones,
but then its quasi-optimal properties are lost. Moreover, the control affects the
system like dry friction, so that in some states, where the energy is not too high, it
prevents any motion. More generally, the control might force the system to move in
a small neighborhood of a limit set (attractor) not containing the target, i.e., the
equilibrium state. In other words, there arise basins of attraction; the greater is the
upper bound for controls, the larger are the basins.
To prevent getting into an attractor, we use within the middle energy zone a
scaled version of the high-energy control with a reduced amplitude. This makes the
basins of attraction located in a smaller neighborhood of the target, so that the
sinking into an attractor cannot happen within high and middle energy zones. This
strategy allows the system to reach a small neighborhood of the equilibrium, where
a terminal control scenario is in force.
In the third terminal stage, we consider the asymptotic behavior of reachable sets
as T → 0. We use important properties of shapes of the reachable sets: by applying
gauge transformations and adding a linear feedback we do not substantially change
the shapes of the reachable sets [6]. By using these properties, we reduce the problem
of the feedback control design for system (5) to the design of a feedback control for
a canonical system in Brunovsky form [7]. Toward this end, we apply a method of
control based on common Lyapunov functions [8–10].
Let us stress that our main goal is asymptotic optimality. Therefore, the detailed
construction of the control within finite distance to the equilibrium is of secondary
importance.
Our paper is organized as follows. In Section 2, we define the control and describe
its implementation in detail. In Section 3, we discuss formal properties of the control
within high and medium energy zones. In particular, we establish a maximum
principle of a certain kind for the suggested control. A nontrivial issue of the nature
of the dynamics of the system is discussed in Section 4. We prove the existence and
uniqueness of the motion under the control within the framework of the DiPerna–
Lions theory. Asymptotic optimality of the control within high-energy zone is proved
in Section 5. In Section 6, we study efficiency of the suggested control by using a new
technique based on perturbation theory of observable linear systems (see Appendix
V). Section 7 is devoted to the singular arcs of our control. We find the size of a ball
centered at the equilibrium which does not contain any attractor. Section 8 describes
the design of the feedback control at the final stage, i.e., in a small neighborhood of
the target. We utilize the common Lyapunov functions technique and demonstrate
a few nontrivial features of its application including those of number-theoretical
nature. In Section 9, we perform the matching of controls defined within different
zones. Our main result on asymptotic optimality is presented in Section 10. In
Section 11, we illustrate our strategy in the classical case of a single oscillator.
Appendices I-VIII contain a number of auxiliary results.
A summary of our results was presented in [11].
ASYMPTOTIC CONTROL THEORY FOR A SYSTEM OF LINEAR OSCILLATORS 5
2. Basic control: high-energy zone
A well-known geometric interpretation of the maximum principle says that the
momentum (adjoint vector) ψ at point x is the inner normal to the reachable set
D(T (x)) [12].
Here the reachable set D(T ) is the set of ends at time instant T of all admissible
trajectories of system (5)–(6) starting at the origin at zero time.
2.1. Asymptotic theory of reachable sets as T →∞. We would like to use as
momenta the normals to an approximate reachable set. This is possible thanks to
the asymptotic theory of reachable sets for linear systems as developed in [4].
One of the basic results of Ref. [4] applicable to our system of N oscillators is
this: The reachable set D(T ) equals asymptotically as T →∞ to the set TΩ, where
Ω is a fixed convex body. More precisely:
Theorem 1. [4] Suppose that a momentum p is written in the form p = (pi), where
pi = (ξi, ηi), i = 1, . . . , N , ξi is the dual variable for xi, ηi is the dual variable for yi,
and zi = (η
2
i + ω
−2
i ξ
2
i )
1/2. Suppose that system (5)–(6) is non-resonant, i.e., there
are no nontrivial relations (3). Then, the support function HT of the reachable set
D(T ) has as T →∞ the asymptotic form
(10) HT (p) = T
∫
T
∣∣∣∣∣
N∑
i=1
zi cosϕi
∣∣∣∣∣ dϕ+ o(T ), dϕ = 1(2π)N dϕ1 ∧ · · · ∧ dϕN ,
We give a sketch of the proof of Theorem 10 in Appendix I.
Recall that the support function of any subset M ⊂ Rn is defined as HM (ξ) =
supx∈M 〈ξ, x〉 and defines the closed convex hull of M uniquely [18]. In particular,
the support function of the convex body Ω is given by the main term in (10):
(11) HΩ(p) = H(z) =
∫
T
∣∣∣∣∣
N∑
i=1
zi cosϕi
∣∣∣∣∣ dϕ,
where the vector z = (z1, . . . , zN) ∈ RN has components zi = (η2i + ω−2i ξ2i )1/2.
If N = 1, we obtain H(z) = 2π |z|. In the case N = 2, the function
(12) H(z) =
∫
|z1 cosϕ1 + z2 cosϕ2| dϕ
can be expressed via elliptic integrals as follows:
(13) H(z1, z2) =
1
π2
∫ 2π
0
(z22 − z21)dϕ√
z22 − z21 cos2 ϕ
if |z1| ≤ |z2|.
(see Appendix II). In general, by substitution ti = cosϕi we reduce (11) to an
Euler-type integral
(14) H(z) =
1
(2π)N
∫
{|ti|≤1}
∣∣∣∣∣
N∑
i=1
ziti
∣∣∣∣∣
N∏
i=1
(1− t2i )−1/2dt1 . . . dtN
that defines a hypergeometric function in the sense of I.M. Gelfand [13]. The func-
tion H(z) also has an (one-dimensional) integral representation via the Bessel func-
tions (see Appendix III).
Note that equation (11) makes sense even in the resonant case, when there are
nontrivial relations between eigenfrequencies. In this case however, equation (10)
does not give an asymptotic formula for the support function of the reachable set
D(T ).
6 ALEKSEY FEDOROV AND ALEXANDER OVSEEVICH
The basic idea of our feedback control is to substitute the set TΩ for D(T ). The
idea works even in the resonant case, when TΩ is not an asymptotic approximation
of D(T ). Note that a phase vector x ∈ V = R2N belongs to the boundary of TΩ if
and only if
(15) T−1x =
∂HΩ
∂p
(p)
for a momentum p = p(x). We notice that the support function HΩ is differentiable,
and equation (15) has a unique solution up to scaling p 7→ λp, λ > 0, because the
boundary of Ω is smooth [5]. The unique solvability of equation (15) is also proved
below in Section 2.3. We discuss the issue of efficient solution of equation (15) in
the next section.
Thus, our basic control in the high-energy zone is given by
(16) u(x) = − sign〈B, p(x)〉,
and it depends on the direction of the vector p(x) only, so that the scaling p 7→ λp,
where λ > 0, does not affect the control. We emphasize that the minus sign in
(16) is due to the fact that p(x) is the outer normal to TΩ at the point x, while
the momentum ψ in the Pontryagin maximum principle is the inner normal to the
exact reachable set.
2.2. Efficient computation of the control. In coordinates xi, yi, equation (15)
takes the form
(17) T−1(xi, yi) = z
−1
i
(
∂H
∂zi
)(
ξi
ω2i
, ηi
)
, i = 1, . . . , N,
where zi = (η
2
i + ω
−2
i ξ
2
i )
1/2, and H(z) is given by integral (11). To solve (17),
we should first find the point z of the sphere SN−1 with positive-homogeneous
coordinates (z1 : · · · : zN). Here the sphere SN−1 is regarded as the set of directions
of non-zero vectors in RN . To this end, we define the “energetic” vector e = (ei) ∈
R
N , where ei = (ω
2
i x
2
i + y
2
i )
1/2, and obtain from (17) that
(18) T−1ei =
∂H
∂zi
(z), i = 1, . . . , N.
Solution of equation (17) gives an inversion of a map from one 2N -dimensional
manifold to another, while the solution of (18) reduces to inversion of a map of
(N−1)-dimensional manifolds. Still the solution of (17) reduces easily to the solution
of (18). Similarly to the master equation (15), equation (18) has, according to [5],
a unique solution, which, however, is not a very easy find. Anyway, we obtain that
T is a function of the “energetic” vector e.
2.3. Kuhn–Tucker theorem. The Kuhn–Tucker theorem implies that for arbi-
trary N the search for solutions of (18) is equivalent to the optimization problem
(19) 〈e, z〉 → max , provided that H(z) ≤ 1,
and similar approach can be applied to equations (15) and (17).
It is clear that the constraint H(z) ≤ 1 is equivalent to H(z) = 1. The hypersur-
face {H(z) = 1} is strictly convex because of the obvious identity
(20)
〈
∂2H
∂z2
(z)ξ, ξ
〉
=
∫
V (z)
(
N∑
i=1
ξi cosϕi
)2
dσ(ϕ),
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where integration is over V (z) = {ϕ ∈ T : f(z, ϕ) = 0},
(21) f(z, ϕ) =
N∑
i=1
zi cosϕi, dσ(ϕ) =
dϕ1 ∧ · · · ∧ dϕN
(2π)Ndf
is the canonical volume element on V (z). Identity (19) implies that, if the vectors
ξ and z are not collinear, then
〈
∂2H
∂z2 (z)ξ, ξ
〉
is strictly positive. But if the vec-
tor ξ is tangent to the hypersurface {H(z) = 1} at z, these two vectors cannot
be collinear. Otherwise, we would obtain that 〈∂H/∂z, z〉 = 0, which is impossi-
ble, since 〈∂H/∂z, z〉 = H(z) > 0 in view of the Euler identity. The proved strict
convexity of {H(z) = 1}, as it is well-known, implies the uniqueness of solution of
optimization problem (19). Indeed, it follows from the strict convexity of {H(z) = 1}
that the function f = H2 is strictly convex. At the same time, optimization problem
(19) is equivalent to
(22) 〈e, z〉 → max , provided that f(z) ≤ 1.
If z1 6= z2 are solutions to (22), then
(23) 〈e, z1〉 = 〈e, z2〉 and f(zi) = 1.
However, this implies that
(24)
〈
e,
z1 + z2
2
〉
=〈e, z1〉 and f
(
z1 + z2
2
)
< 1,
which contradicts optimality of zi.
Thus, optimization problem (19) can be solved by well-developed efficient meth-
ods, which are still more difficult than the solution of a scalar transcendental equa-
tion. These methods are available, e.g., via Matlab Optimization Toolbox.
We now obtain from (18) the final formula for the momentum:
(25) (ξi, ηi) =
zi
ei
(ω2i xi, yi), i = 1, . . . , N.
Thus, if we know the point z = (z1 : · · · : zN ) ∈ SN−1, then the direction of
the momentum p(x) is defined by (25) uniquely. Control (16) depends only on the
direction of the momentum. Therefore, it can be efficiently found in the form
(26) u(x) = − sign
(
N∑
i=1
ei
−1ziyi
)
.
In the case N = 1, the control has the form of a dry friction u = − signy1.
The sign-function in (26) is understood as a multivalued map: sign(x) = ±1 if
x ≷ 0, and sign(0) might take any value from the interval [−1, 1]. The precise value
of the control in the case of indefinite sign is sometimes important (see Section
7.2). Whatever the precise value is, the control u(x) is not a continuous function
of x. Therefore, to define the motion under the control we have to solve ODE
with a discontinuous right-hand side (RHS). This naturally requires a discussion of
singular ODEs, which we provide in Section 4. In what follows, we will also use a
scaled control uU (x) = Uu(x) with a smaller amplitude |U | ≤ 1.
3. Formal properties of the basic control
3.1. Polar-like coordinate system. We define a polar-like coordinate system,
well suited for representation of the motion under the control u. If N = 1, we get
the proper polar coordinate system in a plane. To this end, we take the boundary
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ω = ∂Ω of the set Ω with support function (11) as a unit “sphere”. Every vector
0 6= x ∈ R2N can be represented uniquely as
(27) x = ρφ, where ρ = ρ(x) is a positive factor, and φ ∈ ω.
In fact, we have already familiar with (27) because (15) says exactly the same if
ρ = T , and φ = ∂HΩ/∂p. The pair ρ, φ is the coordinate representation for x,
and ρ(φ) = 1 is the equation of the “sphere” ω. It is important that the set ω
is invariant under free (uncontrolled) motion of our system (5). This follows from
the similar invariance of the support function HΩ(p) under evolution governed by
p˙ = −A∗p. The latter invariance is clear, because the support function depends only
on variables zi, which are integrals of the motion. The invariance of ω is equivalent
to invariance of the homogeneous function ρ, so that 〈∂ρ/∂x,Ax〉 = 0. Therefore,
under the control u the total (Lie) derivative of ρ takes the form
(28) ρ˙ =
〈
∂ρ
∂x
,Ax+Bu
〉
=
〈
∂ρ
∂x
,Bu
〉
= −
∣∣∣∣〈∂ρ∂x,B
〉∣∣∣∣ ,
where the last identity holds because ∂ρ/∂x is the outer normal to the set ρΩ. Note
that the “radius” ρ is monotone nonincreasing. For any other admissible control,
we have
(29) ρ˙ ≥ −
∣∣∣∣〈∂ρ∂x,B
〉∣∣∣∣ .
The evolution of φ by virtue of system (5) is described by
(30) φ˙ = Aφ+
1
ρ
(Bu − φρ˙) = Aφ+ 1
ρ
(
Bu+ φ
∣∣∣∣〈∂ρ∂x ,B
〉∣∣∣∣) .
It is clear that if ρ is large, then the second term in the RHS of (30) is O(1/ρ) and
affects the motion of φ over the “sphere” ω only slightly. The conclusion holds for
any admissible control, not just for control (16).
We note that p = ∂ρ/∂x is a homogeneous function of degree 0, and, therefore,
is a function of φ. Geometrically speaking, p is the outer normal to the surface ω
at φ. It follows immediately from the Euler identity that
(31) HΩ (p) = 〈p, φ〉 = ρ(φ) = 1.
Thus, the function ρ satisfies an eikonal-type equation which is “dual” to equation
ρ(∂H∂p ) = 1 of the surface ω. Here H stands for HΩ. We will use Eq. (31) in Section
5 for averaging the RHS of identity (28) with respect to time.
3.2. Duality transform. Here we discuss a general duality transformation related
to equation (15). Toward this end we denote the function HΩ just by H = H(p),
and the factor T by ρ(x). Then the relation between H and ρ is similar to the
Legendre transformation:
(32) 〈x, p〉 = ρ(x)H(p), ρ(x) = max
H(p)≤1
〈x, p〉, H(p) = max
ρ(x)≤1
〈x, p〉,
where the correspondence x⇄ p has the form
(33) x = ρ(x)
∂H
∂p
(p), p = H(p)
∂ρ
∂x
(x).
Here p and x are the points where the maximums in (32) are attained. The eikonal-
type equation (31) also holds in this generality. Indeed, by inserting (33) into (32)
we obtain
H
(
∂ρ
∂x
)
ρ(x)H(p) = 〈x, p〉, ρ
(
∂H
∂p
)
ρ(x)H(p) = 〈x, p〉,
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which implies
(34) H
(
∂ρ
∂x
)
= 1, ρ
(
∂H
∂p
)
= 1.
These relations make sense provided that H and ρ are norms, i.e., the homo-
geneous of degree 1 convex functions such that the sublevel sets {H(p) ≤ 1} and
{ρ(x) ≤ 1} are convex bodies. These sublevels are mutually polar to each other.
In other words, if Ω = {ρ(x) ≤ 1}, and Ω◦ = {H(p) ≤ 1}, then Ω = {x : 〈x, p〉 ≤
1, p ∈ Ω◦} and vice versa. In the language of the Banach spaces, the normed spaces
(V, ρ) and (V∗, H) are dual to each other. The derivatives in (33) should be under-
stood as subgradients. If the functions H and ρ are differentiable, equation (33) has
the classical meaning. If one of the functions H and ρ is differentiable and strictly
convex, then the other one is also so.
We notice that apart from the dual pair (H, ρ) there is another related natural
dual pair (H,R), where H(p) = H(z(p)), ρ(x) = R(e(x)). Here z(p) = (zi) is the
N -vector with components zi = (η
2
i +ω
−2
i ξ
2
i )
1/2, and e(x) = (ei) = ((ω
2
i x
2
i+y
2
i )
1/2).
From defining relation (33) with ρ = ∂p/∂x, we obtain
(35) x = ρ
∂H
∂p
(
∂ρ
∂x
)
.
Differentiating (35), we obtain a relation between the second derivatives of the dual
functions
(36) 1 = ρ
∂2H
∂p2
∂2ρ
∂x2
+
∂ρ
∂x
⊗ ∂H
∂p
,
or, using more detailed notation, that for any constant vector ζ
(37) ζ = ρ
∂2H
∂p2
∂2ρ
∂x2
ζ +
〈
∂ρ
∂x
, ζ
〉
∂H
∂p
.
Differentiability of functions H, ρ,H, and R is studied in Appendix IV.
3.3. Hamiltonian structure. Here we show that basic control (16) possesses a
Hamiltonian structure. This means that we can extend the corresponding dynam-
ical system to a canonical one, similar to that of maximum principle (8). This
requires understanding the time-evolution of the momentum p(x) involved in (16).
We possess the expression p = ∂ρ∂x (φ) for the momentum, where the point φ makes
a controlled motion satisfying (30). It follows from the identity
(38)
〈
∂ρ
∂x
,Aφ
〉
= 0,
which expresses the invariance of the “radius” under free motion, that for any
(constant) vector ζ we have
(39)
〈
∂2ρ
∂x2
ζ, Aφ
〉
= −
〈
∂ρ
∂x
,Aζ
〉
.
On the other hand, the total derivative 〈p˙, ζ〉 can be written in the form
(40)
〈
∂2ρ
∂x2
(Aφ+Bu), ζ
〉
=
〈
∂2ρ
∂x2
ζ, Aφ +Bu
〉
,
which is equal to
(41) −
〈
∂ρ
∂x
,Aζ
〉
+
〈
∂2ρ
∂x2
ζ, Bu
〉
= −〈A∗p, ζ〉+
〈
∂2ρ
∂x2
Bu, ζ
〉
.
Therefore, we arrive at the following equation for time evolution of the momentum:
(42) p˙ = −A∗p+ ∂
2ρ
∂x2
Bu.
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It is now easy to write down equations of motion of the compound vector (x, ψ),
where ψ = − ∂ρ∂x is the “canonical” momentum.
Theorem 2. The compound vector (x, ψ) satisfies the Hamiltonian system of a
“maximum principle” different from the Pontryagin principle:
x˙ = Ax+B sign 〈B,ψ〉 ,
ψ˙ = −A∗ψ + ∂
2ρ
∂x2
B sign
〈
B,
∂ρ
∂x
〉
,
(43)
where the Hamiltonian is
(44) H = 〈Ax, ψ〉+ |〈B,ψ〉| −
∣∣∣∣〈B, ∂ρ∂x
〉∣∣∣∣ .
We note that H = 0 on admissible trajectories, because
(45) |〈B,ψ〉| =
∣∣∣∣〈B, ∂ρ∂x
〉∣∣∣∣ and 〈Ax, ∂ρ∂x
〉
= 0
in view of the invariance of the function ρ under the free motion.
4. Motion under the basic control
The control u(x) is not everywhere uniquely defined, and is a discontinuous
function of x.
Nevertheless, a well known theorem of Filippov says that the Cauchy problem
for the differential inclusion
(46) x˙ = f(x), f(x) = Ax−B sign
〈
B,
∂ρ
∂x
〉
is solvable for any initial condition x(0), i.e., there exists a function x(t) that is
absolutely continuous, has a given value at zero, and satisfies (46) at points of
differentiability [14]. This follows from the basic properties of the function f(x):
A: it grows linearly |f(x)| ≤ C(1 + |x|),
B: its values are convex compacts,
C: it is semicontinuous as a multivalued map: if yn ∈ f(xn) and xn → x, then
y ∈ f(x), where y is any limit point of the sequence yn.
However, the Filippov theorem does not guarantee the uniqueness of solution of
the Cauchy problem. In particular, this theorem does not allow to define a motion
x 7→ φt(x) under control u(x) in the phase space, because the very concept of
motion stipulates uniqueness.
In this section, we show nonetheless that the motion under the control can be
defined uniquely. This is done in terms of the DiPerna–Lions theory [15]. First, a
slight extension [16] of the DiPerna–Lions theory allows one to define the motion
under the singular Hamiltonian system (43) rigorously.
Theorem 3. Consider a (singular) linear Cauchy problem for the following transport
equation in Rn:
(47)
∂v
∂t
=
∑
bi(x)
∂v
∂xi
, u(x, 0) = u(x)
such that the extended DiPerna–Lions conditions are met:
(48) divb ∈ L∞, b ∈W 1,1∗ loc = BVloc,
b(x)
1 + |x| ∈ L
∞ + L1,
where BVloc = W
1,1
∗ loc is the Sobolev space of locally integrable functions such that
their first derivatives are locally finite measures, and the rest of the notations is
standard. Then there exists a measurable flow x 7→ x(t) = φt(x) such that if v(x)
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is a bounded measurable function, the function v(x, t) = v(φt(x)) is the unique
renormalized solution of the Cauchy problem (47).
Recall that DiPerna and Lions defined the renormalized solution of the Cauchy
problem as a weak solution v of the problem such that for any smooth function β :
R→ R the function β(v) is also a weak solution. We note that for any Hamiltonian
system the divergence is identically zero. The other conditions (48) can be also
easily checked for singular Hamiltonian system (43).
Corollary 1. The Cauchy problem for the transport equation that corresponds
to Hamiltonian system (43) and a bounded initial condition v(x, p) has a unique
renormalized solution v. The solution has the form v(x, p, t) = v(φt(x, p)), where
φt : R
4N → R4N , t ∈ R, is a uniquely defined measurable flow. Each curve t 7→
(x(t), p(t)) = φt(x, p) is absolutely continuous and satisfies (43).
This corollary is general and useful, but it does not define any flow in the phase
space R2N of system (46) because in the extended symplectic space R4N the phase
space has measure zero.
The Cauchy problem for the transport equation related to ODE (46) is as follows:
(49)
∂v
∂t
=
〈
Ax−B sign
〈
B,
∂ρ
∂x
(x)
〉
,
∂v
∂x
〉
, v(x, 0) = v(x).
Our main result claims that in the phase space R2N of the system (46) we can define
a semiflow which is continuous, uniquely defined everywhere, and it is related to
the transport equation (49) in a way the flow from Theorem 3 is related to (47):
Theorem 4. There exists a continuous semiflow x 7→ x(t) = φt(x), t ≥ 0 such
that if v(x) is a bounded measurable function, the function v(x, t) = v(φt(x)) is
the unique renormalized solution of the Cauchy problem for the transport equation
(49). Moreover, each curve t 7→ x(t) is absolutely continuous, and
(50) x˙(t) = Ax(t) −B sign
〈
B,
∂ρ
∂x
(x(t))
〉
, x(0) = x,
where the last equation is to be understood as a differential inclusion because the
RHS is multivalued: sign(0) = [−1, 1].
The main advantage of Theorem 4 is the continuity of the flow φt(x) with respect
to x. This continuity implies in particular that the flow is defined uniquely every-
where, although the control u(x) is defined uniquely only outside the hypersurface
{〈B, ∂ρ/∂x〉 = 0}. A similar phenomenon was discovered by I.A. Bogaevskii [17] for
gradient differential equations x˙ = −∂f/∂x, where f is a convex function. We will
see in the proof of Theorem 4 below that differential equation (50) resembles the
gradient differential equation. More precisely, the singular part of the RHS of (50)
has the form −α(x)∂f∂x , where α is a smooth nonnegative symmetric matrix, while f
is a (nonsmooth) convex function. Moreover, the quadratic form 〈α(x)ξ, ξ〉+ 〈x, ξ〉2
is strictly positive, and the singular part of (50) is invariant under scaling x 7→ λx
of the phase space. Under these circumstances it is possible to deduce differential
inequalities for
(51)
〈
α(x)
∂v
∂x
,
∂v
∂x
〉
and
〈
x,
∂v
∂x
〉2
,
where v is a solution of (49), that are sufficiently powerful to establish an a priori
bound for the Lipschitz constant of v in any domain of the form {(t, x) ∈ R2N+1 :
|φt(x)| ≥ c}.
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Proof. We confine ourselves to a proof of existence of a continuous bounded solution
of the transport equation (49), which is obtained as a limit of classical solutions of
regularized equations. Other statements can be proved using standard techniques
from [15, 16]. The proof is quite long, so for the sake of clarity we divide it into a
sequence of steps.
I. Approximation by a smooth problem.We use two approximation scales:
one is controlled by parameter n → ∞ such that the smooth convex function
mn : R → R is a uniform approximation of the function x 7→ |x|. Then, the
derivative sn = m
′
n approximates the sign-function in L1. Note that xsn(x) ≥ 0
for any x ∈ R. Another scale is controlled by the parameter δ ↓ 0, and a particular
choice of the value of δ means that we freeze the motion under system (46) within
the δ-neighborhood Uδ = {ρ(x) ≤ δ} of zero wrt distance ρ. In other words, we
approximate ODE (46) by the nonsingular equation
(52) x˙ = Ax−Bsn
(〈
B,
∂ρ
∂x
〉)
in the domain Vδ = {x ∈ R2N : ρ(x) ≥ δ}. It is important that all the neighborhoods
Uδ are invariant under the phase flow of (52) for positive times because the radius-
function ρ is nonincreasing along the phase trajectories. Indeed, because of the
analogue of equation (28):
(53) ρ˙ = −sn
(〈
∂ρ
∂x
,B
〉)〈
∂ρ
∂x
,B
〉
≤ 0.
II. Gradient form. We rewrite equation (52) in the gradient form by using
identity (36). It implies that
(54) Bsn
(〈
B,
∂ρ
∂x
〉)
= ρα(x)
∂
∂x
mn
(〈
B,
∂ρ
∂x
〉)
+xsn
(〈
B,
∂ρ
∂x
〉)〈
B,
∂ρ
∂x
〉
,
which can be regarded as an approximation to
(55) B sign
〈
B,
∂ρ
∂x
〉
= ρα(x)
∂
∂x
∣∣∣∣〈B, ∂ρ∂x
〉∣∣∣∣+ x ∣∣∣∣〈B, ∂ρ∂x
〉∣∣∣∣ ,
where α(x) = ∂
2H
∂p2 and H = HΩ. In particular, the ODE takes the following form:
(56) x˙ = F (x) = f(x)− g(x) ∂
∂x
mn (h(x)) if x is in the complement Vδ of Uδ,
(57) x˙ = 0 if x is in Uδ.
Here the functions
f(x) = Ax− xsn
(〈
B,
∂ρ
∂x
〉)〈
B,
∂ρ
∂x
〉
,
g(x) = ρα(x), h(x) =
〈
B,
∂ρ
∂x
〉(58)
are rather smooth: they are locally Lipschitz outside zero. equations (56)–(57) form
an approximation to (46) rewritten in the form
(59) x˙ = F (x) = f(x)− g(x) ∂
∂x
|h(x)|,
where
f(x) = Ax− x
∣∣∣∣〈B, ∂ρ∂x
〉∣∣∣∣ ,
while g(x) and h(x) are the same as above.
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III. Derived equations. It is important that the matrix g = ρα is symmetric
and nonnegative. Below we omit the subscript n. The corresponding transport
equation takes the form
(60)
∂v
∂t
= fivi − gijhjvis(h) = Fivi,
where vi =
∂
∂xi
v, hi =
∂
∂xi
h, s(h) = signh, Fi = fi−gijhjs(h), and we use Einstein’s
notation for summation. By differentiation, we obtain the following equation for
vector-function V with components vk:
(61)
∂vk
∂t
= Fivk,i + fi,kvi − gij,khivis(h)− gijhjkvis(h)− gijhjhkviδ(h),
where vk,i =
∂vk
∂xi
, hjk =
∂2h
∂xj∂xk
, gij,k =
∂gij
∂xk
, and δ = δn denotes m
′′
n. equation (61)
is again a transport equation with extra terms fi,kvi−gij,khivis(h)−gijhikvis(h)−
gijhihkviδ(h) in the RHS. Fortunately, the most “dangerous” and singular term
σk = gijhihkviδ(h) has a positivity property:
(62) gklvlσk = gklhkvlgijhjviδ(h) =
(∑
gklhkvl
)2
δ(h) is a positive measure.
IV. Differential inequalities. All the other terms are linear functions of V
with coefficients bounded outside any neighborhood of zero. This implies that w =
(gV, V ) = gklvlvk is a kind of quadratic Lyapunov function:
(63)
∂w
∂t
≤ Fiwi + LW,
where L is a function uniformly bounded outside any neighborhood of zero, W =
|V |2 =∑ v2k. Since the matrix g = ρα is not strictly positive definite, W cannot be
estimated via w, and equation (63) is insufficient for establishing an a priori bound
for w, not to mention W . Nonetheless, we can use the estimate
(64) W =
∑
v2k ≤ C
((∑
xkvk
)2
+ 〈gV, V 〉
)
,
where C is a positive function bounded outside any neighborhood of zero. The
bound holds because the kernel of the matrix g(x) is the one-dimensional subspace
of the phase space, generated by x. In view of equation (64), we have to find an
estimate for z =
∑
xkvk = Ev, where E is the Euler operator Ev =
∑
xk
∂v
∂xk
. By
applying the Euler operator to equation (61), we obtain:
(65)
∂z
∂t
= FiEvi + (EFi)vi = Fizi − Fivi + (EFi)vi.
Here we use the commutation relation
(66)
∂
∂xi
E = E
∂
∂xi
+
∂
∂xi
which implies that Evi = zi − vi. It is easy to compute EFi: The function F (x) =
Ax−Bs
〈
B, ∂ρ∂x
〉
is clearly the sum of the homogeneous functions Ax and−Bs
〈
B, ∂ρ∂x
〉
of degrees 1 and 0. Therefore, EFi is a locally bounded function. Relation (65) now
implies that
(67)
∂y
∂t
≤ Fiyi + C′W,
where y = z2, and C′ is a locally bounded function. equation (64) says that W ≤
C (y + w). Therefore, by summing inequalities (63) and (67) we obtain that
(68)
∂Y
∂t
≤ FiYi +MY,
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where Y = w+y and the function M is locally bounded outside zero uniformly wrt
the scale n.
V. Lipschitz bounds. equation (63) is the crucial estimate that enables us to
show that the flow x 7→ Φt(x) = Φn,t(x) corresponding to equation (56) is locally
Lipschitz. Importantly the corresponding Lipschitz constant does not depend on
the approximation scale n. Therefore, by passing to the limit n → ∞ we conclude
that there exists the Lipschitz limit of Φn,t, which defines the measurable semiflow
φt(x) of Theorem 4 within Vδ. Since δ is arbitrary, this proves in particular that
the map x 7→ φt(x) is continuous if x 6= 0 and φt(x) 6= 0.
VI. Continuity near zero. It is in fact obvious that the map x 7→ φt(x) is
continuous at zero, because the flow φ maps any neighborhood Uδ of zero into itself.
It remains to consider the case x 6= 0, φt(x) = 0. Put τ = inf{t > 0 : φt(x) = 0}. It
suffices to show that φτ (y) is close to φτ (x) = 0 if y is sufficiently close to x. We
know already that for any ǫ > 0 the point φτ−ǫ(x) depends on x continuously. On
the other hand, it is obvious that the map t 7→ φt(y) is uniformly Lipschitz for y in
a neighborhood of x. Therefore, |φτ (y)−φτ (x)| ≤ C|ǫ|+ |φτ−ǫ(y)−φτ−ǫ(x)|. Since
ǫ is arbitrary and |φτ−ǫ(y)− φτ−ǫ(x)| is arbitrarily small if y is sufficiently close to
x, the continuity is proved. 
Remark.One can prove the I.A. Bogaevskii theorem [17] on continuous dependence
of solutions to gradient differential equations x˙ = −∂f∂x on initial conditions, where f
is a convex function, in a similar but simpler way. The crucial differential inequality
for the solution v of the corresponding transport equation has the form
(69)
∂w
∂t
= −
〈
∂w
∂x
,
∂f
∂x
〉
− 2
〈
∂2f
∂x2
∂v
∂x
,
∂v
∂x
〉
≤ −
〈
∂w
∂x
,
∂f
∂x
〉
,
where w =
∣∣ ∂v
∂x
∣∣2, since ∂2f∂x2 is a measure with positive-definite matrix values.
5. Asymptotic optimality of the basic control
We begin with heuristic arguments. Assume that ρ = ρ(x) is large, where ρ
is the radius-function defined in Section 3, and that there are no resonances. By
neglecting the second term in the RHS of (30), we get the free motion of the vector
φ governed by φ˙ = Aφ. It follows from the invariance of the function ρ under
uncontrolled motion that the motion of p = ∂ρ/∂x with the same accuracy is
governed by the Pontryagin equation for adjoint variables: p˙ = −A∗p. This follows
from the Lipschitz property of the function ∂ρ∂x , which in turn follows from the
boundedness of the Hessian ∂
2ρ
∂x2 on the “sphere” ρ(x) = 1 (see Appendix IV). The
averaging amounts to finding
(70) lim
τ→∞
1
τ
∫ τ
0
|〈p(t), B〉| dt.
According to [4], this average is the value HΩ (p) of the support function, where
p is an arbitrary point of the curve p(t). By virtue of the eikonal equation (31),
the last expression equals 1, and therefore, “on average” ρ˙ = −1. Using the same
approximation, we obtain for any admissible control that ρ˙ ≥ −1 in view of (29).
The terminating condition for the controlled motion has the form ρ = 0. Thus,
within the framework of the assumed approximation, control (16) is optimal.
5.1. Asymptotic optimality. A precise statement of the asymptotic optimality
of control (16) is as follows:
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Theorem 5. Suppose there are no resonances, i.e., Eqs. (3) do not hold. Consider
evolution (28) of ρ under control (16). Let
(71) M = min{ρ(0), ρ(T ), T }.
Then as M → +∞ we have
(72) (ρ(0)− ρ(T ))/T = 1 + o(1).
Under any other admissible control,
(73) (ρ(0)− ρ(T ))/T ≤ 1 + o(1).
Proof. Consider first the case where the duration of the motion T , although large,
is much less than ρ(T ), meaning that T/ρ(T ) = o(1). Then the controlled motion
under (30) differs from the free one in the entire time interval [0, T ] by the quantity
of order T/ρ(T ) = o(1). Therefore, the RHS of (29) differs from the similar quan-
tity for the free motion by o(1). But we have already pointed out in the previous
subsection that for the free motion, when p(t) = e−A
∗tp(0), the average value
(74) − 1
T
∫ T
0
|〈p(t), B〉| dt = −HΩ(p(0)) + o(1) = −HΩ
(
∂ρ
∂x
(x(0))
)
+ o(1)
of the RHS is −1 + o(1) as T → ∞. Thus, the average value of the RHS of (29)
under control (16) is −1+ o(1) as M → +∞. By integrating the RHS, we arrive at
(72). The statement (73) can be proved similarly.
To prove the theorem without the assumption that T/ρ(T ) is small, we divide
the entire time interval [0, T ] into many segments [Ti, Ti+1] such that Ti+1−Ti ≥M,
and (Ti+1−Ti)/ρ(T ) = o(1), and apply to each segment the already proved special
case of the theorem. We obtain
(75) ρ(Ti)− ρ(Ti+1) = (Ti+1 − Ti) + o(1)(Ti+1 − Ti).
Moreover, it follows from the previous arguments that the factor o(1) in the last
identity is small uniformly with respect to i. Summing identities (75) on i we arrive
at (72). Statement (73) can be proved similarly. 
Remark. Below we obtain a strengthening (Theorem 15) of Theorem 5, where only
the initial point of the controlled motion is infinitely remote. At this point, this is
impossible because if ρ(T ) is not large, we can get into a standstill zone under
control (16). Then ρ(T ) does not depend on T for T large, and (72) does not hold.
5.2. Comparison with the maximum principle. One can approach the issue of
optimality of control (16) from a different angle, namely by comparing the differen-
tial equations of the motion under the control with equations (8) of the Pontryagin
maximum principle. The following informal statement is a good guiding principle:
The maximum principle equation for the compound vector (x, ψ), where ψ = − ∂ρ∂x
is the “canonical” momentum, holds “on average” with a small error if x is large.
Indeed, we obtain from the second equation in (43)
(76) ψ˙ = −A∗ψ + B˜u, B˜ = ∂
2ρ
∂x2
B.
We note that if the last equation would not contain the second term B˜u, then
the equation for ψ would coincide with with the maximum principle equation for
adjoint variables. However, the matrix ∂
2ρ
∂x2 is a homogeneous function of x of degree
−1, and, according to Appendix IV, is bounded on the sphere |x| = 1. Therefore,
the second term has order O
(|x|−1) for x large, and therefore, is small. We remark
that the maximum condition u = sign〈B,ψ〉 holds for control (16). It remains to
find out to what extent the condition h(x, ψ) = 0 holds. We see that the motion
16 ALEKSEY FEDOROV AND ALEXANDER OVSEEVICH
under control (16) is governed by the Hamiltonian H, which is very much similar
to the Pontryagin Hamiltonian h(x, ψ). The difference between the Hamiltonians is
1−|〈B, ∂ρ/∂x〉|. The arguments of the previous section imply that the difference is
zero “on average” in the non-resonant case. Indeed, the average value of |〈B, ∂ρ/∂x〉|
is close to 1 for x sufficiently large, as it is shown in the proof of Theorem 5.
6. Efficiency of basic control at finite distance from zero
We already know that asymptotically the time of motion from the level set
ρ = M to the level set ρ = N under control (16) is (M −N)(1+ o(1)) if M,N, and
M −N are very large. Now we show that a nonasymptotic estimate holds: the time
of motion T is O(M − N), if M,N and M −N are greater than a constant C(ω)
that depends only on parameters ω = (ω1, . . . , ωN ) of our system of oscillators.
equation (28) could be rewritten using notation of the previous section as
(77) ρ˙ = −|〈p,B〉|,
and this reduces the required estimate to the inequality
(78)
∫ T
0
|〈p,B〉|dt ≥ cT,
where c = c(ω) is a strictly positive constant. The proof of inequality (78) below
is a direct application of the perturbation theory of completely observable time-
invariant linear systems (Appendix V).
Theorem 6. Suppose that the motion from the level set ρ =M to the level set ρ =
N under control (16) proceeds within the domain ρ(x) ≥ C(ω), in the time interval
of integer length T , where C(ω) is a (sufficiently large) constant that depends only
on the eigenfrequencies. Then T ≤ c(M −N), where c = c(ω) is a strictly positive
constant.
Proof. We regard (76) as a definition of a completely observable linear system,
where, using notation of Theorem A.1, the phase vector is x = p and matrices are
α = −A∗, β = B∗, observation is y = B∗p = 〈p,B〉, and perturbation is f = B˜u.
Assume that in the entire time interval I of integer length T the motion of the state
vector x takes place within the domain ρ(x) ≥ C. Then |f | = O(1/C) in the entire
interval. Moreover, the eikonal equation (31) holds for p, and, therefore, 1≪ |p| and
T ≪ ∫
I
|p|dt (here ≪ is the Vinogradov symbol, meaning O(RHS)). The estimate
of Theorem A.1 from Appendix V gives that
(79) T ≪
∫
I
|p|dt≪
∫
I
|〈p,B〉|dt+ 1
C
T.
By taking a sufficiently large constant C = C(A,B), we obtain that
(80) T ≪
∫
I
|〈p,B〉|dt =M −N.
This inequality is the same as (78) up to a notational change. 
We emphasize that Theorem 6 holds both in the resonant and in the non-resonant
cases. Indeed, we need not worry about the linear relation between the eigenfre-
quencies, only the Kalman condition ωi 6= ωj is relevant. It is easy to establish what
happens when we apply the scaled control
(81) uU (x) = Uu(x), |U | ≤ 1.
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Theorem 7. Suppose that the motion from the level set ρ = M to the level set
ρ = N under the control (16) proceeds within the domain ρ(x) ≥ UC(ω), in the
time interval of integer length T , where C(ω) is a (sufficiently large) constant from
(6) that depends on the eigenfrequencies. Then T ≤ cU (M −N), where c = c(ω) is
the constant from (6).
Proof. The statement follows from the previous theorem upon the uniform scaling
x 7→ Ux of the phase space. 
7. Singular trajectories
We know that if the system under control (16) goes sufficiently far from the
target, i.e., the equilibrium, then the control is efficient, meaning that we approach
the target with a positive speed. However, within a zone close to the equilibrium,
there could arise ω-limit sets (attractors), so that by moving along them we do not
approach the target. It is clear that the control should be changed before getting
into an attractor. In fact, the attractors define an exact bound for the efficiency
zone of the control.
7.1. Standstill zone. The simplest attractor is a singleton, i.e., a fixed point. We
call the set of such points the standstill zone. There is an obvious upper bound for
standstill zones for any admissible control bounded by a constant U , namely, this
is the interval
(82) {A−1Bu, |u| ≤ U} = {yi = 0, ω2i xi = ω2jxj , |ω2i xi| ≤ U, i, j = 1, . . . , N}.
7.2. Motion along an attractor. More generally, consider the motion under con-
trol (16) along an attractor. It follows immediately from (28) and (30) that it is
governed by the system
(83) ρ˙ = 0, φ˙ = Aφ+
1
ρ
Bu,
and the constraint 〈 ∂ρ∂x , B〉 = 0. Taking the relation 〈 ∂ρ∂x , Aφ〉 = 0 from the beginning
of Section (5) into account, we immediately derive the following expression for the
control:
(84) u = u(φ) = −ρ
〈
∂2ρ
∂x2Aφ,B
〉
〈
∂2ρ
∂x2B,B
〉 ,
where ∂
2ρ
∂x2 is the Hessian of the function ρ.
We conclude that the motion along an attractor is governed by equation
(85) ρ˙ = 0, φ˙ = Aφ +Bf(φ).
More precisely, an integral curve of system (85) is contained in the attractor, if the
inequality |f | ≤ 1/ρ holds along the curve. Note that the nontrivial existence and
uniqueness issues for the integral curve is already resolved by Theorem 4.
Thus, we get the following description of singular arcs of control (16). Consider
the dynamical system on the manifold
(86) σ =
{
ρ = 1,
〈
∂ρ
∂x
,B
〉
= 0
}
of dimension 2N − 2, described by the equation
(87) φ˙ = Aφ+Bf(φ).
Then, if the inequality |f | ≤ 1/ρ holds along an ω-limit set O of the system, the
set ρO is an attractor for the motion under (16). Conversely, any attractor of the
controlled motion can be obtained in the same way from dynamical system (87).
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In particular, we obtain a criterion for absence of nontrivial attractors in the form
of the inequality for “radius”, given by the following theorem.
Theorem 8. The domain ρ ≥ µ−1, where µ is the minimum over all attractors of
system (87) of the maximum of |f | over the attractor, is attractor-free, i.e., does
not contain nontrivial minimal ω-limit sets of system (28)–(30).
The value of the minimax µ is a primary characteristic of system (87). Its im-
portance is due to the fact that it gives an exact bound for the efficiency zone for
control (16).
The next theorem follows in a formal way from Theorem 6.
Theorem 9. Suppose that ǫ > 0 and the motion under control (16) in a sufficiently
long time interval [a, b] of length T proceeds within the domain {ρ ≥ µ−1+ǫ}. Then,
ρ(a)− ρ(b) ≥ c(ǫ)T, where c(ǫ) is a positive constant. On the other hand, there are
infinitely long motions within {µ−1 − ǫ ≤ ρ ≤ µ−1}, where ρ(t) is a constant.
In the notation of Theorem 6, this means that C(ω) = µ−1 + ǫ, and stresses the
importance of finding a lower estimate for µ.
We note that the manifold σ is diffeomorphic to a (2N − 2)-dimensional sphere.
In particular, for the case of two oscillators the problem of the value of µ reduces to
the classical problem of examination of a dynamical system on the two-dimensional
sphere.
It is convenient to study the dynamical system “dual” to (87), which describes
the motion of vector p = ∂ρ∂x (φ). By defining B˜ =
∂2ρ
∂x2B, we obtain from (76) the
following system
(88) p˙ = −A∗p+ B˜u, B˜ = ∂
2ρ
∂x2
B.
The matrix ∂
2ρ
∂x2 in the equation can be rewritten as a function of p. To do this, we
use relation (37) between the second derivatives of the dual functions H and ρ. In
particular, taking identities 〈∂ρ/∂x,B〉 = 0 and ρ = 1 into account, we obtain for
ζ = B that
(89) B˜ =
(
∂2H
∂p2
)−1
B.
Moreover, the condition
(90) 〈p,B〉 =
〈(
∂2ρ
∂x2
)−1
p, B˜
〉
= 0
is fulfilled in the motion along attractor, which means that
(91) u = 〈p,AB〉
〈
∂2ρ
∂x2
B,B
〉−1
.
Note that, provided that ρ(x) = 1, the value of b =
〈
∂2ρ
∂x2 (x)B,B
〉
has a uniform
upper estimate:
(92) b ≤ C(A)|B|2,
where C(A) is a positive constant that depends only on the matrix A of the system
considered. Therefore, in order to estimate µ from below it suffices to estimate
from below the minimum µ˜ over all attractors of system (88) of the maximum of
the function f˜(p) = |〈p,AB〉| on the attractor.
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7.3. Bound for the attractor-free domain. According to Theorems 8 and 9,
any lower bound for the constant µ gives a lower bound for the attractor-free
domain.
Theorem 10. Let µ be the minimum over trajectories of (87) of the maximum of
the function |f | on a trajectory. Then the number µ is strictly positive.
Proof. According to Theorem 8, we need to find a lower bound for the constants µ
or µ˜. One can easily approach the problem using perturbation theory of observable
systems (Theorem A.1). Indeed, suppose that the maximum of the function f˜(p) =
|〈p,AB〉| on an attractor is less than c. Then in particular, the vector p, solution of
system (88), satisfies the equation p˙ = −A∗p+ f, where |f | ≪ c in a time interval
of arbitrary length. Consider the observable coordinate 〈p,B〉 which is identically
zero on the manifold
(93) σˇ =
{
p ∈ R2N : H(p) = 1, 〈p,B〉 = 0}
where the motion takes place. The a priori bound of Theorem A.1, applied to an
interval of unit length, shows that
(94) 1≪
∫
|p|dt≪ c,
and gives the required bound for c. 
8. Feedback near the terminal point
8.1. Asymptotic theory of reachable sets as T → 0. The design of the basic
control in the high-energy zone is based on the asymptotic behavior of reachable
sets D(T ) as T →∞. We take a natural approach to feedback control design near
the equilibrium point, by considering the asymptotic behavior of the reachable set
D(T ) of system (5)–(6) as T → 0. This problem was studied in detail for linear
systems in [6]. The conclusion of this investigation is that the general picture of the
asymptotic behavior of the reachable set D(T ) is the same for all linear systems,
so it suffices to study only a single canonical system.
Recall that the Banach-Mazur distance d between two zero-centered convex bod-
ies Ω1,Ω2 in a vector space V is defined as
d(Ω1,Ω2) = log(t(Ω1,Ω2)t(Ω2,Ω1)), t(Ω1,Ω2) = inf{t ≥ 1 : tΩ1 ⊃ Ω2}.(95)
The main result of [6] can be restated as follows:
Theorem 11. Suppose that system (5) in space V is controllable. Then there are
matrices ∆(T ) and a fixed convex body Ω ⊂ V such that the asymptotic equivalence
D(T ) ∼ ∆(T )Ω holds. Moreover, d(D(T ),∆(T )Ω) = O(T ).
This equivalence means that the Banach-Mazur distance between the RHS and
the LHS of the asymptotic equality tends to 0 as T → 0.
The idea of our approach is to design a control by using, instead of the reachable
sets D(T ), a family of ellipsoids E(T ) with a similar basic property E(T ) = ∆(T )E ,
where E is a fixed (time-invariant) ellipsoid. It turns out that the quadratic function
that defines the crucial ellipsoid E is a common Lyapunov function for two explicitly
constructed linear systems.
8.2. Common Lyapunov functions. The design of our local feedback control
goes back to [8]. It uses a preliminary reduction of system (5)–(6) to a canonical
form by means of transformations
(96) A 7→ A+BC, u 7→ u− Cx, A 7→ D−1AD, B 7→ D−1B,
that correspond to adding a linear feedback control, and to coordinate changes
(gauge transformations). We state the result as follows:
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Lemma 1. System (5)–(6) can be reduced by transformations (96) to the following
canonical form:
(97) x˙ = Ax+Bu,
(98) A =

0
−1 0
−2 0
. . .
. . .
−2N + 1 0
 , B =

1
0
0
...
0
 .
The matrix of the linear feedback should be chosen in the form
(99) C = (c1 0 c2 0 . . . cN 0), ck = (−1)N+1ω2Nk
∏
i6=k
(ω2i − ω2k)−1.
The gauge matrix D transforms the standard basis ei = (δij) of R
2N into the basis
(100) ei =
(−1)i−1
(i − 1)! (A+BC)
i−1B, i = 1, . . . , 2N,
and has the following form. Define 2× 2 matrices
(101) dij = (−1)j−1λj−1i
(
0 − 1(2j−1)!
1
(2(j−1))! 0
)
, where λk =
∑
i6=k
ω2i .
Then,
(102) D is the N ×N matrix (dij) of 2× 2 blocks dij .
When regarded as an existence theorem of a canonical form, without explicit
formulas for matrices C and D, Lemma 1 is a particular case of the Brunovsky
theorem [7]. We give a proof of the lemma in Appendix VI.
Following [10], introduce a matrix function of time related to system (98):
(103) δ(T) = diag(T1,T2, . . . ,T2N )−1.
Below the parameter T will be a function T = T(x) of the phase vector. Define the
matrices in accordance with [9, 10]
(104)
q = (qij), qij =
∫ 1
0 x
i+j−2(1− x)dx = [(i + j)(i+ j − 1)]−1,
Q = q−1, C = − 12B∗Q, M = diag(1, 2, . . . , 2N).
Define the feedback control by the equation
(105) u(x) = Cδ(T(x))x,
where the function T = T(x) is defined implicitly by the following relation:
(106) 〈Qδ(T)x, δ(T)x〉 = κ2.
The value of the positive constant κ will be chosen below. A basic result on the
steering of the canonical system (97)–(98) to zero is as follows:
Theorem 12. The following statements hold true:
A: The matrix Q defines a common quadratic Lyapunov function for the ma-
trices −M and A+BC.
B: equation (106) defines T = T(x) uniquely.
C: Control (105) is bounded: |u| ≤ κ2
√
Q11.
D: Control (105) brings the point x to 0 in time T(x).
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Proof. Statement A amounts to the matrix inequalities
(107) {M, q} > 0, {A, q} − 1
2
{B,B∗} < 0,
where we use the “Jordan brackets” {α, β} = αβ + β∗α∗. Indeed, if Q(x, x) =
〈Qx, x〉 is a quadratic Lyapunov function for a stable matrix A, this implies the
matrix inequality {Q,A∗} < 0, or, in other words, the relation
(108) {A,Q−1} = Q−1{Q,A∗}Q−1 < 0.
Moreover, the matrix 12{A,Q−1} corresponds to the negative quadratic form
(109) Q−1(x,A∗x)
A straightforward computation shows that {BC, q} = − 12{B,B∗}.
We implement the phase space R2N as the space of polynomials f of degree
less than 2N in the variable x. Then the canonical basis ek of R
2N is represented
by the monomials mk(x) = x
k−1. Note that the matrix A∗ is represented by the
differentiation operator f 7→ − ∂∂xf , while the matrix M∗ = M is represented
by the operator f 7→ ∂∂xxf . The dual vector B∗ = (1, 0, . . . , 0) is represented by
the functional f 7→ f(0). Consider relations (107) in the functional model. The
quadratic form q(f, f), related to the matrix q, takes the form
∫ 1
0
f2(x)(1 − x)dx.
It is a positive form. The matrices {M, q}, {A, q}, {B,B∗} are represented by the
following quadratic forms in the functional model:
(110)
µ(f) = q(f,M∗f) = 2
∫ (
∂
∂xxf
)
(x)f(x)(1 − x)dx,
α(f) = q(f,A∗f) = −2 ∫ ( ∂∂xf(x)) f(x)(1 − x)dx, β(f) = 2f(0)2,
where the integration is over the interval [0, 1]. Integrating by parts, we obtain
(111)
α(f) = − ∫ ∂∂xf2(x)(1 − x)dx = − ∫ f2(x)dx + f2(0)
µ(f) = 2
∫
f2(x)(1 − x)dx − ∫ f2(x)[(1 − x)x]′dx =
= 2
∫
f2(x)[(1 − x) + 12 (2x− 1)]dx =
∫
f2(x)dx.
Therefore, α(f) − 12β(f) = −µ(f), and both sides of the latter equality coincide
with the negative quadratic form − ∫ f2(x)dx. This proves inequalities (107), and
Statement A of Theorem. Moreover, we have shown that
(112) − {M, q} = {A, q}+ {BC, q}.
The last relation is equivalent to the equality of quadratic forms
(113) 〈Qy, [A+BC]y〉 = −〈Qy,My〉
We note that the proceeding arguments can be easily generalized to the case
when the matrix q is represented by a quadratic form
(114)
∫ ∞
0
f2(x)q(x)dx,
where the nonnegative function q is monotone nonincreasing (q′ ≤ 0), decreases at
infinity faster than any power of x, and satisfies q(0) = 1. Indeed, the matrices
(115) {M, q}, {A, q}, {B,B∗}
correspond in the functional model to the following quadratic forms:
(116)
µ(f) = q(f,M∗f) = 2
∫ (
∂
∂xxf
)
fqdx,
α(f) = q(f,A∗f) = −2 ∫ ( ∂∂xf) fqdx, β(f) = 2f(0)2,
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where the integration is over the ray [0,+∞). Integrating by parts, we obtain
(117)
α(f) = − ∫ ( ∂∂xf2) qdx = ∫ f2q′dx+ f2(0)q(0)
µ(f) = −2 ∫ xf(f ′q + fq′)dx = − ∫ (( ∂∂xf2)xq + 2f2xq′) dx
=
∫
f2(q − xq′)dx.
Thus, inequalities (107) hold true.
Statement B follows from strict monotonicity of the function T 7→ 〈Qδ(T)x, δ(T)x〉
which in turn follows immediately from the first inequality in (107).
Statement C follows from the Cauchy inequality. Indeed, u = − 12 〈QB, y〉, where
y = δ(T)x and 〈Qy, y〉 = κ2. Therefore
(118) |u| ≤ 1
2
〈Qy, y〉1/2 〈QB,B〉1/2 ≤ κ
2
〈QB,B〉1/2 = κ
√
Q11
2
.
Statement D follows by computing of the total derivative T˙. Letting δ = δ(T), we
obtain
(119) δAδ−1 = T−1A, δB = T−1B,
d
dT
δ = −T−1Mδ,
which immediately implies for y = δ(T)x, the equation
(120) y˙ = T−1
(
Ay +Bu − T˙My
)
.
Then it follows from relations (105) and (106) that
(121)
〈
Qy, [A+BC]y − T˙My
〉
= 0,
but in view of (113), this implies T˙ = −1.
We note that in a more general situation where the matrix q is related to a
quadratic form
∫∞
0
f2(x)q(x)dx, Statement D is valid iff q′ = −(q − xq′). This
implies easily that q = (1− x)+, so Statement D characterizes the matrix q of this
kind essentially uniquely. 
Remark. Suppose that τ(x) is the minimum time for steering a state x of the
canonical system (97) to zero by using any admissible control v, |v| ≤ 1. Then T(x)
and τ(x) are comparable, meaning that 1 ≤ T(x)/τ(x) ≤ C, where C is a constant.
This follows from equation (106) and the fact, that the matrix δ(T)−1 brings the
reachable set D(1) of the canonical system (97) to D(T): δ(T)D(T) = D(1) in the
unit time.
Theorem 12 was obtained in [9] in a less precise form. Our proof is about ten
times shorter. Moreover, the method applied allows us to indicate a large class of
common quadratic Lyapunov functions for the matrices −M and A+BC. The two
number-theoretic results below are not directly related to control problems.
Theorem 13. The matrix Q is even integer: Q ∈ 2M2N(Z).
A strengthening of the above result is related to the value of the matrix element
Q11:
Theorem 14. The matrix element Q11 = 2N(2N + 1).
We prove these theorems in Appendices VII–VIII. Both proofs are based on the
consideration of orthogonal polynomials. This idea goes back at least to Hilbert [20].
Corollary 2. Control (105) is bounded by κ2
√
2N(2N + 1).
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The corollary is obvious. Numerical experiments suggest the following:
Q11 is a divisor of all the elements of the matrix Q: Q ∈ Q11M2N (Z).
The explicit form of Q = q−1 in the 4-dimensional case is
(122) 20×

1 −9 21 −14
−9 111 −294 210
21 −294 840 −630
−14 210 −630 490

(we note that Q11 = 20). This gives equation (106) in the following explicit form:
(123)
T8 − 20x21T6 + 360x1x2T5 − (2220x22 + 840x1x3)T4 + (11760x2x3+
560x1x4)T
3 − (8400x2x4 + 16800x23)T2 + 25200x3x4T− 9800x24 = 0.
A tight bound for the absolute value of control (105) is κ2
√
Q11 = κ
√
5, where κ is
the constant from (106). If we want that |u| ≤ 1/2, we put κ = (2√5)−1. This is
the bound we use at the terminal stage of the control.
9. Control matching
In Section 8, we designed a local feedback control that works in the neighborhood
of zero. The switching to this control should occur at the boundary of an invariant
domain with respect to the phase flow so that the local feedback control can be
applied within the interior. We confine ourselves to the invariant domains of the
form
(124) GΘ = {x : T(x) ≤ Θ} = {x : 〈Qδ(Θ)x, δ(Θ)x〉 ≤ 1}.
The invariant domain GΘ should satisfy two conditions:
A: The domain GΘ contain the inefficiency domain {ρ(x) ≤ UC(ω)} of the
preceding control;
B: The domain GΘ is contained in the strip {|Cx| ≤ 1/2}, where C is the
matrix (99).
Condition B allows one to use at the terminal stage controls u which are less
than 1/2 in absolute value. Therefore, the constant κ2 in (106) should be equal
to (2N(2N+1))−1. If we applied at the preceding stage the control (81), Condition
A says that the set UC(ω)Ω is contained in GΘ. Here C(ω) is the estimate for the
“radius” of the attractor-free domain found in Subsection 7.3. In other words, the
following inequality should be fulfilled for the support functions:
(125) UC(ω)HΩ(D
∗p) ≤ 〈δ(Θ)−1qδ(Θ)−1p, p〉1/2 ,
where D is the matrix (102). It is clear that the inequality holds, provided that U
is sufficiently small.
Condition B says precisely that the value of the support function of the ellipsoid
GΘ at the vector D
∗−1C does not exceed 1/2 in absolute value. In other words,
(126)
〈
δ(Θ)−1qδ(Θ)−1D∗−1C,D∗−1C
〉1/2
≤ 1/2.
Certainly, this inequality holds for sufficiently small Θ. Once Θ is chosen, we have
to choose the bound U for the control at the second stage in accordance with
Inequality (125). Then Conditions A and B are met. The switching to the third,
terminal stage should happen upon arriving at the boundary {(Qδ(Θ)x, δ(Θ)x) = 1}
of GΘ. Here the vector x is related to the phase vector x by x = Dx and D is matrix
(102).
The switching to the second stage of control, when the bound for admissible
controls drops from 1 to U , should happen before getting into the inefficiency zone
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of the initial control. Therefore, the switching should happen upon reaching the
value C(ω) of the “radius”.
10. Final asymptotic result
Now we can state the final asymptotic theorem:
Theorem 15. Assume that system (5)–(6) of oscillators is non-resonant. Let T =
T (x) be the motion time from the initial point x to the equilibrium under our three-
stage control, and let τ = τ(x) be the minimum time. Then, as ρ(x) → +∞, we
have asymptotic equalities
(127) ρ(x)/T (x) = 1 + o(1), τ(x)/T (x) = 1 + o(1).
In the resonant case, we have non-asymptotic inequalities
(128) C(ω) ≥ ρ(x)/T (x) ≥ c(ω), 1 ≥ τ(x)/T (x) ≥ c(ω)
for ρ(x) ≥ 1, where C(ω), c(ω) are strictly positive constants, depending on eigen-
frequencies of the system.
Proof. The proof is accomplished by relying upon the already proved results. Con-
sider first the controlled motion from the value ρ(x) of the “radius” to the value√
ρ(x). It follows from Theorem 5 that in the non-resonant case the time spent un-
der control (16) is asymptotically equivalent to ρ(x)−
√
ρ(x) ∼ ρ(x) as ρ(x)→ +∞,
while for any other control, including the time-optimal one, the time spent is no
less asymptotically. Then we move to the boundary of the inefficiency zone. It is
clear, in view of Theorem 6, that the motion time under control (16) is O(
√
ρ(x)),
which is negligible compared to ρ(x). The remaining two stages of the motion to
zero, according to Theorems 7 and 12 take a (uniform over all initial conditions)
finite time. Therefore, they are negligible and the total duration is asymptotically
ρ(x), while the optimal time is asymptotically the same.
To prove inequalities (128) one could argue in the same way, by appealing to
Theorem 6 instead of Theorem 5. 
11. Toy model: N = 1
We illustrate our previous constructions in the simplest case of a single oscillator.
For a further simplification, we assume that it has the unit frequency, so that the
control system is
(129)
x˙ = y,
y˙ = −x+ u, |u| ≤ 1.
We divide the entire phase space R2 into three domains. The “basic” one is the
exterior of the disk B2 of radius 2, wherein we apply the “dry-friction” control
u = − sign(y). In principle, one can use a disk Br of any radius r > 1. A substantially
different control
(130) u(x, y) = x+ 6T−2x− 3T−1y
is applied in a neighborhood of zero. Here T is the function of (x, y) defined by
equation (106), where κ2 = 1/Q11 = 1/6. In this case it takes the form
(131) T−26y2 − T−324xy + T−436x2 = 1/6.
The neighborhood GΘ of zero in which this control is used, is the interior of the
ellipse
(132) Θ−26y2 −Θ−324xy +Θ−436x2 = 1,
where the parameter Θ = 31/4 is found from (126). The ellipse contains the disk
BΛ of radius Λ = (λmax)
−1/2 = 0.26253 . . . , where λmax is the largest eigenvalue
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of the matrix of quadratic form (131). The complete description of control is as
follows: in R2 \ (B2∪GΘ) we apply the control u = − sign(y), in B2 \GΘ the control
u = −U sign(y), where U = Λ/2, finally, in GΘ we apply control (130), where T
satisfies (131). If we would use the disk Br, r > 1, instead of B2 at the first stage,
the parameter U would be Λ/r.
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APPENDIX I. Asymptotics of the support function HD(T )
We present here a sketch of the proof of Theorem 1.
By definition, HD(T )(p) = sup〈x(T ), p〉, where sup is taken over admissible con-
trols, and x(T ) is the state at time T of the control system (5)–(6) such that
x(0) = 0. In view of the Cauchy formula,
(A.1) 〈x(T ), p〉 =
∫ T
0
〈eA(T−t)Bu(t), p〉dt =
∫ T
0
u(t)B∗eA
∗(T−t)pdt,
and upon taking the supremum under the integral sign and performing a change of
variables t 7→ T − t, we obtain
(A.2) HD(T )(p) =
∫ T
0
sup
|u(t)|≤1
u(t)B∗eA
∗(T−t)pdt =
∫ T
0
|B∗eA∗tp|dt.
In coordinates ξi, ηi, the last formula takes the form
(A.3) HD(T )(p) =
∫ T
0
∣∣∣∣∣
N∑
i=1
ηi cosωit+ ω
−1
i ξi sinωit
∣∣∣∣∣ dt.
This expression represents an integral of the function
(A.4) f(ϕ) =
∣∣∣∣∣
N∑
i=1
ηi cosϕi + ω
−1
i ξi sinϕi
∣∣∣∣∣
taken over the rectilinear winding ϕi(t) = ωit of the torus T = (R/2πZ)N with
angular coordinates ϕi. Suppose that the system of oscillators is nonresonant, i.e.,
condition (3) is fulfilled. Then [3], the time average lim
T→∞
1
T
∫ T
0 f(ϕ(t))dt coincides
with the space average
∫
T f(ϕ)dϕ. In order to prove Theorem 1, we note that
(A.5) ηi cosϕi + ω
−1
i ξi sinϕi = zi cos(ϕi + αi),
where α = (αi) is a constant point of the torus. Therefore
(A.6)
∫
T
f(ϕ)dϕ =
∫
T
f(ϕ− α)dϕ =
∫
T
∣∣∣∣∣
N∑
i=1
zi cosϕi
∣∣∣∣∣ dϕ.
Thus,
(A.7) lim
T→∞
1
T
HD(T )(p) =
∫
T
∣∣∣∣∣
N∑
i=1
zi cosϕi
∣∣∣∣∣ dϕ
which is the claim of Theorem 1.
APPENDIX II. Elliptic integrals
Here we study our basic function (A.24) in the case N = 2 when it belongs to
the realm of elliptic functions. In this case,
(A.8)
∂H
∂zi
=
1
(2π)2
∫∫
cosϕi sign(z1 cosϕ1 + z2 cosϕ2)dϕ1dϕ2.
To fix ideas, consider the case i = 1 and perform the inner integration over ϕ2.
Taking positivity of z2 into account, we have to compute the integral
(A.9)
1
2π
∫ 2π
0
sign(−C + cosϕ2)dϕ2 = 2
π
arccosC − 1, where |C| ≤ 1,
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where C = k cosφ1, k = −z1/z2. One can assume, by making an interchange of
the indices if necessary, that |k| ≤ 1. We note that this assumption introduces a
“disparity” between z1 and z2. From equation (A.9), we obtain that if |k| ≤ 1, then
(A.10)
∂H
∂z1
=
1
π2
∫ 2π
0
cosϕ1 arccos(k cosϕ1)dϕ1,
since
∫ 2π
0 cosϕ1dϕ1 = 0. Integrating by parts, we can rewrite the integral in (A.10)
in an “elliptic” form:
(A.11)
∫ 2π
0
cosϕ arccos(k cosϕ)dϕ =
∫ 2π
0
k sin2 ϕ√
1− k2 cos2 ϕ
dϕ.
This gives the final formula for the derivative of the support function
(A.12)
∂H
∂z1
=
1
π2
∫ 2π
0
k sin2 ϕ√
1− k2 cos2 ϕ
dϕ, where k = −z1/z2,
valid for |k| ≤ 1. To compute ∂H∂z2 , we need the inner integral
(A.13)
1
2π
∫ 2π
0
cosϕ2 sign(−C + cosϕ2)dϕ2 = 2
π
sin arccosC, if |C| ≤ 1,
which gives
(A.14)
∂H
∂z2
=
1
π2
∫ 2π
0
√
1− k2 cos2 ϕdϕ.
Note that the apparent asymmetry between the integral formulas (A.12) and (A.14)
is misleading: the change of variables z1 ⇆ z2 implies the change of parameters
k ⇆ k−1. Under this change, the integrals
(A.15) I1(k) =
∫ 2π
0
k sin2 ϕ√
1− k2 cos2 ϕ dϕ and I2(k) =
∫ 2π
0
√
1− k2 cos2 ϕdϕ,
regarded as (multivalued) meromorphic functions of k, are transposed: I1(k
−1) =
I2(k). The functions Ii are integrals of a meromorphic differential form
(A.16) α =
(1 − k2x2)dx
y
on the elliptic curve E = {y2 = (1− x2)(1 − k2x2)},
taken over some pathes γi, where γ1 goes from (−1, 0) to (1, 0) and gets back, while
γ2 goes from (−k−1, 0) to (k−1, 0) and gets back. The form α has a second order
pole at infinity, so that it is a differential of the second kind. The key equation (18)
that defines control (26), has the form of equation for k = −z1/z2:
(A.17)
e2
e1
=
I2
I1
(k) =
∫
γ2
α
/∫
γ1
α .
We note that the support function itself has the form
(A.18) H(z1, z2) =
1
π2
∫ 2π
0
(z22 − z21)dϕ√
z22 − z21 cos2 ϕ
if |z1| ≤ |z2|,
and is expressed via a period of the holomorphic form dxy on E .
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APPENDIX III. Another representation of the function H(z)
Besides Definition (11), there is another useful representation [4] of the hyper-
geometric function H(z). Namely,
(A.19) H(z) =
1
π
∫ ∞
0
(
1−
N∏
i=1
J0(ziλ)
)
dλ
λ2
,
where
(A.20) J0(x) =
1
π
π∫
0
eix cosφ dφ =
∞∑
k=0
(−1)k
k !2
(x
2
)2k
is the Bessel function of order zero. For any real x we have
(A.21) |x| = 1
2π
∫
R
1 + iλx− eiλx
λ2
dλ,
where the integral is to be understood as limT→∞
∫ T
−T . . . dλ. Indeed, the RHS
of I(x) has the property I(µx) = |µ|I(x) for any real x. This argument proves
(A.21) up to a constant factor. To determine this factor, we consider the second
(distibutional) derivative of the RHS and LHS of (A.21). This reduces the problem
to the identity
(A.22) δ(x) =
1
2π
∫
R
eiλx dλ
or, equivalently,
(A.23) φ(0) =
1
2π
∫
R
∫
R
φ(x)eiλx dx dλ,
where φ is a Schwartz function, which is a well known formula for the inverse Fourier
transform. Therefore,∫ ∣∣∣∣∣
N∑
k=1
zk cosϕk
∣∣∣∣∣ dϕ = 12π
∫
T
∫
R
eiλ
∑N
k=1 zk cosϕk − iλ∑Nk=1 zk cosϕk − 1
λ2
dλdϕ
=
1
2π
∫
T
∫
R
1−∏k eiλzk cosϕk
λ2
dλdϕ =
1
π
∫ ∞
0
(
1−
N∏
i=1
J0(ziλ)
)
dλ
λ2
.
APPENDIX IV. Differentiability properties of functions H, H,R, ρ
Here we study basic analytic properties of the integral
(A.24) H(z) =
∫
T
∣∣∣∣∣
N∑
i=1
zi cosϕi
∣∣∣∣∣ dϕ
as a function of z ∈ RN and derive differentiability properties of functions H, ρ,
and R.
First, it is clear that H(z) is of class C1 outside zero, and
(A.25)
∂H
∂zi
=
∫
T
sign
(
N∑
i=1
zi cosϕi
)
cosϕi dϕ,
because the integrand in (A.25) is bounded and continuous with respect to z outside
the analytic hypersurface
(A.26) V (z) = {ϕ ∈ T : f(z, ϕ) = 0} , f(z, ϕ) =
N∑
i=1
zi cosϕi
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of dϕ-measure zero (cf. [19] §3.1). As for the second derivatives, we again have the
integral formula
(A.27)
〈
∂2H
∂z2
(z)ξ, ξ
〉
=
∫
V (z)
(
N∑
i=1
ξi cosϕi
)2
dσ(ϕ),
where
(A.28) dσ(ϕ) =
dϕ
df
=
dϕ1 ∧ · · · ∧ dϕN
(2π)Ndf
is the canonical volume element on V (z). The problem is that the positive measure
dσ(ϕ) is not necessarily finite: there are exceptional vectors z such that the inte-
gral (A.27) is +∞ for all vectors ξ not collinear with z. We proceed to determine
the exceptional locus. It is convenient to make the substitution ti = cosϕi and
assume without loss of generality that zN 6= 0. The measure dσ can be rewritten
as f(t)dt1 . . . dtN−1, where
(A.29) f(t) = z−1N (2π)
−N
N−1∏
i=1
(1− t2i )−1/2
1− 1
z2N
(
N−1∑
i=1
ziti
)2−1/2
on the polytope defined by conditions
(A.30) |ti| ≤ 1, i = 1, . . . , N − 1,
∣∣∣∣∣
N−1∑
i=1
ziti
∣∣∣∣∣ ≤ zN .
If the linear forms 1± ti, i = 1, . . . , N − 1 and 1± 1zN
(∑N−1
i=1 ziti
)
are all different,
then f is Lebesgue-integrable. The opposite happens exactly when
(A.31) zi = ±zj, i 6= j, and zk = 0 for k 6= i, j and i, j, k = 1, . . . , N.
Then the singularity takes the nonintegrable form (1±ti)−1. Thus, condition (A.31)
determines the exceptional locus sing(H), where the quadratic form ∂
2
H
∂z2 (z) = +∞
on the quotient spaceRN/Rz. The corresponding locus sing(R) for the dual function
R can be obtained from the set (A.31) by the gradient map ψ(z) = ∂H∂z (z).
More precisely, sing(R) is the set of points ρ∂H∂z (z), where z ∈ sing(H) and ρ is
an arbitrary positive factor. Formula (A.25) implies immediately that ψ maps the
exceptional locus (A.31) into itself. Luckily, it turns out that ∂
2
R
∂z2 (e) is continuous
everywhere outside zero so that there is no exceptional set for the dual function.
The reason is simple: ∂
2
H
∂z2 (z) = +∞ at singular points which means that ∂
2
R
∂z2 (e) = 0
at the corresponding point e. Indeed, this follows from the general duality relation
(cf. (36))
(A.32) 1 = R
∂2H
∂z2
∂2R
∂e2
+
∂R
∂e
⊗ ∂H
∂z
.
An important observation is this: Consider the canonical map π from the space
of quadratic forms on RN/Rz of dimension N(N−1)/2 to the corresponding sphere
SN(N−1)/2−1 of rays. This map establishes a correspondence between a quadratic
form and all its multiples by a positive factor. Then the map
(A.33) z 7→ π∂
2H
∂z2
(z)
is continuous. Indeed, at the singular locus the non-integrability of the measure dσ
affects the RHS of Identity (A.27) like multiplication by an infinite positive scalar
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factor. In particular, this means that the ratio
(A.34)
〈
η,
∂2H
∂z2
(z)ζ
〉
:
〈
ζ,
∂2H
∂z2
(z)ζ
〉
,
is a continuous function of z. Here η and ζ are continuous vector fields in RN and
ζ(z) is not collinear with z.
The duality relation (A.32) allows one to draw a similar conclusion for the qua-
dratic form ∂
2
R
∂e2 .
Now we turn to singularities of the second derivatives of the dual pair of functions
H(p) = H(z(p)) and ρ(x) = R(e(x)). The corresponding singular locus sing(H)
can include singular points of the mapping z : R2N → RN outside the preimage
z−1(sing(H)). A direct computation gives the relation
(A.35)
∂2H
∂z2
=
∂z
∂p
∗ ∂2H
∂z2
∂z
∂p
+
∂H
∂z
∂2z
∂p2
,
and from the identity zi = 〈Qip, p〉1/2 for a nonnegative symmetric matrix Qi, we
obtain that
(A.36)
∂2zi
∂p2
=
1
zi
(
Qi − Qip⊗Qip
z2i
)
.
The above expression is clearly singular as zi → 0 but zi ∂
2zi
∂p2 is bounded (and non-
negative). The matrix ∂z∂p is everywhere bounded. Thus, in order to find singularities
of ∂
2H
∂z2 we have to find
(A.37) lim
zi→0
1
zi
∂H
∂zi
(z).
It is clear from (A.25) that ∂H∂zi (z) = 0 if the component zi = 0 because the one-
dimensional integral
∫ 2π
0 cosϕi dϕi = 0. Therefore, Expression (A.37) equals
∂2H
∂z2
i
,
and
(A.38)
∂H
∂z
∂2z
∂p2
=
N∑
i=1
1
zi
∂H
∂zi
(
Qi − Qip⊗Qip
z2i
)
tends to
(A.39)
N∑
i=1
∂2H
∂z2i
(
Qi − Qip⊗Qip
z2i
)
.
The last expression is a nonnegative symmetric matrix because of inequality ∂
2
H
∂z2
i
≥
0, implied by the convexity of H, and because of the Cauchy inequality. The term
∂z
∂p
∗ ∂2H
∂z2
∂z
∂p from (A.35) defines a strictly positive quadratic form on R
2N/Rp. There-
fore, outside the preimage z−1(sing(H)) the symmetric matrix ∂
2
H
∂z2 (z) remains lo-
cally bounded and strictly positive, although it is not continuous at points p, where
a component zi(p) = 0. In view of duality relation (cf. (36)),
(A.40) 1 = ρ
∂2H
∂p2
∂2ρ
∂x2
+
∂ρ
∂x
⊗ ∂H
∂p
we conclude that the symmetric matrix ∂
2ρ
∂x2 (x) is bounded on the “sphere”
(A.41) ω = {x ∈ R2N : ρ(x) = 1},
but it is discontinuous at points x such that a component ei(x) = 0.
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APPENDIX V. Perturbation theory of observable linear systems
The subject of the Kalman observability theory is a linear time-invariant system
x˙ = αx, which is observed, so that the vector y = βx is the observation result. Here
α and β are constant matrices. The system is said to be completely observable,
if the knowledge of the curve y(t) in an open time interval allows to recover x(t)
uniquely. We consider a perturbed situation where the observed vector has the same
structure, but the vector x satisfies the perturbed equation x˙ = αx+ f . Then, it is
impossible to recover x from y precisely, but if the perturbation f is small, we can
do this with a small error.
In quantitive terms, the error size is described by the following theorem.
Theorem A.1. Suppose that x˙ = αx, y = βx is a completely observable time-
invariant linear system. The following a priori estimate holds for a solution z of
z˙ = αz + f in the interval I of integer length:
(A.42)
∫
I
|z|dt ≤ C
(∫
I
|βz|dt+
∫
I
|f | dt
)
,
where the constant C does not depend on the interval I.
The proof of Theorem A.1 is based on the following Lemma:
Lemma A.1. Under the assumptions of Theorem A.1 consider the map
(A.43) Φ : z 7→ [y, f ] = [Cz, z˙ −Az]
from W = W 1,1 ⊗ Rn to L = L1 ⊗ Rm ⊕ L1 ⊗ Rn and its image L = Φ(W). Then
the image L of the map Φ is closed in L.
Here Wn,1 is the Sobolev space of functions with n integrable derivatives.
Proof. We consider the subspace M ⊂ L formed by vectors Φ(z) such that the
function z vanishes at 0: z(0) = 0. This is a closed subspace of L, because the map
z 7→ f = z˙−Az defines an isomorphismM⋍ L1⊗Rn. Indeed, the Cauchy problem,
(A.44) z˙ = Az + f, z(0) = 0,
is correctly solvable. Another important subspace of N ⊂ L is formed by vectors
Φ(z) such that z˙ −Az = 0. It is also closed in L, because it it is finite dimensional
(dimN = n). Since L is a direct sum of M and N , it is closed in L. 
It is easy to derive Theorem A.1 from Lemma A.1: The map Φ : W → L is a
continuous linear map. By Lemma A.1 the image L is closed in L. The observability
condition means that the kernel of the map Φ is zero. Hence, one can apply the
Banach inverse operator theorem and conclude that
(A.45) |z|1 ≤ c(|Cz|0 + |z˙ −Az|0).
Here c is the norm of the inverse operator Φ−1, and
(A.46) |z|n =
n∑
k=0
∫ 1
0
∣∣∣∣∂kz∂tk
∣∣∣∣ dt
is the standard Sobolev norm in Wn,1([0, 1]). The conclusion of Theorem A.1 is an
obvious relaxation of inequality (A.45).
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APPENDIX VI. Proof of Lemma 1
Proof. We begin with identity (99). The feedback matrix C can be found from the
condition of the nilpotency of the matrix A+BC. In other words, we require that
the characteristic polynomial P (s) = det(s−(A+BC)) be equal to s2N . We rewrite
P (s) in the form det
(
(s−A)(1 − (s−A)−1BC)) and use the general property of
determinants [21]:
(A.47) det(1n − αβ) = det(1m − βα)
for any pair α, β of matrices of size n × m and m × n, respectively. By applying
(A.47) to the pair
(A.48) α = (s−A)−1B, β = C
we obtain that
(A.49) P (s) = det(s−A)− CF (s, A)B,
where F (s, A) = [det(s − A)](s − A)−1. Note that elements of F (s, A) are poly-
nomials of degree less than 2N in s, because for they are cofactors to some ele-
ments of the matrix (s−A). Then CF (s, A)B is a scalar polynomial with the same
bound for the degree. If the matrix C is given by (99), then CF (s, A)B has the
form
∑
ck
∏
i6=k(s
2 + ω2i ), and det(s − A) =
∏N
i=1(s
2 + ω2i ). Therefore, equation
P (s) = s2N is equivalent to the following identity:
(A.50)
N∏
i=1
(s2 + ω2i )− s2N =
∑
ck
∏
i6=k
(s2 + ω2i ).
This is the Lagrange interpolation formula for the polynomial f(λ) =
∏N
i=1(ω
2
i +
λ)− λN of degree N − 1 with nodes λ = −ω2i , i = 1, . . . , N , which implies (99).
We prove statements (98) and (100) simultaneously. We already know that the
matrix A˜ = A + BC is nilpotent: A˜2N = 0. Define a new basis by formula (100):
ei =
(−1)i−1
(i−1)! A˜
i−1B for i = 1, . . . , 2N. The fact that the vectors ei form a basis
follows from the complete controllability of system (5)–(6). It is clear that e1 = B
and A˜ei = −iei+1 for i < 2N . For i = 2N it follows from the nilpotency of A˜ that
A˜e2N =
(−1)2N−1
(2N−1)! A˜
2NB = 0. This shows that the matrix A˜ has canonical form (98)
in the basis (100).
We show now that the matrix D can be represented as block-matrix (101). The
vectors ei are, by definition, the columns of D. Denote by λ and ω
2 the diagonal
matrices
(A.51) λ = diag(λ1, λ1, . . . , λN , λN ), ω
2 = diag(ω21 , ω
2
1 , . . . , ω
2
N , ω
2
N ),
where the scalar λk is defined in (101). It is obvious that CB = 0. Denote A˜B = AB
by B′. It is clear that e1 = B, and e2 = −B′. We compute CB′ =
∑N
i=1 ci, where
ci is defined in (99). We show that
∑N
i=1 ci =
∑N
i=1 ω
2
i . To do this, we divide both
sides of (A.50) by s2N−2 and pass to the limit s→∞. We get∑Ni=1 ci in the RHS,
and
∑N
i=1 ω
2
i in the left-hand side. Now we can compute A˜B
′ = A2B + BCB′ =
−ω2B +
(∑N
i=1 ω
2
i
)
B = λB and A˜2B′ = A˜λB = λA˜B = λB′. Therefore, we
conclude by induction that
(A.52) e2k−1 =
(−1)k−1
(2(k − 1))!λ
k−1B and e2k = − (−1)
k−1
(2k − 1)!λ
k−1B′,
which is equivalent to the block representation (100)–(102) of the matrix D. 
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APPENDIX VII. Proof of Theorem 13
Proof. Consider orthogonal polynomials (shifted Jacobi polynomials) with respect
to the measure dµ = (1 − x)dx in the interval [0, 1]. The required polynomials Pn
are given by the Rodrigues formula
(A.53) Pn(x) =
1
n!(1− x)∂
n
[
(1− x)(x − x2)n] ,
where ∂ = ddx . Indeed,
∫
Pn(x)x
mdµ = 0 for m < n since
(A.54)
∫
Pn(x)x
mdµ = 1n!
∫
∂n
[
(1− x)(x − x2)n]xmdx =
(−1)n
n!
∫ [
(1− x)(x − x2)n] ∂nxmdx = 0,
where we used the identity ∂nxm = 0 and integration by parts. Therefore, the
polynomials Pn and Pm are orthogonal if n 6= m. One can easily compute the
leading coefficient cn of Pn. It is the same as the leading coefficient of the polynomial
πn(x) =
(−1)n
n!x ∂
n
[
x2n+1
]
, which obviously equals (−1)
n(2n+1)!
n!(n+1)! . The square norm of
the polynomial Pn is
(A.55)
∫
Pn
2dµ = cn
∫
Pn(x)x
n(1− x)dx =
(−1)n(2n+1)!
n!(n+1)! (−1)n
∫ 1
0
[
xn(1− x)n+1] dx = (2n+1)!n!(n+1)!B(n+ 2, n+ 1),
where B(α, β) = Γ(α)Γ(β)Γ(α+β) is the Euler B-function. Finally, we have
(A.56)∫
Pn
2dµ =
(2n+ 1)!
n!(n+ 1)!
Γ(n+ 2)Γ(n+ 1)
Γ(2n+ 3)
=
(2n+ 1)!
n!(n+ 1)!
(n+ 1)!n!
(2n+ 2)!
=
1
2(n+ 1)
.
It follows immediately from the Rodrigues formula (A.53) that Pn ∈ Z[x] because
the operator 1n!∂
n maps Z[x] into itself. This fact can be rewritten in the form
Pi−1 =
∑
aijmj , wheremj = x
j−1 are elements of the standard monomial basis and
A = (aij) is an integer (triangular) matrix of coefficients of the Jacobi polynomials.
The above formulas for the scalar product can be rewritten in the form
(A.57) AqA∗ = diag
(
1
2k
)n
k=1
,
or, which is the same, in the form
(A.58) Q = A∗diag
(
1
2k
)
A.
The last formula obviously imply that Q is an even integer matrix. 
APPENDIX VIII. Proof of Theorem 14
Proof. From (A.58), we obtain that
(A.59) Q11 =
2N∑
k=1
2ka2k1,
where ak1 = Pk−1(0) is the constant term of the Jacobi polynomial of degree k− 1.
This term is always 1 for the following reason. It follows from the Rodrigues formula
(A.53) that
(A.60) Pn(0) =
1
n!
∂n
[
(x− x2)n] |x=0.
But
(A.61) ∂n
[
(x− x2)n] |x=0 = (1− x)n∂n [xn] |x=0 = n!.
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Therefore, ak1 = 1 for all k, and
(A.62) Q11 =
2N∑
k=1
2k = 2N(2N + 1).
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