Abstract-In this paper, a concurrent learning based adaptive observer is developed for a class of second-order nonlinear time-invariant systems with uncertain dynamics. The developed technique results in simultaneous online state and parameter estimation. A Lyapunov-based analysis is used to show that the state and parameter estimation errors are uniformly ultimately bounded. As opposed to persistent excitation which is required for parameter estimation in traditional adaptive control methods, the developed technique only requires excitation over a finite time interval.
I. INTRODUCTION
Owing to Increasing reliance on automation and increasing complexity of autonomous systems, the ability to adapt has become an indispensable feature of modern control systems. Traditional adaptive control methods (see, e.g., [1] - [3] ) are geared towards tracking performance, and in general, do not focus on parameter estimation. While accurate parameter estimation can improve robustness and transient performance of adaptive controllers, (see, e.g., [4] - [6] ), parameter convergence typically requires restrictive assumptions such as persistence of excitation. An excitation signal that can cause mechanical fatigue and compromise the tracking performance often needs to be added to the controller to ensure persistence of excitation.
Parameter convergence can be achieved under a finite excitation condition using data-driven methods such as concurrent learning (see, e.g., [6] - [8] ), where the parameters are estimated by storing data during time-intervals when the system is excited, and then utilizing the stored data to drive adaptation when excitation is unavailable. Concurrent learning has been shown to be an effective tool for adaptive control (see, e.g., [6] - [10] ) and adaptive estimation (see, e.g., [11] - [16] ), however, concurrent learning typically requires full state feedback along with accurate numerical estimates of the state-derivative.
Novel concurrent learning techniques that can be implemented using full state measurements but without numerical estimates of the state-derivative are developed in [17] and [18] ; however, since full state feedback is typically not available, the development of an output-feedback concurrent learning framework is well-motivated. An output feedback concurrent learning technique is developed for second-order linear systems in [19] ; however, the implementation critically depends on the certainty equivalence principle, and hence, is not directly transferable to nonlinear systems. In this paper, an output feedback concurrent learning method is developed for simultaneous state and parameter estimation in second-order uncertain nonlinear systems. An adaptive state-observer is utilized to generate estimates of the state from input-output data. The estimated state trajectories, along with the known inputs, are then utilized in a novel data-driven parameter estimation scheme to achieve simultaneous state and parameter estimation. Convergence of the state estimates and the parameter estimates to a small neighborhood of the origin is established under a finite (as opposed to persistent) excitation condition.
The paper is organized as follows. An integral error system that facilitates parameter estimation is developed in Section II. Section III is dedicated to the design of a robust state observer. Section IV details the developed parameter estimator. Section V details the algorithm for selection and storage of the data that is used to implement concurrent learning. Section VI is dedicated to a Lyapunov-based analysis of the developed technique. Section VII concludes the paper.
II. ERROR SYSTEM FOR ESTIMATION
Consider a second order nonlinear system of the form
where p : R ≥T0 → R n and q : R ≥T0 → R n denote the generalized position states and the generalized velocity states, respectively, x := p T q T T is the system state, f : R 2n × R m → R n is locally Lipschitz continuous, and y : R ≥T0 → R n denotes the output. The model f is comprised of a known nominal part and an unknown part,
n is known and locally Lipschitz and g : R 2n × R m → R n is unknown and locally Lipschitz. The objective is to design an adaptive estimator to identify the unknown function g, online, using input-output measurements. It is assumed that the system is controlled using a stabilizing input, i.e., x, u ∈ L ∞ . It is further assumed that the signals p and u are available for feedback. Systems of the form (1) encompass secondorder linear systems and Euler-Lagrange models, and hence, represent a wide class of physical plants, including, but not limited to, robotic manipulators and autonomous ground, aerial, and underwater vehicles.
Given a compact set χ ⊂ R 2n × R m , and a constant , the unknown function g can be approximated using basis functions as
n denote the basis vector and the approximation error, respectively, θ ∈ R p×n is a constant matrix of unknown parameters, and there exist σ, θ > 0 such that
u) < , and θ < θ. To obtain an error signal for parameter identification, the system in (1) is expressed in the forṁ
where I denotes the integral operator f →
Using the Fundamental Theorem of Calculus and the fact that q (t) =ṗ (t), the expression in (4) can be rearranged to form the affine system
In (4),
and
where T := T 0 +τ 1 +τ 2 . The affine relationship in (4) is valid for all t ∈ R ≥T0 ; however, it provides useful information about the vector θ only after t ≥ T . The knowledge of the generalized velocity, q, is required to compute the matrices F and G. In the following, a robust adaptive velocity estimator is developed to generate estimates of the generalized velocity.
III. VELOCITY ESTIMATOR DESIGN
To generate estimates of the generalized velocity, a velocity estimator inspired by [20] is developed. The estimator is given byṗ =q,
wherex,p,q, andθ are estimates of x, p, q, and θ, respectively, and ν is a feedback term designed in the following.
To facilitate the design of ν, letp = p −p,q = q −q, θ = θ −θ, and let
where the signal η is added to compensate for the fact that the generalized velocity state, q, is not measurable. Based on the subsequent stability analysis, the signal η is designed as the output of the dynamic filteṙ
where α, k, and β are positive constants and the feedback component ν is designed as
The design of the signals η and ν to estimate the state from output measurements is inspired by the p−filter [21] . Using the fact thatp (T 0 ) = 0, the signal η can be implemented via the integral form
(13) The affine error system in (4) motivates the adaptive estimation scheme that follows. The design is inspired by the concurrent learning technique [22] . Concurrent learning enables parameter convergence in adaptive control by using stored data to update the parameter estimates. Traditionally, adaptive control methods guarantee parameter convergence only if the appropriate PE conditions are met [1, Chapter 4] . Concurrent learning uses stored data to soften the PE condition to an excitation condition over a finite timeinterval. Concurrent learning methods such as [6] and [8] require numerical differentiation of the system state, and concurrent learning techniques such as [18] and [17] require full state measurements. In the following, a concurrent learning method that utilizes only the output measurements is developed.
IV. PARAMETER ESTIMATOR DESIGN
To obtain output-feedback concurrent learning update law for the parameter estimates, a history stack, denoted by H, is utilized. The history stack is a set of ordered pairs
where E i is a constant matrix. If a history stack that satisfies (14) is not available a priori, it is recorded online, based on the relationship in (4), by selecting an increasing set of time-
, such that t i > T, ∀i = 1, · · · , M, and letting
f (x (τ ) , u (τ )) dτ dλ. In this case, the error term E i is given by
be an interval over which the history stack was recorded. Provided the states and the state estimates remain within a compact set χ over I := [t 1 − τ 1 − τ 2 , t 2 ), the error terms can be bounded as
The concurrent learning update law to estimate the unknown parameters is designed aṡ
where k θ ∈ R >0 is a constant adaptation gain and Γ : R ≥0 → R p×p is the least-squares gain updated using the update lawΓ
where the matrix G ∈ R p×p is defined as G := 
where Γ and Γ are positive constants, and I n denotes an n × n identity matrix.
V. PURGING
The update law in (19) is motivated by the fact that if the full state were available for feedback, and if the approximation error, , were zero, then using
could be estimated via the least squares estimatê
However, since the history stack contains the estimated termsF and G, during the transient period where the state estimation error is large, the history stack does not accurately (within the error bound introduced by ) represent the system dynamics. Hence, the history stack needs to be purged whenever better estimates of the state are available.
Since the state estimator exponentially drives the estimation error to a small neighborhood of the origin, a newer estimate of the state can be assumed to be at least as good as an older estimate. A dwell time based greedy purging algorithm is developed in this paper to utilize newer data for estimation while preserving stability of the estimator.
The algorithm maintains two history stacks, a main history stack and a transient history stack, labeled H and G, respectively. As soon as the transient history stack is full and sufficient dwell time has passed, the main history stack is emptied and the transient history stack is copied into the main history stack. The sufficient dwell time, denoted by T , is determined using a Lyapunov-based stability analysis.
Parameter identification in the developed framework imposes the following requirement on the history stack H.
is called full rank if there exists a constant g ∈ R such that
where λ min (·) denotes the minimum singular value of a matrix.
Assumption 1. For a given M ∈ N, there exists g ∈ R >0
and a set of time instances
, and a full rank history stack can be recorded.
A singular value maximization algorithm is used to select the time instances
. That is, a data-point P j ,F j ,Ĝ j in the history stack is replaced with a new data-point
where s min (·) denotes the minimum singular value of a matrix and ζ is a constant. To simplify the analysis, it is assumed that new data points are only collected τ 1 + τ 2 seconds after a purging event. Since the history stack is updated using a singular value maximization algorithm, the matrix G is a piecewise constant function of time. The use of singular value maximization to update the history stack implies that once the matrix G satisfies (22) , at some t = τ , and for some g, the condition g < λ min (G (t)) holds for all t ≥ τ . The developed purging method is summarized in Fig.  1 .
A Lyapunov-based analysis of the parameter and the state estimation errors is presented in the following section.
VI. STABILITY ANALYSIS
Each purging event represents a discontinuous change in the system dynamics; hence, the resulting closed-loop system is a switched system. To facilitate the analysis of the switched system, let ρ : R ≥0 → N denote a switching signal such that ρ (0) = 1, and ρ (t) = i + 1, where i denotes the number of times the update H ← G was carried out over the time interval (0, t). For some s ∈ N, let H s denote the history stack active during the time interval {t | ρ (t) = s}, containing the elements
, and let
if G is not full then 4: add the data point to G 5:
add the data point to G if (23) holds 7: end if
if t − δ (t) ≥ T (t) then
10:
H ← G and G ← 0 purge and replace H 11:
if η (t) < s min (G ) then 13: η (t) ← s min (G ) 14: end if 15: end if 16: end if 17: end if (14) and (19) , the dynamics of the parameter estimation error can be expressed aṡ
Since the functions G s : R ≥T0 → R p×p and Q s : R ≥T0 → R p×n are piecewise continuous, the trajectories of (24), and of all the subsequent error systems involving G s and and Q s , are defined in the sense of Carathéodory. Algorithm 1 ensures that there exists a constant g > 0 such that λ min {G s } ≥ g, ∀s ∈ N.
Using the dynamics in (1), (9) - (11), and the design of the feedback component in (12) , the time-derivative of the error signal r is given bẏ
To facilitate the analysis, let {T s ∈ R ≥0 | s ∈ N} be a set of switching time instances defined as 
and Y := p
Interval 2: The history stack H 2 , which is active over
, is recorded over [T 0 , T 1 ). Without loss of generality, it is assumed that H 2 represents the system better than H 1 (which is arbitrarily selected), that is,
Interval 3: Using (18), the errors E 3i are shown to be O ( Y 3i + ) where Y 3i denotes the value of Y at the time when the point P 3i ,F 3i ,Ĝ 3i was recorded. Using the facts that the history stack H 3 , which is active over [T 2 , T 3 ), is recorded over [T 1 , T 2 ) and Y (t) ≤ ε, for all t ∈ [T 1 , T 2 ), the error M i=1 E 3i is shown to be O (ε + ). If T 3 = ∞ then it is established that lim sup t→∞ Z (t) = O (ε + ). If T 3 < ∞ then the fact that the bound on Z over [T 2 , T 3 ) is smaller than that over [T 1 , T 2 ) is utilized to show that Y (t) ≤ ε, for all t ∈ [T 2 , T 3 ). The analysis is then continued in an inductive argument to show that lim sup t→∞ Z (t) = O (ε + ) and Y (t) ≤ ε, for all t ∈ [T 2 , ∞).
The stability result is summarized in the following theorem. Theorem 1. Let ε > 0 be given. Let the history stacks H and G be populated using the algorithm detailed in Fig. 1 
