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INTRODUCTION
1.1 WATER ENTRY
Water entry of projectiles has long been a topics of interest
in both sciences and engineering. It began with Worthing-
ton, who in the late XIX century found experimentally that
a cavity is being formed when a steel sphere enters water
(Worthington and Cole (1895-1896)). As we know today,
water entry of a sphere is a complex process which nonethe-
less can be enormously simplified, making it a particularly
rewarding area of research.
During the impact, surface of the projectile becomes wet-
ted which together with the form drag produce a drastic
decrease in the projectile velocity. At this stage, the energy
lost by the ball is transferred primarily into the splash,
which takes a form of vertical sheet of water emerging from
around the circumference. If the body is moving at a high
enough velocity, the displaced fluid will not collapse imme-
diately but rather expand the cavity formed behind it. The
evolution phase is the longest of all, and is governed by a
continuous energy transfer from the projectile into the fluid
through the pressure field formed at the wetted surface.
Cavity walls continue to expand at the cost of their kinetic
energy which is transformed into potential energy asso-
ciated with hydrostatic pressure in the surrounding fluid.
Inevitably, after all the kinetic energy is used for expand-
ing the cavity the wall velocity reverses and causes rapid
cavity closure, called the deep closure or pinch-off. Some
researchers reported surface closure to occur first, but in the
intermediate Froude number regime this was not observed.
The imploding fluid forms two opposite jets moving at very
high velocity and finally destroying the cavity.
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(a) (b)
Figure i. Evolution of a cavity. One can easily see the three
important stages of water entry: (a) impact and splash
formation, (b) cavity formation, and (c) deep closure.
1.2 LITERATURE OVERVIEW
While the impact phase is very interesting and important
(cf. Howison (1991); Miloh (1991); Scolan (2001); Wagner
(1932); Zhao and Faltinsen (1993)), the water-entry research
is mainly involved with the evolution phase. The move-
ment of the free surface during the early stage of impact
was first studied by Wagner (1932), who formulated a gen-
eral framework for studying similar problems. His work
was later extended by a number of scholars, including How-
ison (1991) who examined impacts of bodies with small
deadrise angles (ie. with flat bottom) and quoted a number
of other results dealing with other shapes (circular cone,
elliptic paraboloid). Zhao and Faltinsen (1993) took a nu-
merical approach to impact problems, and formulated a
numerical method based on nonlinear boundary element
method with a jet flow approximation. His method is ap-
plicable to arbitrary two-dimensional geometries, but the
study only verified it by comparing the numerically evalu-
ated impact of a wedge with the analytical study of Wagner
(1932). Finally, Scolan (200oo1) provided analytical and fully
three-dimensional solutions for blunt bodies. However, the
theories and results obtained by studying the very impact
of a body on a quiescent free surface quickly loose their
validity as the body opens a cavity and penetrates the fluid.
Hence, further investigation of the other regime is neces-
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sary.
The pioneering work in this range was the study of Wor-
thington and Cole (1895-1896) where he examined the mo-
tion of steel spheres shot into water (high-speed pellets) or
dropped from a certain height (low-speed pellets). He found
that a cavity is formed behind the pellets, and observed
the deep pinch-off following the cavity formation. Mallock
(1918) repeated the experiments conducted by Worthington
and Cole (1895-:1896) using single-spark photography and
provided some explanations of the observed cavity shapes.
However, neither of the studies pursued a theoretical and
quantitative explanation of their observations, and the field
was briefly grounded because of the two World Wars.
Interest in the field reappeared shortly after the Second
World War, driven primarily by its use in military applica-
tions (Birkhoff and Isaacs (1951); May (1952)). Richardson
(1948) performed mostly experimental work, in which he
dropped steel balls coming from ball bearings, thus having
diameters from 1/15 to i inch. In order to get relatively high
velocities in the range of 4-40 m/s he used the interior of
the Kew pagoda, thus dropping the balls from height of
126 feet (38.40 m). Some datasets were also obtained using
a catapult. Image sequences from each drop were obtained
using novel at the time high-speed video cameras, one of
them with total frame-rate of 200 frames per second and
another one with nearly 20oo00 frames per second. This al-
lowed him to obtain trajectories of the projectiles and use
them to obtain form drag coefficients and added mass co-
efficients for various impact angles and projectile shapes
(hemisphere, disc, cones, ogive). Some of the models used
had pressure gauges mounted, and thus Richardson (1948)
was able to produce graphs of pressure experienced by the
projectile.
Meanwhile, Gilbarg (1948) described in detail the phe-
nomena appearing during a water entry--primarily the
surface and deep closure-and considered the dependency
of these on various parameters, most importantly the initial
speed of the projectile and ambient air pressure. The study
covered entries of spherical projectiles at relatively high
speeds in range from io to o100 feet per second (3.05 to 30.5
m/s), and at different values of air pressure which varied
between 1/60 to 3 atmospheres. The findings of Gilbarg are
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important mainly because of the scaling laws deduced from
his results. He found that the non-dimensional depth and
time of deep closure were a function of the Froude number,
but not all experimental results were following the same
line; thus, other parameters not included in Froude scaling
must be important. However, Gilbarg noted that the time
of the deep closure can be described as a function of the
time of surface closure only, and therefore that there is a
subtle connection between the two seemingly unrelated
phenomena.
Similar experiments were conducted by May (1948, 1951,
1952). In May (1948) he considered the same theoretical
description of water entry as Gilbarg (1948), and conducted
a thorough investigation of dependence of form drag co-
efficient CD on the size and initial speed of the projec-
tile, as well as on the value of ambient pressure, find-
ing that the drag coefficient followed a simple scaling
CD = 0.01741n(R.F) where R and F are the Reynolds
and Froude numbers, respectively. May (1951) followed his
discussion of the importance of the projectile surface prop-
erties in the fluid-projectile interactions as he found that the
minimal velocity at which cavity is formed depends heavily
on the surface coating of the projectile. According to his re-
sults, mere hand handling of a steel sphere can cause cavity
formation at speed of 20 feet per second (6.09 m/s) while
the same sphere cleaned in alcohol before the experiment
would not cause any cavitation at all. The last study dealing
with water entry cavitation, May (1952) considered most of
the same effects as the previous papers of Richardson (1948)
and Gilbarg (1948). Importance of this paper lies in the fact
that it was the first to explicitly study the motion of the
cavity wall. Using high-speed photography he obtained the
radial position of the cavity wall at a number of depths as
a function of time, and calculated velocity and acceleration
experienced by the cavity wall through graphical differenti-
ation. However, May did not consider any theoretical model
of cavity expansion and collapse.
An approximate theory of cavity evolution was first pre-
sented by Birkhoff and Zarantonello (1957), who consid-
ered the cavity to be extremely long and thus assumed
that the flow around the cavity is purely radial; addition-
ally, they decoupled the projectile motion from the cavity
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evolution by assuming that the only fluid-projectile inter-
action present is the form drag. These assumptions led
them to approximate fluid around the cavity as a set of
non-interacting, infinitesimally thin horizontal sheets. As
the projectile moved through the fluid, according to their
model, all of the energy lost by the projectile at depth z was
deposited in the sheet of fluid at that depth and the sheet
was then allowed to evolve in time in separation from all
other sheets and the projectile. The theory was successful
in predicting qualitatively both the shape and dynamics of
cavity formation for very high speed impacts; however, it
possesses a mathematical peculiarity due to the fact that a
two-dimensional purely radial flow has infinite kinetic en-
ergy. Therefore, Birkhoff and Zarantonello (1957) assumed
that the flow is restricted to certain volume within C ra-
diuses of the cavity. The value of the bound brought a free
parameter into the theory, and although the authors claim
that values of 0 in range of Lo to 15 might be explained by
geometrical argument, it currently seems to be infeasible
to find any mathematical or experimental justification for
choosing a particular value.
The theory of Birkhoff and Zarantonello (1957) was fur-
ther extended by Lee et al. (1997) who considered very
high-speed impacts (V0 of order of km/s). While the paper
is considering only very high-speed water entries, Lee et al.
(1997) contains an approximate relation connecting the time
and depth of the deep closure with the various dimensional
and dimension-less parameters of the entry.
Recently the problem of water entry sparked interest
as its relation to bio-locomotion was shown in work of
Glasheen (1996a,b). He considered the motion of a basilisk
lizard Basiliscus basiliscus- known to be able to run on
water over a relatively long distance-by modeling its feet
as disks entering water vertically. He found that, in the
range of low Froude numbers, the depth of the deep closure
is linearly dependent on the Froude number. This simple
experimental result was subsequently verified numerically
by Gaudet (1998), who performed simulations of axially-
symmetric potential flows with free surface.
The military aspect of the problem is still under inves-
tigation, especially due to the recent advances in super-
cavitating flows. The field has widely accepted the work
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of Birkhoff and Zarantonello (1957) to serve as theoretical
description of relevant phenomena (Lee (2oo3); Lee et al.
(1997); Shi (2001)), but apart from the extension of the origi-
nal model by Lee et al. (1997), it appears that no significant
results were published to date.
1.3 SCOPE OF THE THESIS
While the field of water entries is very wide and complex,
we shall restrict ourselves to only a relatively small selec-
tion of the water entry phenomena. While the early effects
related to the very impact are well studied and understood
within the framework of Wagner theory, the later stage of
cavity formation and collapse is still not described by any
closed theoretical description besides the theory of Birkhoff
and Zarantonello (1957) and thus warrants further investi-
gation.
The present thesis shall report on findings obtained through
a mix of theoretical and experimental research of cavity
evolution in the range of intermediate Froude numbers,
.F - 0(1). We begin with a dimensional analysis of the
problem and find the relevant parameters influencing the
cavity evolution, thus providing a framework for discus-
sion, followed by introduction to the early models of cav-
ity formation based on the classical work of Birkhoff and
Zarantonello (1957) and Lee et al. (1997). The classical the-
ory is presented (Sec. 4.1), and extended to the intermediate
Froude number regime (Sec. ??), where we show that the
equations necessary for description of cavity evolution re-
main solvable in closed form. However, the extended theory
shares the mathematical peculiarity of having infinite ki-
netic energy and thus does not remove the free parameter
f from the equations.
Thus, in section 4.2 we attempt formulation of a fully
three-dimensional theory based on the assumption of slen-
derness of the cavity. The problem of water entry is divided
into three subproblems: (i) motion of the projectile, (ii)
time evolution of the source distribution controlling the
flow-field, and (iii) the evolution of the cavity shape. Then,
through a number of mathematical techniques a set of cou-
pled, non-linear equations encompassing the entirety of
the water entry problem is derived and showed to sim-
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plify to the classical theory of Birkhoff and Zarantonello
(1957) when certain assumptions are met. Finally--faced
with the complexity of the emerging equations-in chapter
5 we propose a numerical method for solving the model
equations.
The theoretical developments are followed by experimen-
tal evaluation of intermediate Froude number water entries
of spherical projectiles. We use the water tank engineered
by Laverty (2004), with additional drastic improvements to
the illumination system. In contrast with prior studies and
the work of Laverty (200oo4), we used an advanced method of
data analysis utilizing computer vision algorithms such as
Hough transform (Duda and Hart (1972)) and Rosin thresh-
olding (Rosin (1999)), which allowed us to make objective
analysis of large datasets and extract more information than
ever before, including the trajectory and speed of the projec-
tile, time and depth of the deep closure, complete temporal
evolution of the cavity shape, and an estimate of the volume
of the cavity at each time. The experimental data guided us
in theory development, and showed vividly the futility of
expanding the classical theory of Birkhoff and Zarantonello
(1957).
While the thesis does not by any means close the problem
of cavity formation and evolution, it is an important step
forward as it shows that the problem of cavity evolution is
inherently three-dimensional, and that the classical simpli-
fications of strip theory or the slender body theory are not
capable of obtaining quantitative predictions.

2QUALITATIVE FEATURES OF WATER
ENTRY CAVITIES
Water entry is a fascinating and extremely complex phe-
nomenon studied for more than one hundred years, yet still
without a physical model capable of quantitative predic-
tions. The difficulty lies partially in difficult mathematics
involved, but also in the physical complexity of the system
which involves motion of a rigid body, two-way water-fluid
interactions, and free surface phenomena. Therefore, it is
of paramount importance to build physical intuition about
the system before further study of its properties.
In the following chapter we discuss the physical situa-
tion and propose simple scaling arguments to describe the
behavior of the system. We show what forces are of impor-
tance, what phenomena might occur and what are their
likely causes.
2.1 DESCRIPTION OF A WATER ENTRY
The simplest case of water entry is one in which a spherical
projectile of radius R0 hits water vertically at initial speed
of Vo (Fig. 2). Initially, the projectile comes into contact
with water and wets its surface (Fig. i (a), Miloh (1981);
Richardson (1948)), thus exposing it to drag from two pos-
sible sources: the viscous stresses between the fluid and
projectile's surface and the form drag caused by the need to
physically displace fluid from its current position. The two
types of drag scale differently with velocity, and therefore
are important at different velocity (energy) regimes (Lee(2oo3)).
Layer of fluid wetting the surface of the projectile initially
climbs the surface to balance momentum transfer in the
vertical direction. Impact and rapid transfer of energy to
the fluid surrounding the projectile forms a thin sheet that
detaches from the ball surface and quickly destabilizes and
forms spray moving vertically at high speed.
Meanwhile, the projectile continues to travel through
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Closed dome
Undisturbed surface level
avity
Figure 2. Schematic view of a vertical water entry after the closure
of a dome-like structure atop the cavity.
the fluid. Because of its shape, the fluid obtains not only
vertical but also significant radial velocity and instead of
closing the surface behind the projectile it rather continues
to move away in the radial direction, thus forming an air
bubble behind the projectile (Fig. 1 (b)). Since the bubble is
not closed from above, it is called a "water entry cavity"-
an interesting surface flow phenomenon. Depending on
the velocity of the projectile and its surface (May (1948,
2.1 DESCRIPTION OF A WATER ENTRY
1951)), it may happen that the spray formed during impact
curves its path and re-forms a sheet which closes above the
cavity, thus forming a closed dome-like structure (Abelson
(1970); Gilbarg (1948); May (1952)). Gilbarg (1948) and Lee
(2oo3) suggested that the closure is caused by Bernoulli-
type effects when air is sucked-in by the under pressure
caused by the moving projectile. However, it seems unlikely
to be the only effect because of the fact that such domes
were observed at relatively small speeds (V0 -, 3 m/s), and
hence the rather low forces caused by such under-pressure
would not be able to close the dome quickly enough.
Alternatively to a surface closure by the dome structure,
depending on the initial velocity of the projectile it might be
either preceded or followed by a deep closure in which the
cavity collapses below the undisturbed surface level (Fig.
: (c), Abelson (1970); Birkhoff and Isaacs (1951); Birkhoff
and Zarantonello (1957); Gaudet (1998); Glasheen (1996a,b);
Lee (200oo3); Lee et al. (1997); May (1952); Oguz (1995)). This
phenomenon is an effect of hydrostatic pressure, and can
be readily understood. The projectile through its movement
opens a cavity, thus depositing certain potential energy in
the surrounding fluid but is opposed by the increasing hy-
drostatic pressure which attempts closing the cavity. Hence,
the initial kinetic energy of the cavity wall is transformed
into potential energy deposited in the created cavity, which
later is transferred back into kinetic energy of collapsing
cavity. Because of the fact that the time necessary for the
projectile to get to a specified depth is monotonically in-
creasing with depth, as is the hydrostatic pressure, there
is a uniquely specified point at which the ball will arrive
relatively early and which is deep enough to quickly close
the cavity, thus pinching-off the cavity.
Following the pinch-off, fluid rushing into the cavity
meets at the axis of symmetry of the cavity and-in order to
conserve continuity-the initially radial flows combine and
split into two oppositely directed vertical jets moving along
the cavity axis with very large speeds. The one moving
downward very quickly hits the projectile and is respon-
sible for the large alteration in its trajectory following the
hit, while the one moving upward pierces the dome-like
structure enclosing the cavity and shoots up in the air. This
very phenomenon is responsible for the splash that follows
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slapping the water surface, which was found to be used by
basilisk lizard to walk on water (Glasheen (1996a); Hsieh
and Lauder (2004)).
While the general mechanism of the deep closure is defi-
nitely related to the hydrostatic pressure and the transfer
of energy between kinetic energy of the wall and potential
energy of the formed cavity, it is uncertain how to quan-
titatively describe the resulting phenomena. In order to
quantify the relative importance of different factors to be
included in a quantitative physical model of water entry, we
conduct dimensional analysis of the problem to determine
the various scalings of forces acting on the system and their
importance to the model.
2.2 SCALING LAWS AND IMPORTANT PARAMETERS
Firstly we attempt to determine the relative importance of
various forms of drag acting on the projectile using scaling
and dimensional analysis arguments. The scaling of the
form drag follows from a simple argument. Consider the
force F that the ball exerts on the surrounding fluid. From
Newton's Laws, that force must be equal to the change in
momentum of the fluid,
F d - AV (2.1)V dt At'
where V is volume of a very thin boundary layer just outside
of the projectile that scales with the radius of the projec-
tile as V ,- Rg2 with 6 being the width of the layer. Since
p = const, the only quantity that changes is the fluid ve-
locity. Due to continuity, the velocity of fluid at the very
surface of the projectile-ie. the layer interacting with the
projectile-must be equal to the speed of the ball. Hence, AV
is proportional to Vo, AV - V0. As the ball moves, momen-
tum of the surface sheet is transfered further into the fluid
volume, and hence the projectile is applying a force propor-
tional to its speed at all times. The time scale of At can be
estimated similarly, by using relevant length and velocity
scales, in this case the width of the layer 6 and speed of
the projectile Vo. Hence, we may write that At - 6/V 0 and
finally
AVform p R pRV, (2.2)
"fr - Ro pRo 0 (2.2)
Ffrm P--R• At2
2.2 SCALING LAWS AND IMPORTANT PARAMETERS
ie. the force exerted by a body moving through fluid is
proportional to the square of its speed. Hence, because of
the Newton's Laws of motion the fluid will exert force of
the same magnitude on the projectile.
The viscous drag scaling can be easily obtained using
dimensional analysis. Considering that it should depend
on viscosity u [Ns/m 2], velocity Vo [m/s], and radius of the
projectile R0 [m], the only combination of the form
Ca VbR 0  (2.3)
that matches the units of force is one with a = b = c = 1,
hence
Fviscous ~-, tRoVo. (2.4)
Similar scaling could be also obtained from experimental
evidence and analysis of the viscous term of the Navier-
Stokes equations. The two types of drag are caused by two
completely different phenomena, and due to different de-
pendence on velocity are likely to be important at different
velocity regimes, with viscous forces and form drag being
important at low and high speeds, respectively. Since both
forms of drag come from the Navier-Stokes equations, the
relative importance of form drag and viscous drag can be
obtained by comparing the two,
Fform Po --_Ro Vo. (2.5)Fviscous y
Therefore, a form drag will be more important as long as
Vo is larger than a critical velocity
Vritical -- Y (2.6)pRo
Therefore, for the typical values of y = 8.9 x 10- 4 Pa s,
p = 1000 kg/m 3, and R0 = 2.54 x 10-2 m we obtain
Vcritical = 3.5 x 10-5m/s,
For example: flow
velocity profile in
a purely shearing
flow or a steady
motion of a dense
ball in viscous
fluid.
The term ,V 2U is
clearly linear in
velocity, and
stands for force
per volume
experienced by an
element offluid.
(2.7)
which is significantly below the range of velocities exam-
ined in this thesis and thus shows that viscosity is negligible
at the scale of the ball. However, it is likely that viscosity
effects are important at a smaller length scale, say 6, where
boundary layer effects are present.
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Finally, we need to consider the effects of the hydrostatic
pressure on the motion of the projectile. The scaling of
the appropriate force comes quickly from the formula for
hydrostatic pressure at depth z, P = pgz, which acts on the
cross-section of the projectile A = rcRg. Thus, the formula
for the hydrostatic force becomes
Fhydrostatic R2pgZ. (2.8)
Because we have already rejected viscous drag as insignifi-
cant during a typical water entry, we only need to compare
the hydrostatic force with the form drag. Thus, we evaluate
Fhydrostatic
Fform
R2pgz gz
pRoV2 Vo (2.9)
According to the
classical theory of
Birkhoff and
Zarantonello
(1957), velocity of
the projectile
decreases
exponentially with
depth, V =
Vo exp(-Pz)
with A , 1.2 i/m.
because the drag coefficient CD present in the form drag is
of order of unity, CD " O(1) (Landau and Lifshitz (1987)).
Therefore, in the range of velocities considered in this thesis
(V0 ,', 3 to 6 m/s) the hydrostatic pressure becomes im-
portant at depths in the range 0.9 - 3.6 m/s, or 0.4 - 1.8
m/s if the classical CD = 1/2 is assumed. However, this
critical depth is largely overestimate because of the fact that
both forces decrease the speed of the projectile as it goes
through the fluid, and thus the velocity at a given depth
might be much smaller than its initial value. A more accu-
rate estimate of the critical depth can be obtained through
the classical result of Birkhoff and Zarantonello (1957) and
Lee et al. (1997),
V(z) = Voexp(-Pz),
which yields a rather complex equation
gzritical = V02exp(-2Pzritical)
(2.10)
(2.11)
for the critical depth. However, it can be solved analyti-
cally in terms of special functions, namely the Lambert W
function, to give
1
2=- (2pV)9 V ). (2.12)
Numerical calculation shows that for the classically sug-
gested -, 1.2 1/m (Shi (2001)) and velocities from the
range 3 - 6 m/s we obtain zritical -- 0.3 - 0.5 m, which is a
more realistic scenario.
EXPERIMENTAL INVERSTIGATION 3
In the following section we present the details of the exper-
imental investigation conducted in order to guide theory
formulation. We begin with a detailed description of the
impact tank and the newly engineered back illumination
system which was used for obtaining high-speed imagery
with frame-rates exceeding 2100 frames per second. We
follow that with a sketch of the program used for data
analysis and outline the computer vision algorithms as well
as provide a specification for the input files and command
line parameters. Finally, we estimate the errors occurring
during the data capturing and analysis, and show that no
major errors are introduced in case of projectile position,
however the projectile velocity suffers major inaccuracies
due to the high frame rate achieved. The chapter finishes
with a description of four selected representative sets of
data, including the projectile trajectory, velocity, as well as
the evolution of cavity shape and volume.
3.1 EXPERIMENTAL SETUP
The main part of the experimental setup was a large water
tank--o.9 m wide, 1.5 m long and 1.8 m deep--engineered
and described by Laverty (2004), shown on Fig. 3. Construc-
tion of the tank is based on a steel unistrut frame holding
a set of one-inch-thick plexiglass windows, thus provid-
ing both durability and relative easyness of observation of
the interior of the tank. Atop of the steel construction a
shooting mechanism based on a ball pitching machine is
placed, thus providing means of either dropping or shoot-
ing spherical projectiles into the tank from approximately 3
meters above the free surface level. The shooting machinery Because of the
has two degrees of freedom: it can move linearly along the height of the
length of the tank and be simultaneously rotated to provide shooting
opportunity of studying oblique impacts. mechanism above
The shooting mechanism is comprised of two main parts, the water level, the
the loading mechanism and the pitching machine. Projec- theoretical
minimum speed
attained by the
ball at impact is
close to
15 /I ,-~ 7.7 m/s.
However, air
resistance greatly
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Each run was
saved in a
separate,
numbered catalog
so that the raw
data (images) and
the results of
analysis do not get
mixed.
tiles of typical diameter of 5.72 cm and weight of 17 g are
held in a cylindrical pipe held at an angle controlled by a
stepper motor. A set of two solenoids placed at the lower
end of the pipe -each separately controlled-allows for
three modes of work: load, hold, and drop. Therefore, the
loading mechanism can be loaded in advance with a num-
ber of projectiles and then used to rapidly obtain a number
of repeats without even minute changes to the experimen-
tal setup. After dropping, a projectile passes between two
wheels rotating in opposite directions, thus providing ad-
ditional initial speed to the projectile if necessary. While
each wheel is capable of rotating with its own speed, setting
both velocities equal allows for vertical shots at intermedi-
ate velocities (,-- 7 m/s); however, above w -- 600 RPM the
differences between the two wheels become visible and the
projectile does not follow a straight path anymore.
In addition, a movable pipe was mounted at a closer to
the free surface than the shooting mechanism, thus allowing
for low speed experiments. Due to lack of load & release
mechanism, each drop had to be conducted manually and
suffered additional error due to human handling.
Each shot into water was observed using a high-speed
camera capable of achieving 2000oo frames per second and
recording images for a period of about 4 seconds, which
given the typical length of the water entry of about 0.3
second is perfectly sufficient. The camera was placed on an
adjustable tripod and leveled with the undisturbed water
surface in the tank at a distance of approximately 3 meters
from the impact location (see Fig. 3), and was operated
manually through a PC computer collecting the data. Parts
of the entire sequence of 300ooo+ images corresponding to
cavity formation prior to the deep closure were manually
selected and saved in lossless TIFF format at maximum
resolution allowed by the camera-typically 8oo x 350 (ver-
tically x horizontally). The horizontal resolution was kept
at a minimum possible value due to the fact that the matrix
storage method utilized by the camera for the brightness
matrix of the CCD is such that reading an entire vertical
line is much faster than an entire horizontal line. The image
capturing code automatically saves a file _config.xsv for
each dataset, which contains all settings used for the given
run, including the frame-rate and exposure time.
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Automatic shooting mechanism
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Figure 3. Sketch of the experimental tank in the impact laboratory.
3.2 PHOTOGRAPHIC TECHNIQUES
The crucial part of the experimental technique is the abil-
ity to obtain clear, high quality pictures as the entire data
Manual shooting mechanism
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analysis is based purely on the data extracted from pictures.
Therefore, it is worthwhile to elucidate how the experimen-
tal data collected in this work was obtained.
(a) (b)
Figure 4. (a) Image of a water entry cavity taken at frame-rate of
iooo frames per second with exposure time of i,ooo,ooo
ns using quartz halogen illumination. (b) Similar im-
age, this time taken at frame-rate of 2100 frames per
second and exposure time of 50,ooo ns, giving rise to
the perceived frame rate of nearly 20,000 frames per
second (based on exposure time), taken using the back
illumination system. Clearly, the quality and contrast
of the image has improved dramatically.
High-speed photography requires enormous amounts of
-
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Figure 5. Design of the support rails for the back illumination
system.
light because sensors of specialized CCD cameras--even
though optimized for this specific purpose-require a rea-
sonable number of photons to reach each sensor in order to
counter the electronic noise present in the device. The noise
can be minimized using a liquid nitrogen or liquid helium
cooled CCD matrix (as used in optical astronomy), but our
setup consisted of a regular camera cooled by a chassis fan.
We began the experiments using a set of quartz halogen
lamps giving total power of approximately 4 kW. However,
quartz halogen lamps-although very efficient-produce
enormous amounts of heat, and spread the light over the
entire room. Additionally, due to their large size, amount
of heat produced, and high non-uniformity of brightness
of the bulb, lamps of this type can only be used as front
lighting which produces undesired reflections appearing on
the plexiglass window of the tank; moreover, the number
of photons that reach the CCD is limited by the fact that
only photons that reach the camera are those that (i) hit
the object and (ii) are reflected toward the camera. Thus,
not only the frame-rate was limited to about iooo frames
per second but the contrast between the projectile/cavity
and surrounding was low making it difficult to locate the
projectile/cavity on the image.
In order to increase image quality we engineered a mod-
ular back illumination' system (Fig. 5). In the design we
: While the forward illumination allows one to see the object as it would
• •e _ 2.S'
W-Z1
--.·
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were constrained by the small size of such system2 and
thermal durability of plexiglass which can hardly resist
direct illumination by the halogen lamps. We considered
a number of designs, including an array of high efficiency
Light Emitting Diodes, but finally we decided in favor of
an array of fluorescent lamps. It consists of a unistrut frame
supporting a single, deep unistrut (rail strut) and a series of
lamp modules. Each module is an array of lamps with the
supporting electronics mounted on wooden supports 64"
high and 24" wide. Three unistrut trolleys were mounted
on each of the modules, two on the top and one on the bot-
tom, so that the modules can roll inside the rail strut. The
design permits three modules to be installed at a time, but
experiments with vertical water entry can be successfully
carried out with a single module only3.
Each module contains an array of 24 standard T8 fluores-
cent bulbs placed side-by-side in order to obtain relatively
uniform light output4. The wood behind the lamps was
covered with highly reflective aluminum foil in order to
better direct the output of the lamps and decrease heating
of the wooden support. Electronic parts (ballasts, electric
connections) driving the bulbs were placed on the back of
each module to decrease the chance of wetting, as it is the
most important element of the setup. The fluorescent bal-
lasts are the parts delivering high voltage to the fluorescent
lamps and command the voltage modulation, thus deter-
mining the frequency with which the lamps flicker. While
most ballasts are usable for illumination of living space,
they typically drive the bulbs at frequencies below 5000oo Hz.
Given that the frame-rate of our camera is of the order of
wooo frames per second, this would result in variable light
output due to the fact that the power delivered to the bulbs
varies as sin2(wt). Therefore, we selected high-frequency
be seen using bare eye, back illumination allows only for observing the
shadow of an object.
2 The tank has been already mounted in the laboratory and it is impos-
sible to move. Therefore, we were left with about one feet of space
between the tank and the wall.
3 Two modules were constructed in total as no more were deemed neces-
sary.
4 Frosted glass was considered for diffusing the light coming from the
bulbs but as it turned out, no diffusing is necessary for purposes other
than high-quality artistic imagery.
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ballasts capable of driving the bulbs at almost 75oo000 Hz
which guarantees that the amount of light delivered during
each exposure is almost constant.
Use of the new back illumination system enormously
changed the quality of the images and achieved frame-rates.
While the halogen-based system allowed only frame-rate
of -o000 frames per second with exposure of i,000,000ooo ns (I
ms or duration of two frames at 2000ooo frames per second),
the fluorescent-based illumination allows for framerates of
more than 2100 frames per second with exposure time of
barely 5o,ooo ns (0.05 ms or duration of 1/10 frames at 2ooo
frames per second). Therefore, the effective frame-rate is
close to 20,000 frames per second but only each tenth frame
is being saved due to the physical speed of the camera,
which now became the limiting factor of the experimental
setup.
The projectile gives a perfectly crisp shadow, but it is not
immediately obvious why the cavity could be seen at all
in this setup. The physical situation behind it is that the
light coming from the light box comes from the air-water
interface and is refracted due difference in light refraction
indices. Hence, given that the angle between the incoming
ray and the surface of the cavity is 0, the reflected ray comes
at
0' = arcsin w sin 0.
The catalog of all
data sets
containing the
raw Vo, Zd and Td
values can be
found in the
Appendix A in
Table 2.
(3-1)
Given that nw - 1.3 and na - 1 it becomes clear that 0' > 0.
Thus, it is possible for the incoming angle 0 to be larger
than the critical angle 0critical 0 100' above which total
internal reflection occurs. Therefore, since the surface of
water at the edges of the observed cavity is almost parallel
to the incoming light, 0 -- 7r/2 thus exceeding the critical
angle and not allowing the light to pass through the cavity.
Thanks to this effect, the edges of the cavity remain dark
as compared to the rest of the cavity and the back light
because they do not allow passage of light while the inside
of the cavity stops light only by back-reflection.
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Even the best photographs are worthless if they are not ana-
lyzed properly. They hold an enormous amount of data
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since each pixel on the CCD matrix is independent of
each other, giving rise to a signal of dimension larger than
Loo,ooo (width x height + 1). Therefore, the input signal
has to be reduced, for example by extracting the features
of interest-cavity and the projectile-using computer vi-
sion algorithms. While it would be technically feasible to
analyze data from a small number of datasets by hand as
done by Laverty (2004), this requires an enormous amount
of work done each time a dataset is to be analyzed, and
introduces subjectivity and human error into data analysis.
Furthermore, it allows only extraction of the most basic
data, namely the projectile position, thus giving no infor-
mation about the cavity shape or its evolution in time.
In order to obtain a more complete view of the cavity
dynamics we decided to develop an algorithm capable of
automatic detection of both the projectile and the cavity in
a given sequence of images, which will be the subject of the
following section.
3-3.1• Projectile tracking
Our implementation consists of a main program cavity.cpp
which uses a library tPicture implementing a class useful
for storing and analysis of still images. The program im-
plements the entire algorithm for data analysis and also
performs pre-processing of the data-such as calculation
of velocities-and outputs the data in Comma Separated
Values format (.csv). The program should be called with at
least command line parameter specifying the location of a
configuration files specifying the details of data analysis,
such as the numbers of images to consider or the size of
the projectile in pixels. The complete set of command line
parameters is
cavity -f (input) [--nospin] [--nosurface]
[--noclean] [--eat (layers)]
with the non-required parameters enclosed by square brack-
ets.
-f (input) Specifies the configuration file.
5 The typical name of this file is input.txt although it is of no concern for
the program.
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Table i. Specification of the input format of for the projectile and
cavity tracking program.
Line No.
1.
2.
3.
4.
5-
6.
Example value
_config.xsv
2147.368425
2
263
330
traj-Soo6.csv
7. traj-Soo6.gnu
8. cav-Soo6.csv
9. 51
1o. 6
11. /mnt/data/
- -nospin Turns off detection of rotational velocity.
- -nosurface Turns off detection of surface level and as-
sumes that surface is at the top of the image.
- -nodclean Turns off the image cleaning algorithm.
Meaning
Name of the camera configuration
file.
Number of pixels per meter.
Number of the first image.
Number of the last image for
which the cavity surface is being
tracked.
Last usable image.
Name of the Comma Value
Separated output file to be
generated.
Additional data file compatible
with GNUPLOT and MATLAB.
Name of the file which holds
cavity profiles for each frame, as
well as the cavity wall velocities
and other useful data.
Radius of the projectile, in pixels.
Radius of dots to be tracked on
the projectile, in pixels.
Directory where all the generated
files will be saved.
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Figure 6. Transformation space of the linear Hough transform.
The horizontal axis depicts distance d while the vertical
one represents the angle 0 between the line and the x-
axis. The gray scale coding encodes the number of pairs
(d, 0) that fall within a given bin in the transformation
space.
- -eat (layers) Specifies the number of layers to be eaten
by the cleaning algorithm.
Generally, only the configuration file must be specified,
however other options might be used to better control the
algorithm. For the specification of the configuration file,
please see Table i. The spin detection is useful only when
a rotating projectile is being tracked, and therefore was
always turned off as we are only interested in vertical entry
which due to the cylindrical symmetry of the problem guar-
antees no spin on the projectile. Surface detection should
be always turned on since the depth is measured from the
surface level; however, if the images do not show the sur-
face the surface detection algorithm should be turned off as
otherwise it will cause the code to quit. Finally, the cleaning
algorithm allows for cleaning the image from noise inher-
ently present in the image and causing errors in the cavity
localization algorithm. For a typical data set, one would like
to turn off spin detection (- -nospin) and set a reasonable
number6 of layers for cleaning, for example 4 (- -eat 4).
The program begins by reading a sequence of TIFF files
from a specified catalog. In our case, each series begins with
an image named ImgAoooooo.tif which is assumed to be a
clear image of the tank with no other object present, and
thus is treated by the algorithm as background. In order to
find the level at which the surface is located, the program
follows a number of steps. Firstly, the magnitude of the
gradient of the image is calculated by convolving it with
6 The number of layers should be equal to the radius of a typical defect
in pixels.
3.3 DATA ANALYSIS
the the Sobel operators
Sx3
-1
-2
-1
3x3=
by evaluating
IVI 2 = (Sx I)2+ (S x3 I)2,
where I = I(x, y) is the original image represented as
a function of two variables. The filtered image is scaled
back so that the minimum value is o and maximum is 255
and thresholded using Rosin thresholding algorithm (Rosin
(1999)) which allows one to find only points where the im-
age has serious contrasts, for example at the surface. All
the remaining points are used in linear Hough transform
(Fig. 6, Duda and Hart (1972)) which transforms each point
into a space of lines; in essence, each point is assumed to lie
on a straight line at distance d from the origin and crossing
the x axis at angle 0. For each point we probe a number
of angles we calculate the perpendicular distance of a line
passing through the given point and add the resulting point
(0, d) into the transformation space. Thus, having a two-
dimensional grid of bins we can make a two-dimensional
histogram as on Fig. 6 and pick the bin corresponding to
the highest couple (0, d) which uniquely describes the line
of the cavity surface.
In the main loop the program sequentially loads images
between the numbers specified in the configuration file
(Fig. 7 (a)), and subtracts the background image from them
so that we only deal with the additional elements appear-
ing on each image (cavity and the projectile). The effect of
subtraction is thresholded using Rosin thresholding (Rosin
(1999)) with minimum threshold of o so that the positive
elements are retained, ie. the elements of the image that
became darker (Fig. 7 (b)). The resulting image is parsed
through the Sobel gradient as in the case of surface detec-
tion (Fig. 7 (c)). If the current image is the first one ever
analyzed, the entire image is passed to the next stage, but
if the approximate position of the projectile is known from
previous calculations we cut out a circular area around the
projectile disregarding the remaining part of the image (Fig.
We typically check
the angles between
8o and ioo
degrees as we are
looking for a line
at approx. 90
degrees
The image
subtraction is
given by
I = B - I so
when the image is
darker than the
background,
I(x,y) < B(x,y).
2
0
-2
(3.2)
(3.3)
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Sometimes one
can see smoothing
of the cavity
surface due to the
algorithm used, ie.
the algorithm
removes
high-frequency
features.
7 (d)). Finally, the remaining points are thresholded and
points that passed through the threshold are used in the
circular Hough transform. We look for a circle of specified
radius r, and for each point we paint a circle around it.
Painting has a special meaning: on the image we add i to
each point that belongs to the circle so it is analogous to
"depositing paint". As it turns out, the point at which the
most paint is deposited is the center of the circle (Fig. 7 (e)).
Finally, the point is recorded for further analysis (Fig. 7 (f)).
Having detected the projectile we can divide the image
into two parts. The original image is subtracted from the
background and smoothed using a 2 x 2 moving window
averaging filter. Following that, we pass the image through
Sobel gradient filter in order to detect areas of the image of
high contrast, ie. quickly changing. As we can see, they cor-
respond to the cavity walls and projectile contours as well
as the noise ever present in the images. We perform Rosin
thresholding (Rosin (1999)) and use an eat-and-grow algo-
rithm for removal of small patches corresponding to noise.
Since the typical size of the noise induced features is much
smaller than that of the cavity we mark the outer layer 7 of
all features and delete them. After removing the number
of layers specified at the command line we begin growing
the features in an analogous method. However, features
which were effectively deleted by the eating process are not
grown. Therefore, features with radius smaller or equal to
that of the number of eaten layers are removed while the
sought features remain almost untouched. At the end of
the algorithm we obtain an image and partition it into two
parts divided by the high contrast area corresponding to
the cavity surface and choose the part containing the center
of the projectile as the cavity. This is done by detecting
both sides of the cavity for each horizontal line, marking
the opposite edges of the cavity and filling in the pixels
lying between the two edges. Therefore, we are able to re-
construct the cavity and calculate positions the edges of
the cavity as a function of both depth (for each horizontal
line in the image) and time (for each frame), volume of the
cavity, and estimate the velocity profile of the cavity wall.
7 The outer layer is defined as the active pixels having contact with at
least one inactive pixel, ie. one that was rejected during an earlier step
of the algorithm.
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However, the velocity is estimated with a large error since
the typical movement is of the order of couple pixels per
frame and thus large smoothing is necessary.
The angular velocity of the projectile can be detected
given that the projectile is marked using a unique pattern,
for example lines or points of different shapes and sizes.
After the projectile detection step we cut out the part of
the image corresponding to the projectile not covered by
the cavity for two subsequent frames. Then, we rotate the
one of the images by a number of angles and calculate the
normalized cross correlation
C() = E,y I (x,y)Ro (x,y))( x , y) Ex,y R2((3.4)
where I(x, y) is the original image and Ro (x, y) is the image
rotated by angle 0. What remains to be done is to find
the maximum of the resulting function C(0) and the value
of 0 giving rise to the maximum of the normalized cross
correlation coefficient is recorded as the rotation between
the two frames. Therefore, the angular velocity can be found
through fitting a straight line to a few consecutive values
of angular position. While fitting of a straight smooths the
velocity curve by neglecting the higher order derivatives
in the Euler expansion of angular position, it is necessary
for numerical stability of the algorithm as otherwise the
velocity would be too dependent on minute differences in
angular position.
Finally, the position of the projectile is passed through
further analysis. We begin by calculating the x and y com-
ponents of the projectile velocity using fitting of position of
the projectile for a number of subsequent frames. Further-
more, we attempt to find the time and depth of the deep
pinch-off. While tracking the volume of the cavity we notice
the moment at which the cavity is no longer continuous
and record the frame number, which is later translated into
time and saved into the appropriate CSV file. Similarly, the
depth of the deep pinch-off is calculated as the average of
the depths of the end of the upper part of the cavity and
beginning of the lower part.
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3.3.2 Error analysis
The data analysis has a number of places where errors
can be introduced. During the projectile detection the po-
sition of the projectile is located within a certain margin,
typically + 1-3 pixels, around the true value due to the
discrete nature of the input signal. Thus, an error of i pixel
corresponds to about i mm error or 1/o100 of projectile size.
Similarly, the camera is not perfectly horizontally aligned,
introducing parallax error; given that the true depth of the
projectile is y and the reported value is g, the parallax error
is given by
9- y _ y sec(O) - y
y y
o2
= 1 - sec 0 2 (3-5)
and for typical value of 0 - 1' - 3' gives error of 0.8% to
2.6%, which for typical cavity of depth 0.3 m corresponds to
less than one millimeter which is below pixel size and thus
can be neglected. Therefore, overall error is very small and
given that no gross error is made by matching the incorrect
object (ie. something else than the projectile) the projectile
tracking algorithm delivers data with accuracy of nearly
the same as the input data.
Naive computation of velocities from the position data
would lead to catastrophic results. Even accepting errors in
position of the order of 1 to 3 pixels, the approximate error
in velocities would be
1
Ay x 2000 x 2- 00 Ay[m], (3.6)
p/ 2000
px/m V-~fps
ie. the error in position in pixels is equal to the error in
velocity in meters. This situation takes place because of the
high frame-rate used in our movies. However, decreasing
the frame-rate would decrease the temporal resolution of
the deep pinch-off detection, and the only possible solution
is fitting a straight line to the position data. We used on
average about io data points, thus bringing the error down
ten-fold to approximately 0.1 - 0.3 m/s. The analysis of
the cavity wall velocities was similar, however the relative
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errors are higher because of the fact that the cavity wall is
moving far slower.
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(a) (b)
(c) (d)
(e) (f)
Figure 7. Image tracking algorithm. (a) Original image; (b) Im-
age after subtraction of the previous frame; (c) Sobel
gradient detection; (d) Sphere of interest isolated on
an image; (e) circular Hough transform applied to the
image; (f) recovered position of the projectile.
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(a) (b)
(c) (d)
Figure 8. Image cleaning algorithm. (a) Original image right after
subtraction and smoothing; (b) Sobel contour detection;
(c) image after localization of the main features; (d)
image after the eat-and-grow clearing algorithm. As can
be clearly seen, the cavity has been uniquely found and
noise from the camera has been successfully removed.
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3.4 EXPERIMENTAL RESULTS
Catalogs of the
data series under
consideration were
named "Drop",
"Experiment", "T",
and "S".
The use of the algorithm described above made it possible
to analyze a complete data run consisting of 200-300 images
in about 20 minutes on an old machine based on a Pentium
II 400 MHz processor with 512 MBytes of main memory
running Gentoo Linux. While it may seem as a long time, it
has to be taken into account that the data analysis is fully
automatized and can be run overnight, on a contemporary
or multiple machines in parallel.
Over the course of two days of collecting experimental
data we gathered an enormous number of 154 data sets,
each containing about 500o images. This gives an approx-
imate number of 77,ooo images for analysis which could
be analyzed by hand in nearly 11o hours of continuous
work assuming that each image can be analyzed within a
second and result written in a spreadsheet within 4 seconds.
However, due to the time necessary for loading, possibility
of mistakes and necessary repeats, this time would be dou-
bled and still would not allow for human exhaustion and
other factors. In the end, the data sets collected translate
into nearly six weeks of full-time work that would provide
only the positions of the projectile and possibly the time
and depth of the deep closure.
Thus, thanks to the code we were able to analyze the data
within two days on a set of laboratory machines. While the
ball position data turned out to be within the error bounds
predicted in section 3.3, the velocity errors were usually
slightly larger than th predicted values. Therefore, when
comparing a theory with experimental results one should
always try to compare the positions rather than velocities
as the errors in velocities are enormous.
3.4.-1 Ball motion
Due to the form drag and unbalanced pressure acting from
below of the projectile it decreases its velocity as it moves
through the fluid. Classically, the dependence of position
and velocity on time should be logarithmic and inverse-
power, respectively. However, since the velocity is close to
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Figure 9. Trajectories of four projectiles entering water at different
Froude numbers. (a) Impact at F = 3.62, (b) impact at
F = 4.40, (c) impact at F = 5.51, (d) impact at F = 6.47.
the terminal velocity
Voo - 98 1.75 (3-7)
we expect that gravity will have significant effects and thus
will alter the time dependence of both quantities (see Sec.
??). Figure 9 shows the trajectory of the projectile-ie. the
dependence of depth of submergence as a function of time-
for a number of runs with different Froude numbers, while
Figure io shows the calculated velocities for the same data
sets.
While indeed the calculated velocity has a significant er-
ror, we can see that it does not go to zero as quickly as the
classical theory would like it to. Additionally, calculation
of a fitted form drag coefficient A gives a rather constant
value P 3 [Ns2 /m 2]. Thus, it shows that gravity is an impor-
tant force since velocity is close to the calculated terminal
velocity.
---
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Figure o10. Velocities of the four projectiles entering water at differ-
ent Froude numbers, corresponding to the trajectories
from Fig. 9. Velocities were obtained by fitting lines
to by selecting a moving window of with of 15 points
and defining the instantaneous velocity at the time cor-
responding to the center of the window as the slope
of the fitted line.
3.4.2 Cavity shape
The cavity shape (Fig. 11) follows the same trend as was
found by May (1952) and Laverty (200oo4), namely it begins
with a shape similar to a cone with the topmost angle
dependent on the initial velocity. What follows is a rapid
but inhomogeneous growth of the cavity bubble, which
visibly slows down in the lower part of the cavity. What
follows the slump is a reversal of cavity wall velocity and
finally a necking process finishing in a deep cavity closure
(not shown).
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3-4.3 Deep closure
As found by previous studies (Gaudet (1998); Gilbarg (1948);
Glasheen (1996a,b); Greenhow (1988); May (1952)), both the
depth Zd and the time of the deep closure depend linearly
on Froude number. Figure 12 shows the times and depths
of closures of all the analyzed datasets, which are listed in
Table 2 in the Appendix A.
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Figure 11. Radius of the cavity R(z, t) for a number of instants
of time. The points represent experimental data while
the solid line is a polynomial fit to the data. The data
series used for creation of this sequence was named
Ballo2oo and as one of the very few has been recorded
before the engineering of the illumination system.
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Figure 12. Deep closure analysis. The dependence of the non-
dimensional time of deep closure TdVo/Ro is shown
to be linearly dependent on Froude number, and a
similar relation appears to hold in the case of the non-
dimensional depth of the deep closure Zd/RO. For
concrete data points in their dimensional form please
consult the Table 2 in the Appendix A.
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PROBLEM FORMULATION
Due to a high degree of symmetry, the problem of water
entry has elegant mathematical formulation. It consists
of three coupled problems, the mechanical problems of
finding the forces acting on the projectile and its subsequent
motion and evolution of the cavity, and the hydrodynamical
problem of finding the flow-field around the cavity and the
projectile. All of those problems are coupled, and in general
a solution of the full Navier-Stokes equations with surface
effects is necessary. However, under special circumstances
the couplings between different parts of the system become
weaker and one may approximate the solution using a
solution of the uncoupled problem. The most well-known
example is the high-speed limit, occurring for example
during the vertical water entry of missiles or bullets, which
was studied extensively by May May (1948,1952) and others
Birkhoff and Isaacs (1951); Lee et al. (1997).
The general problem can only be described in terms of
a set of ordinary and partial differential equations, which
result from the Newton Laws of Motion and the Navier-
Stokes equations. In order to define the equations, we adopt
two cylindrical coordinate systems: the fixed laboratory
coordinates (r, 0, z, t) and the moving body coordinates
(r,', ', z', t') = (r, 0, z - zb (t) ), ), where zb (t) is the position
of the projectile at time t. In terms of those coordinates, we
may write the Newton equation
m • = mg +k f Pda (4.x)
where the vector k is the unitary vector in positive z di-
rection, and Sb is the surface of the ball. To solve it, it is
necessary to determine the pressure distribution P around
the projectile, which can be achieved by solving the Navier-
Stokes equations, which in the incompressible limit may be
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written as
aulpt = -(il. )il- VP-V 2 +pg, (4.2)
V -a = 0. (4.3)
However, accurate solutions of those equations are hard to
obtain and therefore one often seeks solutions to limiting
cases which give qualitative information about the most
important elements driving a phenomenon. As shown be-
fore, the most important forces acting in water entry are
inertia, form drag, gravity, added mass, and buoyancy; thus,
in this chapter, we will attempt to solve the aforementioned
hydrodynamical and mechanical problems in the limit of
negligible viscosity v.
4.1 CLASSICAL HIGH FROUDE NUMBER APPROACH
The first to tackle the water entry problem theoretically
were Birkhoff and Zarantonello Birkhoff and Zarantonello
(1957). They observed the typical cavity shapes and through
dimensional analysis concluded that in the high-Froude
number regime only inertia and form drag will play sig-
nificant roles. In addition, they assumed that cavity has
negligible influence on the projectile motion, and hence the
only force present in the system will be form drag with
constant drag coefficient. Thus, they were able to reduce
the governing equation to
d2 b dzbV2
dt2  dt (4-4)
where A is the non-dimensional drag coefficient.
It is important to note that due to the fact that the cavity
and projectile dynamics are decoupled in this model, it is
sufficient to solve for the projectile dynamics and use that
information to solve for the cavity evolution. Proceeding
in this fashion, we first solve (4-4) for zb(t) by first consid-
ering the time evolution of velocity v(t), and evaluating a
straightforward integral. Assuming that at t = 0 zb = 0 and
v = vo we obtain
v(t)= V0 (4-5)vopt + 1
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Then, integration yields
1
Zb(t) = - In (vot + 1) (4.6)
The model assumes that the energy flow is purely from
the projectile to the surrounding fluid, i.e., there are no en-
ergy losses nor secondary effects such as splash formation.
To describe the cavity we approximate the flow around the
cavity by purely radial and irrotational, which is necessarily
equivalent to assuming a cyllindrical cavity of infinitely
slowly varying radius and infinite length. It follows that in
such case there is no interaction between fluid at different
depths, and we can model each infinitesimally thin layer
of fluid separately. Thus, let the energy transferred into the
fluid at depth z be dEk/dz. From the governing equation
we can infer that
dEk dv
- my-dz mvdz
dv
= dv =_V2 (4-7)
Therefore, a formula of v(z) would be handy in calculating
the energy lost by the particle at different depths. Multipli-
cation the left hand side of (4.4) by dz/dz yields
dv dz 2V = = -v(4.8)
which can be solved to give
v(z) = voe-Pz  (4-9)
Using this result in (4.7) gives
dEk -_pv2e-2Pz (4.10)
which is a particularly simple expression. Following our
assumption of energy transfer in the model, the change in
energy of the projectile is equal to the energy gained by the
fluid at depth z. Therefore, we may write
f + Ef(z) = 0, (4.11)dz
42 PROBLEM FORMULATION
where Ef(z) is the total fluid energy at depth z. It can be
further decomposed into two parts: (a) the kinetic energy of
motion, and (b) potential energy stored in the fluid (work
done against the hydrostatic pressure). In mathematical
terms,
l 2 R(z)
Ef (z) = (z) ~p u2(z,r)(2rr)dr + 1 R0  P(z)(2nrr)drJR(z) 2 )R0
= oo J R(z)
= 7r u2 (z,r)rdr + 27r fR P(z)rdr.
JR(z)Ro
(4.12)
Because of the assumption of infinitely long cavity, we
may assume that the velocity at depth z is governed by a
superposition of all three-dimensional sources placed along
the cavity axis, which in the case of an infinitely long cavity
simplifies to a mere two-dimensional source giving rise to
a potential
p(r,z) = m(z) lnr, (4.13)
where m(z) is the depth-dependent source strength. We
can obtain the source strength by considering the boundary
condition at the cavity surface, where r = R(z). Since the
fluid velocity must match the cavity wall velocity, we may
write
-o dR
ar dt
m(z) dR
R(z) dt
dR
= mr(z)= R(z) dt (414)
Finally, we can substitute ao/ar for u(z,r) and pwgz for
P(z), thus obtaining
R ( R(z) dR ) 2  R(z)
Ef(z) = Pwrc ( r dt rdr + 2pgzar rdr
= Pwr R(z) dr+pgz R2d R (z) r 0"
(4.15)
However, we notice a mathematical peculiarity of two-
dimensional potential flow, in which the kinetic energy
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(the first integral) becomes infinite. In order to go around
this problem, Birkhoff and Zarantonello (1957); Lee et al.
(1997) suggest defining a certain constant, 0, which de-
fines the range of the disturbances caused by the impact
by requiring that u(r,z) = 0 for r > OR(z). Then, eq. (4-15)
simplifies to
= p w r n R (z) d t
= Pwr R(z) 2
- Pw7'
fR(z) -dr + pwgz7r (R(z)2- R2)
S+pgz7r R2(4.16) - R
(4.16)
Knowing the analytical form of Ef(z) = -dEk/dz we can
solve the arising equation for dR, and obtain
Ef(z)/pw7r - gz(R 2 (z) - R0 2)
R2(Z) In (4-17)
We set both sides as integration with respect to either R or
t, and obtain
R2 In n
Ef (z) /pwr - gz(R 2 - R2) dR tdt. (4.18)to
Trivial integration and some additional manipulation yield
Ef(z) R2) + R
TCPw0
Ef(z)
7FPw
_- z(t- to),
(4.19)
which can be further solved for R2 (z) in form
R2 t )  (zE + R( -7pwgz SE (z)7rpwgz I (t
-2
-to0)]
(4.20)
As quoted by Lee et al. (1997), the maximum of the above
function is
SEf(z)R2 (Z) = E + R2npwgZ (4.21)
Ef (z)
dR_
dt
I R(z)R 0
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which follows from the conservation of energy: at the max-
imum radius the kinetic energy of the cavity wall is zero
and thus dR = 0. For completeness, one needs to specify
the time of arrival to(z),
epz - 1to(z) = A , (4.22)
which comes from finding the inverse function of the posi-
tion Zb (t).
4.2 SLENDER BODY APPROACH
The slender body theorem was extremely successful in
aerodynamics, where it is one of the main tools used to
analyze thin airfoils; similarly, it is used widely in ocean
engineering, where it explains forces acting on long ships,
and was recently used by Lighthill (1960, 1970) to describe
motion of a slender fish. Here, we use the assumption of
slenderness of the cavity to draw certain conclusions about
the motion of a spherical projectile.
We define the slenderness parameter e to be the ratio
of the projectile radius R to the cavity length L, the latter
of which is the equivalent to the position of the ball Zb
during most of a water entry event. The slenderness param-
eters is presumed to be small compared with unity, and
all vertical motions around the cavity are presumed small
compared with projectile's velocity. This assumption, along
with assumption that the flow is potential, allow us to claim
that the flow-field is specified by a potential 4p(r, z, t) which
is created by a line of singularities located on the axis of
symmetry of the cavity. In addition to that, we must intro-
duce an additional singularity to account for the spherical
projectile. Finally, the potential may be written as
#(r,z,t) = pb(r,z, t) + c(rz, t) (4.23)
where Pb (r, z, t) is the potential due to the moving projectile,
and phic (r, z, t) is the potential created by the cavity. Now,
we shall argue that the specific forms of the two singularities
are a dipole and a line of sources, respectively.
Consider the initial phase of water entry. Precisely at
t = 0 the cavity is non-existent, and the projectile is half-
submerged as shown on Fig. 13 (a). Therefore, by a sym-
metry argument, we have a boundary condition 4p = 0 at
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(a) (b)
Figure 13. Two limiting situations showing the shape of the cavity
for (a) the initial phase of water impact when the
projectile is only half-submerged and clearly only the
potential due to the projectile counts, and (b) after a
long time when the cavity becomes very long and thin
with the potential of the cavity dominating the cavity
dynamics.
z/ = 0, which implies that flow at the surface is purely ver-
tical. The boundary condition implies that the singularities
responsible for the flow must be placed anti-symmetrically
at the surface; finally, the shape of the projectile (i.e., a
sphere) requires the singularities to be a source and a sink
of the same strength, giving rise to a dipole singularity
which generates potential
b(r,z,t) = 0v(t)R3 z - zb(t)( )
2 [(z - zb(t)) 2 + r] 3/2
where v(t) = t is the velocity of the projectile and R0 is
the radius of the projectile. This particular form is obtained
from the boundary conditions at the tip of the projectile,
where clearly the fluid velocity has to be v(t). However, it
is not clear whether this form will hold for later times, as
the influence of the cavity potential 4, (r, z, t) would alter
the velocity distribution at the surface of the projectile.
The alternative limit of t --+ inf, with an assumption
that the cavity still exists and L - inf provides us with
a cavity which evolves independently from the projectile
IhJlkd~bW
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which is too far to influence it. Cavity then has shape close
to an infinitely-long cylinder, and we may argue that the
fluid moves predominantly in the radial direction. Thus, a
plausible condition at the boundary is that of no flow across
the undisturbed free surface
k - V = 0 at z = 0, (4.25)
which implies that the source distribution q(z, t) giving rise
to the potential 4, (r, z, t) must be symmetrical about the
origin
q(-z,t) = q(z,t). (4.26)
Therefore, we may write
Pc(r,z, (t = b() + 2 q(u, t)du,J0O (z-u)2+r2 (Z + U) 2  r ,
(4.27)
where the integrand multiplying q(u, t) is the so-called
influence function which shows how strongly a given part
of sources influence the velocity at a given point (r, z) and
time t.
Finally, we can define the potential phi(r, z, t) in terms
of two unknown quantities, the trajectory of the projectile
zb(t), and the distribution of sources q(z, t). Thus, we may
write the unsteady Bernoulli equation
+ 2 -V. V+ - + gz = c(t), (4.28)
where the function c(t) is the same for all points in the
fluid domain. It can be determined by evaluating the above
for a point lying at the level of undisturbed surface (z = 0,
P = Pa) infinitely far away from the cavity (4 = 0, Vp = 0)
a = c(t). (4.29)
P
Therefore, (4.28) can be written as
8 1qP (P-Pat + 2 VI. pO + gz = 0 (4-30)
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for every point in the fluid domain. However, we pay special
attention to the cavity boundary given by
r = R(z), (4.31)
where by definition the pressure is equal to the atmospheric
pressure Pa. Thus, we may simplify the above
T + -2V V0 + gz = 0 on r = R(z) (4.32)
for the points on the surface. Using our nomenclature, we
may expand p(r, z, t) and obtain
a1 b + 4'c
at at
1 E b 2 b (ac c 2]
+ ,) + (ý,)(0)+ ac22 ar ar ar ar
+ (,,)2+ (%+,b (ýOc) + (a)22 a8z az az az
+gz = 0 on r = R(z). (4.33)
The terms involving spatial partial derivatives are consid-
ered to be known from the definitions of Ob(r, z, t) and
Oc (r, z, t), however the temporal derivatives require more
careful consideration. From eq. (4-24) it follows that
acb 3 z 3d Zb0 )2 + r]I Z - zb~t ) tat 2[(z- zb(t))2 +r 215/2 dt2
+ 2(z- Zb (t)2 + 2 - Zb(t) -
2
(4-34)
which clearly shows the coupling to the motion of the
projectile. Similarly, eq. (4.27) yields
a0c zb(t) [ 1 1 aq(u, t) du
at o (Z - U)2 + r2  (z + u) 2 + r2  at
+ dZb(t)[ 1 1(b ),
dt (z - zb(t))2 + 2  +zb(t)) 2  2 q(zb(t)t)
(4-35)
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by Leibnitz rule. Therefore, the equation (4-33) needs to be
uncoupled from zb(t) in order to be used for solving the
time-dependent evolution of the source distribution q(z, t).
Fortunately, the coupling is linear and may be cast in form
of a linear system
AM = b, (4.36)
where the unknown vector I is composed of temporal
derivatives of projectile's position and velocity, and tem-
poral derivatives of the singularity distribution q(z, t) at
different points, and b is the vector with non-linear func-
tions of coordinates of the points on the surface of the cavity
and of the position of the ball Zb(t) and its derivatives. Equa-
tion (4.36) yields an infinitely large matrix equation, which
determines exactly the time evolution of the system due to
the fact that there exists a one-to-one and onto mapping
from the set of points on the axis of the cavity onto the set
of points on the boundary of the cavity, up to rotational
symmetry. Thus, the number of rows of matrix A is guaran-
teed to be the same as its number of columns, and together
with an assertion that all rows correspond to distinguish-
able points on the cavity surface, the matrix is guaranteed
to be full rank.
Returning to eq. (4.1), we may define the before unknown
pressure distribution P using the known potential distri-
bution p(r, z, t). Solving the unsteady Bernoulli equation
(4.28) for pressure, and substituting it to (4.1) yields
d2m ffa- + 1 - + gz k -da, (4.37)
where the atmospheric pressure was eliminated due to the
fact that its influence over the entire sphere is identically
zero. While the above expression cannot be further simpli-
fied, we may expand the governing potential into the two
components, namely pb (r, z, t) and 4c (r, z, t)
m =m-bp p b VPb . dbk - d +p Jgzk.-d( )b b b
+ 1+ +P +J~ ý" t 1b Oc + 2 IP OC d
(4-38)
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Certain terms of this expansion have their well-rooted mean-
ing; more specifically, we claim that the terms will transform
as
p ab - added mass
p at
2PV b V~ b -- form drag
pgz -- buoyancy
(4-39)
(4.40)
(4.41)
In order to show that, we use eq. (4.24) and evaluate the
terms depending solely on b (r, z, t). In order to do that, we
have to assume what area of the sphere is in contact with
the fluid so that the integration region may be specified.
Experimental observation suggests that the separation point
lies at the "equator of the sphere," so we may assume
that the lower half of the sphere is wetted. In spherical
coordinates we obtain the transformation of (r, z) to (Ro, 0)
r = Ro sin 0 and z - zb = RO cos 8, (4-42)
allowing us to write the integrals for 0 = 0 to 7r/2:
= 72 1 d2 b RocosO
=2ir L ( 2 dt2
R3d2Zb ff/2
= prR°-d- CO 2  0 sin OdO
(4.43a)
p (dzb)2
= 
-4pR dt fJ"/ 2
57 p dzb 2
= "6 0 (dt)
= 2rrpg /2
cos 0 sin ORgdO
7r 3d zb03 dt2
(3 Cos 2 0 + 1) cos 0 sin OdO
(4 .4 3b)
(Zb(t) + Rocos, ) cos 0 sin Od0
= 7rR2 pgzb(t) + R
(4.43c)
Finally, we may rewrite the governing equation of motion
atbP fJ a -dal
A
2 P ffsb b bk -da
p 1 gz -dal
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of the projectile as
7r 3 2 ýb 57 2 dLzb2 7R2 27rR
m + pR) d P ) - rRpgzb (t) -- 6 0Ropg
+ P + #b c 2 c c Tc0 aad.
"b
(4.44)
The term D)c/Dt will give rise to projectile-cavity coupling
which is not necessarily proportional to the projectile's
acceleration, but rather to the cavity's acceleration, and
thus stands for the cavity added mass. Similarly, the cross-
terms from the non-linear term Vob -(Pc will give rise to
terms which may or may not, depending on the scaling of
cavity wall velocities, resemble form drag oc v2 (t).
Thus far we have defined a closed set of equations which
allow us to calculate the time evolution of the projectile's
trajectory zb(t) and source distribution q(z, t). However, the
equations are defined on a surface r = R(z, t), which deter-
mines the shape of the cavity at a given time t. Therefore, to
fully specify the problem at hand we require one additional
equation for the temporal derivative of R(z, t). In order to
calculate it, we assume that since the flow is potential, the
fluid velocity is completely determined by the potential and
no inertia is present. Hence, we can write an equation of
motion
d2R
mP dt 2  (Z' t) (4-45)
for a particle on the cavity surface. Thus, in the suggested
limit of no inertia, mp --+ 0, the particle motion is governed
purely by advection, and we obtain
dR -
d = 0 ,(R, t). (4.46)
This equation might either be used directly for Lagrangian-
type solution, or transformed into an underlying PDE. Ex-
panding R(z, t) using the differential dR we obtain
aR aRdR = dt + -dz,at az
and divide by dt
dR aDR DR dz
dt at az dt-
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Recognizing that the term dR is equivalent to the radialdR i l t  the radial
and d to the vertical component of fluid velocity, the above
yields the governing partial differential equation
aR () - aR
at =r az az'4.
which may alternatively be solved using an Eulerian ap-
proach.
To summarize, the slender body approach defines the
mathematical problem of cavity evolution in terms of three
unknown functions: (i) the projectile's trajectory zb(t), (ii)
source distribution q(z, t), and (iii) the cavity shape R(z, t).
It does so by following a set of restrictions:
RADIAL SYMMETRY All quantities of interest are axially-
symmetrical.
POTENTIAL FLOW We assume that the influence of energy
losses due to surface tension and viscosity are negligi-
bly small, and thus that the flow may be specified by
a scalar potential op(r, z, t) to a good approximation.
SLENDERNESS APPROXIMATION Slenderness parameter
e = R0 / L is considered to be small, and thus along
with assumption of axial symmetry and potential flow
it allows us to define any flow-field as a superposition
of flows created by singularities located at the axis of
symmetry.
SMALL INFLUENCE OF THE CAVITY In order to obtain the
strength of the dipole governing the flow around the
projectile, we assumed that the boundary condition
A -V = 0 on the projectile is purely due to the dipole,
i.e., that f1 .0 Pb on the projectile surface. [this assump-
tion is weak and needs to be changed. we could incor-
porate the ball singularity into the source distribution,
but we would need an additional equation involving
'b; maybe one that uses the entire potential in the
boundary condition at the nose of the projectile?]
If they hold, the motion of the projectile and cavity evolu-
tion may be described by a set of three integro-differential
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equations
T + _V V- + gz =0 on r = R(z)
(4.48a)
d2Zb jf ( +P 1-  V-  kd
d2  g b
(4 .4 8b)
aR = r - a aR (4.48c)
at -r az az
where the potential is defined as
v (t) R3 z-zp(r,z,t) =b b(r,z,t) + ± c (r,z,t) = v(t)Rz - Zb(t) 322 [(z - Zb(t)) 2 + r2] 3/2
jZb(t) 1 1
O (z - u)2 + r2 (Z + u) 2 + r2 q(u,t)du
(4 .4 8d)
and initial or boundary conditions [I am unsure about the
condition q(zb(t), t) = 0, but it requires a talk]
R(zb(t),t) = Ro (4.48e)
q(zb(t),t) = 0 (4.480
Zb(t) It=0 = 0 (4.48g)
dzpb ' =Vdzb = Vo (4.48h)
dt t=0
Thus, the problem involves the same number of unknown
functions as constraints, which suggests its closure.
4.2.1 Non-dimensional equations
In what follows, we attempt to non-dimensionalize the
governing equations (4.48) to obtain scaling of various phe-
nomena occurring during water entry. We accept that the
valid length scales for the problem are the length of the
cavity L and the radius of the projectile R0 . Therefore, we
will use non-dimensional quantities marked by a tilde, and
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define them as
z = Lf, r = RoF, (4.49a)
Zb = L2b = L, v = VoI, (4.49b)
Ro~
R = RoR, t= ot ,  (4.49c)
Vo
4q = eVoRoq, m = 47rR~i = Vph, (4-49d)
a = 7rR2 = Ad (4.49e)
The non-dimensionalization of q comes from the following
argument. Denote Q the total strength of the cavity, as
might be seen from far away. The units of Q are those
of length 3/time, which can be obtained only through the
combination VoR 2. Finally, this charge is spread over length
L, hence the strength density q should be of order
Q VRL -= eVoRo (4.50)
q L L
as shown above. However, care must be taken while non-
dimensionalizing the potentials, as they involve quantities
similar in magnitude being substracted from each other.
Therefore, for those we create a "near" and "far" non-
dimensionalization, denoted by a bar and a breve, respec-
tively. For example, "near" non-dimensional potential 4
would be denoted 0, while "far" .
First of all, let us consider the influence of the cavity
potential Pc(r, z, t), given by eq. (4.27). Far from the cavity
we may consider z - u L and r , R0 . Therefore, we may
write
-01[• 1• 1 1
c(Ft) = eVoRo _ 2  2 q(u,F)du.
10 ~~(2 -U)2 + 2f2 ( + U)2 + 2f24U
(4.51)
Close to the cavity we also need to consider z - u - L as
the far ends of the cavity span that distance. Thus, we reach
the same result and write
Oc (T, 2, t) = c (f, 2, F) = eVoRo0c (, 2, 1). (4.52)
However, a different situation arises when we consider the
potential caused by the projectile, b (r, z, t). One can easily
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see that in the far-field the distance z - zb scales as L, and
we obtain
b(,,) = -e2VORo I(f) (2 - 2b())
2 [(2 - 2b ()) 2 + e2p2 3/2= e2VoRo0b(r,, F);
(4.53)
where the notation phib signifies that the potential has been
non-dimensionalized as well. On the other hand, close to
the projectile it is clear that z - zb ', R0, and thus L does
not appear in the formula. Hence, the final result is free
from the smallness parameter e
b(V,) =4 0 VoRo o(F) (2 - b(D) VR
2 [(2• b( ))2+213/2 V ,,
(4.54)
Finally, we may non-dimensionalize the governing equa-
tions (4.48). Firstly, the Bernoulli equation defined on r =
R(z, t) lies relatively far from the projectile, hence we use
the far-field form b(F', 2,F). Furthermore, we introduce a
set of dimensionless numbers defined as follows
V0Froude number: F = Vo
Kelli number: IC = -.
PP
After introduction of the dimensionless quantities, dividing
by V2R 0 and grouping terms, the Bernoulli eq. becomes
(4-55)
(4.56)
+e
+-4 fa d
21)( 2 _r- ýW) +,3 (b)4+ C ý_ar r
-2
+C2 __C)+e2
+ e6( b22 2 5 ( 4b 1c + 4a82 af
(4-57)
Similarly, the equation of motion of the projectile has to be
treated using the near-field 4b. Using the more appealing
2 aPb
(;~%c)2
+ Z=U0on ?=1((Z)+eF2
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scaling zb '- Rb, eq. (4.1) may be rewritten as [there is a
mistake: added mass is proportional to p, not pp!]
5Vpp o d2 b pg dA b 20Vp XJ b -Vppg _ _-A, ~ ApgRo2b (t) - Vpg
4 Ro d 2  16pAV6 2 di - g 2
+ pAV6Jj aVt 2a ) \ar/
+e3 ý(b c\
( a2) J a2)
2
4 (a2) ) k.d
(4-58)
Use of the dimensionless numbers and grouping terms
yields
41 3
=5y2 JJC5 ( )163K s+ 5
+ e 3 )b
(dfb 2 3 I 2 K
dF 5 5, a•c Ob
at +) a2 J
(
The remaining equation is the equation of motion of the
cavity wall. This case requires the far-field b, which we
substitute into (4.47), thus reaching
aR c 2 4b aR 3 c
at af af az a 2
4 4  b+ C . (4.60)
Having defined a set of dimensionless equations, we may
analyze the relative importance of different terms and ob-
tain qualitative understanding of the forces driving the
phenomena observed in various scenarios, some of which
are discussed in the following subsections.
4.2.2 Limiting cases. Classical problem of a small, high-speed
projectile.
The classical problem studied by May and others involved
use of a small, rapidly moving projectile which could sim-
ulate the behavior of a rocket or a torpedo entering water
a )
d2 b
d12
2 ( act2
4.59)
+e
( a c 4 1 c)ý f)+C e4
2) kTc d•
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during a strike against enemy vessel. Therefore, we assume
that the Froude number is high (F > 1)), the projectile is
made of metal (K C< 1), and that the cavity is very slender
due to small aperture size of the projectile (e < 1). There-
fore, we may neglect all terms that are quadratic, or even of
higher order, in e. The governing equations reduce to
a~ 1
e o + 2 = 0 on ? = A (2), (4.61)
at eF2
d2 2b _ 3 (db K2d5 - -- K b6 2(4.62)
d T2 16 d! 5.1:2
-' = e . (4.63)Tt ar
If we compare these results with the classical work of
Birkhoff and Zarantonello, we will see agreement up to
the buoyancy term, which was omitted in previous works
Birkhoff and Zarantonello (1957); Lee (200oo3); Lee et al.
(1997); Shi (2ool). Work of Shi et al. Shi (200oo1) cites ex-
perimental results where a metal bullet was shot at 345 m/s
vertically into water, and having radius of 2.52 mm created
a cavity with length of O(1000) mm. Therefore, relevant
dimensionless numbers are K _- O(1/10), F , O(106), and
e ,- 1/500oo, making our theory applicable to the described im-
pact. However, Shi et al. report finding form drag coefficient
of 1.2 l/m, while our theory predicts 2.95 1/m.
THEORETICAL MODELING
Due to the high complexity of the governing equations,
we have to resort to numerical methods in order to obtain
theoretical predictions of the cavity and projectile dynamics.
In this chapter, we review the equations governing water
entry, perform dimension reduction by assuming a suit-
able basis for the sought functions R(z, t) and q(z, t), and
finally describe a numerical method of solving the resulting
approximation.
5.1 GOVERNING EQUATIONS
As stated in the chapter 4, the equations governing a radially
symmetrical cavity created during a water entry can be
described by a set of non-linear, coupled integro-differential
equations
at+ -Vp. V + gz = 0 on r = R(z)
a3t 2
(5.ia)
Md2 bdt2 at 2 ( + gz)ic da
(5 .-ib)
aR- a - 3zR (5.1c)
at ar az az
where the potential is defined as
v(t) R3 z-zp(r,z,t) = tb(r,z,t ) + oc(r,z,t) = v(t)RZ - Zb(t)22 [(z - zb(t)) 2 + r2 3/2
- Zb( (, t) d11 1
O (z - )2 +2 2 ( )
(5 .-1d)
and the unknowns are the trajectory of the projectile Zb (t),
the cavity shape function R(z, t), and the source strength
distribution q (z, t).
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5.1.1 Dimension reduction
We begin with dimension reduction, as solving for arbi-
trary functions R(z, t) and q(z, t) would result in an ill-
conditioned problem. Therefore, we expand the above func-
tions in a spatial polynomial basis
inf
R(z,t) = ai(t)zi
i=O0
inf
q(z,t) = ,bi(t)z i.
i=O0
To reduce the dimensionality of the problem we allow those
functions to be relatively low order polynomials, thus set-
ting a cap on i to be
nq
q(z,t) E, . bi(t)z i, (5-3)
i=0
nRi
R(z,t) E, , 'ai(t)z i
i=0
with nR, nq O0(1). Having defined these equations, let us
define the potential 0 (r, z, t) to be
p(r,z,t) = v(t)R z- zbR32 [(z - zb(t))2 + r2] 3/2
Zb(t) [1 +1
o (Z - ý)2 + r 2 - Z 2 _r 2 q(+, t)d
v (t) R3 z-z... ~)R0 Z - Zb(t)
2 [(z - Zb(t)) 2 + r2] 3/2
- ,nq bi(t) W+ d.
it fo (Z - ý)2 2 + (Z + ý)2 _t_ r 2i=0 O
(5.4)
Therefore, we may define a function
Cn (r, z) Zb(t) n=- + dn  .O (z -(~)2 r2 (z + •)2 dr .
(5.5)
and simplify the above as
v (t) R3 z-z nqp(r,z,t) -a 2 3/2 - bi (t)Ci(r,z)
2 [(z- Zb(t) )2  r2 i=0 )
(5.6)
(5.2)
m
5.1 GOVERNING EQUATIONS
Hence, knowing the velocity of the projectile v(t), its posi-
tion zb(t), and the shape of the cavity R(z, t) one can write a
linear system of equations by specifying Dp/ar at a number
of points with z = Zm and r = rm = R(zm) for m = [0,nq].
After differentiation we obtain
•4p 3v(t)R3 r(z - zb(t))
Tr 2 [(z - zb(t))2 + r2]5/2
nq +zb(t) [ r  + J
+ 1: bi(t) + dý
i=o JO (Z -- )2 + r2  (Z + ý)2 2 r
(5.7)
which we simplify by defining
fZb~t [ 2±n 1
Dn (r,z) = + dý .
Jo (z - )2 r 2 + (z + )2 2 r
(5.8)
to give
ap 3v(t)R3 r(z - zb())
Tr - 2 [(z - zb(t))2 + r2] 5/2
Thus, a linear system arises
nq
+ bi(t)Di(r,z)
i=0
(5-9)
nq
_ Dobi(t)
i=o0
nq
SD! bi(t)
i=O
nq
E D bi(t)
i=O
nq
D nqbi(t)
i==o
ar z=zo,r=r0
Z=Zl,r=rl
ar Z=Z2,r=r 2
-r Z=Znq,r=rnq
3v(t)R3
2
3v(t)R3
r(zo - Zb(t))
[(zo - Zb(t)) 2 + r2] 5/2
r(z1 - zb(t))
2 [(z1 - Zb(t)) 2 + r2] / 2
3v(t)R3 r(z2 - Zb(t))
2 [( 2 - Zb(t)) 2 + r2]5/ 2
3v(t)R3 r(Znq -Zb(t))
[(Znq - Zb(t))l + r j(5.io)
with Dm = Dn(rm, zm), thus yielding the expansion coeffi-
cients of q(z, t) as its solution.
_ - r
2 2 2
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5.2 NUMERICAL ALGORITHM
We found that the knowledge of instantaneous velocity
and position of the projectile, and the shape of the cavity
makes it possible to determine the source distribution. If
we inspect the governing equations eqs. (5.1) more closely,
we can see that a similar scenario occurs with calculating
the time derivative of the function describing the shape of
the cavity. Let us recall
aRa aR(5.11)
at -r az az
Substituting the polynomial expansions of R(z, t) and q(z, t)
we obtain
nq nn-O dbi  O~b ±LaiCi(r,z)
iaizi-1 ibizi-1i=0i= 0 =
-- _ ibizi - 1  (5-12)
which, if written for nR control points on the cavity surface
is a linear system with a Vandemonde mass matrix, and
whose solution will yield the temporal derivatives of the
polynomial expansion coefficients of R(z, t), thus giving a
way to advance that function in time. Similarly, analysis of
the Bernoulli equation
t + 2V - V + gz = 0 on r = R(z) (5.13)
shows that a yet another linear system is obtained, this time
defining the temporal derivatives of q(z, t). As 0(r, z, t) de-
pends trivially on r and z we do not go into the calculation
of VOq; however, calculation of the temporal derivative re-
quires more attention.
LIST OF EXPERIMENTAL RUNS
Table 2: Complete list of analyzed and usable data from
the sets collected using the new back illumination.
Each row contains the number of the run, its cata-
log name, initial velocity of the projectile, and the
depth Zd and time Td of the deep closure.
Data set name
Experimentooxi
Experimentoo3
Experimentoo4
Experimentoo6
Experimentoo7
Experimentoo8
Experimentoo9
Experimentolo
Experimentoi1
Experimentol2
Experimento14
Experimentol5
Experimento16
Experimentox7
Experimento18
Experimentol9
Experimento2o
Experimento21
Experimento22
Experimento23
Experimento24
Experimento25
Experimento26
Velocity V0
3.24509
2.25541
2.31593
2.22491
2.47632
2.56873
2.52397
2.49446
2.52411
2.683
2.70976
2.81725
2.75012
2.8711
2.85058
2.88436
2.94975
3.00744
3.39456
3.19026
3.22254
3.20001
3.22303
No.
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
Depth Zd
0.12364
0.0943015
0.121544
0.0852206
0.0970956
0.101287
0.0838235
0.110018
0.100588
0.102335
0.105827
0.10932
0.103033
0.11386
0.115257
0.108272
0.114559
0.108272
0.140055
0.119449
0.11875
0.122941
0.125386
Time Td
0.103589
0.10io6666
0.124102
0.104615
0.o104615
0.107179
0.105128
0.105641
0.105128
0.o104615
0.103077
0.105128
0.104103
0.10359
0.104103
0.10359
0.10359
0.103077
0.105128
0.10359
0.103077
0.104103
0.104103
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No. Data set name Velocity V0 Depth Zd Time Td
24. Experimento27 3.35192 0.128529 0.103077
25. Experimento28 3.42223 0.126783 0.103077
26. Experimento29 3.36668 0.128879 0.104103
27. Experimento3o 3.44038 0.123989 0.102564
28. Experimento31 3.43274 0.128879 0.103077
29. Experimento32 4.04262 0.148088 0.10359
30. Experimento33 3.8921 0.144596 0.103077
31. Experimento34 3.96621 0.144945 0.102051
32. Experimento35 3.95618 0.149136 0.103077
33. Experimento36 3.73196 0.140055 0.102051
34. Experimento38 3.54155 0.143897 0.108205
35. Experimento39 3.52609 0.138309 0.10o6666
36. Experimento4o 3.48804 0.139007 0.107179
37. Experimento41 3.4263 0.140404 0.107692
38. Experimento42 3.41335 0.141103 0.107692
39. Experimento43 3.28559 0.146691 0.10923
40. Experimento44 3.39533 0.136912 0.10io8205
41. Experimento45 3.37723 0.135515 0.107179
42. Experimento46 3.30061 0.131673 0.105641
43. Experimento47 3.25563 0.136912 0.10io6666
44. Experimento48 3.32855 0.148438 0.108205
45. Experimento49 3.09419 0.120846 0.105128
46. Experimentoso 3.10455 0.126085 0.105641
47. Experimento51 3.165 0.125037 0.105128
48. Experimento52 3.17594 0.12329 0.105128
49. Experimento53 3.1164 0.125386 0.105641
50. Experimento54 3.06156 0.122941 0.105128
51. Experimento55 3.0294 0.126085 0.105641
52. Experimento56 3.02247 0.121893 0.105128
53. Experimento57 3.05359 0.120496 0.105128
54. Experimento58 3.02233 0.12364 0.105641
55. Experimento59 2.72427 0.284302 0.0205128
56. Experimento6o 2.48914 0.157169 0.118461
57. Experimento61 2.93114 0.117004 0.105641
No. Data set name
58.
59.
60.
61.
62.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
Experimento62
Experimento63
Experimento65
Experimento66
Experimento68
Soo3
Soo4
Soo5
Soo6
Soo8
Soo9
Solo
Soil
So12
So13
So14
So15
So16
Sol701
So18
So21S020
So24
To27 4.43077
To29 4.4261
To3o 4.41878
To31 4.43328
To3 2 4.4o954
To35 4.43462
To36 4.41931
To37 4.43325
2.95822 0.115956
3.03002 0.146342
2.80156 0.1110iio66
2.77731 0.111415
2.82379 0.0873162
2.81544 0.104081
2.81302 0.107806
3.23029 0.12527
3.18698 0.121777
3.2447 0.125503
3.35613 0.129927
3.37078 0.132953
3.49807 0.133652
3.47224 0.129694
3.65995 0.137145
3.63601 0.134816
3.63601 0.134816
3.6931 0.136213
3.76348 0.142267
3.74331 0.139939
3.77643 0.143199
3.86713 0.141336
2.51353 0.117819
0.159265 0.10359
0.162757 0.104103
0.15973 0.10359
0.157635 0.10359
0.162525 0.104103
0.160196 0.10359
0.159265 0.103077
0.160662 0.104103
0.106154
0.114359
0.106154
0.105641
0.10923
0.104739
0.106161
0.105687
0.104739
0.105687
0.104265
0.104265
0.104265
0.104739
0.103792
0.103792
0.103792
0.104265
0.104739
0.102844
0.103792
0.104265
0.107583
Velocity Vo Depth Zd Time Td
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