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Abstract—Model predictive control (MPC) is a widely used
technique for temperature set-point tracking and energy opti-
mization of Heating Ventilation and Air Conditioning (HVAC)
systems in buildings. Unfortunately, a nonlinear thermal building
model leads to a computationally expensive nonlinear MPC
problem that is not suitable for real-time control and optimiza-
tion. This paper presents a novel approximate linearized model
for building’s thermal dynamics and the HVAC system power
consumption that leads to a computationally efficient linear
model predictive controller (LMPC) for the buildings’ HVAC
systems. We employ feedback linearization technique to obtain
an equivalent linearized model for the nonlinear thermal building
dynamics and use constraint mapping approach to obtain a
linearized formulation for new control variables. Next, using
piecewise linearization, we obtain a linearized analytical model
for the HVAC system power consumption. The proposed LMPC
technique is validated using multiple simulation case studies.
We demonstrate that the proposed LMPC technique is not only
computationally efficient but also accurately approximates the
nonlinear optimal control decisions.
I. INTRODUCTION
The building’s primary energy consumption is due to its
Heating Ventilation and Air Conditioning (HVAC) system
that is a controllable/flexible load. The embedded flexibility
of operating HVAC system loads provides a multitude of
opportunities to optimally control its operation for diverse
requirements including but not limited to (1) minimization of
the cost of electricity usage for the building, (2) maximization
of customer’s comfort level with a price/resource constraint,
and (3) co-scheduling of HVAC systems with buildings’ other
distributed energy resources (DERs) and flexible loads. One of
the problems that has been widely studied for the HVAC sys-
tem controller design is a temperature set-point tacking prob-
lem where usually a Model-Predictive Controller (MPC) is
used to track the desired temperature set-points by controlling
the rate of the HVAC system airflow [1]. However, recently,
due to opportunities for proactive demand-side participation,
several researchers have explored the potential of MPC-based
optimization approaches to meet an economic objective instead
of set-point tracking for buildings’ HVAC systems [2], [3].
Note that for both optimal set-point tracking and economic
optimization, the MPC problem essentially obtains an opti-
mal temperature trajectory (for the building) based on the
dynamical model for the HVAC system, occupants’ desired
comfort-level based on occupancy information or designated
temperature set-points, forecasted values of external system
variables including weather parameters, and other time-varying
parameters, for example, price of electricity and/or profile for
local DERs [3], [4].
The dynamical model required by a MPC controller must
satisfy the following two requirements: the model should be
(1) sufficiently accurate in describing system dynamics for
a given set of variable parameters and (2) computationally
tractable allowing for a real-time control and optimization
[5], [6]. It is well known that building thermal dynamics and
consequently the HVAC system model is highly nonlinear. To
achieve a computational tractable MPC model, linearization of
plant dynamics has drawn significant attention. For example,
in [7]–[9], Jacobian linearization approach is used to eliminate
the nonlinearity in the building thermal dynamical model.
Authors then use the linear model to design a traditional
MPC for temperature set-point tracking. In [10], authors use
feedback linearization and develop MPC technique to track
a set-point temperature using water-to-air heat exchange in
HVAC systems. Unfortunately, these methods are only valid
when room temperature is allowed to vary within a very small
interval that is usually the case for set-point tracking problems.
However, economic optimization may require larger variations
in room temperature especially when building’s occupancy
information can be leveraged to improve efficiency. Note that
when the building is not occupied at certain time of the day,
it can be overheated or overcooled to achieve the desired
economic objective. To address this problem, two methods
have been explored in related literature: (1) solving a full non-
linear MPC [11]; (2) a mixed-integer approximation of non-
linear problem by discretizing the states of control variable i.e.
air mass flow rate [2]. For example, authors in [2] formulate
a MILP model based on the nonlinear plant dynamics to
minimize the cost of electricity usage by the HVAC system
while satisfying the occupants’ comfort level.
Owing to model non-linearities, to optimally achieve a de-
sired objective, the HVAC system requires a nonlinear model-
predictive controller (NLMPC). Unfortunately, a NLMPC is
computationally expensive and therefore, the approach is not
suitable for real-time optimization and control. The need for
computational tractability calls for novel linearization tech-
niques that can closely mimic the nonlinear plant dynamics.
The objective of this paper is to develop novel linearization
techniques that unlike Jacobian-linearization, can accurately
mimic the system nonlinearities without approximating the
trajectory for any decision-variable. We use a combination of
linearization techniques including feedback linearization, con-
straint mapping, and piecewise linearization to simultaneously
approximate the nonlinearity in a building thermal dynamical
model and the HVAC system power consumption equations.
This leads to a linearized model predictive controller (LMPC).
Using simulations, we validate that the proposed approach
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results in a controller of reduced complexity that accurately
approximates the original nonlinear plant dynamics and eco-
nomic constraints.
II. DYNAMICAL MODEL FOR BUILDING THERMAL LOAD
Thermal dynamical model of a building is usually obtained
by modeling the building as a first-order RC network [7], [8].
In the resulting RC network, a node indicates a wall or a room.
In general, if there are in total n nodes, m of which denote
rooms, then, n − m remaining nodes denote walls [12]. In
order to design a practical controller, we discretize governing
equations of rooms and walls using zero-hold discretization
[2]. The temperature of ith wall is characterized in (1)
cwi(T
k+1
wi − T kwi) = τ
 ∑
j∈adj(wi)
T kj − T kwi
R
′
ij
+ riαiAiq
k
radi
 (1)
where cwi , αi and Ai are the heat capacity, absorption coeffi-
cient and area of wall i, respectively; τ is the length of time
interval between two consecutive sampling time; T kwi and q
k
radi
are the surface temperature and the solar radiation density of
wall i at the sampling time k, respectively; adj(wi) is the set
of nodes which are adjacent to node wi; T kj is the temperature
of the jth adjacent node at the sampling time k; R
′
ij is the
total resistance between wall i and node j ∈ adj(wi); and
ri = 0 for internal walls, ri = 1 for peripheral walls. The
temperature of ith room is governed by (2).
cri(T
k+1
ri − T kri) = τ [
∑
j∈adj(ri)
T kj − T kri
R
′
ij
+ uki ca(Tsi − T kri)
+ giβwiniAwiniq
k
radi + q
k
inti ]
(2)
where cri and Tsi are the heat capacity and the temperature of
supply air of room i, respectively; T kri are u
k
i are the indoor
temperature and air mass flow to the room i at the sampling
time k, respectively; adj(ri) is the set of nodes which are
adjacent to node ri and have connection with it (e.g. walls
inside of the room i or rooms that are separated by a wall and
affect each other); ca is the specific heat capacity of the air;
βwini is the transmissivity of glass of the window in room
i; Awini is the total area of window on surrounding walls in
room i; qkradi is the solar radiation density radiated from the
window to the room i at sampling time k; and gi = 0 if there
is no window in room i otherwise gi = 1.
A. State Space formalization of the Building Thermal Model
After deriving the above heat transfer equations for all n
nodes in the equivalent RC network of the building, we obtain
the following state-space equations representing the building
thermal model:
xk+1 = Axk +Buk ◦ (Ts − yk) +Edk (3)
yk = Cxk (4)
where superscript k shows the sampling time and ◦ is the
element-wise product operator for two vectors; dk ∈ Rl is
the vector of disturbance (with l number of the disturbance
elements such as external temperature, solar radiation and in-
ternal gains, etc.) at sampling time k; A ∈ Rn×n, B ∈ Rn×m,
C ∈ Rm×n and E ∈ Rn×l are matrices obtained from a
building thermal model representing time-invariant building
parameters (see [7], [13] for more details); xk ∈ Rn is the
state vector representing the temperature of the network nodes;
uk ∈ Rm is the vector of input variables whose elements (uki )
are air mass flow into each thermal zone; yk ∈ Rm is the
output vector of the system; and Ts ∈ Rm with entries of Tsi
representing the temperature of supply air for different rooms
of the building.
B. HVAC System Power Consumption Model
Next, we detail the equations for power consumption of the
HVAC system as a function of air mass flow rate. A typical
HVAC system consumes most of its power through the heater,
chiller, and fan [2]. Without loss of generality, in this paper we
only consider a cooling system. The fan power consumption,
P kfi , is modeled as a cubic function of air mass flow rate, u
k
i .
P kfi = Pratedi(u
k
i /uratedi)
3 (5)
where Pratedi and uratedi are the rated power and rated
outlet air mass flow rate of the air handling unit of a HVAC
system in thermal zone i, respectively; and P kfi , u
k
i are power
consumption and the air mass flow rate (control variable) of
fans in thermal zone i at sampling time k, respectively.
The cooling load is a function of the air mass flow rate,
ambient temperature, and temperature of the thermal zone i
as defined in [2]:
P kc =
ca
COP
m∑
i=1
uki
[
dpy
k
i + (1− dp)T kout − Tsi
]
(6)
where T kout is the ambient temperature at sampling time k;
COP is a performance coefficient of the chiller; ca is the
specific heat capacity of the air; and dp is the instantaneous
return-to-total ratio of the chiller that varies between 0 and 1.
Therefore, the total power consumption of the entire building
by its the HVAC system at sampling time k is given by (7).
P kH = P
k
c +
m∑
i=1
P kfi (7)
C. System nonlinearity
The objective of this paper is to propose a generalized MPC
controller for a HVAC system that is computationally tractable
while can be used to meet diverse system-level objectives.
MPC is a model-based controller that requires the dynamical
model of the system to obtain optimal control inputs. The
required model of the system must be sufficiently accurate to
acquire a valid prediction of system states in a computationally
tractable manner [5]. The building thermal model dynamics
illustrated by (3)-(7) is nonlinear. In this section we describe
several nonlinearities in the model and why they cannot be
approximated using traditional Jacobian-based linearization
approach when optimizing for a general objective function.
• Building Thermal Dynamical Model (Bilinear term in
constraint (3)): The main nonlinearity in the system
model is due to a bilinear term – the product of system
inputs and output variables (uki .y
k
i ) in (6). Note that de-
sirable system outputs are rooms’ temperature. (yk=T kr )
which are also system state variables. Therefore, the dy-
namical system model is bilinear in the system’s control
inputs and output variables which cannot be linearized
using Jacobian-linearization techniques especially, when
occupancy information is leveraged to meet an effi-
ciency/economic objective. In this case the room tempera-
ture can vary over a wide-range (to overheat/overcool the
building) rendering jacobian-linearization inapplicable.
• Fan Power (Cubic control input term in (5)): The second
nonlinearity originates from the equation for fan power
that is a cubic function of control variable i.e. air mass
flow rate, (uki ). This nonlinearity is critical when op-
timizing for power consumption of the HVAC system
subject to dynamical model and occupancy information
and hence, unlike temperature set-point tracking problem
cannot be ignored.
• Chiller Power (Bilinear term in (6)): The expression for
chiller power described in (6) is also nonlinear due to
bilinear product of control input and output variables,
uki .y
k
i . This nonlinearity is critical when optimizing for
power consumption of the HVAC system provided that
temperature set-points and optimal trajectory for room
temperature can vary over a wide-range.
III. MODEL PREDICTIVE CONTROL OF THE HVAC
SYSTEM
A nonlinear MPC control (based on the nonlinear building
thermal model dynamics) is computational intensive and may
not be practical for real-time control, especially when co-
scheduling a large-number of buildings’ flexible resources
with time-varying price signals. Note that temperature set-
points can vary over a wide-range due to varying occupancy
patterns when attempting to optimize electricity usage for
time-varying cost of electricity or/and maximizing the building
occupants’ comfort level. Under these scenarios, the building
is not occupied at certain time of the day and/or the desirable
temperature set-point of occupants vary significantly during
different time intervals. Thus, to ensure an optimal use of
electricity for the HVAC system, a nonlinear MPC problem
needs to be solved that can vary the temperature set-point
trajectory over a wide range. In this section we describe
two distinct optimization problems that leverage occupancy
information to optimize the operation of building’s HVAC
system.
A. Minimize Transacted Energy Cost for the HVAC System
The problem objective is to optimally control the HVAC
system such that it can optimize the net cost of transacted
energy for the specified prediction window while ensuring
that the desired level of comfort is met for its consumers. We
formulate the problem as a model predictive control (MPC)
problem with the objective of minimizing the building’s total
electricity usage cost for a given price vector as indicated
in time-of-use (TOU) electricity tariffs for each hour of the
day subject to thermal dynamical models and load satisfaction
constraints.
Min
uk
t+W−1∑
k=t
Pricek.P kH (8)
Subject to:
T kMin 6 T kr 6 T kMax (9)
0 6 P kH 6 P kHMax (10)
ukMin 6 uk 6 ukMax (11)
constraints (3) - (7)
The minimization of the electricity usage cost is given by (8),
where W is the prediction window, and Pricek is the elec-
tricity tariff at the sampling time k. The desired temperature
range, the HVAC system power consumption limits, air mass
flow limits, the thermal building model, and the total power
consumption by the HVAC system are presented in constraints
(9), (10), (11), [(3) and (4)], and [(5)-(7)], respectively; where
at sampling time k, T kMin, T
k
Max, P
k
HMax
, ukMin and u
k
Max rep-
resent minimum and maximum range for building temperature
(◦C), maximum the HVAC system power consumption limit,
and minimum and maximum limits for the HVAC system air
mass flow rate, respectively.
B. Budget-Constrained Occupants’ Comfort Maximization
The problem objective is to maximize occupants’ comfort
by maintaining the building temperature close to their desired
temperature trajectory, T koc, while including the building oc-
cupancy information. The optimization problem is constrained
by the total available budget for the HVAC system energy
usage, B. Occupants provide a desired trajectory for building
temperature based on their preferred temperature level and
occupancy information. The problem formulation is described
as follows:
Max
uk
t+W−1∑
k=t
|T kr − T koc| (12)
Subject to:
t+W−1∑
k=t
Pricek.P kH ≤ B (13)
constraints (3) - (7), (10) - (11)
Here, (12) represents the problem objective of maximizing
occupants’ comfort and (13) describes the budget constraint.
Similar to the problem description in III.A, the control problem
is constrained by building thermal dynamical model in (3)-(7),
and constraints on system variables in (10)-(11).
The nonlinearity in constraints for both problems requires
a NLMPC to solve the above control problem. Note that,
Jacobian-linearization is not valid for this problem as tem-
perature set-points can vary over a wide-range due to vary-
ing occupancy patterns when attempting to optimize HVAC
system’s electricity consumption. In this paper, we propose
a novel Linearized-MPC (LMPC) model that is not only
computationally efficient with improved processing time, but
also providesa valid approximation for the original nonlinear
plant dynamics for large variations in room-temperature due
to occupancy changes. Specifically, we employ the following
three techniques to accurately approximate the plant model: (1)
feedback-linearization for bilinear constraint in the building
thermal dynamical model [14], (2) constraints mapping to
new decision variables space, and (3) piecewise linearization
to linearize cubic power relationship. Since we do not make
any assumption regarding desired temperature trajectory, the
proposed linearized formulation is able to optimally control
building’s HVAC system in a computationally tractable manner
for a wide-range of economic objectives.
IV. LINEARIZED MODEL PREDICTIVE CONTROLLER
The proposed linearized model for optimal control of
buildings HVAC system is detailed in this section. First, an
exact linear model for the dynamical HVAC system model
is obtained using a feedback linearization technique. Next,
the nonlinear relationship between power consumption of
fan and chiller and air mass flow rate is linearized using
piecewise linearization technique. This results in a linear
MPC formulation that can be solved using off-the-shelf linear
optimization software packages. The resulting model is not
only computationally efficient but also closely approximates
the nonlinear plant dynamics of building’s HVAC system.
A. Feedback Linearization of Bilinear HVAC Dynamics
To handle non-linearity in (3), feedback linearization is
proposed in this section where by finding an explicit relation
between the system outputs yk and the control inputs uk, we
cancel out the non-linearity of the system. Interested readers
can refer to [14] and [15] for further details regarding feedback
linearization and feedback control approaches. Therefore, to
linearize (3), we define the following equation:
vk = uk ◦ (Ts − yk) (14)
where vk ∈ Rm is the vector of new input variables at
sampling time k after feedback linearization whose elements
(vki ) are new input variables for thermal zone i.
Using (14) in (3), we obtain:
xk+1 = Axk +Bvk +Edk (15)
It should be noted that in (15), state vector xk remains the
same as the one in (3), and as a result the same equation
(4) also describes the output equation for the building thermal
model after implementing the feedback linearization approach.
Note that since (15) is based on the new control input
vector, the minimization problem defined in (8) should change
accordingly. The following equation defines the minimization
of electricity usage cost obtained after feedback linearization:
Min
vk
t+W−1∑
k=t
Pricek.P kH (16)
The next step is to map the constraints (5)-(7) and (11),
which are based on uk to the new input variables vk as
detailed in the following section.
B. Mapping Input Constraints
In this section, we address the mapping of constraint (11)
to the new input variable vk. The mapping problem, at each
sampling time k, can be defined as deriving the constraints of
the following form:
v
k+j|k
Min 6 v
k+j|k 6 vk+j|kMax for j = 0, 1, ...,W − 1 (17)
where vk+j|k is the value of LMPC control input vector vk+j
(for future time k+j) obtained at sampling time k, and vk+j|kMin
and vk+j|kMax are the minimum and maximum limit for control
input vk+j obtained at sampling time k, respectively.
This transformation process should be solved at each sam-
pling time, as the mapping is output dependent. That is, for
finding the constraints in (17) at each sampling time, mapping
is performed by solving an optimization problem defined in
(18) and output vector at current sampling time, yk. The
resulting optimization problem is defined as the following:
v
k+j|k
Min = Min
uk+j|k
[uk+j|k ◦ (Ts − yk+j|k)]
v
k+j|k
Max = Max
uk+j|k
[uk+j|k ◦ (Ts − yk+j|k)]
(18)
subject to
ukMin 6 uk+j|k 6 ukMax for j = 0, 1, ...,W − 1
where uk+j|k and yk+j|k represent the input uk+j and output
yk+j computed at sampling time k. By substituting j = 0
in (18), the constraints on the input control at the current
sampling time can be calculated as:
v
k|k
Min =Min
uk
uk ◦ (Ts − yk)
v
k|k
Max =Max
uk
uk ◦ (Ts − yk)
(19)
subject to
ukMin 6 uk 6 ukMax
As is clear, this optimization problem is trivial to solve due
to affine objective function in uki [16]. On the other hand, it
is difficult to compute the constraints for future inputs over
the prediction window [vk+1|k,vk+2|k, ...,vk+W−1|k]. Note
that in order to solve the optimization problem formulated in
(18) to obtain the mapped constraints in (17), the estimates
of the future values of input and output variables are needed.
However, these estimates are not available until the LMPC
problem is solved that in turn requires the mapped input
constraints in (17) over the entire prediction window [17]. To
address this problem, we use a similar but slightly modified
approach illustrated in [18] described as follows.
At the first sampling time of solving the problem (k = 0),
we use the constant input constraints to calculate the bounds
on future control inputs in prediction window W as follows:
v
k+j|k
Min = v
k|k
Min
v
k+j|k
Max = v
k|k
Max
(20)
for j = 1, 2, ...,W − 1
where vk|kMin and v
k|k
Max are obtained based on (19). Hence,
LMPC uses (19) and (20) to solve the optimization problem
formulated in (12) at the first sampling time (k = 0). Then,
for solving the problem at each of the next sampling times
(k = 1, 2, ...,W − 1), we use inputs calculated from the
previous sampling time to calculate the future constraints at
the current sampling time. The resulting problem is formulated
as following:
v
k+j|k
Min = Min
uk+j|k
[uk+j|k−1 ◦ (Ts − yk+j|k−1)]
v
k+j|k
Max = Max
uk+j|k
[uk+j|k−1 ◦ (Ts − yk+j|k−1)]
(21)
for j = 1, 2, ...,W − 1
subject to:
ukMin 6 uk+j|k 6 ukMax for j = 0, 1, ...,W − 1
In (21), for each thermal zone i, if (Tsi − yk+j|k−1i ) > 0,
then ukMin,i and u
k
Max,i determines v
k+j|k
Min,i and v
k+j|k
Max,i, re-
spectively; otherwise ukMin,i and u
k
Max,i determines v
k+j|k
Max,i
and vk+j|kMin,i, respectively. Note that the bounds for the control
inputs at the current sampling time are obtained using (19).
C. Linearized Power Consumption Model for HVAC
As previously mentioned, constraints (5), (6) and conse-
quently (7) introduced in Section II are based on uk. After
using feedback linearization technique, these should be rede-
fined based on the LMPC control input, vk.
First, we consider constraint (5). By modifying constraint
(14) at each sampling time k, we obtain uk based on vk over
the prediction window in (22).
uk+j|k =
vk+j|k
Ts − yk+j|k for j = 0, 1, ...,W − 1 (22)
where for each sampling time k and for each j, each entry
of the right hand-side of the above equation is defined as
v
k+j|k
i
Tsi−y
k|k+j
i
. Substituting (22) in (5), we obtain the following:
P
k+j|k
fi
= Pratedi
(
v
k+j|k
i
(Tsi − yk+j|ki )uratedi
)3
for j = 0, ...W − 1
(23)
where P k+j|kfi , is the total fan power consumption P
k+j
f
computed at sampling time k for the thermal zone i. Although
(23) is based on the input variable of LMPC, it is non-
linear due to cubic relation between P k+j|kfi and v
k+j|k
i ,
and inverse-polynomial relation between P k+j|kfi and y
k+j|k
i ;
hence, it cannot be directly integrated into the LMPC model.
To eliminate the nonlinearity between P k+j|kfi and y
k+j|k
i , we
use the same method we previously proposed in Section IV-B
for mapping input constraints as detailed below.
For the first sampling time (k = 0), we consider the initial
value as y0 ∈ Rm (with entries of y0i for the vector yk),
and consider it as the value of the output for the rest of the
sampling time in the prediction window as follows:
yk+j|k = y0 for j = 0, 1, ...,W − 1 (24)
Then, for the next sampling times in the prediction window,
i.e. (k = 1, 2, ...,W − 1), we use the output calculated at the
previous sampling time, yk+j|k−1 as the future outputs at the
current sampling time, yk+j|k, stated as the following:
yk+j|k = yk+j|k−1 for j = 0, 1, ...,W − 1 (25)
Note that using this approach, future output variables yk+j|ki
are constant and equal to the output variables obtained at
the previous sampling time. This approach, therefore, makes
y
k+j|k
i constant at sampling time k and eliminates the inverse-
polynomial relation between P k+j|kfi and y
k+j|k
i . Although
approximate, this method successively improves the prediction
of output variables at the current sampling time.
Note that (6) is also nonlinear due to the product of
variables in form of uki .y
k
i . This imposes the term v
k
i .y
k
i in the
equivalent chiller equation after feedback linearization. This
nonlinearity is also relaxed using the same approach proposed
at the beginning of this section by modifying yk+j|k based on
(24) and (25), detailed as follows:
P kc =
ca
COP
m∑
i=1
(
vki
Tsi − y0
)(
dpy
k
i + (1− dp)T kout − Tsi
)
for j = 0 (26)
P k+j|kc =
ca
COP
m∑
i=1
(
v
k+j|k
i
Tsi − yk+j|k−1i
)
.
(
dpy
k+j|k−1
i + (1− dp)T kout − Tsi
)
for j = 1, 2, ...,W − 1
Next, we employ the incremental approach of piecewise lin-
earization to relax the nonlinearity in P k+j|kf due to cubic term
of vk|k+j . The approach is explained briefly here; however,
interested readers can refer to [19], [20] for further details on
the piecewise linearization approach.
At each sampling time, we approximate each vk+j|ki in
(17) as the summation of multiple line segments. In order to
formulate the linear approximated function, we first introduce
following two conditions [19]:
• The line segments in L can be ordered as l1, l2, ..., lL
subject to lj∩lj−1 6=ø for j ∈ {2, ..., |L|}, where operator
|.| shows the number of the elements.
• For the order in L, the vertices of each line segment lj
ordered as h0j and h
1
j for j ∈ {2, ..., |L|}.
At each sampling time, the limits of the linearized control
input specified by (23) determines the initial vertex of the first
line segment (h01) and ending vertex of the last line segment
(h1L). Then, by introducing auxiliary continuous variables σj ,
which can be interpreted as the slopes of line segments lj with
the vertices h0j and h
1
j for j ∈ {1, ..., |L|}, we can define the
piecewise linearized input vki as follows:
vki = h
0
1 +
|L|∑
j=1
σj(h
1
j − h0j )
f(vki ) = f(h
0
1) +
|L|∑
j=1
σj [f(h
1
j )− f(h0j )] (27)
σj > 0 for j ∈ {1, ..., |L|}
where f(.) = (.)3 for any arbitrary value of (.) in (27). Note
that, as (vki )
3 is monotonically increasing function, there is
no need for binary variables to define piecewise linear model.
Using (24), (25) and (27), we linearize (23) as following:
P kfi = Pratedi
(
1
(Tsi − y0i )uratedi
)3
f(v
k
i ) for j = 0
P
k+j|k
fi
= Pratedi
(
1
(Tsi − yk+j|k−1i )uratedi
)3
f(v
k+j|k
i )
(28)
for j = 1, 2, ...,W − 1
The LMPC problem is illustrated in Fig. 1. At the beginning
of each day, LMPC controller receives one-day ahead predic-
tion information. Then, at each sampling time k, using this
information and mapped input constraints defined in (18), the
LMPC solves the optimization problems detailed in Section III
with all constraints converter to linear form using proposed
methods in Section IV. This results in a vector of feedback
linearized input, [vk,vk+1,vk+2, ...,vk+W−1]. The first entry
of linearized control input trajectory (vk) is used to find the
value of current air mass flow rate (uk) using (22). Finally,
uk is implemented to control the HVAC system, which results
in evolution of the system based on (3), (4) and (8). The
measured values of the states (xk+1) are used as the initial
values in the next sampling time and the algorithm continues.
Fig. 1. Schematic for the Proposed LMPC controller
V. SIMULATION RESULTS
In this section, we conduct a set of experiments to validate
the accuracy and efficiency of the proposed LMPC controller
by bench-marking the results against an equivalent nonlinear
controller. For the thermal building model, we consider a
thermal zone with 7 states (four states for temperature of walls,
two states for temperature of floor and ceiling, and one state
for indoor thermal zone temperature) with the parameters the
same as [2] and [13]. Other building parameters are: dp = 0,
Ts = 10 (◦C), Prated and urated are 600W and 1kg/s,
respectively. The simulations are performed on a dual core
i7 3.41 GHz processor with 16 GB of RAM.
The predicted ambient temperatures, the 24-hour TOU
electricity tariffs and occupancy patterns for the building
received at the beginning of the day are shown in Fig. 2. The
occupancy pattern represents the typical scenarios for a resi-
dential building. Simulations are carried out for two different
scenarios that correspond to two separate days with different
ambient temperatures. To maintain the desired comfort level
for buildings’ occupants, it is assumed that during occupancy,
the indoor temperature in building should lie between 21-
25 (◦C), otherwise, there is no limit for the thermal zone
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Fig. 2. Model Parameters for Simulations
TABLE I
SIMULATION DETAILS OF LMPC AND NLMPC
Approach Cost($) Time(s) Solver
NLMPC 0.7286 6109 MATLAB-IPOPT
LMPC 0.7286 35 MATLAB-linprog
temperatures. There are no temperature limits for the other
6 states of the thermal zones. Starting at the beginning of a
day (00:00) and after receiving one-day ahead information, the
optimization problem is solved using the proposed LMPC for
the next 24 hours at a sampling rate of 15 minutes as described
in Section IV. As it is common in MPC-based problems, the
length of prediction window W (e.g. 24× 4 here) is same at
every sampling time. For comparison, the original nonlinear
optimization problem with nonlinear thermal dynamics and
the HVAC system power consumption equations is also solved
using an equivalent NLMPC.
Fig. 3 shows the evolution of indoor building temperature,
optimal value of the control input u (air mass flow rate), and
HVAC power consumption for both scenarios. As is seen in
Fig. 3c and 3d, when the building is occupied, the controllers
adjust the air mass flow rate of the HVAC cooling system such
that the temperature of the building lies within the prespecified
comfort range (see Fig. 3a) while simultaneously minimizing
the cost of transacted energy. On the contrary, when there is
no occupancy in the building, controllers minimize the total
cost of energy usage by turning the HVAC cooling system off.
Note that there are times during the day (e.g. 00:00-06:00 in
scenario 1) that although the building is occupied, there is no
need to utilize HVAC (u = PH = 0) system. That is, the
ambient temperature at these times are low and sufficient to
maintain the thermal-zone temperature within the occupants’
comfort level without requiring the HVAC cooling system.
As it can be seen, LMPC can leverage the thermal building
dynamics to minimize the overall cost of transacted energy
while approximating the nonlinear dynamics.
Next, Table I presents a comparison of LMPC and an
equivalent nonlinear MPC (NLMPC) in terms of optimal cost
and computation time for both scenarios. We use IPOPT
and linprog functions in MATLAB to solve a nonlinear and
LMPC models, respectively. As is seen, there is a negligible
difference in cost function obtained using nonlinear and LMPC
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Fig. 3. Comparison of nonlinear and LMPC controllers based on internal
zone temperature, air mass flow and HVAC power consumption for defined
scenarios.
controllers while the LMPC controller significantly improves
the simulation time. Therefore, it is concluded that the LMPC
closely mimics the behaviour of the nonlinear plant model.
Furthermore, the LMPC leads to approximately 200 times im-
provement in the computation speed, making it more suitable
for real-time control of buildings’ HVAC systems.
VI. CONCLUSIONS
This paper presents a computationally efficient linear model-
predictive controller (LMPC) to optimize the operation of
buildings HVAC systems. The proposed framework is based
on feedback linearization technique when bilinear thermal
dynamics are transformed to a linear dynamical model. Next,
using prediction-based constraint mapping and piecewise lin-
earization approaches, we transform the nonlinear constraints
for the HVAC system power consumption. Note that unlike Ja-
cobian linearization, we do not make any assumption regarding
the desired temperature trajectory for the building thus allow-
ing for large variations in indoor temperature especially when
building is not occupied. Thus, the proposed linearized model
is able to optimize for a system-level objectives that requires
leveraging buildings’ occupancy information. We detail two
such optimization problems viz. minimization of transacted
cost of electricity and budget-constrained maximization of
occupants comfort. Using the proposed linearized approach,
we demonstrate that the LMPC performs as well as an equiv-
alent nonlinear MPC (NLMPC) while providing a significant
computational advantage. The added computational efficiency
makes the proposed LMPC suitable for the real-time optimal
control of buildings’ HVAC systems.
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