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Octic polynomials over L with Galois group SL(2, 3) are constructed. This is 
done via suited quartic totally real polynomials with group A, over Q. A table of 
the cycle patterns of the imprimitive transitive permutation groups of degree 8 is 
included. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
Frobenius extensions of the maximal type over number fields, i.e., Galois 
extensions whose group is a Frobenius group of the maximal type, were 
extensively studied in [25,26]. S ince the latter fit into splitting short 
sequences with elementary abelian kernels, Scholz’s embedding theorem ([ 20, 
p. 345f]) reduces the construction of Frobenius extensions of the maximal 
type over a given field to the construction of their Frobenius complements. 
The group SL(2,3) of (2,2)-matrices of determinant 1 over the finite field of 
3 elements occurs as the smallest Frobenius complement in the “exceptional” 
series of Frobenius groups of the maximal type (see [ 17, p. 2471). 
5X(2, 3), on the other hand, is a stem cover of the alternating group A, on 
4 letters, itself being a Frobenius group of the maximal type. The detailed 
arithmetical analysis of SL(2, 3)-extensions carried out in [ 1 l] found the 
following criterion: 
A Galois extension K 1 Q with G(K 1 Q) = A, is embeddable into 
an Galois extension N 1 Q such that G(N ( Cl!) 1: SL(2,3) if and 
only if K is totally real and for each prime p # 2 ramifving in K 
but not its unique cyclic cubic subfield it holds f,(K 1 Q) = 1 if and 
only ifp = 1 mod 4. Cl*11 
This settles a special case of the problem of giving conditions on the 
realizability of stem extensions of Galois extensions over number fields, as 
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posed in [7, Section 4.21. Let us further mention that a Kummer theoretic 
construction based on (1.1) leads to an affirmative answer of the question 
concerning the @admissibility of X(2,3) posed by Chillag-Sonn in [ 31; cf. 
[ 11, 3.201. 
Because of these interesting features of ,X(2,3)-extensions we decided to 
give some explicit examples over Q of reasonable low discriminants. Since 
SL(2,3) has a transitive permutation representation of degree 8 it was 
attractive to do this via octic polynomials over C! with SL(2,3) as their 
Galois group. Now, a randomly chosen polynomial of any degree n will 
almost certainly have symmetric Galois group S,; in other terms, the 
demand for a non-symmetric Galois group imposes relations on the coef- 
ficients of the polynomial, which usually prevents finding polynomials with 
prescribed Galois groups by chance. Before starting a computer search one 
should try translating as many of the special properties of the given group as 
possible into necessary conditions on the coefficients of the polynomials one 
is searching for. 
This is done in Section 2 in our case. The problem will be broken into 
several steps. The first of these requires the construction of certain totally 
real quartic polynomials over Q with group A,. According to Shanks (123, 
p. 361) this caused some trouble to earlier workers, but we succeeded in a 
simple, very effective way (Section 4). The obtained quartic polynomials then 
induce octic polynomials over Q whose Galois groups belong to the set 
{C, X A, , X(2, 3), r,,} a priori, where r,, is a certain group of order 96. 
To determine the actual Galois group we proceed in two other steps 
following Zassenhaus ([29]); a guess is made via the Frobenius density 
theorem-method, followed by a verification. Lacking well-suited Galois 
resolvents we did not use Stauduhar’s or some related method ([24]) for the 
latter, but implemented a purely algebraically working criterion for SL(2, 3) 
from [ 11, Section 51. As an example of an X(2,3)-polynomial over Q we 
have 
j-(x)=x8+9x6+23x4+ 14x2+ 1. 
For use of the Frobenius density theorem-method we supply a table of the 
cycle patterns of all 43 imprimitive transitive permutation groups of degree 8 
in Section 3. This will provide us with several examples of equidistributed 
permutation groups in the sense of [ 181. 
2. POLYNOMIAL CONDITIONS 
We first recall some basic facts about the group SL(2,3) (see [l l] for 
details). It is solvable of degree 24, and can be presented by 2 generators x,y 
with relations x3 = (xy)’ =y3. These are satisfied by the euen permutations 
x = (12)(348567), y = (78)(136254) in S,, 
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thus defining a faithful imprimitive transitive permutation representation of 
SL(2,3) of degree 8, already contained in A,. 
The subgroup lattice, or dually the subfield lattice of a Galois field 
extension M ( k with group G(M ( k) = SL(2,3), has the form 
M4 
h . 
(1) 
with non-normal conjugate extensions L, , L,, L, , L, resp. M, , M,, M, , M4 
of degree 4 resp. 8 over k. 
PROPOSITION (2.1). Suppose char(k) # 2. Any Gal& extension M 1 k 
with group SL(2,3) can be generated as a splitting field of an irreducible 
separable octic polynomial F(X) E k[X] having the following properties: 
There exists an irreducible separable quartic polynomial f(X) =X4 + 
aX3 + bX* + cX + d E k[X] such that 
(i) f has Galois group A., over k, 
(ii) F(X) =f(X*), 
(iii) d E (kX)*. 
ProoJ: Obviously, looking at (l), M is splitting field of the minimal 
polynomial of a primitive element 8, of M, over k. Since (M,: L,) = 2 and 
L, is the only intermediate field of M, 1 k, we can choose an element 
8, E M,, such that M, = k(8,) and L, = k($). The minimal polynomial 
f(X) =X4 + uX3 + bX* + cX + d E k[X] of 19: over k satisfies (i). 8, has the 
octic polynomial F(X) :=f(X*) as minimal polynomial over k. To finish the 
proof we need only check (iii). This is done by a discriminant formula of 
Brillhart ([ 1, p. 5 11) which tells us d(F) = de (24d(f))2. Because of 
SL(2,3)C”--rA8 we get d(F)E(kX)*, hence dE(kX)*. 
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Inverting this procedure is the fundamental idea of our construction. Let k 
be a field of char(k) # 2. We make the following assumptions: 
f(X) =X4 + uX3 + bX* + cX + d E k[X] is irreducible and 
separable such that 
(i) f has group A, over k, (2) 
(ii) d E (kX)*, 
(iii) F(X) =f(X’) is irreducible over k (clearly it is separable). 
PROPOSITION (2.2). Let G denote the Galois group of the octic 
polynomial F over k. As an abstract group G is isomorphic either to SL(2,3) 
or C, x A, or a semi-direct product r,, of order 96 of the cyclic group of 
order 3 and the central product of the ordinary quaternion group with itsev. 
From Section 3 it will be seen that each of them has a unique represen- 
tation (up to equivalence) as a transitive permutation group of degree 8. The 
groups given above respectively correspond to the groups with number 13, 
12, 33 in the list of Section 3. 
Proof. Let a,, a2, a3, a4 be the roots of J Then the Galois group off 
over k is A, = (7 = (234), u1 = (12)(34), o2 = (13)(24)). Let K be a splitting 
field off over k. Then M := K(fi , fi, c/T;;, a) is a splitting field of F 
over k. Because of (2)(ii) we have it4 = K(fi, fi, A), hence 
(M: K) ( 8. By (2)(iii), (K(G): K) = 2, hence 2 ( (M: K). We claim that 
(M: K) = 2 or 8, i.e., #G(M 1 k) = 24 or 96. 
Indeed, assume (M: K) = 4, and, for example, fi E K(fi, A). 
Hence a3 =z a, or a3 =* a2 or a3 =2a,a2 by Kummer theory (=* means 
equal up to a square in KX). Since A, is doubly transitive the first two 
conditions imply each other, forcing (M: K) = 2, the third one implies, for 
example, a4 E (Kx)*, which is also impossible. According to the list of 
Section 3 there exist 3 transitive permutation groups of degree 8 and order 
24 abstractly isomorphic to SL(2,3), C, x A, and S,, respectively. But 
G(M 1 k) N_ S, cannot occur since S, has no normal subgroup of order 2. 
Also, there exist 3 transitive permutation groups of degree 8 and order 96 
abstractly isomorphic to (A4A,3 A4) o C,, (V, 1 C,) o Cj and (Q Y Q) 0 C, 
(see [8] for these notations). The first two of these have V4 < C, as a 2-Sylow 
group as is seen either by direct reasoning or from the information of the list 
aided by a little computer; Q Y Q is 2-Sylow group of the third one. Again, it 
is easily seen that V, t C, has V, as its Frattini subgroup, but Q Y Q has C, 
as its Frattini subgroup. Hence to prove that G(A4 ( K) =I’,, if 
#G(M ] K) = 96, it suffices to show that a 2-Sylow group of G(M ) K) has an 
elementary abelian group of order I6 as a quotient (by the definition of the 
Frattini subgroup). 
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We appeal to ([27, Section 641) for the following facts on the extension 
K ] k. It has a unique cubic subfield K, over k, the fixed field of (or, 0,); 
K&G a21 rw. K,(a,a,) is the fixed field of u1 resp. oz. Hence 
K=K&,a,,a,a,). 
Now, G(M I K,) is a 2-Sylow group of G(M 1 K) since (M: K,) = 
96/3 = 2’. To prove the assertion it suffices to show that M, := K,(G, 
6) c M is Galois over K, with an elementary abelian group of order 
16. M ( K is elementary abelian of order 8; hence any two of the 7 quadratic 
subfields of M) K generate a bicyclic biquadratic extension over K. Thus 
(K(\/cr,a,, 6): K,) = (K(fi, 6): K)(K: K,) = 16. From the 
above remark K CM,,; hence MO = K(fi, 6) is of degree 16 
over K,. 
We are finally reduced to proving K,(G) (and analogously 
K,(G)) Galois over 1y, with four group. The quadratic subfield 
K, = K,(a, a*) has Q, as generating automorphism over K,. Letting d = di 
with d,,EkX we findN theorem 9. there :,““g-~;a”-~ * al% * a3a4 = 1. ,By,*Hil;;;; 
(a, a2/p2)‘-02 = 1, there exists ; E K,X 
that ala2 =d,p - . 
such that ala2 = yp’. Therefore 
K,(c) = K,(fi) bicyclic biquadratic, Q.E.D. 
COROLLARY (2.3). Using the notations introduced above one has the 
equivalent assertions 
(i) F has Galois group T,, of order 96 over k, 
(ii) ala2 4 (Kx)*. 
Proof. (ii) was shown equivalent to (M: K) = 8. 
We are left with distinguishing between the cases C, X A, and SL(2,3) for 
the Galois group of F. From (1) we know that MIK, is cyclic of order 4. 
C2 x A,, on the other hand, has no such subgroup. 
PROPOSITION (2.4). Under the previous assumptions and notations it 
holds that: The Galois group of F over k is 
(i) isomorphic to C, x A, if and only f a,a, E (Kc)*, 
(ii) isomorphic to SL(2,3) ifand on& ifw :=a,a2(a, -a*)* E (K:)*. 
ProoJ: We have M==K(fi). If a,a,=a~‘“‘=N,,,,(a,)E (Kf)2 we 
can repeat the last argument of the proof of (2.2); hence M) K, is bicyclic 
biquadratic. Conversely, G(M) K,) 1: V, implies a, = $’ for some y E Kc 
and 6 E KX by Kummer theory; hence ala2 = N,,,,(a,) = y2NKIK,(@2 E 
(K:)2. This proves (i). 
By (i) and (2.3) the SL(2,3)-case is characterized by the condition al a, E 
(K’)*\(K:)*. Clearly, w  E K,X n (K”)*; supposing w  @ (Kf)* we get 
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K=K,(*)= K,(G). Hence ~=~a,a, in Kc, hence (a, -a2)* E 
(Kc)*, hence aI - a2 E Kr . However, applying u, to a1 - a2 and noting 
char(k) # 2, this is readily seen as incorrect. Conversely, (a, - a$ @ (K,)* 
together with w  E (Kc)’ implies a,a, E (Kx)2\(Kp)2. 
In the case of k = Q the search for ,X(2,3)-polynomials is further 
restricted by the following reality condition. 
PROPOSITION (2.5). Let k be u real field (i.e., kc R) and f an 
irreducible manic polynomial of degree 4 over k satisfying (2)(i), (ii), (iii). If 
F has Galois group SL(2,3) over k then necessarily all roots off are real 
and of the same sign. 
Proof. Assume that there exists a pair a, ti of conjugate complex roots of 
J A, being doubly transitive, we conclude from (2.4)@) that aG(a - ti)’ = 
-(2 /a) Im(a))’ E k(a&)2. Th is is clearly impossible since k(ad) t R. 
Consequently, the splitting field K off is real. The roots a, and a2 have 
the same sign since a,a2 E (K’)’ c (R ‘)*. Using again the doubly tran- 
sitivity of A,, the proof is finished. 
3. TRANSITIVE PERMUTATION GROUPS OF DEGREE 8 
Here we compile the data on transitive permutation groups of degree 8 
used in the previous section. 
Earlier tables of the cycle patterns of the transitive permutation groups of 
degree <7 and primitive permutation groups of degree 420 ([ 13, 291, for 
example) show that all of these are uniquely determined by their cycle 
patterns. This is no longer true in degree 8 as was noticed first by Miller 
([ 14]), where non-conjugate permutation groups of the same degree with the 
same cycle patterns are termed conformal. In modern terminology they are 
equidistributed (see [ 18 1). 
Moreover, Miller proved in [ 151 that there are exactly 50 transitive 
permutation groups of degree 8, exactly 43 of them being imprimitive. 
Carefully checking his arguments and (21, we found generating permutations 
for each of these groups. As we had no big group manipulating programs at 
our disposal we implemented some of the elementary permutation group 
algorithms of ([ 16, 3.21) on a micro-computer (in BASIC) to calculate the 
following list of cycle patterns from the generators. Only the results for the 
imprimitive cases are given; the primitive ones were treated already in [ 131. 
We follow the notation introduced there. 
Table I presents the occurring cycle types. 
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TABLE I 
a = (8,0, o,o, o,o, 0,O) 
b = (6, 1, 0, 0, 0, 0, 0,O) 
c = (5,0, 1, 0, 0, 0, 0,O) 
d= (4,2,0,0,0,0,0,0) 
e=(4,0,0,1,0,0,0,0) 
f = (3, 1, LO, o,o, O,O) 
g= (2,3,0,0,0,0,0,0) 
h = (2, l,O, l,O, O,O, 0) 
i = (2,0, 2,0,0,0,0,0) 
j=GO,O,O,O, LO,O) 
k=(l,2,1,0,0,0,0,0) 
I= (l,O, 1, l,O,O, 0,O) 
m = (0,4,0,0,0,0,0,0) 
n=(O,2,0,1,0,0,0,0) 
0 = (0, 1,2,0,0,0,0,0) 
p = (0, LO, 0, 0, LO, 0) 
4 = (0, 0, 0,2,0,0,0,0) 
r=(O,O,0,0,0,0,0,1) 
The first column of Table II contains an indexing number, the second 
column the group order, the third gives generating permutations. We use the 
following abbreviations: 
a = (1234)(5678), /3= (1256)(3478), y= (1375)(2486), 6, = (1625)(3847), 
6, = (1526)(3847), E, = (1728)(3645), E, = (1827)(3645), c= (12345678), 
q1 = (12)(35)(47)(68), q2 = (13)(28)(45)(67), 8, = (12)(34), 8, = (13)(24), 
e3 = tll 19,, 0; = (56)(78), 0; = (57)(68), 0; = 0; i3;, A= (24)(36), 
p = (358)(467), u = (234)(678), r = (23)(67). 
A * in the fourth column indicates that the group is in A,, a “2” in the fifth, 
that 2 is the only possible length of a domain of imprimitivity, and the sixth 
gives some abstract description. 
We observe four instances of equidistribution in the list, and are now 
going to explain the structure of the respective groups of orders 16, 32, 96, 
192. 
(1) Consider the two non-isomorphic groups G, = (x, y 1 x4 =y4 = 
(xy)’ = (x-1y)2 = 1) and G2=(~,y,~~~2=y2=zZ=l and xyz=yzx= 
zxy} of order 16 from Table 1 of [4]. Obviously, a, p resp. vi, r2, generate 
transitive permutation subgroups of S, isomorphic to G, resp. G,. 
(2) The central product Q Y Q of the quaternion group Q = (x, y I x2 = 
y2 = (xy)‘) of order 8 and the wreath product V, 2 C, of the four group V4 = 
(x, y ) x2 =y2 = (xy)’ = 1) with the cyclic group of order 2 are both of order 
32 ([8, (9.10), (15.1)]). Right from the definitions one sees that s,, cl, 6,, s2 
resp. 8,) 8,) 8;) 04, /3’ generate transitive permutation groups of degree 8, 
isomorphic to Q Y Q resp. V, 1 C,. 
(3) Q has an automorphism of order 3 given by x FP y and y t+ xy, 
inducing an automorphism of order 3 on Q Y Q in a natural way, and hence 
giving rise to a monomorphism Q: C, C, Aut(Q Y Q). The semidirect 
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product (Q Y Q) o C, with respect to (p of degree 96 is constructed as a tran- 
sitive permutation group in S, by a,, sr, 6,, c2, y. The automorphism on Q, 
on the other hand, induces an automorphism of order 3 on V, which can be 
extended to an automorphism of order 3 on V4 2 C, in a natural way, thus 
giving rise to a monomorphism v/: C, 4 Aut(V, 1 C,). The semi-direct 
product (V, 2 C,) o C, with respect to y of order 96 is constructed in S, via 
8,) 8,) 19;) ~9;) p2. The non-isomorphy comes from (2). 
(4) Let S, A S, denote the tibre product of S, = (x,y / x4 =y2 = 
(xy)’ = 1) ([4, Tab. 11) with itself over S, with respect to the canonical 
epimorphism S, --H S,/V, 31 S, . Exchanging the components defines an 
involution of S, A S,. The semi-direct product G, = (S, A S,) o C, with 
respect to this involution has the order 192. From the definition it can be 
generated as a transitive permutation group in S, by e,f?;, O3 0; , u, r, 8,O; , 
O,O;, /?‘. The matrices 
and 
generate a subgroup of GL(3,2) which is isomorphic to S,. Let G, denote 
the semi-direct product of IFi with S, with respect to this operation of 
S,=(X,Y) on IFi; again #G2 = 192. The transitive permutation represen- 
tation of degree 8 is this time constructed via 8,) 8;) 0; = (34)(56), y, 19; as 
is easily checked noting (8,) 0;) 0;) IV F: and (y, 0;) = S,. G, and G, are 
non-isomorphic since their commutator groups have orders 3 and 6, respec- 
tively. 
The equidistribution phenomenon prevents the Frobenius density theorem- 
method from being definitive for the determination of the Galois group of 
polynomials over Q even in principle (i.e., with effective versions of the 
Frobenius density theorem in the sense of [ 121). It is curious that the group 
Tsa of Section 2 has an equidistributed counterpart in S,-and examples of 
octic polynomials over Q with group r,, are quickly found in the next 
section. Nevertheless, frequency counts are the principal tool to get any idea 
about the group. 
We finally remark, that Professor J. Neubiiser (Aachen) informed us that 
Professor J. McKay (Montreal) also computed a table of the above kind. We 
only found two discrepancies which were cleared in our sense. 
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4. TOTALLY REAL QUARTIC A,-POLYNOMIALS 
Consider the quartic polynomial 
F(T,,T,,T,;X)=X4-6TlH(TI,T2,T3)X2-8H(T1,T2,T3)2X 
- 3(T; - 4T; - 12T:) H(T,, T,, T3)* 
where H(T,, T2, T3)= T: - (3T, f 2T,)(T: + 3T:) 
(1) 
over the polynomial ring R in three indeterminates Tl, T2, T3 over Q. A 
precise version of a well known result of Seidelmann ([21]) would state that 
to any Galois extension K 1 Q with alternating group A, there correspond 
rational specializations (T, , T,, T3) H (tl , t,, f3) such that K is a splitting 
field of the polynomial F(t,, t,, t, ; X) E G[X] (which then is necessarily 
irreducible) over C!. We do not go into detail but only note: 
F(T,, T2, T3 ; X) is irreducible of Galois group A, over 
W”, , T,, Td. (4.1) 
Proof: Computing the discriminant of its cubic resolvent one readily 
verifies that F has discriminant 
d(F) = 34214T;(T: + 3T;)’ H(T,, T,, T$ E (R x)2 (2) 
(cf. [27, Section 641). Reducing F modulo the maximal ideal (T, - 2, 
T2 + 1, T3 - f) of the factorial ring R leads to the polynomial 
h(X)=F(2,-l,q;X)=X”-12X2-8X+9EZ[X] 
with d(h) = (24 . 3’ e 7)*. (3) 
Applying the reduction principle on the stage of R ([27, Section 661) the 
Galois group G, of h over Q may be viewed as a subgroup of the Galois 
group of F over Q(T,, T,, T,) which is contained in A, by (2). Hence it 
suffices to show that h is irreducible of group A, over Q. h modulo the 
primes 5 resp. 3 1 splits into factors of degree (1,3) resp. (2,2), whence h 
irreducible over Q, and 6 1 #Gh by the reduction principle over 21. Since h 
has square discriminant we are done. 
It is classically known that a polynomial j”(X) =X4 +pX* + qX + 
r E D [X] has 4 distinct real roots if and only if 
d(f) >O, P < 0, p*-4r>O (4) 
([28, Section 84, p. 2771). According to Seidelmann any specialization 
(T, , T, , T3) t+ (tr , t,, t3) such that F(tl , c,, t, ; X) E Q[X] is irreducible over 
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Q will lead to an Ad-extension over Q. Thus, by (4) and Hilbert’s 
irreducibility theorem, any (t!, ti, t:) E Q3 such that F(ty , t;, t: ; X) is a 
totally real A,-polynomial in Q has a neighbourhood U in R3, such that 
infinitely many (ti, t,, t3) E U n Q3 will also lead to totally real A,- 
polynomials. Take (t:, ti, t’$ = (2, -1, 1), for example. 
Unfortunately, none of these infinitely many totally real A,-polynomials 
will produce SL(2,3)-polynomials via the X-t X*-method of 2. 
Remark (4.2). Let f(X) = X4 + uX3 + bX2 + cX + d E Q[X] be a 
totally real polynomial satisfying Section 2, (2)(i), (ii), (iii). If a = 0 or c = 0 
or b < 0 or UC < 0 then F(X) =f(X*) has Galois group rg6 (=N”. 33 of 
Table II) over CR. 
The proof is similar to that of (2.5) and therefore omitted. We are content 
with the only example of a r,,-polynomial resulting from h. More than 100 
such polynomials were found via the specializations of F in {(t,, t,, t3) E 
Z3 11 <t,<5, l<t,<30, l<t,g 100). See (111, p. 1471) for an infinite 
series. 
Some numerical experiments convinced us that it is usually impossible to 
balance out condition 2(2)(iii) and the requirement that all real roots have 
the same sign for integral specializations of the parameters of F by linear 
Tschirnhausen transformations. Moreover integral specializations lead to 
large discriminants. Instead we look for quartic polynomials which generate 
A,-extensions over B whose SL(2, 3)-extensibility is a priori known. We 
make use of the following facts. 
Let K 1 Q be a Galois extension with group A,, K, ( Q its unique 
cyclic cubic subfield, and p 1 (p) prime ideals in K, 1 Q. 
(i) The ramification indices e,(K 1 K,) and e,(K, ( C4) cannot 
both be >l. 
(ii) For e,(K ) K,) > 1 and p # 2 one has p completely decom- 
posed in K,. (5) 
(iii) One has the discriminant relations 
d -d d3 x10- KolO LIQ and dLIQ=dKolQdXIKo 
with a primitive quartic subfield L ) 64 of K 1 Q. 
Proo$ Since A, is a Frobenius group of the maximal class (ii) and (iii) 
are special cases of [25, Prop. 7a(III’) and Prop. 3b, 4b]. Also, (i) is proven 
in [25, Prop. 7a(II)] for p # 2. But 2 is unramified in any cyclic cubic field 
over Q, due to the Hilbert theory, whence (5)(i) for p = 2. 
As an example consider an Ad-extension K ( Q, such that K ] K, is globally 
unramified. K ) Q fulfills criterion (1.1). Indeed, there is no condition at the 
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finite primes by (5)(i), and K ] Q is totally real, since K, ( Q is totally real, 
and the real primes of K, do not split in K. A generating quartic polynomial 
f(X) E Z[X] for K has a discriminant of the form d(f) = m(f)* d,,,, 
where a is a root off and m(f) E lN the index offi hence d(f) = m(f)’ dK, 
by (5)(iii). According to a theorem of Pohst ([ 19, p. 28 11) there always 
exists such af(X) =X4 + a,X3 + a2X2 + a,X -t- a4 E Z [X] that moreover 
(6) 
l,< I a4 I < (V4)2, 
where T= 1 + 2(dKJ4)lJ3. 
Fields of this kind do really exist over Q. 
LEMMA (4.3). Let K, ) Q be a cyclic cubic numberfield, such that the 2- 
rank of the ideal class group of K, is 2. The 2-elementary ubeliun Hilbert 
classfleld HK, of K, is normal over Q with A, as Galois group. 
Proox The normality of HK, over Q is clear. We have G(H,, (K,) N 
C, X C, by the assumption on the class group of K,. G(H,, 1 K,) is the 
commutator group of G(H,, ( Q): A subfield E of HK, (K, which is abelian 
over Q lies inside the genus field of KO 1 Q which, however, is a 3-extension 
of K, (see [9]), hence E = K,. But there are exactly 3 non-isomorphic non- 
abelian groups of order 12 ((4, Tab. 1 I), and A, is the only one with a non- 
cyclic commutator group. 
Explicit numerical examples of cubic fields satisfying (4) can now be read 
off form the table of Gras ([6]) and Shank’s series of the simplest cubic 
fields ([22]). In fact, since the 2-rank of the ideal class group of a cyclic 
cubic number field is always even by ([22, p. 11441) one may take all 
instances in the tables mentioned where 4 is the exact 2-part of the class 
number of K,. We deal with those where dK, =p2 is the square of a prime 
number p. Then, clearly, p has ramification index 3 in Q(a). So, if p does not 
divide the index m(f) (which is not known a priori!) f must split modulo p 
in the form 
f(x>modp=(X+r)3(X+s) (7) 
by the polynomial decomposition law ([5, p. 2121). Hence there exist 
r, s E (0, I,..., p - 1) such that 
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a,=33r+s mod P, 
a, = 3r(r + s) mod p, 
a3 = ryr + 3s) mod P, 
a4 E r’s modp. 
(8) 
Inserting the value dKO- p2 into (6) we see that a2 E Z lies in an interval of 
length (T- 1)/2 <p, and a3 E Z lies in an interval of length 
(1/12)((12 + 4T)3/3)“2 (p for p > 163 around the point (a1/2)(az - a:/4). 
Hence to any pair (r, s) there corresponds at most one triple (a,, a2, a3) 
satisfying the first 3 conditions of both (6) and (8). The conditions on a, 
restrict the search to the 3p solutions (r, s) such that 3r + s E 0, 1, 2 modp. 
Only the fourth condition of (6) admits more than one solution modulo p, 
the actual number being 1 + [T2/8p]. Less than 15,000 trials suffice to find a 
polynomial f satisfying (6) where pkm(f) for p < lo4 if there are any. For 
the outcomes (a,, a,, u3, a,) of this first round of the algorithm the 
discriminant d and the total reality of the associated polynomials are deter- 
mined by a real routine, namely, the Cholesky method as proposed in ([ 19, 
p. 2831). Then the condition (d/p’) E N* is checked. Only for the 
polynomials f which also pass this test do we have to check the irreducibility 
and verify that it has an alternating Galois group. Sufficient conditions for 
these are the existence of reductions off mod primes with splitting types 
(L3) and (292); we used the distinct degree factorization-algorithm of ([ 10, 
4.6.21) for this (and other) purposes. At least, one has to make sure that p2 
is actually the field discriminant. This follows easily from (125, Prop. 71) 
and from the method illustrated by the final example of the section. Table III 
contains generating polynomials f = X4 + ur X3 + a,X2 + u,X + a4 E H [X] 
for the totally real A,-extensions over Q whose discriminant is the square of 
a prime p for the 10 lowest such p and for the p < lo4 of the Shanks series. 
The outermost column gives the respective polynomial index m(f). The 
original outputs of the algorithm are linearly Tschirnhausen transformed. An 
asterisk at m(f) indicates that F(X) =f (X’) is a SL(2,3)-polynomial over 
Q. The effectiveness of the algorithm enabled us to run it on a (little) 
microcomputer. 
Trivially, to construct SL(2,3)-extendible A,-fields over Q one need not 
require K ( K, globally unramitied. As an example we treat the polynomial 
h(X)=X4-12X*-8X+9EZ[X] of (3) with discriminant d(h) = 
(24 . 32 . 7)2 = m(k)2 dL, where L = Q(a) and a a root of h. The possible 
index divisors are found with the help of the Dedekind test ([5, p. 2141). 
Let p divide d(k). Choose manic polynomials k, ,..., h, E Z[X], such that 
h=& .a. er is the unique decomposition of 6 = h modp into powers of 
prime polynomials over Z/pZ, and write h(X) = h,(X)el e.. h,(X)‘r -pg(X) 
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TABLE III 
P a2 a3 4 m(f) 
163 
277 
349 
397 
541 
607 
709 
853 
937 
1009 
4297 
7489 
9319 
9 
13 
-15 
-15 
I 
22 
0 
-30 
-19 
-23 
33 
! -54 1 
-16 
-22 
23 14 
52 65 
74 -131 
68 -107 
161 431 
-21 -3 
305 -1117 
106 -215 
170 -45 1 
386 1849 
-28 -59 
987 -7205 
-35 -4 
49 97 
89 21 
9 
64 
49 
256 
100 
676 
144 
256 
2916 
4 
17161 
255 
36 
1* 
4* 
1* 
4* 
9* 
1* 
9* 
1 
9 
131 
1 
1 
with a g E b [Xl. Then p divides m(h) if and only if there exist i such that 
ei > 2 and hi divides g. 
Applying the test in our example we get m(h) = 1; hence d(h) = dL, 
therefore 1, a, a’, a3 is an integral basis of L ] Q. The cubic resolvent of h is 
H(X) = 23 . h&X), w  h ere h,(X) =X3 + 12X’ + 27X + 8 has discriminant 
d(h,) = (2 . 3* . 7)*. Denoting, as always, the splitting field of h over Q by 
K, and its unique cubic cyclic subfield over Q by K,, we have d(h,) = 
m(h,)* dK,. Since 2 is unramified in any cubic cyclic field over Q, 2 divides 
m(h,). Applying the Dedekind test to h, we obtain 3, 7 ] m(h,); hence 
dKo= (32 * 7)*. Since 2 is the only prime ramifying in K but not in K, , the 
SL(2,3)-extensibility of h is established by criterion (1.1). 
The polynomial h and several entries of Table III are totally real, and 
generate SL(2,3)-extendible A,-fields over 611, but h(X*) is not a polynomial 
with Galois group SL(2,3). On the other hand, by (2.1) we then do know 
that there exists an integral primitive element 19 of L with square norm such 
that its minimal polynomial f gives rise to the SL(2, 3)-polynomial 
F(X) =f(P). 
Continuing with the discussion of our example h, such 6’ can be found in 
the set 
{e=w+xa+ya*+za3EZ[a])N,,Q(e)EZ2}. 
Searching in the domain -5 < W, x, y < 5, z E (0, I} reveals many such @s, 
among them the units 
&I(‘) = a* + a - 1 and @*)=a3+4a2+3a-1 
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with minimal polynomials 
f”‘(X) =X4 - 20X3 + 60X2 + 28X + 1 
and 
The search is accomplished by a fairly good real approximation of the roots 
a = a,, a,, a3, a4 of h, computing the minimal polynomials of the respective 
8 for the various insertions w, x,y, z via the elementary symmetric functions 
of the Bi = w  + xai +ya: + za: (i = l,..., 4), and using the principle that 
rational integers can be guessed from good approximations. 
Unfortunately f(l), f”’ th emselves do not satisfy (2.5), but linear 
Tschirnhausen transforms do. Let f:‘(X) :=f”‘(X + m) (i = 1, 2, m E Z): 
Table IV gives m, such that F:‘(X) :=fg’(X’) satisfies (2.5) and is indeed a 
SL(2,3)-polynomial as can be verified by the method of Section 5. 
Let us finally remark that the X+X’-process does not always induce 
irreducible polynomials F over Q from well-suited quartic polynomials, as 
seen by the entry at p = 607 of Table III. Furthermore, the necessary 
conditions (2.5) are by no means sufficient; the entry at p = 937 has Galois 
group C, X A,, the first entry at p = 4297 has Galois group Z-g6 as will be 
seen by the Frobenius test. Hence a verification step is inevitable. 
5. VERIFICATION 
We stated for several octic polynomials FE Z [X] in Section 4 that 
SL(2, 3) is their Galois group over Q. Actually, however, they were only 
shown to fulfill the necessary condition (2.5). The statement can be further 
supported by the Frobenius test. Reducing modulo the first 100 non- 
discriminant dividing primes, whence determining the frequencies of the 
occurring cycle types, and comparison with Table II was always consistent 
with the hypothesis that SL(2,3) is the Galois group over Q. 
TABLE IV 
m Discriminant of F$’ 
i=l -10 224. 3’8. 7’0 
-2 2 24 .3’2.78 . 192 
18 224. 3’2. 7’0. 132 
i=2 -9 2=. 312. 78 1fj72 
-5 250. 312. 78 . 732 
-1 2’0. 3’6. 78 
641/19/3-t! 
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Still this is no proof; we therefore translate criterion (2.4)(ii) into a 
“rational” condition. We take up the definitions and notations in Section 2, 
starting with an irreducible separable polynomial f(X) =X4 + &X3 + bXz + 
cX + d over a field k of char(k) # 2, 3 which obeys the requirements (2)(i), 
(ii), (iii) of Section 2. 
LEMMA (5.1). The element w  = ala2(al - a$ EKX (cf. (2.4)) is a 
primitive element of the sextic subfzeld K, = K,,(czla,) = F&((o,)) of K 
over k. 
ProoJ Since w  E Kc , it suffices to show o @ K, . Assume UI E K, ; then 
t := tr K,,k(~) E k, where tr denotes the trace. Computing in K we obtain with 
r = (234), 
t=0’+7tT2=-a’l’a; + 2a’2’a;43’a,, 
where -a”’ E k is the sum of the k-conjugates of af (i = 1,2,3). But t E k is 
equivalent to 0 = (a(“, a(‘), d3)); hence a=b=c=O by the Newton 
formulae. Obviously, a polynomial of the form f(X) =X4 t d does never 
generate an A,-extension over k. Contradiction. 
Let q(X) be the minimal polynomial of o over k. w  has minimal 
polynomial 
q,(X) := X2 - (a, a2(a, - a2)2 + a3a4(a3 - a,)‘)X + d(a, - a212 (a3 - a4> 
(1) 
over K,, hence 
o = Q);+rt+z* (2) 
Now put 
e(X) := p(X’) E k[X]. (3) 
THEOREM (5.2). Let k be a field of char(k) # 2,3, and let f be an 
irreducible separable polynomial over k satisfying (2)(i), (ii), (iii). Then 
F(X) = f (X2) has Galois group SL(2,3) over k if and only if the polynomial 
Q(X) of degree 12 over k is reducible over k. 
Proof. Let c3 be a square root of w, and v(X) the minimal polynomial of 
(3 over k. w(X) divides Q(X) and deg I,U E { 6, 12}. 4p is irreducible over k if 
and only if deg w  = 12. Since deg w  = 12 is equivalent to w  & (K:)’ by 
construction, the theorem is proved by (2.4)( ii using logical contraposition. ), 
By the aid of formulae (l), (2), (3) and the principle mentioned at the end 
of Section 4, we can compute G(X) from approximations of the roots off in 
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any case of interest. Mathematical rigour demands for control over the 
rounding errors introduced in the coefficients of 0 caused by the use of non- 
exact values for the roots off. One means to make this idea precise (and of 
course also making Stauduhar’s method [24] precise) is the method of 
interval arithmetic as described in R. E. Moore’s book, “Interval Analysis” 
(Prentice-Hall, 1966). 
Only 8 places precision suffice to obtain 
Q(X) =X1’ - 125X” + 5 154X* - 84243X6 
+ 530728X4 - 956484X2 + 26569 (4) 
for the first entry of Table III. One easily finds the decomposition 
qx) = (X” + 7xs - 38X4 - 265X3 + 978X - 163) 
x (X” - 7X’ - 38X4 + 265X3 - 978X - 163) (5) 
into irreducible factors over Z; hence establishing the proof that the 
polynomial given in the Introduction has indeed SL(2,3) as Galois group 
over Q. 
One can also proceed in a purely algebraic or symbolic manner. We 
simply treat a,, (x2, a3, a4 as indeterminates and obtain the coefftcients of q 
as symmetric polynomials in these indeterminates. The algorithmic proof of 
the main theorem on the symmetric functions in ([27, Section 331) then 
allows us to express the coefficients of v, as polynomials in the elementary 
symmetric functions 
a = -(al + a2 + a3 + a4), b=aIa2+.~e+a,a4, 
c = -(ala2a4 + .a. + a2a3a4), d = a1a2a3a4. 
H.-D. Steckel implemented this algorithm on the CYBER 76 of the Rechen- 
zentrum der Universitat Koln using the SAC-l program package, The 
resulting expression of (p is given for the amusement of the reader: 
q(X) =X6 - (3ac + a2b - 4b2) . X’ 
+ (a’c - 7a3bc + 12ab’c + 9a2c2 - 27bc2 + 5a4d - 27a’bd 
+ 30b’d + 18acd - 24d2) . X4 
- (32d3 - 48acd2 - 104b2d2 + 81a2bd2 - 14a4d2 
+ 9bc2d + 21a2c2d + 73ab’cd - 65a’bcd + 12a’cd 
+ 8b4d - 38a2b3d + 33a4b2d - 10a6bd + a’d - 27c4 + 18abc3 
- 4a3c3 - 4b3c2 + a2b2c2) . X3 
+ d(144d3 - 168acd2 + 152b2d2 - 32a2bd2 - a4d2 
+ 63a2c2d - 78ab’cd - a3bcd + 5a5cd - 31b4d + 60a2b3d 
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- 25a4b2d + 3a6bd- 81c4 + 135abc3 - 39a3c3 - 12b3cZ - 51a2b2c2 
+ 30a4bc2 - 4a6c2 + 12ab4c - 7a3b3c + a”b*c) . X2 
+ d2(384d3 - 432acd’ + 132a2bd2 - 27a4d2 - 108bc’d 
+ 198a2c2d + 84ab’cd - 147a3bcd + 27a5cd - 40b4d 
+ 47a2b3d- 9a4b2d + 81c4 - 135abc3 + 12a3c3 + 39b3c2 + 51a2b2c2 
- 12a4bc2 - 30ab4c + 7a3b3c -I- 4b6 - a2b5) . X 
+ d3(256d3 - 192acd* - 128b2d2 + 144a2bd2 - 27a4d2 + 144bc’d 
- 6a2c2d - 80ab*cd + 18a3bcd + 16b4d - 4a2b3d - 27c4 + 18abc3 
- 4a3c3 - 4b3c2 + a2b2c2). (6) 
Inserting the coeffkients of the polynomials f to be tested, the reducibility 
test for G(X) can again be done with the help of SAC-l. It was positive for 
all cases we stated it to be so; i.e., we have SL(2,3)-polynomials over Q for 
all cases listed in Tables III and IV. 
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