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The psychophysical task of discriminating changes in the slopes of the amplitude spectra of complex 
images has been used in the past to test whether the human visual system might be optimised for 
coding the spatial structure in natural images (e.g. Knill et al., 1990; Tadmor & Tolhurst, 1994). We 
have reported that the dependency of these discrimination thresholds on the reference slope has the 
same overall general form, regardless of the particular digitised photographs that are used for 
generating the stimuli. The actual discrimination thresholds, however, differ markedly in 
magnitude for stimuli that are derived from different digitised photographs. Here, we describe a 
model that aims at explaining this diversity of threshold magnitudes: we suppose that the observer 
is detecting small changes in image contrast estimated within limited spatial-frequency bands of 
about 1 octave bandwidth. This local-contrast analysis reveals that contrast changes in only one 
frequency band are of comparable magnitudes to the changes that observers need for detecting 
differences in the Michelson contrast of simple sinusoidal gratings. The success of this band-limited 
contrast model is further shown in experiments where the slopes of the amplitude spectra of stimuli 
were changed only within restricted frequency bands. We show that when the slope is changed 
outside the limited frequency band implicated by the contrast model, the observer's thresholds are 
greatly elevated. Thresholds remain unchanged when slope changes are made within the implicated 
band. We also find that the exact bandwidth of the contrast operator is not critical, provided that it 
is in the range of about 0.6-1.5, which is the characteristic bandwidth range of V1 neurons. © 1997 
Elsevier Science Ltd 
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INTRODUCTION 
It is often necessary to be able to quantify the contrast in a 
complex visual image, such as a digitised photograph of a 
natural scene. However, it is actually surprisingly 
difficult to provide a meaningful definition of the contrast 
of even a stimulus as simple as a gaussian-weighted patch 
of sinusoidal grating (Peli, 1996). Although there are 
many potential definitions of physical contrast, these do 
not usually match a human observer's perceptual 
experiences of the image. Peli (1990) and ourselves 
(Tadmor & Tolhurst, 1994; Tolhurst et al., 1996) have 
argued that it is inappropriate to describe a complex 
image as having a single contrast value; global measures 
such as rms contrast have little relation to the physiology 
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of contrast coding (see Tadmor & Tolhurst, 1995). 
Furthermore, they do not give a useful empirical rating of 
the observers' subjective experiences; for instance, 
complex images with the same nominal rms contrast 
often differ markedly in apparent contrast (e.g. Tadmor 
& Tolhurst, 1994). A physiologically faithful definition 
of contrast should be calculated at a series of different 
spatial scales or in a series of different spatial-frequency 
bands, using operators whose properties resemble those 
of stylised visual neurons. The measure of contrast 
should be a quantification of how well neurons or 
channels responsive to different spatial frequencies are 
activated by the stimulus. Such a definition of contrast 
would be physiologically plausible, and we examine here 
whether it has value in explaining a human observer's 
performance in discriminating between complex visual 
images. 
Knill et al. (1990) measured the thresholds of human 
observers for discriminating changes in the slope of the 
amplitude spectra of stimulus images. Their stimuli were 
derived from patterns of dots of random luminance, and 
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we have extended the experiments by using stimuli 
derived from photographs of real natural scenes (Tadmor 
& Tolhurst, 1994). The stimuli all had amplitude spectra 
of the form: 
amplitude(f) (x f ~ (1) 
This formulation is based on the proposition that the 
spectra of natural scenes conform approximately to Eq. 
(1) with e in the range 0.7-1.5 (e.g., Carlson, 1978; 
Burton & Moorhead, 1987; Field, 1987; van Hateren, 
1992; Tolhurst et al., 1992; Tadmor & Tolhurst, 1994). 
The task of discriminating changes in the slope of the 
amplitude spectrum has considerable similarity to the 
more familiar task of blur discrimination (e.g. Hamerly & 
Dvorak, 1981; Watt & Morgan, 1983; Walsh & Charman, 
1988; Hess et al., 1989). Blur discrimination is harder 
when the stimulus is actually in focus than when the 
stimulus is slightly defocused. Analogously, the discri- 
mination of changes in the slope of the amplitude 
spectrum of complex images is also harder when the 
amplitude spectra of the stimuli are similar to those of 
sharply focused natural scenes; discrimination is easier 
when the slopes of the reference spectra re steeper than 
the originals, and the images appear slightly blurred 
(Tadmor & Tolhurst, 1994). 
The magnitudes of the thresholds for discriminating 
changes in the slope of the amplitude spectrum differ 
considerably from stimulus to stimulus, depending upon 
the choice of the original photograph used to make the 
stimuli (Tadmor & Tolhurst, 1994). It is, therefore, a
challenge to provide a single model that will explain the 
great variety of threshold values. Is the band-limited 
local-contrast model capable of meeting this challenge? 
We have previously found that the thresholds at an c~ of 
0.8 [see Eq. (1)] seem to be consistent with the 
proposition that the observers were discriminating 
changes in contrast in a limited spatial-frequency band, 
centred on about 2.25 cycles per image (Tadmor & 
Tolhurst, 1994). 
In this paper, we test the model further. First, we 
examine whether it can explain the magnitudes of the 
discrimination thresholds for all reference ~ values, in 
addition to those at ~ of 0.8. Secondly, the contrast 
analysis will show that, at each reference c~ value, one 
particular spatial-frequency band of contrast operator is 
implicated. We test these implications explicitly, by 
measuring discrimination thresholds for stimuli in which 
the changes in the slope of the amplitude spectra are 
either confined to or excluded from the particularly 
implicated spatial-frequency bands. Some of these results 
have been reported before (Tolhurst et al., 1996). 
METHODS 
Stimulus display was under the control of a PC housing 
a VSG2/2 graphics card (Cambridge Research Systems). 
Two-dimensional stimulus images of 128 x 128 pixels 
had a nominal luminance resolution of 256 grey levels 
and were presented on a Joyce Electronics raster display 
with mean luminance of 105cd.m -2, where they 
subtended 0.9x0.9 deg at the eye. In practice, the 
number of grey levels available was less than 256, 
because we were forced to use a linearising look-up table 
to compensate for the display's non-linear relation 
between voltage applied and light intensity. The signal 
that determined the pixel luminance on the display was 
first multiplied by a computer-controlled steady voltage; 
this allowed us to change the overall contrast of the 
stimulus images over a wide range without sacrificing 
further grey levels or changing the space-averaged mean 
luminance. 
The stimuli 
All the stimuli had averaged amplitude spectra of the 
form of Eq. (1), with ~ (the slope parameter) between 0.4 
and 2.0. The amplitude values at a given spatial 
frequency were averaged across orientation. The spectra 
were, thus, straight lines of negative slope when plotted 
on log-log axes [Fig. I(A)]. The stimulus images were 
synthesised from digitised photographs of natural scenes 
(Tolhurst et al., 1992) or from synthetic patterns made of 
pixels of randomly chosen luminance (Knill et al., 1990; 
Tadmor & Tolhurst, 1994). The spectra of these initial 
pictures were first constrained to have the form of Eq. (1), 
and then each initial picture was used as the basis for a 
large set of stimulus images, each with slightly different 
~. All the stimuli had a space-averaged mean luminance 
the same as that of the display. 
In the first series of experiments, the test stimulus 
differed from the reference by a change in spectral slope 
over the whole range of spatial frequencies. In order to 
keep the overall power constant while c~ was changed, the 
steeper slope was achieved not only by the expected 
decrease in amplitude at high spatial frequencies, but also 
by a compensatory increase at low frequencies [Fig. 
I(A)]. This differs from a simple blurring operation, 
where amplitude is decreased at all frequencies. 
In the second series of experiments, the spectral slope 
was changed for only a subset of the spatial frequencies 
in the spectrum. The thick continuous line in Fig. I(B) 
shows the amplitude spectrum of a test stimulus in which 
the amplitude coefficients have been changed only within 
a limited band, two octaves from 5 to 20 c/image. Outside 
of this band, the coefficients have the same values as the 
regular eference stimulus. Note that the overall power of 
this test stimulus is not necessarily the same as that of the 
reference, since the spectrum of this test stimulus is 
identical in parts to the reference and, in the other parts, 
to the ordinary test stimulus of Fig. 1 (A). The continuous 
line of Fig. 1 (C) shows the spectrum of the complemen- 
tary test stimulus. Here the spectrum has been changed 
outside the limited band of 5-20 c/image; within the 
band, the spectrum is identical to that of the reference 
stimulus. It should be noted that the reference stimulus is 
identical in all three cases. 
Experimental procedures 
Discrimination thresholds were measured using a 
spatial 3-alternative forced-choice procedure (3-AFC). 
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FIGURE l. Schematic drawings of the amplitude spectra of the different kinds of stimuli used in this study, plotted on log-log 
axes. (A) The dashed line (R) shows the spectrum of the reference stimulus; the solid line shows the uniformly steeper spectrum 
of a test stimulus (T), like those used in most experiments; itsoverall power is set to be the same as that of the reference by 
raising the amplitude at low spatial frequencies in order to compensate for the reduction in amplitude at high frequencies. (B) 
The test stimulus has a steeper spectrum only within the two-octave band 5-20 c/image; outside of this band, the amplitude 
coefficients have identical values to those of the reference stimulus [same reference as in (A)]. (C) The test stimulus has a 
steeper spectrum outside the frequency band; inside the band, the amplitude coefficients are identical to the reference stimulus 
[same reference as in (A)]. 
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Three stimuli were presented simultaneously for 0.5 sec 
with their centres 0.9 deg from a central fixation spot. 
Two identical reference stimuli had amplitude spectra 
with slopes of -~  [Eq. (1)], and one test stimulus (derived 
from the same original photograph) had a spectrum with 
steeper slope [see Fig. I(A), T]. The three stimuli were 
forced to have the same overall power and the same mean 
luminance; hence, they also had the same rms contrast. 
The observer's task on each trial was to identify which 
one (the test) of the three stimuli was different from the 
other two (reference) stimuli. Originally (Knill et al., 
1990), it had been hoped that the observer might detect 
changes in the second-order statistics per se of the 
stimuli. However, it is impossible to synthesise stimuli 
which differ only in such statistics and in no other 
property; by constraining the mean luminance and the 
overall power of the stimuli, we have eliminated some 
unwanted or "trivial" cues to the discrimination. 
The ~ value of the test stimulus was increased or 
decreased from one experimental trial to the next 
according to two interleaved staircase procedures, in 
order to keep the test stimulus close to threshold. 
Staircases for a batch of six-eight different sets of stimuli 
would be interleaved in an experiment. Different 
stimulus sets might have been synthesised from one 
original photograph at several different reference 
values or, more usually, they might all have the same 
reference ~ value but be derived from different photo- 
graphs. All the stimuli in a batch were set to have the 
same overall power and rms contrast. The discrimination 
threshold for each stimulus was defined as the difference 
in slope (A~) between the reference and the test stimulus 
which elicited a correct response on 66.7% of trials; it 
was obtained by fitting a cumulative normal curve to the 
psychometric function, based on 200 stimulus trials. The 
appropriate value of Aa was found by interpolation. The 
fitting algorithm maximised the Log-Likelihood and 
provided an estimate of the standard error of the 
threshold. Experiments were performed on three ob- 
servers whose vision was corrected to normal with 
spectacles. A complete series of experiments was 
performed on observer GA who was experienced at 
psychophysical tasks but was nai've to the purposes of the 
experiments. Confirmatory results were obtained on at 
least one of the other observers (the authors). We show all 
the results and analysis for observer GA; some of the 
results for the other two observers can be found in 
Tadmor & Tolhurst (1994). 
Band-limited contrast 
We define local, band-limited contrast in an image at 
position [x,y] and in frequency band F after Peli (1990): 
CF(X, y) -- aF(X, y) 
lm(X,y) (2) 
where aF (x,y) is a band-pass filtered version of the 
image, convolved with a circularly-symmetric operator, 
whose spatial-frequency haracteristic is: 
aF(f)  = e - (@)  (3) 
and Im (x,y) is an estimate of the local mean luminance, 
obtained by low-pass filtering the image with a 
circularly-symmetric operator whose spatial-frequency 
characteristic is: 
Lm(f) =e  - (2j--~r) (4) 
f i s  the spatial frequency, F is the centre frequency of the 
particular contrast band, and o- is the standard eviation 
of the gaussian frequency characteristics. That the 
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FIGURE 2. (A) Contrast hreshold is plotted as a function of the spatial frequency of a square patch of sinusoidal grating 
(0.9 deg by 0.9 deg). The arrow pointing to the abscissa shows a spatial frequency of 20 c/image, and the arrow pointing to the 
ordinate shows the contrast threshold at that spatial frequency. (B) The predicted "dipper" or contrast discrimination function 
for sinusoidal gratings of 20 c/image. The predicted just-noticeable difference in contrast is plotted against reference contrast. 
The dipper is aligned on abscissa nd ordinate (arrows) according to the measured detection threshold for gratings of 20 c/image 
[arrows in (A)]. 
parameter a has the same value for Eq. (3) and Eq. (4) 
ensures that the "modulating" signal (av) has the same 
overall spatial spread as the mean-luminance signal (Im)- 
We have set a to be 0.3 times F (but see Fig. 11), giving a 
bandwidth of 1.05 octave, similar to that of human 
channels (e.g., Blakemore & Campbell, 1969) and of 
neurons in primary visual cortex (Movshon et al., 1978; 
Tolhurst & Thompson, 1981; De Valois et al., 1982). 
This operator for band-limited contrast has better 
frequency bandpass characteristics than the one we used 
previously (Tadmor & Tolhurst, 1994). 
In order to evaluate whether the discrimination of 
changes in e can be explained in terms of discrimination 
of changes in contrast in a given frequency band (F), we 
must first estimate the contrast in that band in the test and 
reference images. We have taken the arithmetic average 
of the unsigned values given by Eq. (2), but have used 
only the central 48 x 48 pixels of each stimulus image in 
order to avoid undesirable "edge-effects" in our estimates 
of contrast at low spatial frequencies. We have applied 
the same contrast operators to "images" of simple 
sinusoidal gratings of known Michelson contrast and of 
optimal spatial frequency (F) for the operator, and we 
express the band-limited contrast of the more complex 
images as equivalent Michelson contrast: the Michelson 
contrast of the sinusoidal grating that has the same 
averaged band-limited contrast as the complex image. 
The local band-limited contrast of the stimuli changes 
in one or more frequency bands as c~ is changed (Tadmor 
& Tolhurst, 1994), and we must determine whether the 
change in equivalent contrast in a frequency band F is 
large enough to be detectable by the observer. We need to 
know, for comparison, how well the observer can 
discriminate changes in the "real" Michelson contrast 
of simple sinusoidal gratings of frequency F and of 
similar contrast. We did not measure the observer's 
discrimination functions for gratings directly but, instead, 
we used a template (derived from other experiments) for 
the familiar "dipper" function for contrast discrimination 
(Campbell & Kulikowski, 1966; Nachmias & Sansbury, 
1974; Tolhurst & Barfield, 1978; Legge & Foley, 1980; 
Legge, 1981). The positions of the template on ordinate 
and abscissa were determined by measuring the ob- 
server's contrast thresholds for detecting sinusoidal 
gratings of spatial frequency F, as is shown in Fig. 2 
Figure 2(A) shows how an observer's contrast thresholds 
depended upon the spatial frequency of sinusoidal 
gratings, and the arrows allow us to estimate the 
observer's threshold for a grating of 20 c/image. Figure 
2(B) shows the predicted ipper function for gratings of 
the same spatial frequency; the function is aligned on 
ordinate and abscissa so that the low contrast asymptote 
and the lowest point of the dip are at contrasts equal to the 
detection threshold (a contrast of about 0.03). The 
contrast thresholds for detecting ratings were measured 
in a spatial 3-AFC for square patches of stationary grating 
(0.9 × 0.9 deg) presented in the parafoveal visual field for 
0.5 sec, using the same protocols we had used for 
measuring the thresholds for discriminating changes in ~. 
RESULTS 
The threshold (A~) for discriminating changes in the 
slope of the averaged amplitude spectrum depends in a 
characteristic way upon the reference slope, ~ (Knill et 
al., 1990; Tadmor & Tolhurst, 1994). This is shown in 
Fig. 3 for reference ~ values of 0.4, 0.8, 1.4 and 1.8 for 
stimuli derived from a much larger number of different 
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FIGURE 3. Thresholds (Act) for discriminating changes in the slope of 
the amplitude spectrum were measured at four reference ct values for 
observer GA. Stimuli were derived from 15 different digitised 
photographs of natural scenes and three different random-dot patterns. 
Except at an ct of 0.4, the experiments were performed twice, once at 
high power (open circles) and once at low power (filled circles). Note 
that the filled symbols represent stimuli all with the same low power 
despite changes in reference ct (see text). The ratio of the powers 
between the open symbols and filled symbols was 1.72 at an ct of 0.8, 
6.74 at 1.4, and 12.63 at 1.8. The filled circles have been displaced 
slightly to the left and the open circles slightly to the right for clarity. 
Standard errors were in the range 0.01-0.03, but have been omitted to 
avoid clutter. The three sets of,lines join the seven thresholds measured 
for three of the 18 picture sets (solid lines, two different natural stimuli; 
dashed line, one synthetic stimulus). 
photographs than we used before. At each reference 
value, the discrimination thresholds for 18 different sets 
of stimulus images were measured. Experiments were 
performed in three batches, each containing six of the 
stimulus sets (five sets of images derived from digitised 
photographs of natural scenes and one set of synthetic 
images). These results confirm our previous findings that 
thresholds at a reference 7 of 0.8 have the greatest variety 
from picture to picture and also attain the greatest 
magnitudes. The two solid lines connect he data for two 
different natural stimuli, while the dashed lines connect 
the data for one of the synthetic stimulus images made 
from patterns of dots with randomly chosen luminance. 
As we found before (Tadmor & Tolhurst, 1994), the 
thresholds are lowest, and the discrimination task is the 
easiest in general, when the reference images have 
amplitude spectra with either low (0.4) or high (1.6) 
values. The thresholds are highest, and the task is hardest, 
for intermediate 7 values of around 0.8, where the stimuli 
attain their best image quality and most nearly resemble 
sharply focused images. The thresholds for the synthetic 
stimuli are consistently lower and less dependent on 
reference alpha than are the thresholds for most natural- 
image stimuli. 
It was an unavoidable consequence of the procedures 
for synthesising these stimuli that the average spectral 
power of the stimuli depended upon reference ~. The 
stimuli with reference ~of 0.4 had the lowest power, and 
power increased progressively with higher ~ values. The 
open symbols in Fig. 3 show the results when, at each 
reference ~, all stimuli had the highest power possible, 
with the proviso that all stimuli had the same power; 
stimuli at different reference ~ values had different 
powers. In the second experimental condition (filled 
symbols), all the stimuli had the same power at all c~ 
values; the power of every stimulus was reduced to be the 
same as that of the stimuli with reference ~ of 0.4. 
Comparison of the open symbols (higher power) with the 
filled symbols (lower power) shows that changes in 
overall stimulus power have little systematic effect on the 
results for both natural and synthetic images, consistent 
with the findings of Knill et al. (1990) on synthetic 
images. 
It is around the c~ value of 0.8 that there is the greatest 
variety in the magnitudes of the thresholds amongst he 
different sets of stimuli. Because of this variety, it is a 
particular challenge to provide a model that can explain 
the threshold magnitudes at this ~ value. Our first contrast 
analyses at this ~ value were very promising, despite our 
using a rather crude contrast operator (Tadmor & 
Tolhurst, 1994). In the remainder of this paper, we 
examine here whether a more refined implementation f
the local-contrast model (cf. Peli, 1990) can provide a 
consistent explanation of the magnitudes of the thresh- 
olds at all reference ~values, 
Slope discrimination modelled as local-contrast discri- 
mination 
Figures 4-6 examine whether the magnitudes of these 
thresholds for discriminating changes in ~ [Fig. 3] are 
consistent with the observer's ability to discriminate 
changes in the Michelson contrast of simple sinusoidal 
gratings. Figure 4 shows analysis of the results for a 
reference ~ value of 0.8. The four graphs show the 
analysis of contrast in four different frequency bands. For 
each frequency band (F), and for each of the 18 reference 
images under the two power conditions, we calculated the 
space-averaged band-limited contrast [Methods, Eq. (2)]; 
this was converted into an equivalent Michelson contrast 
to give the abscissa value for each point in Fig. 4. For the 
18 stimulus sets under the two power conditions, the 
equivalent Michelson contrast was also calculated for the 
test image whose ~ value was closest to that allowing 
correct identification on 66.7% of trials (the criterion for 
threshold). The difference between this contrast and that 
of the appropriate reference image is plotted on the 
ordinate in Fig. 4. The filled symbols how the equivalent 
contrast transformations for the lower power stimuli; the 
open symbols are for the stimuli with the higher power (a 
factor of 1.72 times higher). 
For two of the frequency bands (2.5 and 5 c/image), the 
magnitude of the contrast difference increases with 
increasing reference contrast, and the slopes of the 
relationships on the log-log plots are about 0.6-0.8. This 
dependence upon reference contrast is very similar to the 
discrimination of the Michelson contrast of suprathres- 
hold sinusoidal gratings and gives qualitative support o 
the hypothesis that the discrimination of changes in the 
slope of the amplitude spectrum does rely upon 
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FIGURE 4. The changes in local contrast in an experiment where the reference stimuli all had an c~ of 0.8. Thresholds were 
measured for 18 stimulus ets, once at high contrast (open circles) and once at low contrast (filled circles). The four panels show 
the local contrast analysis at four different spatial frequency bands. The abscissa shows the equivalent Michelson contrast in the 
reference stimulus, while the ordinate shows the magnitude of the difference between the contrasts of the reference stimulus and 
the test stimulus that was just at the discrimination threshold. The continuous curves are the dipper functions howing the results 
that would be expected for discrimination of the Michelson contrast of simple sinusoidal gratings of appropriate spatial 
frequency. 
discriminating changes in local band-limited contrast. 
More quantitative support can be obtained. The contin- 
uous curves in Fig. 4 show the results that would have 
been expected if the same observer had been asked to 
discriminate changes in the Michelson contrast of 
sinusoidal gratings with spatial frequency appropriate to 
each of the frequency bands of local contrast operator 
(see Methods). The data points in Fig. 4(A) lie very close 
to the theoretical dipper function, implying that the 
changes in local contrast in the band 2.5 c/image alone 
were sufficient to explain the magnitude of the dis- 
crimination thresholds. The agreement between local 
contrast changes and the theoretical dipper is less good in 
other frequency bands. This confirms our previous 
finding at this reference ~ value (Tadmor & Tolhurst, 
1994) for a third observer and with the new local-contrast 
operator [Eqns (2)-(4)]. 
Figure 5 shows a similar analysis, but for the 
experiments where the reference ~ was 1.4. The stimuli 
of low power (filled symbols) and of high power (open 
symbols) differed in overall power by a factor of 6.7, 
which is a larger factor than in the experiment of Fig. 4. 
The open and filled circles in Fig. 5 are, therefore, more 
separated on the abscissa than in Fig. 4. For a reference 
value of 1.4, the transformed contrast points lie closest o 
the theoretical dipper function at the higher spatial 
frequency of 10 c/image [Fig. 5(C)]. 
Figure 6 shows examples of the local-contrast analysis 
for experiments performed on the 18 stimulus sets at 
reference ~values of 0.4, 0.8, 1.4 and 1.8. At a reference 
of 0.4, the experiment was performed only once, with 
all 18 sets of stimuli having the same very low power. At 
the other three reference ~ values, the experiment was 
performed twice: once with all stimuli having one power, 
the highest available at that ~ (open circles), and once 
with all stimuli having the same low power as the stimuli 
with reference ~of 0.4 (filled circles). The local-contrast 
analysis was performed in a number of frequency bands 
for each reference ~value. Figure 6 shows the results for 
the one-octave band that gave the closest match (see Fig. 
7, below) between the calculated local contrast values 
and the dipper function, for each of the reference 
values. 
Figure 7 summarises the results of the local-contrast 
modelling of discrimination of changes in ~. The graphs 
plot the mean square deviation between the calculated 
local-contrast differences and the theoretical dipper 
function appropriate to that frequency band; i.e., between 
the "measured" and predicted just-noticeable difference 
in contrast. Thus, the smaller the mean square deviation, 
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FIGURE 6. Similar to Fig. 4, except hat each panel shows a local-contrast analysis for a different experiment, with reference 
stimuli having different ct values. The frequency band illustrated for each reference ct value is the one that gave the best 
agreement between the data and the dipper model, judged by the mean square deviation (Fig. 7). 
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FIGURE 7. A summary of the band-limited local-contrast analyses. 
The graphs plot the mean square deviation between each calculated 
local-contrast increment and the theoretical value expected from the 
dipper function in Fig. 4, Fig. 5 and Fig. 6. The deviation was 
calculated in logarithmic units, and a value of zero indicates a perfect 
fit between model and results. Reference c~ of 0.4, filled circles; 0.8, 
open circles; 1.4, filled squares. Results for an ~ of 1.8 (not shown) 
were very similar to those for ~ of 1.4. 
the better is the agreement between the prediction of the 
model and the results. The open circles show that, for a 
reference ~ of 0.8, there is almost-perfect agreement 
(mean square deviation close to zero) between model and 
analysis for frequency bands in the range 1-4 c/image. 
This implies that the observer could be performing the 
task by detecting changes in local contrast within the 
band 1--4 c/image; clearly, the observer is unlikely to be 
using the band centred on 10 c/image. 
For the other three reference c~ values, the deviations 
between dipper and data are slightly bigger, and there are 
differences in the frequency bands which are best-fit by 
the local-contrast model. For an ~ of 0.4 (filled circles, 
Fig. 7), the best-fit frequency bands are in the range 2-  
10 c/image whereas, for ~ values of 1.4 (filled squares) 
and 1.8 (not shown), the best-fit frequencies are in the 
range 5-20 c/image. Figure 6(A, C and D) shows that, for 
these reference 7 values, the calculated local-contrast 
differences lie consistently below the dipper; the actual 
change in local contrast in the stimulus images at 
threshold is always less than that expected if the 
discrimination task had been performed as a simple 
discrimination of contrast in only a single one-octave 
frequency band. This allows for the quite reasonable 
possibility that more than one band might contribute 
partial cues to the discrimination task. Indeed, the 
"goodness-of-fit" graphs in Fig. 7 do have fairly shallow 
minima. 
Figure 7 also shows that, for an ~ of 1.4 (filled squares), 
there is a subsidiary minimum at low spatial frequencies 
while, for an ~ of 0.8 (open circles), there is a subsidiary 
minimum at about 20 c/image. These minima probably 
result from the way in which we increased the spectral 
slope of the test stimuli: the spectral amplitude at low 
spatial frequencies was increased in order to compensate 
for the decrease in amplitude at high frequencies [Fig. 
{ 
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FIGURE 8. Discrimination thresholds (with standard errors) in 
experiments where the slope of the amplitude spectrum was changed 
either within a limited spatial frequency band (open circles) or outside 
of that band (filled circles). Thresholds were normalised by dividing by 
the "control" threshold for regular stimuli, in which the slope was 
changed over the whole spectrum. Experiments were performed at 
three reference ct values, and for six different stimulus sets at each 
reference. 
I(A)]. Thus, there are potential cues to discrimination at 
both high and low spatial frequencies. 
Changing ~ in limited frequency bands 
Performance in the discrimination task may, thus, be 
attributable to the ability to discriminate changes in local 
contrast within only a limited band of the frequencies in 
the overall amplitude spectrum. For different reference 
values, the task is performed in different frequency 
bands. If stimuli were made in which the changes in the 
slope of the amplitude spectrum were confined to the 
limited range of frequencies in question, then we would 
expect that the discrimination thresholds would be 
unaffected. Conversely, the discrimination thresholds 
should be elevated greatly if the changes in the amplitude 
spectrum were performed only outside of this implicated 
band. The following experiments est these propositions. 
Discrimination thresholds were measured for the three 
kinds of stimulus images illustrated schematically in Fig. 
1. We compared the thresholds for conditions in which 
the amplitude spectrum of the test stimulus was changed 
either (1) over the whole spectrum; or (2) only within a 
narrow spatial-frequency band; or (3) only outside of that 
band. Six sets of stimuli were used, derived from one 
synthetic image of dots with randomly chosen luminance 
and from five digitised photographs of natural scenes. 
The measurements were made in three batches. Each 
batch contained the full-spectrum stimulus [Fig. 1 (A) as a 
control], the within-band [Fig. 1 (B)] and the outside-band 
[Fig. 1 (C)] versions of two original images. Experiments 
were repeated for three different reference ~values. For a 
reference ~value of 0.4, the critical frequency band was 
taken as 2-12 c/image; for the reference ~of 0.8, the band 
was taken as 1-4 c/image; lastly, at the reference ~value 
of 1.4, the frequency band was 5-20 c/image. These 
ranges represent the shallow minima of Fig. 7. 
The results are shown in Fig. 8. The discrimination 
thresholds for the within-band (open circles) and outside- 
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FIGURE 9. A local contrast analysis for some of the results of Fig. 8, those with reference c~ of 0.8. (A) The local contrast 
changes in a frequency band of 2 c/image, supposedly the best for this reference c~. Open circles show the full-spectrum, control 
stimuli. Within-band stimuli, filled circles; outside-band stimuli, open triangles. (B) The local contrast changes in a band of 
20 c/image. 
band stimuli (filled circles) were each normalised with 
respect to that of  the control, full-spectrum stimulus 
derived from the same original image. The figure shows 
clearly that the thresholds for the within-band stimuli are 
very similar to the control values, whereas the thresholds 
for the outside-band stimuli are some 2.5- to 6.5-times 
greater than their respective controls, just as predicted. 
For the reference c~ of 1.4, the power within the critical 
band 5-20 c/image constitutes only about 10% of the 
power in the overall spectrum. Small changes within this 
10% are all that are needed to allow discrimination, while 
changes in the remaining 90% of the spectrum are so 
ineffective that the discrimination threshold is 6.5-times 
greater. Thus, this experiment confirms that the dis- 
crimination task has relied upon the particular limited 
frequency bands that were predicted by the local-contrast 
model. 
Figure 9 and Fig. 10 show further analyses of  some of 
the results from Fig. 8, for the reference ~ values of  0.8 
and 1.4, respectively. In Fig. 9(A), the local contrast was 
first calculated in a frequency band centred on a 2 c/ 
image. The values for the full-spectrum controls (filled 
circles) and the within-band stimuli (open circles) fit 
close to the predicted dipper function, just as with Fig. 
4(A). The values for the outside-band stimuli (open 
triangles) fall far below the dipper since there is almost 
no change in the local contrast at the frequency of 2 c/ 
image in these stimuli. Since the observer was able to 
perform the discrimination task on outside-band stimuli 
(albeit with much elevated threshold), there must 
presumably have been a sufficient cue in some other 
frequency band. Figure 9(B) shows that, indeed, these 
stimuli could have been discriminated by virtue of  
changes in the local contrast in the very different 
frequency band of 20 c/image (at the subsidiary mini- 
mum in Fig. 7, open circles). Now it is the within-band 
stimuli (open circles) that show very little change in local 
contrast in this band, while the local contrast values in the 
outside-band stimuli (open triangles) lie close to the 
dipper appropriate to the band of 20 c/image. 
(D 
(o ¢- 
(D 
(D 
.m 
"o 
t- 
o 
(O 
0.1 
0.01 
0.001 
_ alpha 1.4 0.1 
" ~  0.01 
Z~ 
ZX 
zx 0.001 
alpha 1.4 
g 2.5 c/image 
_0.0 L zxA _0.0 L coc~o 
t ...... I i t ~ i J ~ i i i 6 i t 
0.001 0.01 0.1 1 0.001 0.01 0.1 1 
Reference Michelson contrast 
FIGURE 10. A local contrast analysis for some of the results of Fig. 8, those with reference ~of 1.4. (A) The local contrast 
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FIGURE 11. The changes in local contrast at a centre frequency of 10 c/image in the experiment where the reference stimuli all 
had an ct of 1.4 [cf. Figure 5(C)]. The four panels how the local contrast analysis for operators with different spatial-frequency 
bandwidths. For Eq. (3) and Eq. (4), the ratio of cr to F was 0.2 (A: 0.66 octaves), 0.3 (B: 1.05 octaves), 0.4 (C: 1.5 octaves) or 
0.5 (D: 1.9 octaves). The dipper functions are, of course, identical in the four panels. 
Figure 10 shows a similar analysis of the results at a 
reference ~of 1.4. The local-contrast band centred on the 
10 c/image was the one most implicated in discriminating 
stimuli in which the slope was changed over the whole 
spectrum [Fig. 5(C)]. Figure 10(A) confirms that the 
transformed ata for the full-spectrum and within-band 
stimuli do lie close to the predicted ipper function. The 
data for the outside-band stimuli (open triangles) fall well 
below the dipper. Again, since the observer could 
perform the discrimination task for these stimuli, we 
presume that a different frequency band was used. Figure 
10(B) (open triangles) shows that, indeed, the changes in 
local-contrast for five of the six stimuli did fall on the 
predicted ipper function for the frequency band centred 
on 2.5 c/image. This band is not in the subsidiary 
minimum found in Fig. 7 (filled squares). 
DISCUSSION 
These results and analyses show that a human 
observer's ability to discriminate changes in the slopes 
of the amplitude spectra of complex images (such as 
stimuli derived from photographs of natural scenes) can 
be modelled in terms of a much simpler task: the 
discrimination of changes in the Michelson contrast of 
simple sinusoidal gratings. The changes in the second- 
order statistics (or the slope of the amplitude spectrum) 
are accompanied by changes in the local contrast in one 
or more spatial-frequency bands, and the magnitudes of 
these changes in contrast are similar in some bands to 
those required by the observer to discriminate changes in 
the contrast of a sinusoidal grating of appropriate spatial 
frequency. The success of this modelling is a vindication 
of Peli's (1990) proposal that a meaningful metric of the 
contrast in complex images requires eparate calculation 
in a number of separate one-octave frequency bands. 
We have found that the changes in local contrast in the 
complex stimuli are usually not quite large enough in any 
one frequency band of one octave to account fully for the 
magnitude of the discrimination threshold. This might be 
because our formulation of the local-contrast operator 
[Eqns (2)-(4)] is not a perfect model of cortical neurons 
or channels. We have not investigated exhaustively 
whether changes in the bandwidth of the operator might 
have much influence on our conclusions. However, we 
have examined the effects of bandwidth on some of our 
results: Fig. 11 shows a local-contrast analysis at 10 c! 
image for the experimental results at a reference ~of 1.4; 
we changed the bandwidth in the range from 0.66 to 1.9 
octaves. This covers the range of bandwidths een in 
single neurons in cat visual cortex (Tolhurst & Thomp- 
son, 1981). The calculated contrast in the reference 
stimuli (abscissa) increases slightly with increasing 
bandwidth, presumably because the larger bandwidths 
encompass more of the contrast energy in the spectrum. 
The important feature, though, is that changes in 
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bandwidth between 0.66 and 1.5 octaves cause almost no 
change in the goodness of the fit between model and data; 
at a bandwidth of 1.9 octaves, the fit is not as good. The 
model is, thus, fairly tolerant of changes in bandwidth. 
If the change in contrast in any one frequency band is 
not large enough alone to account for threshold, then it is 
reasonable to postulate that information can be pooled 
from more than one frequency band. Certainly, the local 
contrast does change over a range of more than one 
octave (see the shallow minima of Fig. 7). The 
information from the different bands must surely be 
pooled in some way. We do not yet have either a theory 
or even a set of empirical rules to describe how cues from 
several bands might be combined to determine a 
discrimination threshold. It may be that a simple 
probability-summation rulewould suffice, similar to that 
governing the detection of multi-component stimuli (e.g., 
Graham & Nachmias, 1971; Watson, 1979; Robson & 
Graham, 1981). Alternatively, a model might be devel- 
oped from quadratic or rms pooling models for the 
perceived contrast of stimuli comprising more than one 
grating (Quick et al., 1976; Tiippana et al., 1994; 
Georgeson & Shackleton, 1994). 
It is not enough to show that the changes in local 
contrast in the stimuli are almost adequate to explain the 
magnitudes of the thresholds for discriminating changes 
in ~. We must also show that these changes really are 
providing all the necessary cues. We have done this very 
simply, by measuring the thresholds for stimuli n which 
the changes in the slope of amplitude spectrum have been 
restricted to limited frequency bands. When the changes 
were confined to the frequency band implicated by the 
local contrast analysis, the thresholds were essentially the 
same as if the whole amplitude spectrum had been 
changed, just as predicted (see Fig. 8). Furthermore, for 
the complementary stimuli, where the changes were 
excluded from the implicated band, the thresholds were 
markedly elevated and the observer was forced, appar- 
ently, to use information i another frequency band [Fig. 
9(B) and Fig. 10(B)]. 
Thus, our model suggests that the observer performs 
the discrimination task by detecting changes in contrast 
in a relatively narrow frequency band; the particular band 
seems to be different for different reference ~values. We 
have used the frequency metric c/image throughout this 
paper instead of c/deg. All our stimulus images have been 
of the same size. However, Knill et al. (1990) did change 
the size of their stimulus images, and found no effect on 
the form of the discrimination threshold graphs. We 
might expect, therefore, that the critical freqency band 
(expressed as c/image) would remain much the same if 
we were to change image size or viewing distance, partly 
because the form of the contrast sensitivity curve for 
sinusoidal gratings changes little with a change of image 
size, when frequency isexpressed inc/image (Hoekstra et 
al., 1974; Koenderink et al., 1978). 
We should also consider an alternative explanation: the 
observer is able to estimate the spectral slope of each 
stimulus, perhaps by comparing energy or contrast across 
frequency bands within each stimulus. This was con- 
sidered by Knill et al. (1990), whose modelling did not 
give much support o the idea. A definitive xperimental 
test might be to introduce a random contrast jitter into the 
reference and test stimuli. If the observer detects the 
spectral slope per se, then contrast jitter would not alter 
the observer's performance. However, contrast jitter 
would be disruptive of simple contrast discrimination. 
We are currently testing this possibility. 
An analogy to blurring ? 
The discrimination of changes in the slope of the 
amplitude spectrum was thought by Knill et al. (1990) to 
be addressing the general question whether the human 
visual system is particularly tuned for processing the 
spatial and contrast information found in natural scenes 
(e.g. Barlow, 1961a,b; Marr, 1982; Srinivasan et al., 
1982; Laughlin, 1983; Field, 1987, 1989; Atick & 
Redlich, 1992; van Hateren, 1992; Brelstaff & Troscian- 
ko, 1992; Tadmor & Tolhurst, 1995). However, we 
argued before (Tadmor & Tolhurst, 1994) that the 
experimental paradigm is analogous to blur discrimina- 
tion, and we should consider how our local-contrast 
model relates to explicit studies of blur discrimination. 
Walsh & Charman (1988) found that the thresholds for 
discriminating changes in blur in photographs of street 
scenes were lowest when the pictures were already 
blurred by 1.5 D. They compared this with measurements 
of "blur" discrimination for single sinusoidal gratings, 
and obtained best agreement for gratings with a spatial 
frequency of about 5 c/deg. Our results imply that 
different spatial scales of contrast operator are involved 
for in-focus stimuli (~ of 0.8) compared with blurred 
stimuli (~ of 1.4 or 1.8). For the latter, spatial-frequency 
bands around 7-10 c/image were the most implicated in 
our discrimination task [Fig. 5(C and D)]; since our 
stimuli measured 0.9 by 0.9 deg, this corresponds to a 
spatial-frequency range of about 8-11 c/deg, a value a 
little higher than that suggested by Walsh & Charman 
(1988), whose pictures measured 6×4deg. We do not 
know how the critical frequency band might change if we 
used images of different retinal size. 
Hess et al. (1989) measured thresholds for discriminat- 
ing changes in the degree of blur of a single edge, and 
they modelled their results as a discrimination fchanges 
in the "contrast response" of channels with a bandwidth 
of either 0.75 or 1.83 octaves. The use of operators with 
relatively narrow spatial-frequency bandwidth and the 
reliance on the dipper function for discriminating 
changes of contrast are central to their model, as with 
ours. There is, however, an important difference in our 
models: Hess et al. (1989) calculated the response of the 
operator or channel by simple convolution with the 
luminance profile of their edge stimulus, which is, of 
course, a linear operation. This may be adequate for a 
simple, isolated stimulus uch as an edge, but it is not 
suitable for estimating the behaviour of physiologically 
plausible operators in response to complex two-dimen- 
sional pictures. Neurons in the visual system respond to 
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contrast and not simply to luminance (e.g., Shapley & 
Enroth-Cugell, 1984), and a realistic model of a neuron's 
response must include a division by a local estimate of the 
space-averaged mean luminance (Peli, 1990; Tadmor & 
Tolhurst, 1994). Nevertheless, our model and that of Hess 
et al. (1989) are very similar in philosophy. 
Hess et al. (1989) concluded that channels with a best 
spatial frequency of about 5 c/deg were most likely to 
explain the magnitudes of the discrimination thresholds 
for blurred edges; this is compatible with the conclusion 
of Walsh & Charman (1988) and, perhaps, with our 
interpretation of our own results for ~ values of 1.4 and 
1.8. On the other hand, for edges that were sharp (or in 
focus), Hess et al. (1989) found that the discrimination 
could be modelled as the detection of changes in the 
contrast at about 20 c/deg. This seems to conflict with the 
interpretation of our results for stimuli with an ~ value of 
0.8, the value at which our stimulus images attain their 
best quality and are most nearly representative of in- 
focus images. Our results are explained as the detection 
of changes in contrast hat occur at much lower spatial 
frequencies: 1.5-2.5 c/deg. 
However, this apparent conflict probably arises from 
differences in the way we have constructed our stimuli, 
rather than from any differences in the details of our 
models. Blurring is accompanied by a loss of high spatial 
frequencies from the stimulus, and Hess et al. (1989) 
constructed their stimuli to follow this simple rule. Our 
stimuli were designed so that we could examine the 
changes in second-order statistics without being con- 
founded by other cues, such as changes in overall rms 
contrast or power. We have arranged, therefore, that the 
overall power of our stimuli remains the same when the 
slope of the amplitude spectrum is changed. Thus, in our 
stimuli, "blurring" results not only in the usual loss of 
high spatial frequencies but also in a compensatory 
increase of low spatial frequencies [see Fig. I(A)]. It 
seems that we were more sensitive to these compensatory 
increases in contrast at the low frequencies than to the 
decreases in contrast at high frequencies. In fact, there 
was a subsidiary minimum at about 20 c/deg in the graph 
of Fig. 7 (open circles), implying that this band was 
disadvantaged only marginally compared with the 
favoured band around 2 c/deg. Furthermore, when the 
low spatial-frequency ue was removed [outside-band 
stimuli of Fig. 8(B)], we were forced to use a different 
spatial-frequency band, centred on about 20 c/deg, just as 
suggested by Hess et al. (1989). 
Towards a more complete local-contrast model  
Thus, the present local-contrast model seems to be a 
good step towards explaining the magnitudes of the 
thresholds for discriminating changes in the slope of the 
amplitude spectra of complex images. The model is still 
incomplete; for instance, we have not examined system- 
atically the effects of changing the bandwidth of the 
local-contrast operator. We do not know the rules for 
pooling the cues from several spatial-frequency bands. 
As well as trying to learn these rules from experiments, 
we should also make the model more realistic by using 
local-contrast operators with receptive-field organisation 
more like that of cortical neurons. In particular, the 
operators should have orientation selectivity. Local 
contrast would then be evaluated not only at a series of 
different spatial frequencies, but also at a series of 
different orientations. This was not necessary for the 
present experiments, ince the stimuli were synthesised 
by changing the amplitude isotropically. 
A more detailed model of spatial discriminations must 
do better than to rely on an average of the local contrasts 
within a stimulus image. One can easily envisage 
circumstances where local changes are made in an image 
without there being substantial changes in the average 
contrast, perhaps by moving the locations of individual 
spatial features. The design of our particular stimuli does 
allow averaging across the whole image as a first 
approximation, since the changes that we forced upon 
the amplitude spectra did change the whole image. If the 
model is to have more general applicability, then it must 
also take into account the possibility that contrast may 
change differently at each different location within the 
stimulus. Such a model will require a set of rules (as yet 
unknown) for pooling discrimination cues from different 
spatial frequencies, from different orientations and from 
different spatial locations. It is becoming increasingly 
clear that there are contrast normalisation phenomena 
affecting the responses of single neurons in the visual 
cortex (e.g., Bonds, 1989; DeAngelis et al., 1992; 
Heeger, 1992; Carandini et al., 1996; Tolhurst & Heeger, 
1997), and it is likely, therefore, that the processing of the 
contrast in one spatial-frequency band will be affected by 
the presence of information or contrast in other bands. 
Our model does assume that the detection of changes in 
contrast in each frequency band is unaffected by the 
presence of contrast energy in other bands. This is 
unlikely to be correct, but it is the case that our simple 
independent-channel model is almost sufficient to 
account for the variety of magnitudes of the thresholds 
in our experiments. 
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