Multiagent system research tries to obtain predictability of social systems while preserving autonomy at the level of the individual agents. In this article, social theory is called upon to propose a solution to this version of the micro-macro problem. The use of norms and learning of norms is one possible solution. An implementation of norms and normative learning is proposed and evaluated by using simulation studies and measures for the internalizing and spreading of norms. The results of the simulations provide food for thought and further research. Modeling the norm set of the group in accordance with the individual mind-set in absence of other information (i.e., at the beginning of the group-forming process) proves to be a more fruitful starting point than a random set.
W
hereas in the social sciences, the use of multiagent systems is focused on the modeling simulation of social processes, multiagent systems researchers have a different research agenda. They face the problem of how to ensure efficiency at the level of the (multiagent) system while respecting each agent's individual autonomy. This is in a sense the inverse of the problem of sociology in tradition of, for example, Durkheim, which tries to explain how social cohesion is possible in a world where individuals become more autonomous. Multiagent system development is like social engineering, with a focus on the reduction of behavior variance while maintaining the agent's autonomy. In this sense, multiagent systems research is focused on solutions to the micro-macro problem. I will discuss some theories from the social sciences that may help multiagent systems research in balancing individual autonomy and system efficiency. Issues of autonomy will not be discussed; the reader is referred to previous writings (see, e.g., Verhagen, 2000) .
One possible solution to the problem of combining social-level efficiency with autonomous agents is the use of central control (thus limiting the individual's autonomy severely). In human social systems such as organizations, this is realized via bureaucracy. In multiagent systems, it is the central coordinator that plays this role. This solution works only when the social system's environment has a low rate of change (including changes in the set of individuals included in the social system) because central control has as one of its main characteristics a low rate of adaptability (see Carley & Gasser, 1999 , for a discussion on the impossibility of an optimal organizational structure). When flexibility is of essence, other solutions are called for. An intermediate solution is internalized control, for example, the use of social laws (Shoham & Tennenholtz, 1992) . Structural coordination as proposed in Ossowski (1999) is another example of an intermediate solution that is only suitable for closed systems (or at least systems in which the behavior of new members has to conform to preconceived rules). Open systems (Gasser, 1991) (with respect to the composition of the social system and the environment in which it is to function) require the most flexible solution. This involves a set of norms and learning at all levels, including the level of norms, based on reflecting on the results of actions. During the lifetime of the system, norms evolve (or possible even emerge) to adapt to changes in the circumstances in the physical and social world. Habermas (1984) tried to synthesize almost all schools of social theory of the 20th century into one framework. During the course of this, Habermas distinguished four action models. Each action model makes presumptions about the kind of world the agents live in, which has consequences for the possibilities' modes of rational action in that model. The model of interest for my present purposes is the normative action model. Habermas identified the use of norms in human action patterns as normatively regulated action.
NORMS IN SOCIAL THEORY
The central concept of complying with a norm means fulfilling a generalized expectation of behavior. The latter does not have the cognitive sense of expecting a predicted event, but the normative sense that members are entitled to expect a certain behavior. This normative model of action lies behind the role theory that is widespread in sociology. (Habermas, 1984, p. 85) This view is also in agreement with Tuomela (1995) . Tuomela distinguished two kinds of social norms (meaning community norms), namely, rules (r-norms) and proper social norms (s-norms). Rules are norms created by an authority structure and are always based on agreement making. Proper social norms are based on mutual belief. Rules can be formal, in which case they are connected to formal sanctions, or informal, where the sanctions are also informal. Proper social norms consist of conventions, which apply to a large group such as a whole society or socioeconomic class, and group-specific norms. The sanctions connected to both types of proper social norms are social sanctions and may include punishment by others and expelling from the group. Aside from these norms, Tuomela also described personal norms and potential social norms (these are norms that are normally widely obeyed but that are not in their essence based on "social responsiveness" and that, in principle, could be personal only). These potential social norms contain, among others, moral and prudential norms (m-norms and p-norms, respectively). The reasons for accepting norms differ as to the kind of norms:
• Rules are obeyed because they are agreed upon.
• Proper social norms are obeyed because others expect one to obey.
• Moral norms are obeyed because of one's conscience.
• Prudential norms are obeyed because it is the rational thing to do.
The motivational power of all types of norms depends on the norm being a subject's reason for action. In other words, norms need to be "internalized" and "accepted."
NORMS IN ARTIFICIAL AGENT SOCIETIES
The use of norms in artificial agents is a fairly recent development in multiagent systems research (see, e.g., Boman, 1999; Shoham & Tennenholtz, 1992; Verhagen & Smit, 1997) . Multiagent systems research uses different definitions of norms. Conte and Castelfranchi (1995) described the following views on norms in multiagent system research: (a) norms as constraints on behavior, (b) norms as ends (or goals), and (c) norms as obligations.
Most research on norms in multiagent systems focuses on norms as constraints on behavior via social laws (see, e.g. Briggs & Cook, 1995; Mali, 1996; Shoham & Tennenholtz, 1992) . These social laws are designed off-line, 1 and agents are not allowed to deviate from the social laws (except in the work by Briggs; see below). In this sense, the social laws are even more strict than the r-norms Tuomela (1995) described, which come closest to these social laws. The social laws are designed to avoid problems caused by interacting autonomous selfish agents, thus improving cooperation and coordination by constraining the agents' action choices. This view on norms is based on the view on norms as developed within game-theoretical research such as Ullman-Margalit (1977) . In Briggs and Cook (1995) , agents may choose less restrictive sets of social laws if they cannot find a solution under a set of social laws, thus introducing a possibility for deviation. This approach is close to the approach in Boman (1999) , where sets of norms are used by an artificial agent decision support system (pronouncer) to reorder decision trees with the agent having the possibility to refrain from using the reordered decision tree. The reasons behind this are not further developed in Boman (1999) , in contrast to Briggs and Cook (1995) . However, the title of Briggs and Cook's article ("Flexible Social Laws") is deceiving; it is not the laws that are flexible but the way in which they are applied. The laws do not change; it is the agent who decides to apply them or not. The agent is only allowed to deviate from a social law if it cannot act. Thus, the authors deny that not acting can be a choice and disconnect the choice of applying a social law from more realistic reasons other than the possibility to act.
Work on cognitive grounded norms is conducted in the group around Castelfranchi and Conte (see, e.g., Conte & Castelfranchi, 1995; Conte, Castelfranchi, & Dignum 1999; Conte, Falcone, & Sartor, 1999) or in research inspired by their work (see, e.g., Saam & Harrer, 1999) . In Conte, Castelfranchi, et al. (1999) , norms are seen as indispensable for fully autonomous agents. The capacity for norm acceptance is taken to depend on the ability to recognize norms, normative authorities, and on solving conflicts between norms. Because normative authorities are only important in the case of r-norms, the agents should also be able to recognize group members able to deal with s-norms (Tuomela, 1995) . In Tuomela (1995) , a theory solving conflicts between norms of different categories is developed that can complement the research described in Conte, Castelfranchi, et al. (1999) . The origins of norms are not clarified in Conte, Castelfranchi, et al. (1999) . However, the possibility of norm deviation is an important addition to multiagent systems research on norms.
In this article, norms are viewed as internalized generalized expectations of behavior. The agent expects itself to follow the norms (in this sense, norms steer the agent's behavior). Other members of the group to which the norms apply are also expected to behave according to the norms. Norms can thus be used to predict the behavior of fellow group members. Deviation from norms is possible but is followed by rebuke from the other group members (see, e.g., Gilbert, 1989 Gilbert, , 1996 .
The modeling of norms and the learning of norms are partially based on Boman (1999) . In Boman (1999), a general model for artificial decision making constrained by norms was presented. In this model, agents adhere to norms via local adaptation of behavior or via groups exercising their right to disqualify action options. The adaptation of behavior consists of an internalization of group norms or more precisely a synchronization of the individual behavior dispositions to those of the group. The learning of norms constitutes an individual behavior pattern endorsed by the group and is thus the basis for socially intelligent behavior. The assessments in the information frames gradually evolve, in order for the agent to act in accor-dance with the norms of its group. The group norms, or social constraints, are not merely the union of the local information frames of its members but rather develop interactively, as do the local information frames.
The use of norms as a mechanism for behavior prediction and control assumes at least two components: a theory of acceptance of norms (which is the focus of Conte, Castelfranchi, et al., 1999) and a mechanism for the spreading and internalizing of norms. I will focus on the second component and in particular test the possible use of communication of normative advice as a way of spreading norms. As for the acceptance of norms, to reduce the complexity of the research topic, in this article, I presume that if an agent is part of a group, it blindly accepts the norms of that group. The degree to which the group norms are applied in the agent's decision making is dependent on the degree of autonomy the agent has with respect to the group-autonomy meaning the freedom of choosing to not comply with the norms. In general, the group does not condone this behavior, and sanctions may be applied. However, I will not discuss these mechanisms in the current article. I will study the influence of normative comments on previous choices. This contrasts with the norm-spreading mechanism in Boman (1999) , where normative advice is sought before an agent makes its choice.
I will introduce the simulation model developed to test the usability of these concepts in multiagent systems and discuss the results obtained so far. After this, I will indicate possible topics for further research.
SIMULATION OF THE SPREADING AND INTERNALIZING OF NORMS
The simulation model consists of several agents roaming a two-dimensional space. The agents form a group, with one of the agents acting as the leader. Every spot in the two-dimensional space may contain either nothing, one piece of Resource A, one piece of Resource B, or one piece of both resources. The agent has a choice to either do nothing, move to another spot, or take Resource 1 or Resource 2 (if available). Combining the number of content alternatives with the choice alternatives and outcome alternatives (whether the chosen alternative is realized or not) gives 20 combination alternatives in total. These alternatives are summed up in a so-called decision tree.
A decision tree is a general structure for summing up alternatives, probabilities of outcomes, and utility values of those outcomes. For example, if an agent finds itself in a spot with one item of Resource A and one item for Resource B, the agent has the following choices: (a) consume Resource A, (b) consume Resource B, (c) move to another spot, and (d) do nothing.
Suppose the agent has almost full capabilities in consuming the resources (e.g., probability is .9), the probability of moving to another spot being successfully executed is less high (e.g., .8), and the probability for doing nothing is equal to 1, and for all probabilities goes that they add up to 1 for all alternatives. Suppose also that consuming Resource A has a utility value of .8 (and .3 for its counterpart), whereas consuming Resource B has a utility of .4 (thus expressing that the agent prefers Resource A over B), moving has a utility of .6 (thus being preferred over resource B), and doing nothing has a utility of .1. The numerical representation of the decision tree for this situation is , 0.9, 0.8, 0.1, 0.3, B, 0.9, 0.4, 0.1, 0.3, M, 0.8, 0.6, 0.2, 0.4, N, 1, 0.1, 0, 0) .
Choosing one of the four alternative actions is solved via calculating the estimated outcome of each of the four alternatives and picking the one with the highest outcome. Esti-mated outcome is the product of the probability of the alternative working out times its utility minus the product of the probability of its counterpart times its utility.
Thus, in this situation, the following four estimated outcomes can be calculated:
• Consume Resource A has an estimated outcome of (0.9 × 0.8) -(0.1 × 0.3) = 0.69.
• Consume Resource B has an estimated outcome of (0.9 × 0.4) -(0.1 × 0.3) = 0.33.
• Moving to another spot has an estimated outcome of (0.8 × 0.6) -(0.2 × 0.4) = 0.4.
• Doing nothing has an estimated outcome of (1 × 0.1) -(0 × 0) = 0.1.
Consequently, the agent chooses to try to consume Resource A.
Description of Decision-Making Model
Every agent has a private decision tree containing its personal evaluations (self-model) and a group decision tree containing the evaluations the agent presumes the group (group model). The group model expresses the agent's interpretation of the norms the group holds. When faced with a decision situation, the agent combines both trees to one single tree that can be evaluated in the manner as described above. In this combination of decision trees, the degree of autonomy of an agent relative to the group determines what weight the group model and self-model are given respectively. The resulting decision tree is thus calculated as in Figure 1 .
After making its choice, the agent announces its choice situation and choice to all other group members and executes its choice. The other group members will send feedback to the agent, consisting of their self-model for that situation. The group model is updated every time n messages are communicated by the other agents. This memory size can also be varied. The feedback of the leader of the group weighs heavier than the feedback of the other agents. This is set via the leadership value, with a leadership value of 10 expressing that the leader's feedback is interpreted 10 times. The group model is updated as shown in Figure 2 .
The agent's self-model is updated based on the outcome of the choices (i.e., feedback from the environment).
Implementation of the Model
The simulation model is implemented in Java, with each agent being a separate thread. The agents communicate with the environment and each other through a router programmed using JATLite. Varying the settings for the agents requires editing of some data files and Java code files and (re)compiling these. All simulation runs were run for 100 minutes (during test runs, this proved to be adequate for the system to reach equilibrium) and repeated six times for each setting. During the simulation run, a log file is kept for each agent that gets updated every minute with the agent's self-model and coalition model at that point in time. These are read into Excel and analyzed off-line.
Simulation Setups
The following simulations were run: The leadership factor varied between 1, 2, and 10; autonomy (on a scale from 0 to 1) had a value of .0, .4, or .8; and the initial group model was either set to a default model (equal for all agents) or equal to their self-model (different for all agents). This gives 18 simulation setups in total. The following three hypotheses were formulated:
Hypothesis 1: The higher the degree of autonomy, the lower the predictability of behavior will be. Hypothesis 2: The higher the leadership value, the higher the predictability of behavior will be. Hypothesis 3: If the personal decision tree equals the initial group decision tree, the predictability of behavior will be higher compared to an initial random group decision tree.
The variance of behavior can be measured in several ways. One way is by determining the difference between an agent's self-model and its group model, expressing the internalizing of norms. This is calculated as shown in Figure 3 .
Another measure consists of the differences in the group models across the agents, expressing the spreading of norms. The spreading of norms is calculated as shown in Figure 4 .
A higher variance of behavior is thus a higher norm-spreading factor (the agents are closer to each other with respect to their vision on the norms of the group) and a lower norm-inter- nalizing factor (the agents have a higher difference between their self-model and their group model).
SIMULATION RESULTS
In Figures 5 and 6 , the first hypothesis is tested. The hypothesis that a higher autonomy value results in lower behavior predictability holds for the spreading of norms ( Figures 9 and 10, shows a different result. Here, the hypothesis holds for nearly all simulations, the only exception being the norm spreading in the case of the autonomy factor equaling .8 and leadership Factor 2. Figure 9 shows that the results for the norm-spreading factor are more or less independent on the choice of initial model. In Figure 10 , the norm-internalization factor is shown to be dependent on the initial group model. The norm-internalization factor is one order of magnitude lower for the initial group model based on the self model instead of the default model.
DISCUSSION AND FUTURE RESEARCH
The formulated hypotheses did not hold for all measures and simulations run. Several factors may play a role here. One possible cause is that not all situations occur during the simulation. Because the norm bases are only updated for the situations that occur, some utilities do not change during the entire simulation. A second explanation may be that the variance between different runs with the same setting could be greater than the difference between runs with different settings. A third possible explanation is that the norm-spreading and norm-internalizing measures are measures of learning at different levels. The self model proved to be more successful as an initial group model compared to a default model for the norm-internalizing factor, whereas the result showed no difference for the norm-spreading factor. Thus, I conclude that using the self model as an initial model of the group model is a useful strategy with positive effects. Further simulation experiments will be conducted to draw conclusions about why the norm-spreading factor does not comply with the first two hypotheses. Another topic for future research will be the formation of groups.
NOTE
1. In Shoham and Tennenholtz (1997) , social laws and conventions are not designed off-line but emerge at run time. Social conventions limit the agent's set of choices to exactly one. The agents are not allowed to deviate from the social laws or conventions. Furthermore, a central authority forces agents to comply.
