limited number of wavelengths per fiber, where provisioning seeks to minimize the amount of required fiber 16, 71.
This paper concerns connection provisioning for optical networks employing wavelength division multiplexing. A heuristic algorithm is developed and numerically studied for routing and wavelength assignment Of a set Of static connection solution of this problem. An adaptation of the algorithm is specified set of failures. The proposed algorithm is based on taking all failures into consideration simultaneously, and performs better than developing independent designs for each failure.
In this paper we focus on heuristic methods for provisioning a stat,ic set, of connections on a. given WDM optical network topology. It is assumed that each connection requires a dedicated wavelength on each link of its path. We consider on each fiber, and therefore the connections are established Each fiber has a cost which reflects the fiber material, optical amplifiers, and the optical termination equipment at both ends of the link, The objective of provisioning is taken as the minimization of the total network cost.
requests. The much faster than the Optimum the setting where there is a fixed set of wavelengths available proposed to design networks which can at the expense of possibly multiple fibers on network links.
Introduction
Trarisport networks are wide area networks that provide connectivity for aggregated traffic streams. Modern transport networks increasingly employ wavelength division multiplexing (WDM) technology to utilize the vast transmission bandwidth of fiber. WDM is based on transmission of data over separate wavelength channels on each fiber. At the present, time, WDM is mainly employed as a point-to-point transmission technology. In such networks, optical signals on each wavelength are converted to electrical signals at each network node. On the other hand, WDM optical networking technology, which has been developed within the last decade, and which is becoming commercially available [I, 2, 31, employs wavelengths on an end-to-end basis, without electrical conversion in the network.
Provisioning of a transport network refers to assigning network resources to a static traffic demand. Efficient provisioning is essential in minimizing the investment made on the network required to accommodate a given demand. In the context of WDM optical networks, provisioning means routing and wavelength selection for a set of end-to-end wavelength allocation demands, given a demand distribution and a network topology. Naturally, provisioning of WDM networks has been subject to considerable interest. This interest concentrates on roughly two categories of settings; the case of limited deployed fiber, where provisioning seeks to minimize the number of required wavelengths [4, 51, and the case of Since transport networks are chartered to carry high volumes of traffic, network failures may have severe consequences. This imposes fault-tolerance as an essential feature for transport networks. Fault-tolerance refers to the ability of the network to reconfigure and reestablish communication upon failure, and is widely known as restoration. Restoration entails rerouting connections around failed components under a targeted time-to-restore. A network with restoration capability requires redundant capacity to be used in the case of failures, and a primary concern in designing such networks is to provide robustness with minimal redundancy. In principle, design methods devised for conventional, singlewavelength restorable networks [8, 9, 101 can be employed in WDM optical networks as well. Such designs prescribe switching all wavelengths in a fiber together in the case of failure. WDM optical networking, however, provides the capability to switch individual wavelengths, lheieby offers a richer set of design methods [ll, 12, 
131.
The first part concerns provisioning in networks that do not account for restoration. Such a netwoik is called a pIiInaiy network, and the objective in primary-network design is to minimize the cost associated with the working fibers. This problem can be formulated as an integer linear program (ILP) in a straightforward manner, however the computational complexity of the ILP is prohibitive for a network whose size is not trivial. Therefore efficient heuristic solution methods are needed. We present such a heuristic algorithm that produces good solutions several orders of magnitude faster than The paper is comprised of two parts.
0-7803-4383-2/98/$10.00 0 1998 IEEE.general-purpose ILP packages. The second part of the paper involves an adaptation of this heuristic to provisioning in restorable networks. We consider precomputed restoration schemes where the reaction of the network to certain failures is computed in advance, so that upon each failure a certain reconfiguration is adopted. The heuristic algorithm entails determining all reconfigurations simultaneously, in a coordinated manner. This results in better designs compared to methods in which the configurations are developed independently for different failures.
The discussion in the paper is limited to wavelengthselective WDM optical networks: It is assumed that each connection occupies the same wavelength on its entire path. Nevertheless, the algorithm easily extends to networks in which an arbitrary subset of nodes have wavelength conversion capability.
The outline of the paper is as follows. The primarynetwork design problem is studied in Section 2. Essential definitions and a mathematical formulation of the problem are provided. Section 2.1 concentrates on a related but simpler problem, whose solution leads to a heuristic algorithm for the original problem. This algorithm is the subject of Section 2.2. Section 3 concentrates on the restorable-network design problem. The problem is formulated, and an adaptation of the heuristic algorithm is proposed as an efficient heuristic solution method. The performances of the proposed heuristics are observed numerically in Section 4. Finally, concluding remarks are presented in Section 5.
Primary-network design
We start the formulation of the primary-network design problem by providing some essential definitions which are used throughout the paper. In this paper a network is represented by an undirected, weighted graph G = ( N , E , D ) . Here N denotes a set of nodes, E denotes a set of links, and D = ( d ( e ) : e E E ) denotes a set of positive link weights.
In the envisioned applications, the weight of a link represents the cost per fiber deployed on the link. The set of wavelengths that are available on each fiber is identified by W. Given a link e , a path p , and a wavelength w, the pair (e, w) is called a lighthop, and the pair ( p , w) is called a lightpath. Let U = N x N denote the set of node pairs in the network. The demand for the network is an integer vector 6 = (6(u) : u E U ) where 6(u) denotes the number of connections to be established between the pair of nodes in u. It is assumed that in the primary network each such connection can only be routed on a path from a prespecified set of admissible paths, which is identified by P(u). If p € P(u) and w E W, then we call the pair (p,w) an admissible lightpath for the node pair u.
An assignment is defined as a real vector a = ( a ( p , w ) : 
are variables, whereas (x(e, w) : e E E , w E W ) is determined by equality (1). Typical numbers of variables and constraints in the ILP formulation are listed in Table 1 for some mesh-like topologies of various sizes. General purpose codes for solving ILPs 1,ypically employ branch and bound techniques with linear programming relaxation. As indicated in Section 4, such solution methods generally entail a very high computational complexity, even for moderate size networks, particularly if there is a large number of connections to be established. In view of this, we focus on heuristic solution methods, and in the rest of this section introduce an efficient heuristic algorithm.
A motivating optimization problem
In this section we briefly digress from primary-network design, and introduce a collection of auxiliary optimization problems which are parametrized by a positive scalar a.
These problems are related to the primary-network design problem P in that, as a grows larger, their cost functions acterization of solutions to each auxiliary problem, which in turn inspires a heuristic solution method for problem P. We start with some definitions. Given a positive number a, let J" denote a cost function such that for each assignment
e E E thus lima+oo J"(a) = J ( a ) uniformly for all assignments a. Finally, let the optimization problem Pa be defined as follows:
Notice that in contrast to the problem P , solutions of Pa are not constrained to be integer-valued assignments.
We next study possible solutions of P". Towards this end, note the differentiability of J", and let M" ( p , w) denote its partial derivative with respect to a(p, w). Namely, given an assignment a with corresponding load x, If ( p , w) and (p', w') are admissible lightpaths for a node
then one can find a small, positive number D such that decreasing a(p, w) by (T and increasing a@', w') by D results in another assignment whose cost is strictly less than J" (u) . Thus if an assignment a is optimal for problem P a , then for each node pair u and each admissible lightpath ( p , w) of u,
where m,(a) = min{M"(p', w') : (p', w') admissible for u}.
The following proposition establishes that this condition is also sufficient for optimality in P".
Proposition 1 There exists a solution to the problem P". An assignment a solves P" if and only if condition (2) holds for each node pair u and each admissible lightpath (P,W) o f u .
Proposition 1 does not provide a constructive characterization for the solutions of problem P". However such solutions can be well approximated by employing steepest descent methods. In the context of optimal routing, such methods are referred to as flow deviation algorithms. In the present context, flow deviation entails identifying a lightpath that has the smallest partial derivative M " , and obtaining a better assignment by increasing the assignment on that lightpath by an appropriate value. In particular one can employ a sequence of flow deviations to arrive at a real assignment that is near-optimal for problem Pa (for a sketch of proof, consult [14, Problem 5 .311 together with Proposition 1). In the following section we use an adaptation of this idea to develop a heuristic, iterative procedure to obtain good integer assignments for the original problem P.
The heuristic design algorithm
In this section we return to the primary-network design problem, and describe a heuristic solution method. The method relies on a metric defined on the lightpaths of the network. Namely, given an assignment a, with the corresponding load and n e ( a ) = I{Ul 6 W : z(e,G) = max,~x(e,w')}l is the number of wavelengths that have the maximum load on link e . Note that
To facilitate the description of the algorithm it is convenient to identify each connection in the network separately. Towards this end, for each node pair u, let A(u) denote the set of connections to be established between u. In particular IA(u)I = 6(u). A configuration is defined as a mapping from the connections into the associated admissible lightpaths, and identifies a path and wavelength selection for each connection. Given a configuration, let p ( c ) and w(c) denote respectively the path and wavelength assigned to connection c. Also let the cumulatave metrae of the network denote the sum CUEU CcEqu) M(P(c)lw(C)).
A configuration uniquely identifies an integer assignment a. We thus define the cost of a configuration as the cost J ( a ) of the corresponding assignment. Let x denote the load corresponding to a. A straightforward calculation yields that
hence the cost of a configuration is given by the cumulative metric of the network. This observation, along with the flow deviation approach of Section 2.1, inspires a heuristic algorithm which we describe next.
The algorithm starts with an arbitrary initial configuration, and iteratively computes new configurations until a certain stopping criterion is fulfilled. An iteration involves one decision by each node pair. Namely, each node pair The computational complexity per iteration of the algorithm is linear in the total number of connections and in the total number of admissible lightpaths. As reported in Section 4, the algorithm typically produces good configurations in a small number of iterations, thus it provides a fast, suboptimal alternative to the integer programming approach.
Restorable-network design
This section concerns the provisioning of networks that have restoration capability. The aim of the provisioning methods considered here is to minimize the network cost while providing sufficient capacity to guarantee network robustness against a specified set of failures. We consider the case when a primary-network configuration is fixed in advance, and assume that upon each failure connections are sustained tic methods to obtain such reconfigurations are introduced next. The performances of these methods are numerically by adopting a predetermined reconfiguration. Two heurisevaluated in the following section.
We start with a number of definitions which are helpful in the formulation of the design problem. Suppose that a primary-network configuration is given, so that under normal operation conditions (Le. no failures) the lightpath assignment of each connection is known. A failure scenario is defined as a collection of failed network components. Here a network component may denote a link or a node. The set of connections that are allowed to be reconfigured upon a failure scenario f is referred t,o as the impact set of the failure scenario, and is denoted by I f . This set is a design variable, however it necessarily includes the connections that utilize at least one of the failed components in the primary-network configuration. Larger impact sets yield more efficient designs at the expense of larger :restoration time and complexity.
Upon failure scenario f, each connection c in the impact set I f needs to be reassigned ab lightpath from the set of restoration paths for c, denoted by P f ( c ) . Naturally, the paths in the set P j ( c ) may not utilize any of the components in the failure scenario f . This set also takes on different forms for link-based and path-based restoration schemes, as explained in Section 4. Finally, a reconfiguration for the failure scenario f refers to a lightpath assignment in which the connections in the impact set I f are assigned restoration paths, whereas the remaining connections retain the same lightpaths as in the primary-network configuration.
Each reconfiguration identifies an integer vector on the lightpaths of the network. We now provide a description of this vector, which will be useful in the mathematical formulation of the problem. Consider a reconfiguration for failure scenario f , and let a j ( p , w ) denote the number of connections assigned to lightpath ( p , w ) . Also let b f ( p , w ) be the number of connections that are assigned the lightpath ( p , w) in the primary-network configuration, but do not belong to the impact set I f . Note that each such connection needs to be assigned the same lightpath in the reconfiguration, therefore a f ( p , w ) 2: b f ( p , w ) . For each node pair u , let P f ( u ) = U,c~(u)nr,l'~(c) denote the restoration paths associated with u , The total number of connections on these paths is no less than the number of reconfigured connections, Finally, the reconfiguration should satisfy the demand, and tor which satisfies the above conditions is called a reassignment for failure scenario f . Note also that a reconfiguration can easily be constructed from such a vector.
Design of a restorable network entails determining reassignments for a collection of envisioned failure scenarios.
Let F be such a collection. A set AF = ( a f : f E F ) of one reassignment for each failure scenario in F is called a restoration program for F . A restoration program identifies a reconfiguration to 'be adopted upon each failure scenario. Let z denote the load corresponding t o the primarynetwork configuration, and for each f E F , let zf denote the load under reassignment a!. For In addition to the size of the network, the complexity of the above ILP depends on the number of failure scenarios and the size of the associated impact sets. In typical applications each link failure is considered as a possible failure scenario, and the size of the ILP is large enough to necessitate fast and suboptimal heuristic solution methods. Two such methods are considered next, and their performances are compared in the following section.
Method of independent designs
A straightforward heuristic solution for problem R entails decoupling the problem into IF1 independent network design problems, one for each failure scenario f E F . In particular, for each failure scenario f, one adopts a reconfiguration that would be optimal in the case F = {f}. Namely, the method of independent designs prescribes the restoration program If the size of each impact set is small relative to the total number of connections, then the method of independent designs results in significant reduction in computational complexity. However, since the reassignments ( a i : f E F ) are obtained in an oblivious fashion, this method may lead to restoration programs with high redundant capacity and thus high cost. To illustrate this on an example, consider the topology of Figure 3 where F consists of the three single-link failures. Assume that the number of wavelengths is 8, and 24 connections are to be established between the two nodes, so that an optimal primary-network design yields one fiber per link. For definitiveness, assume also that the impact set of a failure is the set of connections on the associated link. The method of independent designs may conceivably result in one redundant fiber on each link, whereas it actually suffices to have one redundant fiber on only two of these links. This observation motivates coordinated heuristic design methods, one of which is the subject of the following subsection.
Heuristic algorithm for coordinated designs
An adaptation of the primary-network design algorithm of Section 2.2 provides an approximate solution method for the restorable-network design problem. Description of the method relies on a metric defined for each lightpath in the network. Namely, given a restoration scheme A F , the metric M * ( p , w) of a lightpath ( p , w) is defined as and n,"(Ap) = l{G E W : z * ( e , G ) = max,~z*(e,w')}l.
Note that n g ( A~) is the number of wavelengths on link e that would become fully loaded under some failure scenario f E F , provided that the restoration program AF is adopted.
We now describe the algorithm. The algorithm maintains one reconfiguration for each failure scenario. The pair the algorithm is given in Figure 4 . The output of the algorithm is a restoration program that achieves the smallest cost in the course of the iterations. Note that the metric of a lightpath is determined by all assignments in the current restoration program, in turn developments of distinct reconfigurations are coupled with each other.
At any stage of the algorithm, the quantity m a x I~~~ z*(e, w) denotes the capacity requirement of link e under the current restoration program. By definition (4) a lighthop contributes to a lightpath metric only if there is a failure scenario under which the lighthop becomes fully loaded. Therefore, when rerouting a connection, the algorithm prefers to avoid such lighthops if possible, thereby does not promote increasing the capacity requirement of the network. Furthermore, if a lighthop is fully loaded under some failure scenario, then its contribution to the lightpath metric is inversely proportional to the number of such lighthops on the same link; thus the lightpath selection also promotes high wavelength utilization. Note that in the example of Figure 3 the algorithm finds the optimal solution in one iteration. On the other hand, one can imagine cases in which the rerouting decision taken by the algorithm entails a capacity increase at some links, hence increase of cost, although this is not absolutely necessary. Such decisions typically increase the number of lighthops (e, w) such that m* (e, w) = 0, thereby may help the next rerouting decision result in a smaller cost. The algorithm typically performs significantly better than the method of independent designs, as can be observed by the numerical results given in the following section.
A numerical study
This section focuses on a numerical study of the heuristic algorithms introduced in Sections 2 and 3. The heuristic primary-network design algorithm of Section 2.2 is compared with the optimal solution of the design problem, a5 well as a commercially available, general purpose heuristic algorithm for solving linear integer problems. Finally the two restorable-network design algorithms of Section 3 are studied under several restoration schemes.
The numerical results reported in this section are based on simulations that are conducted on the network topology of Figure 5 . This topology is comprised of 32 nodes and 50 links. The weight of each link is taken as the distance of the link, hence the objective of the design problem is to minimize the total fiber-miles in the network. The number of admissible paths is identical for each node pair, and is denoted by k . The set of admissible paths is taken as the first k shortest paths.
The optimal cost and the cost obtained by the heuristic primary-network design algorithm of Section 2.2 are given in Table 2 , for several values of k . In all cases the heuristic solutions are obtained within 200 iterations, and the optimal solutions are calculated via the CPLEX software package'. Table 2 .a summarizes our observations in the case when a total of 200 connections are established and the number of wavelengths is 8: For k = 1 the optimal solution was obtained in 355 (cpu) seconds on a Sparc20 workstation. For k = 2 and k = 3 the optimal solution could not be obtained within a week; therefore only upper and lower bounds, provided by the same package, are provided for these cases. in a few hours, and for k = 3 an integer assignment with cost 44,335 was obtained in a day. Since the integer assignment obtained for the case k: = 2 is also admissible for the case k = 3, the value 30,1601 is registered as an upper bound for the latter case. The corresponding heuristic solutions were obtained in roughly k: x 8 (cpu) seconds. Similar observations were made about establishing 200 connections with 16 wavelengths, as illustrated in Table 2 .b. When a larger problem with 800 connections itnd 32 wavelengths was considered, the CPLEX algorithm computed the optimal assignment in about 10 hours for k = 1, however for larger values of k it failed to generate any integer assignments within a week.
In contrast, the heuristic algorithm generated solutions in roughly k x 130 (cpu) seconds, as indicated in Table 2 .c. The value of the optimal solution is minimal in the case k = 03, when any path connecting a given pair of nodes is admissible for that pair. While this case entails a high complexity for the ILP formulation, it can be handled efficiently by a simple variation of the heuristic algorithm. In particular each selected connection is first removed from the network, then an admissible lightpath that has the minimum metric is found via Dijkstra's shortest path algorithm, and finally the connection is rerouted on that lightpath. The last rows in Tables 2.a, 2.b, and 2.c give the values obtained by this approach.
In the heuristic algorithm] a lighthop contributes to a lightpath-metric only if it achieves the maximum load on the associated link. One can thus imagine configurations in which connections are routed over a large number of hops, yet it is undesirable for any one connection to change its lightpath. Such situations are likely to limit the performance of the algorithm if the number of admissible paths per node pair is large so that some paths are considerably longer than others. To avoid such high-cost fixed points it is reasonable to modify the metric A4 by setting We now consider the merits of the primary-network design algorithm relative to a general purpose heuristic solution method that is provided in the CPLEX package. The CPLEX heuristic is based on pre-assigning integer values to a number of variables, using a rounding argument on a solution of the LP relaxation of the problem. A reduced ILP of a manageable size is thereby obtained. The major drawback of this approach is that it may not lead to integer assignments. This issue arises consistently in large problems. Here we concentrate on a range of the total number of connections for which the CPLEX heuristic produced integer assignments. The resulting costs and time complexities of the two heuristics are plotted in Figure 6 . In the simulations k = 2, the number of wavelengths is 8, and the data are obtained by averaging over 10 different traffic demands.
In the rest of this section we focus on the design of restorable networks. Three different restoration schemes are considered for these networks: In the full-reconfigurataon scheme all connections are allowed to be reconfigured upon a failure, whereas in the path-based and lank-based restoration schemes a connection can be reconfigured only if it uses failed components in the primary-network configuration. In full-reconfiguration and path-based schemes a reconfigured connection is assigned to one of the k shortest paths in the faulty network. In the link-based scheme such a connection retains the functional segment of its original lightpath, and bypasses each failed network component by using one of the k appropriate shortest paths.
We now provide a numerical comparison of the two Full-reconfiguration Path-based Link-based 1.56 1.28 restorable-network design algorithms introduced in Section 3. We take k = 2, and consider the two problems of provisioning 200 connections with 8 wavelengths, and provisioning 800 connections with 32 Wavelengths. The set of failure scenarios] F , is taken to be the set of all single-link failures] and the three restoration schemes of the previous paragraph are considered. The heuristic algorithm of Section 2.2 is employed to obtain the primary-network configuration, as well as each individual reconfiguration in the method of independent designs. The ratio of the redundant fiber-miles to the working fiber-miles obtained in each case is given in Table 3 . Note that in each of the settings (a) and (b), the primarynetwork design, hence the working fiber-miles, is identical for all schemes and algorithms. The full-reconfiguration and link-based schemes required respectively the least and most fiber-miles, and the coordinated heuristic resulted in roughly 20% savings in spare capacity in each restoration scheme.
Conclusion
This paper concerned two heuristic methods for routing and wavelength assignment of static connections in WDM optical networks. The first method is an iterative algorithm which is suitable for networks that do not account for failures. The algorithm is based on greedy decisions by the connections to decrease a certain metric whose minimum value corresponds to an optimal assignment. The computational complexity per iteration of the algorithm is low, and it is shown numerically on a mesh-like topology that the algorithm generates efficient solutions in a reasonable number of iterations.
The second method concerns the design of fault-tolerant networks, and is obtained by an adaptation of the first method.
The method entails coordinated planning of several failure scenarios, and a numerical study shows that it provides more efficient designs than those obtained by considering the failures independently. 
