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We introduce the ‘displacemon’ electromechanical architecture that comprises a vibrating
nanobeam, e.g. a carbon nanotube, flux coupled to a superconducting qubit. This platform can
achieve strong and even ultrastrong coupling enabling a variety of quantum protocols. We use this
system to describe a protocol for generating and measuring quantum interference between two tra-
jectories of a nanomechanical resonator. The scheme uses a sequence of qubit manipulations and
measurements to cool the resonator, apply an effective diffraction grating, and measure the resulting
interference pattern. We simulate the protocol for a realistic system consisting of a vibrating carbon
nanotube acting as a junction in a superconducting qubit, and we demonstrate the feasibility of
generating a spatially distinct quantum superposition state of motion containing more than 106
nucleons.
I. INTRODUCTION
The superposition principle is a fundamental tenet
of quantum mechanics and essential for understanding
a wide range of quantum phenomena. As the scale
of quantum objects increases, the experimental conse-
quences of this principle become increasingly hard to iso-
late. Is there a scale at which this tenet begins to break
down? The strongest tests of superposition come from
matter-wave interferometry between trajectories of large
molecules. Remarkably, interference can be measured us-
ing molecules of mass as large as 7 × 103 atomic mass
units (amu) [1, 2]. The ability to create unambiguous
superpositions on a mesoscopic scale would allow tests
of quantum collapse theories [3] and gravitational deco-
herence [4, 5], ultimately addressing experimentally the
question of why we fail to see superpositions in every-
day life [6]. This has inspired numerous challenging pro-
posals to detect interference of larger particles [7–9] via
optomechanical coupling [10], or using levitated nanodi-
amonds [11, 12].
Nanomechanical resonators span this mesoscopic mass
scale from ∼ 106 to ∼ 1016 amu and therefore pro-
vide an attractive route to extend the scale over which
quantum effects can be observed. Recently, cooling to
the ground state [13–15], and such elements of quan-
tum behaviour as state squeezing [16–18] and coherent
qubit coupling [13, 19, 20] have become accessible with
mechanical resonators of this scale. Moreover, signifi-
cant progress towards observing mechanical superposi-
tion states has been made in both opto- and electrome-
chanics, and mechanical interference fringes have recently
been observed at a classical level [21]. The observation of
∗ edward.laird@materials.ox.ac.uk
quantum interference, however, remains outstanding and
is a key goal of this paper.
Here we introduce the “displacemon”, a device that
enables strong coupling between a nanomechanical res-
onator and a superconducting qubit. We show how to
create an effective diffraction grating that leads to an in-
terference pattern in the resonator’s displacement. The
scheme works using a sequence of manipulations on the
qubit to create an effective grating with a fine pitch and
therefore a large momentum displacement. In molecular
interference experiments, the diffraction grating is typi-
cally an etched membrane; however, van der Waals in-
teractions with the slits mean this is hard to extend to
large particles [1]. More advanced implementations use
optically defined gratings; the pitch, which sets the mo-
mentum separation of the diffracted beams, is then lim-
ited by the optical wavelength [22]. In our scheme, the
pitch is limited neither by an optical wavelength nor by
the size of the resonator , but by the qubit-resonator cou-
pling strength. As we will show, this allows for diffrac-
tion gratings with a pitch narrower than the ground state
wave function.
Our proposed device uses a vibrating nanobeam flux-
coupled to a superconducting qubit, through which all
manipulations and measurements are performed. As a
nanobeam that optimally combines high mechanical fre-
quency, low dissipation, and the ability to couple strongly
to superconducting quantum devices, we propose a sus-
pended carbon nanotube. Previous proposals for quan-
tum motion in nanotubes [23, 24] have been based on
coupling to a spin qubit; however, the coherence require-
ment on the qubit is stringent [25]. Here, using realis-
tic parameters derived from experiments, we show how
to construct an effective mechanical diffraction grating
and measure quantum interference in a moving object of
> 106 amu. This work enables the mass scale on which
quantum interference can be observed to be extended by
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FIG. 1. Device for strong qubit-mechanical coupling. (a)
Electrical schematic. The device is a gradiometric trans-
mon qubit, biased by flux difference ∆Φ between the SQUID
loops. With a suspended nanotube acting as at least one
junction (shown here for the right junction), the displacement
modulates ∆Φ and therefore the qubit levels. (b) Arrange-
ment of the qubit, vibrating nanotube, flux tuning coil, and
drive/readout cavity antenna. The in-plane magnetic field B||
introduces strong coupling between the vibrations and ∆Φ.
(c) Qubit frequency as a function of flux difference, with pa-
rameters as in the text. Solid lines assume equal Josephson
coupling in the two SQUID junctions, dotted line assumes
30 % asymmetry (see Appendix A). Curves are plotted as
a function of flux (bottom axis) and equivalently of displace-
ment (top axis). (d) Qubit displacement sensitivity (left axis)
and mechanical coupling rate (right axis) as a function of flux.
The bias point that achieves the assumed coupling is indicated
by a vertical dashed line.
nearly three orders of magnitude.
II. MODEL
In general, strongly coupling a mechanical resonator to
a qubit is challenging because the best qubits are engi-
neered to be insensitive to their environment [26]. We
propose a design that is robust against electrical and
magnetic noise, while still achieving strong mechanical
coupling. We envisage a superconducting qubit of the
concentric transmon design [27] in which at least one of
the junctions is a vibrating nanotube (Fig. 1). Nanotube
resonators offer unique advantages for studying quan-
tum motion [28]: (i) the zero-point amplitude is typ-
ically greater than 1 pm, much larger than other me-
chanical resonators ; (ii) the resonant frequency is suf-
ficiently large to allow near-ground-state thermal occu-
pation, suppressing thermal decoherence [29, 30]; (iii) a
nanotube can act as a Josephson junction [31–33]; and
(iv) ultraclean devices offer quality factors greater than
106, which provide long-lived mechanical states [34].
In this design (Fig. 1(a)), the two junctions form a gra-
diometric superconducting quantum interference device
(SQUID), so that the qubit frequency is set by the flux
difference ∆Φ between the two loops. This flux difference
is tuned primarily by means of a variable perpendicular
field ∆B⊥(t), while mechanical coupling is flux-mediated
using a static in-plane field B|| [35–37]. This type of
concentric transmon is insensitive to uniform magnetic
fields, which has two advantages for this proposal: the
qubit can be operated coherently away from a flux sweet
spot [27], and any misaligned static flux does not per-
turb the energy levels. Both these facts are favourable for
strong nanomechanical coupling. Because this variant of
the transmon is designed for strong coupling to nanome-
chanical displacement, we refer to it as a ‘displacemon’.
In this section we derive the displacemon Hamiltonian,
and estimate the parameters for a feasible device.
A. The mechanical resonator
We consider the nanotube as a beam of length l and di-
ameter D and focus our studies on its fundamental vibra-
tional mode [28–30, 34, 38–40]. The mechanical resonator
Hamiltonian is Hm = h¯Ωa
†a, where a† (a) is the creation
(annihilation) operator for the resonator . Typically, the
restoring force for a clamped nanotube is dominated by
the beam’s tension T [41], so that the mechanical angular
frequency is Ω = pil
√
T
µ and the zero-point amplitude is
XZP =
√
h¯
2mΩ =
√
h¯
2pi (µT )
−1/4, where µ = piρSD is the
mass per unit length and ρS = 8 × 10−7 kg m−2 is the
sheet density of graphene. The displacement profile as
a function of axial coordinate Z is X˜(Z) = X
√
2 sin piZl ,
where X ≡ (a + a†)XZP is the displacement coordinate.
This profile is normalized so that the root mean square
displacement is equal to X [41]. The flux coupling is pro-
portional to the area swept out by the nanotube, which
is equal to β0lX, where β0 ≡ 1lX
∫ l
0
X˜(Z) dZ = 2
√
2
pi is a
geometric coupling coefficient [36].
Nanotube resonators can also be fabricated without
tension, so that the restoring force is dominated by the
beam’s rigidity [38, 39]. In this limit, the mechanical
frequency is Ω = 22.4l2
√
ED2/8µ and the coupling coeffi-
cient is β0 = 0.831, where E ≈ D × 1.09 × 103 Pa m is
the extensional rigidity.
3B. The qubit
The qubit consists of a pair of superconducting elec-
trodes coupled through the SQUID junctions. The qubit
Hamiltonian is [42]
Hq = 4EC(nˆ− ng)2 − EJ cos ϕˆ, (1)
where EC is the charging energy, EJ is the SQUID
Josephson energy, and nˆ and ϕˆ are the overall charge (ex-
pressed in Cooper pairs) and phase across the junctions,
with ng being the offset charge. Here we have neglected
the qubit inductance, which makes a small contribution
on the energy levels [27]. In the transmon limit EJ  EC,
we can approximate Eq. (1) by an effective Hamiltonian
Hq ≈ 12 h¯ωqσz, where ωq =
√
8EJEC/h¯ is the qubit fre-
quency and σz is the standard Pauli matrix, acting on the
qubit ground state |−〉 and the excited state |+〉. Qubit
rotations, initialization, and projective measurement are
now well-established through capacitive coupling to a mi-
crowave cavity in a circuit quantum electrodynamics ar-
chitecture [27, 43].
C. Strong and ultrastrong coupling
Strong and tunable coupling between the qubit and the
mechanical resonator is achieved by flux coupling to the
SQUID loops, which tunes the qubit Josephson energy.
Assuming equal critical current Ic in the two junctions,
this Josephson energy is
EJ = E
0
J
∣∣∣∣cos pi∆Φ2Φ0
∣∣∣∣ , (2)
where ∆Φ is the flux difference between the two loops,
E0J = IcΦ0/pi is the maximum Josephson energy, and
Φ0 = h/2e is the flux quantum.
The flux difference can be tuned both directly, via a
perpendicular magnetic field B⊥, and via the displace-
ment using a static in-plane field B||. We have
∆Φ = A∆B⊥ + 2β0lB||X, (3)
where A is the area of one SQUID loop. Since quite small
perpendicular fields suffice to tune the qubit frequency
over its full range, we envisage an on-chip coil to modu-
late ∆B⊥(t) as a function of time t [27, 44]. Substituting
Eq. (2) into the definition of ωq gives:
dωq
dX
= −ω0q
piβ0lB||
2Φ0
sinpi∆Φ/2Φ0√| cospi∆Φ/2Φ0| , (4)
where ω0q =
√
8E0JEC/h¯ is the maximal qubit frequency.
The dependence of ωq on X gives rise to an electrome-
chanical coupling, resulting in the Hamiltonian [26, 45]:
H = h¯Ωa†a+ h¯
ωq
2
σz + h¯
λ(t)
2
(a+ a†)σz, (5)
where λ(t) = XZP dωq/dX (from Eq. (4)) is the qubit-
mechanical coupling strength, dynamically controlled
through the field ∆B⊥(t).
To achieve coherent interaction between the qubit and
the resonator requires the strong coupling regime, where
the maximum accessible coupling λ0 exceeds the thermal
decay rate κth = kBT/(h¯Qm) of the resonator , where
Qm is the quality factor, and the decoherence rate of the
qubit γ = 1/T2, where T2 is the coherence time. The
large zero-point motion makes nanotube resonators par-
ticularly favourable for achieving this regime. Taking
device parameters from simulation and experiment (Ap-
pendix A) leads to Ω/2pi = 125 MHz, ωq/2pi = 2.19 GHz,
and λ0/2pi = 8.5 MHz, with the flux dependence shown
in Fig. 1. This is favourable for achieving the strong cou-
pling regime, since both κth/2pi and γ/2pi are typically
less than 1 MHz.
To create well-separated mechanical superpositions, a
stronger condition is desirable; the qubit should precess
appreciably within an interval during which the resonator
can be considered stationary. This is the ultrastrong cou-
pling regime, where λ0 > Ω [37]. It is possible that a de-
vice similar to that of Fig. 1 could access this regime (see
Appendix A). However, here we instead suppose that ef-
fective ultrastrong coupling is engineered by modulating
∆B⊥(t) at the mechanical frequency (see Section III B).
In this modulated frame (similar to the toggled frame
obtained by repeatedly flipping the qubit [46]), the res-
onator is effectively frozen and the ultrastrong coupling
condition is relaxed to λ0 > κth, γ.
III. GENERATING AND MEASURING
MECHANICAL QUANTUM INTERFERENCE
To realise the nanomechanical interferometer, we pro-
pose a series of operations and measurements on the
qubit. The qubit provides the necessary non-linearity to
generate mechanical superposition states. The core idea
is that the state of the resonator is constrained by the
qubit measurement outcome in the same way that the
state of a particle is constrained by passing through a
diffraction screen. By concatenating a series of qubit ro-
tations and measurements, the resonator can be cooled,
diffracted and measured.
A. Cooling the resonator
The first step is to prepare the resonator close to its
ground state. A mechanical frequency of 125 MHz re-
quires a bath temperature below ∼ 5 mK for a ther-
mal occupation less than unity. Such temperatures are
achievable but challenging with cryogenic cooling [47].
At a more accessible cryostat temperature of 33 mK, the
initial thermal occupation is n = 5. To approach the
ground state from a thermal state, we propose here an
active cooling scheme utilising the qubit as a thermal
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FIG. 2. Cooling the resonator using the qubit. (a) Pulse se-
quence (see text). Gaussian pulse shaping is chosen for near-
optimal filtering. (b) Effect of this sequence, conditioned on
the qubit outcome |−〉, on an initial state with a thermal
distribution n = 5. (Burst duration is τpi = 100 ns with
λ0/2pi = 800 kHz.) The pulse sequence has the effect of pass-
ing the wavefunction through a narrow slit. The filter function
is obtained by numerically solving the time evolution gener-
ated by Eq. (5) with an additional pi-pulse term g(t)σx/2.
(c) Cartoon showing the effect of two pulse sequences, off-
set by a quarter-integer number of mechanical periods. Only
the lowest-energy trajectories (solid line) survive both mea-
surements, effectively cooling the resonator . For the purpose
of this cartoon, the duration of the two pulse sequences is
compressed; in fact, each pulse sequence lasts for several me-
chanical periods.
filter (Fig. 2). Following initialization to the |+〉 state,
the scheme consists of applying a pi burst at the bare
qubit frequency ωq (Fig. 2(a)). If the resonator is near
its equilibrium position, this results in a qubit flip. By
conditioning on this outcome (i.e., utilising only those
runs of the experiment where this qubit outcome is mea-
sured), the resonator state is constrained to a narrow
window (Fig. 2(b)).
A single operation of this type cools only one quadra-
ture of the motion, because resonator states with high
momentum may still pass the window. To cool the or-
thogonal quadrature, the same selection should be ap-
plied a quarter of a mechanical period later [48], which
filters out high-energy states that pass the first selection
step (Fig. 2(c)). The combination of these two pulse se-
quences can therefore prepare the resonator close to its
ground state, at the price of accepting only a fraction of
the measurement runs.
B. Diffracting the resonator
The effective diffraction grating for the resonator
(Fig. 3) is implemented using Ramsey interferometry to
generate a periodic spatial filter [49, 50]. To understand
how the grating arises, consider the time evolution oper-
ator U(t) generated from Eq. (5). As shown in Ref. [50],
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FIG. 3. Using pulsed qubit operations to construct a diffrac-
tion grating. (a) Pulse sequence. (b) Evolution of the qubit on
the Bloch sphere, during (i) preparation, (ii) precession at a
rate set by the displacement-dependent qubit frequency shift
∆ωq, and (iii) projection. (c) Effect of this pulse sequence on
the ground-state mechanical wavefunction. Conditioning on
the qubit measurement outcome |+〉, the resonator wavefunc-
tion is multiplied by a periodic filter (Eq. (9)), analogous to
a grating. Here we have taken |α| = 1.9.
this time-ordered unitary is
U(t) = R(Ωt)e− iωqt2 σz (D(α)|−〉〈−|+D†(α)|+〉〈+|) ,
(6)
where D(α) = eαa†−α∗a and R(θ) = e−iθa†a are res-
onator displacement and rotation operators respectively,
and
α =
i
2
∫ t
−∞
eiΩt
′
λ(t′)dt′ (7)
is the amplitude of the coherent displacement. The su-
perposition of displacement operators in Eq. (6) applies
equal and opposite momentum kicks (assuming Re(α) =
0 from here on [51]) to the resonator depending on the
state of the qubit. This is analogous to standing wave
gratings in atom interferometry, which when decomposed
into left and right propagating beams can be understood
to impart superposed positive and negative impulses to
atoms.
We now describe the protocol that realises this super-
position of momentum kicks (Fig. 3(a-b)). Following ini-
tialisation of the qubit in the excited state |+〉, a mi-
crowave burst applied to the qubit generates a pi/2 rota-
tion, preparing a superposition (|+〉+ |−〉)/√2. The me-
chanical interaction then causes the qubit state to precess
at the displacement-dependent rate ∆ωq(t) =
X(t)
XZP
λ(t).
After an interval τR, a second pi/2 burst is applied, fol-
lowed by a σz measurement. Conditioning on the qubit
outcome gives a measurement operator that acts on the
5mechanical system,
Υ±(φ) ≡ 〈±|Π†φU(t)Π0 |+〉
=
R(Ωt)
2
[D†(α)± eiφ+iωqtD(α)]. (8)
Here Πφ denotes a pi/2 qubit rotation with phase φ,
and ± is the result of the σz measurement. The (un-
normalized) state of the resonator after the interaction
is,
|ψ〉M → Υ± |ψ〉M = R(Ωt)
cos
sin
(
|α| X
XZP
+
φ
2
)
|ψ〉M ,
(9)
where the cos(·) or sin(·) correspond to finding the qubit
in the excited or ground state respectively [52]. The res-
onator wavefunction is thus projected onto an effective
diffraction grating with pitch piXZP/|α| (Fig. 3(c)). Since
the only difference between conditioning on the |±〉 out-
comes is a relative change in phase of the effective grat-
ing, either measurement outcome may be used to define
the grating. We refer to the Ramsey sequence followed
by conditioning on the qubit measurement outcome as a
grating operation. Its effect is to split the resonator wave-
function into a superposition of left-moving and right-
moving branches.
A well-separated superposition, with both branches
displaced by more than the zero-point amplitude, re-
quires |α| >∼ 1. To achieve this with our parameters,
we require that λ(t) is modulated at the mechanical fre-
quency:
λ(t) = λ0g(t) cos Ωt, (10)
where g(t) is a Gaussian envelope function with a max-
imum of unity and a full width at half maximum of
τλ  1/Ω. Equation (7) then gives
α = i
√
pi
8
√
ln 2
λ0τλ. (11)
In the following, we take α ≈ 1.9i, thus achieving the
desired momentum separation. A price to pay for this
modulation is that the qubit and resonator are suscep-
tible to decoherence over the full duration of the enve-
lope. With our parameters, we require τλ ≈ 130 ns,
corresponding to N ≈ 17 mechanical periods. This in-
teraction time is short enough that the evolution of the
resonator -qubit system is well approximated as unitary.
(See Appendix B for modelling of qubit dephasing and
mechanical decoherence).
C. Nanomechanical interferometry
We now show how a sequence of grating operations can
be combined to create an interferometer (Fig. 4). The ef-
fect of a single grating operation (Eq. 9) with phase φ = 0
and amplitude α = α1 is to divide the resonator’s wave-
function into two components with added momentum
FIG. 4. Protocol for detecting nanomechanical interference.
Following cooling (not shown), the first grating operation,
with amplitude α1, diffracts the resonator wavefunction into
a superposition of left-moving and right-moving components.
After an interval τ1 of free evolution, a second grating oper-
ation, with amplitude α2, leads to recombination of the two
components a quarter mechanical period later. To measure
the resulting interference, a third (unconditioned) Ramsey
sequence is applied after time τ2. The resulting qubit re-
turn probability p+(α3, φ) probes the mechanical interference
fringes. The main panel shows a simulated resonator spatial
density |ψ(X)|2, beginning from the ground state, plotted as
a function of displacement and time, with the grating opera-
tions and the final Ramsey measurement operation indicated
schematically as filters. The resonator Wigner distributions
and marginals (see Fig. 5) are shown as insets just before
each filter. To illustrate the continuing periodic evolution of
the resonator wavefunction, the spatial density beyond the fi-
nal Ramsey measurement is plotted as it would be probed by
applying the measurement instead at a later time.
±|α1|h¯/XZP. A second grating operation with the same
amplitude and phase, applied after a duration τ1 = pi/2Ω
corresponding to a quarter period of free evolution, fur-
ther splits the branches of the superposition, allowing
quantum interference between recombined branches to
be observed. After a second evolution time τ2, the inter-
ference can be detected using a third Ramsey sequence.
In this step, there is no conditioning; the probability
p+(φ, α3) for the qubit to return to state |+〉 is mea-
sured as a function of the phase φ and amplitude α3 of
the Ramsey sequence. This probability is
p+(φ, α3) = Tr[Υ
†
+Υ+ρm]
=
∫
dX ′ cos2
(
|α3| X
′
XZP
+
φ
2
)
P (X ′),(12)
where ρm is the density matrix describing the state of
the resonator immediately before the third grating, with
position probability distribution P (X).
Scanning the phase of the third Ramsey sequence is
analogous to scanning the position of the third grating
6in a molecular interferometer [2], and the signature of
interference is a sinusoidal dependence on φ. In fact,
Eq. (12) can be understood as a Fourier decomposition
in which each choice of |α3| probes the component of
P (X) with wave number 2|α3|. From here on we will
use x ≡ X/XZP = (a + a†) as a dimensionless position
operator.
Our goal now is to use p+ to distinguish quantum inter-
ference from classical fringes that might appear in the res-
onator’s probability distribution P (x). Classical fringes
might arise, for example, from the shadow of the diffrac-
tion gratings, or from Moire´ patterns. To recognise the
quantum interference, we plot the resonator Wigner dis-
tribution at different times τ2 after the second grating
operation, choosing |α1| = |α2| ≈ 1.9 (Fig. 5). The ef-
fect of applying the first grating operation is to vertically
slice the distribution with cos2(|α|x), and to prepare a su-
perposition of two momentum states (see second inset in
Fig. 4 plotting the state after the first grating, rotated
by one quarter period). Since the second grating oper-
ation is applied a quarter period after the first, it slices
along an orthogonal axis, leading to the “compass-like”
distribution of Fig. 5(a) [53].
The compass distribution is intuitively understood:
the quarter-period rotation after the first grating turns
the momentum superposition state into a position super-
position. Each branch of the superposition then passes
the grating, generating its own momentum superposi-
tions and resulting in the four-lobe compass state. The
compass state is clearly visible if the resonator is ini-
tially prepared in the ground state, n¯ = 0 (Fig. 5(a-c)),
but is washed out if the resonator is initially in a thermal
state, leaving only the orthogonally sliced pattern visible
(Fig. 5(d-f)). During the evolution time τ2, the Wigner
distribution rotates (Fig. 5(b-c) and (e-f)), so that the in-
terference fringes oscillate between the position and mo-
mentum marginals (plotted in blue and green traces re-
spectively). Interference patterns arise when two lobes
of a coherent quantum superposition overlap in position
space, for example the north-east and south-east lobes
in Fig. 5(a) interfering around x ≈ 3, or the north and
south lobes in Fig. 5(c) interfering around x ≈ 0. The
wave numbers present in the position marginal (which is
measured by the third grating) are proportional to the
momentum separation of lobes in phase space, geomet-
rically illustrating the
√
2 ratio between wave number
components present in Fig. 5(a) and Fig. 5(c).
The interference fringes arising when the resonator is
initially prepared in its ground state can be compared
with those arising from an initial thermal state (n¯ = 5).
If the width of the initial thermal state (as in Fig. 5(d)-
(f)) is larger than the superposition size (
√
n¯ > |α|), then
the vertical slicing of the grating is no longer accompa-
nied by a distinct momentum superposition, but rather
an increase in the momentum variance (as seen by the
broader than Gaussian position and momentum distri-
butions in Figure. 5(e)), and results in a checker-board
pattern.
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FIG. 5. Wigner distributions of the resonator’s state at
different values of τ2 showing: (a)-(c) maximum interference
from an initial pure state with unitary evolution, (d)-(f) loss
of interference due to initial thermal phonon occupation n¯ = 5
(with unitary evolution), and (g)-(i) loss of interference with
non-unitary evolution equivalent to adding 0.05 (g) or 0.1
(h)-(i) thermal phonons. The initial state for (g) and (h) is
the vacuum state, and the initial state of (i) is a thermal
state with n¯ = 5 phonons. Blue and green traces show the
position and momentum marginals respectively, normalized
to the same maximum. Each plot uses |α| ≈ 1.9 and the color
scale has been normalised to a maximum of unity.
We can now see the distinction between quantum and
classical fringes appearing in the marginal distributions.
The shadow of the gratings is dominated by components
close to the wave number 2|α1| (Fig. 5(a),(d)). The Moire´
patterns arising from the checkerboard have components
close to at most two wave numbers, 2|α1| and 2
√
2|α1|
(see Appendix C). By contrast, the quantum interference
pattern (Fig. 5(a-c)) has multiple wave numbers com-
ponents at each Ωτ2, as seen in the position marginals.
Furthermore, quantum interference appears for all evo-
lution times τ2, whereas classical fringes are washed out
(Fig. 5(e)) except at particular fractions of the mechan-
ical period. Hence for this protocol, a marginal P (x)
with multiple wave number components, observed at all
rotation angles Ωτ2, indicates quantum interference.
We now show that this interferometer is a sensitive
probe for quantum decoherence, which damps the inter-
ference fringes in P (x), and therefore destroys the signa-
ture of quantum coherence in p+. To model decoherence
following the second grating operation, we consider weak
thermalisation of the state, resulting in a decohered state
70 1 2
0
/2
0
0.5
(a)
1
(b) (c)
0 1 2 0 1 2
FIG. 6. The probability to find the qubit in its excited
state, p+(α3), can be used to probe different wave number
components in the position probability distribution P (x). As
the resonator evolves (increasing Ωτ2), different wave numbers
are present in P (x) (see Fig. 5). The probability p+(α3) is
plotted for the resonator initially in (a) a pure state, (b) a
thermal state of n¯ = 5 phonons, and (c) a pure state, but
with decoherence (represented by n′ added phonons) after
the second grating.
(superscript d)
ρ(d)m =
∫
d2β
e−|β|
2/n′
pin′
D(β)ρmD†(β) (13)
where n′ is the number of thermal phonons effectively
added to the resonator , causing loss of quantum coher-
ence. The loss of coherence is equivalent to convolv-
ing P (x) with a Gaussian of width
√
n′, thereby ex-
ponentially damping oscillations of wave number |α| >√
n′ (Appendix B). Figure 5 (g)-(i) plots the effect of loss
of coherence between the second and third gratings, as-
suming an initial ground state (g) and (h), and an initial
(n¯ = 5) thermal state (i). The decoherence is modelled
only after the second grating, so that without thermal-
isation plots 5(g)-(h) would coincide with 5(c), and 5(i)
would coincide with 5(f). The plots show that even the
addition of a fraction of a phonon drastically suppresses
the interference pattern in P (x) and the corresponding
signature in p+.
Finally in Fig. 6 we show explicitly how these two
effects - thermal occupation before the inteferometry,
and decoherence during the interferometry - degrade the
quantum signatures in p+. In the ideal case (Fig. 6(a)),
there are several values of α3 at each time τ2 that give
non-trivial probabilities of p+. In contrast, beginning
in a thermal state with n¯ = 5 phonons (Fig. 6(b)), all
fringes are washed out, with the exception of the shadow
of the grating (at α3/α2 = 1 and Ωτ2 = 0, pi/2) and
the Moire´ pattern (at α3/α2 =
√
2 and Ωτ2 = pi/4).
Loss of coherence during the interferometry (Fig. 6(c))
leads to a qualitatively different behavior, namely damp-
ing of all features in p+, including the classical fringes,
for |α3| >
√
n′. This mechanical interferometery scheme
could thus be used as a specific probe of quantum deco-
herence during the mechanical evolution.
IV. CONCLUSION
We have introduced the displacemon electromechani-
cal system that provides sufficiently strong coupling to
generate and detect quantum interference of a massive
object containing a quarter of a million atoms. By con-
sidering device parameters based on current technology,
our qubit-resonator displacemon can achieve effective ul-
trastrong coupling using a modulated coupling scheme.
A similar scheme could also be applied to other kinds
of solid-state qubits coupled to high-quality resonators,
such as spin qubits coupled to nanotubes [23, 24], dia-
mond defects coupled to cantilevers [46], or piezoelectric
resonators coupled to superconducting qubits [54, 55].
However, the parameters estimated for the proposed
device of Fig. 1 may be particularly experimentally
favourable for this implementation, because they imply
that the coupling exceeds both the thermal decay rate
of the resonator and the typical dephasing rate of a
qubit (see Appendix D). Importantly, our scheme does
not rely on degeneracy between the qubit and the res-
onator [13], nor on qubit coherence over the lifetime of
the mechanical superposition [56].
Using the effective ultrastrong coupling we have shown
that it is possible to extend matter wave interferometry
to nano-mechanical resonators , opening up a range of
new devices that can be used to study quantum physics at
the meso-scale. Furthermore, interferometry performed
on the wavefunction of a mechanically bound resonator is
qualitatively distinct from existing free-particle interfer-
ometry techniques. An important advantage of nanome-
chanical resonators for quantum tests is that they can
readily be extended to probe much larger masses than
can be accessed in molecular vapours or even levitated
nanoparticles. Although the nanotube resonator con-
sidered here does not have enough mass to seriously
challenge the interesting parameter regime of extrinsic
collapse theories, a similar protocol could be extended
to more massive objects still well within the range of
nanomechanics. This research direction could allow for
testing specific theories of quantum collapse [6], as an
alternative to proposals based on single-photon optome-
chanics [7], or levitated nanoparticles [9, 56]. Finally,
multiple resonators coupled to the same qubit (such as
the pair of nanotube junctions in Fig. 1) could allow
for implementation of entanglement generation between
massive objects, leading to Bell tests of mechanical res-
onators [57].
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8Appendix A: Device parameters
We assume device parameters based on a mixture of
experiment and simulation as follows. We take the pa-
rameters of the nanotube and the junctions from the
nanotube SQUID device of Ref. [33]. For a resonator
with length l = 800 nm, the frequency was measured
as Ω/2pi = 125 MHz, which with estimated diameter
D = 2.5 nm and mass m = 5× 10−21 kg = 3× 106 amu
leads to XZP = 3.7 pm, typical of nanotube resonators
. In each SQUID junction, a critical current Ic ≈ 12 nA
was achieved, implying E0J/h = 12 GHz.
For the qubit, the charging energy is set by the elec-
trode geometry, which is a design choice. Finite-element
capacitance simulation for the device of Fig. 1(b), with
qubit diameter 340 µm, gives EC/h = 0.2 GHz, typi-
cal of qubit devices and well into the transmon regime
E0J  EC [58]. The maximal qubit frequency is then
ω0q/2pi =
√
8EJEC/h = 4.4 GHz, and the calculated
qubit energy levels are shown in Fig. 1(c).
For the in-plane magnetic field we assume B|| = 0.5 T,
which nanotube SQUIDs can withstand [33]. The op-
erating flux point should then be chosen to maximise
λ, while still maintaining a qubit frequency compati-
ble with microwave resonators . We assume flux bias
∆Φ/Φ0 = −0.84, leading to a qubit frequency ωq =
2pi × 2.19 GHz = ω0q/2 (dashed vertical line in Fig. 1(c-
d)). With symmetric junctions, and assuming that the
restoring force on the nanotube is dominated by tension,
the coupling is then λ/2pi = 8.5 MHz. Since the coupling
can be reduced by tuning ∆Φ towards zero, we take this
as the maximum coupling strength λ0.
In a realistic device, we must take account of asym-
metry between the junctions. Denoting the two critical
currents by Ic1 and Ic2, with δ ≡ 2(Ic1 − Ic2)/(Ic1 +
Ic2) being the asymmetry parameter, we have EJ =
E0J
√
cos2(pi∆Φ/2Φ0) +
δ2
4 sin
2(pi∆Φ/2Φ0) with a corre-
sponding modification to Eq. (4) [37, 42]. This asymme-
try leads to a small reduction in λ0 (Fig. 1(c)-(d)).
For these parameters, the device would be in the
strong coupling regime (λ0 > kBT/h¯Qm, 1/T2) for com-
paratively modest resonator quality factor Qm >∼ 15
and T2 >∼ 120 ns. To access the ultrastrong coupling
regime (λ0 > Ω) is more challenging, but may be pos-
sible [37]: if the suspended length could be increased to
l ≈ 1.6 µm and the tension reduced to zero while keep-
ing other parameters unchanged, the coupling would be
λ0/2pi ≈ Ω/2pi ≈ 25 MHz. However, in the simulations
we do not make this assumption, but instead assume that
effective ultrastrong coupling is engineered by toggling
λ(t) as in Eq. (10).
Appendix B: Decoherence
Here we model the effect of decoherence on the interfer-
ence. For our chosen parameters, the effect is estimated
to be weak, because the interaction time τλ ≈ 130 ns
is short compared with other timescales. For a su-
perconducting qubit, the decoherence time is typically
T2 > 1 µs τλ, so we may neglect qubit dephasing. For
the resonator , the high quality factor Qm suppresses
thermal decoherence; assuming Qm = 10
5, there are
n¯/Qm ≈ 5 × 10−5 phonons exchanged with the ther-
mal environment every resonator period, or 1 phonon
exchanged every ∼ 103 realisations of the interaction.
Below, we model the effect of decoherence in detail.
1. Qubit dephasing
We model dephasing by adding a stochastic frequency
shift to the qubit, changing the Hamiltonian (Eq. (5)) to
H = h¯Ωa†a+
1
2
h¯ωqσz+
1
2
h¯λ(t)(a+a†)σz+h¯
√
γ/2 ξ(t)σz,
(B1)
where γ is the qubit dephasing rate and ξ(t) is a delta-
correlated white noise term satisfying E(ξ(t)) = 0 and
E(ξ(t)ξ(t′)) = δ(t−t′). Here E(·) denotes an average over
realisations of this stochastic process. Moving into the
interaction picture, the unitary generated by this Hamil-
tonian is
U(t) = e−iW (t)
√
γ/2σz
(D(α)|−〉〈−|+D†(α)|+〉〈+|) ,
(B2)
where W (t) =
∫ t
t0
ξ(t′)dt′ is a stochastic variable with a
mean of zero and a variance of t. Since there is classical
uncertainty in the realisation of W (t), the joint state of
the resonator -qubit system will be mixed. Due to this
classical uncertainty, the measurement operator cannot
be understood as mapping pure states to pure states as
assumed in Eq. (8).
We must therefore consider the measurement proce-
dure (used to impose the grating) in the density matrix
description. Before switching on the interaction, i.e while
λ(t) = 0, the pi/2 pulse changes the |+〉 〈+| state of the
qubit to ρq =
1
4 (|+〉 + |−〉)(〈+| + 〈−|). The state of the
mechanical resonator is left unchanged in an arbitrary
state ρm. This joint state must be separable, because
the initialization of the qubit state at the beginning of
the grating operation has the effect of destroying any
qubit-resonator entanglement.
As the interaction is switched on, the joint state of the
system evolves according to
ρ(t,W (t)) = U(t)ρq ⊗ ρmU†(t)
=
1
2
e2i
√
γ/2W (t) |−〉 〈+| ⊗ D(α)ρmD(α)
+
1
2
e−2i
√
γ/2W (t) |+〉 〈−| ⊗ D†(α)ρmD†(α)
+
1
2
|+〉 〈+| ⊗ D†(α)ρmD(α)
+
1
2
|−〉 〈−| ⊗ D(α)ρmD†(α), (B3)
9where U(t) is the unitary operator in Eq. (B2). Since
W (t) is unknown, the resulting quantum state at time
t must be weighted by the probability of obtaining
a particular realisation of W (t), where P (W (t)) =
exp[−W 2(t)/2t]/√2pit,
ρ(t) =
∫ ∞
−∞
ρ(t,W (t))P (W (t))dW (t). (B4)
Projecting the qubit onto the state (|+〉 + e−iφ |−〉)/√2
gives the unnormalised conditional state of the mechan-
ical resonator
ρm,± ∼ 1
2
(〈+| ± eiφ 〈−|)ρ(t)(|+〉 ± e−iφ |−〉) (B5)
∼ 1
4
[D†(α)ρmD(α) +D(α)ρmD†(α)
±e−γt (e−iφD†(α)ρmD†(α) + eiφD(α)ρmD(α))]
(B6)
where we have used ∼ because the right hand side is un-
normalised. Separating this into coherent and incoherent
terms, we find
ρm,± ∼e
−γt
4
[D†(α)± eiφD(α)]ρm[D(α)± e−iφD†(α)]
+
1− e−γt
4
[D†(α)ρmD(α) +D(α)ρmD†(α)] .
(B7)
We notice that the first term is proportional to Υ±ρmΥ
†
±
where Υ± is given in Eq. (8) (with ωq = 0). The first
term in Eq. (B7) is exactly the state that one would ex-
pect if the grating protocol worked perfectly, while the
second term is an incoherent mixture of displacements.
We can therefore understand qubit dephasing as some
classical probability that the resonator coherently passed
the grating, and some probability that we ended up with
an incoherent mixture. Since the normalisation is state
dependent, we cannot simply relate the coefficients in
Eq. (B7) with direct probabilities. However we can say
the relative probability of introducing an incoherent mix-
ture is (1− e−γt)/e−γt = eγt − 1 ≈ γt for short times, or
low dephasing rate. The trace of ρm,± is the probability
of finding the qubit in the |±〉 state and using Eq. (B6)
we may read off,
p±(α, φ) =
1
2
± e
−γt
4
[eiφχ(−2α) + e−iφχ(2α)], (B8)
where χ(·) = Tr[D(·)ρ] is the characteristic func-
tion of the mechanical state (using Tr[D(α)ρD(α)] =
Tr[D(α)D(α)ρ] = Tr[D(2α)ρ], etc.). The characteristic
function is related to the Wigner distribution via a sym-
plectic Fourier transform,
χ(α) =
∫
dxdpW (x, p)eixαi−ipαr (B9)
where αr(i) is the real (imaginary) part of α. If Re(α) =
0, then
χ(2αi) =
∫
dxdpW (x, p)e2ixαi
=
∫
dxP (x)[cos(2αix) + i sin(2αix)], (B10)
where the complex part must vanish as χ(·) is a real
function (for states with pi rotational symmetry). This is
simply the overlap integral between the position proba-
bility distribution P (x) and a diffraction grating with a
pitch |α|. Therefore
p±(α, φ) =
1
2
± e
−γt ∫ dxP (x) cos(2x|α|)
2
cos(φ), (B11)
which is exactly probing the 2|α| wave number compo-
nents in P (x), with a reduced amplitude from the qubit
dephasing.
Thus we have seen the effect of qubit dephasing is
to introduce some probability of having an incoherent
mixture of different momentum kicks, thus suppressing
any signatures of interference in the outcomes of qubit
measurements. Since the duration of the protocol is on
the order ∼ N mechanical oscillations, t ≈ 2pi × N/Ω,
to neglect qubit dephasing requires γ/Ω  1/N . For
the parameters discussed in the main text, this requires
γ/2pi < 1 MHz.
2. Loss of resonator coherence
To see that oscillations in p+(|α|, φ) are a quantum ef-
fect, we consider the effect of adding n′ thermal phonons
to the state of the resonator immediately before the third
grating (Eq. (13), restated here for convenience),
ρ(d)m =
∫
d2β
e−|β|
2/n′
pin′
D[β]ρmD†[β]. (B12)
In this case
p+(|α|, φ) = Trm[Υ†+Υ+ρ(d)m ]
=
∫
d2β
e−|β|
2/n′
pin′
Trm[D†[β]Υ†+Υ+D[β]ρm]
=
∫
dx′dβr
e−β
2
r/n
′
√
pin′
P (x′)
× cos2
(
|α|(x′ + 2βr) + φ
2
)
=
1
2
+
e−4n
′|α|2 ∫ dxP (x) cos(2x|α|)
2
cos(φ),
(B13)
where Trm denotes a trace over the mechanical degrees
of freedom. We therefore see that any loss of coherence
between the second and third grating reduces the ampli-
tude of the oscillations in p+ by a factor e
−4n′|α2|.
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FIG. 7. Probability p+ of finding the qubit in the excited
state if the resonator were described by a classical probability
distribution using width σ = 0.5, 1, 5 from (a) to (c).
Appendix C: Classical interference patterns
To verify that oscillations are in fact due to quantum
interference, we will consider what types of interference
patterns can be understood using a classically descrip-
tion of the resonator . Consider a classical (superscript
cl) checkerboard phase space probability density of di-
mensionless variables (x, p),
P cl(x, p) =
1
N
exp
[
−x
2 + p2
2σ2
]
cos2 (αx) cos2 (αp) ,
(C1)
where N is a normalization factor and σ and α are the
width and wave number of the checkerboard pattern re-
spectively. This is the conditional state after the res-
onator has passed the first two gratings (of α = α1 = α2)
separated by a quarter period rotation. As the distribu-
tion rotates in phase space, we are interested in the wave
number components present in the reduced probability
of P cl(x) where
P cl(x) =
∫
P cl(x cos θ+p sin θ, p cos θ−x sin θ)dp. (C2)
and θ is the phase space rotation angle. If this probability
distribution is now probed by a third grating, then the
probability of finding the qubit in the |+〉 state is (from
Eq. (12))
pcl+(α3, φ) =
∫
dx′ cos2
(
|α3|x′ + φ
2
)
P cl(x′)
∝ e−2σ2(|α3|2+2|α3||α|(sin(θ)+cos(θ))+2|α|2)
×
[
e8|α3||α|σ
2 cos(θ) + 2e2|α|σ
2(2|α3| cos(θ)+|α|) + 1
]
×
[
e8|α3||α|σ
2 sin(θ) + 2e2|α|σ
2(2|α3| sin(θ)+|α|) + 1
]
× cos(φ) (C3)
the amplitude of which peaks at {Ωτ2, |α3/α|} =
{ 12npi, 1} and {( 12n+ 14 )pi,
√
2} for σ ≥ |α|. A plot of this
function (Fig. 7) looks qualitatively the same as Fig. 6(b),
with the difference being attributable to the superposi-
tion of momentum kicks that accompanies the measure-
ment when the resonator is quantized. This confirms
that the probability of finding the resonator in the |+〉
state can therefore be used to distinguish quantum inter-
ference patterns (Fig. 6(a) and(c)) from classical Moire´
patterns that arise from a classical probability distribu-
tion (Fig. 7).
Appendix D: Other device implementations
To assess the experimental feasibility of our scheme,
Table I presents parameters of the resonator , the qubit,
and the coupling strength for various devices that could
be used to implement it. The challenge is to achieve ul-
trastrong coupling between qubit and resonator without
introducing either rapid dephasing of the qubit or ther-
mal decoherence of the resonator . Assuming a toggled
coupling, this requires that the coupling constant λ/2pi
exceeds both the qubit dephasing rate 1/T ∗2 and the res-
onator thermal dephasing rate κth, as tabulated in the
last two rows of the table. No existing device achieves
this, although an optimized magnetic cantilever coupled
to an NV center in diamond would be promising. Thus
the device of Fig. 1 is attractive for investigating meso-
scopic quantum interference in nanomechanics.
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