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0. Introduction
Given a square polynomial matrix T (s) with det T (s) 6= 0 one writes a linear constant
coecient dierential equation T (d=dt)z = 0 and solving it one obtains exponential
functions which are dened, say, on R+. The question which arises naturally is: Is it
possible to dene the \dynamics" of T in a purely algebraic way, that is directly, not
addressing dierential equations?
As is well-known, the answer is armative. This can be done using either the
Laplace transform technique (see [7], for example) or the Heaviside{Mikusinski oper-
ational calculus (see [1, 6]).
Our intention in this note is to oer a more general and systematic (and coordinate-
free) approach to the problem. To illustrate it we briey consider here the rank 1 case.
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Let C(R+) be the space of continuous functions of the nonnegative variable and O
the ring of proper rational functions. (A rational function is said to be proper if its
numerator has degree not greater than its denominator.) Identify constant functions with
scalars in the evident way. The space C(R+) carries a natural structure of a module
over O such that s−1h =
R
h. This module is torsion free and this makes it possible to
consider fractions of the form h=b where h 2 C(R+) and b 2 O; 6= 0. We call them
generalized or Mikusinski functions. They form a linear space over the rational function
eld. The most "elementary" generalized functions are those ones which lie in R(s)1.
Observe that R(s)1 = O1  R[s] where  = s1 is the Dirac function. The functions
contained in O1 are exponential functions and the functions contained in R[s] are
purely impulsive functions. Notice that if z is a p times continuously dierentiable
function, then
z(p) = spz− (sz(p−1)(0) +   + spz(0)):
(The formula holds clearly when p = 1; the general case follows easily from this
special case by induction argument.)
For each l  0, let us write H 0O(l) to denote the space of polynomials of degree
less than or equal to l. (The notation will be justied later.)
Now, let  = a0sn+  +an be a polynomial with a0 6= 0, and consider the dierential
equation
a0z(n) + a1z(n−1) +   + anz = 0:
Applying the formula above we can rewrite this equation as follows:
z = a0z(0)sn + (a0z(1)(0) + a1z(0))sn−1
+   + (a0z(n−1)(0) + a1z(n−2)(0) +   + an−1z(0))s:
The linear map
[sn−1    1]
2
6664
a0 0    0
a1 a0    0
...
. . .
an−1 an−2    a0
3
7775 : kn ! H 0O(n− 1)
clearly is bijective, and thus our equation is equivalent to
z = x0; x0 2 H 0O(n− 1):
Multiplying this by −1 we get z = −1x0. Notice that the rational functions s−1x0
are proper and therefore the solutions are exponential functions (as they should be of
course). A remarkable property of the equation that we obtained is that it makes sense
in the singular case as well. Indeed, assume we have a pair  = (n; ) where n is a
nonnegative integer and  is a nonzero polynomial of degree d  n. The condition
d  n means that  is allowed to have singularity at innity, and the number m = n−d
is the order of this singularity. It is natural, in our opinion, to regard H 0O(n − 1) as
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the initial condition space of  and to dene the motions of  through the equation
above. To get a better idea about these motions consider the decomposition
H 0O(n− 1) = H 0O(d− 1) H 0O(m− 1)
which we have by the euclidean algorithm. An initial condition x0 = c0sd−1 +    +
cd−1 2 H 0O(d − 1) generates an exponential motion z = −1(c0sd +    + cd−1s)1.
An initial condition x0 = (c0sm−1 +   + cm−1) 2 H 0O(m− 1) determines a purely
impulsive motion z = (c0sm−1 +   + cm−1).
Throughout, k is a eld equipped with an absolute value j j and complete with
respect to this absolute value, s and t indeterminates satisfying the relation st = 1, k(s)
the rational function eld , k[s] the ring of polynomials and O, as above, the ring of
proper rational functions. Further, H is a k-linear space equipped with a collection of
seminorms p which determine a complete Hausdor topology, 1 a marked element
in H which is nonzero and
R
a continuous injective operator of H into itself which
satises the following condition
8 9M > 0 such that 8i  0 8h 2 H p
Z i
h

 M
i
i!
p(h):
We shall think of elements in H as functions and of 1 as the unite function. If Z is
a nite-dimensional k-linear space, one can dene the tensor product H⊗ Z . Elements
of H⊗ Z will be regarded as functions with values in Z .
The context that we have introduced will enable us to treat simultaneously the
\dierential" and the \dierence" cases. The \dierential" case corresponds to the
following data: k = R or C; H is the space of continuous k-valued functions of
the nonnegative real variable;  2 R+ and p(h) = sup0x jh(x)j; 1 is the function
 7! 1; R is the integral operator. The \dierence" case corresponds to the following
data: k is a discrete eld (regarded as a eld equipped with the trivial absolute value);
H is the space of k-valued functions of the nonnegative integer variable;  2 Z+ and
p(h) = sup0x jh(x)j; 1 is the function  7! 1;
R
is the right shift operator.
While writing this paper we were inspired exclusively by Mikusinski’s book [6], and
we found very useful the paper [7] by Verghese and Kailath. It should be pointed out
that there appeared recently papers [2, 3] by Geerts and Schumacher which present
a very similar and even more general approach. The authors associate a \behavior" to
an arbitrary full row rank (not necessarily square nondegenerate) polynomial matrix.
We hope that our paper is still of interest. First, it is not covered by the a.m. papers,
and, next, it is more algebraic and uses dierent methods. (The generality of [2, 3]
could be gained without diculty, but we did not pursue this purpose here.)
1. Preliminaries on vector bundles
For convenience of the reader, we assemble here some basic facts about vector
bundles (over the projective line).
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A vector bundle is a triple (E; L;M) where E is a linear space over k(s) of nite
dimension, and L and M are nitely generated full rank submodules in E over k[s]
and O, respectively. A basic example of a vector bundle is O = (k(s); k[s]; O).
A homomorphism of a vector bundle (E1; L1; M1) into a vector bundle (E2; L2; M2)
is a k(s)-linear map  : E1 ! E2 such that (L1)L2 and (M1)M2. One denes
in an obvious way various properties of . One says, for example, that  is generically
surjective if (E1) = E2.
Several usual operations are dened for vector bundles. If E = (E; L;M) is a vector
bundle and n is an integer, then the twist of E by n is dened to be E(n) = (E; L; snM).
If E = (E; L;M) is a vector bundle, the rank rkE is dened as the dimension
of E over k(s). The Chern number chE is dened as the order at \innity" of the
determinant of the transition matrix from a basis of M to that of L. One can notice
that rkE(n) = rkE and chE(n) = chE+ nrkE.
If E = (E; L;M) is a vector bundle, the cohomology spaces H 0E and H 1E are dened
to be L \M and E=(L+M), respectively. These are regarded as k-linear spaces. One
can show without diculty that they have nite dimension. One can compute easily
the cohomologies of O(n). For example, H 0O(n) = ff 2 k[s] j deg f  ng.
The Grothendieck theorem says that if E is a vector bundle of rank r  1, then
there exist integers n1; : : : ; nr such that E ’ O(n1)    O(nr). These integers, called
the Grothendieck indices, are determined uniquely up to permutation.
If X is a linear space and E a vector bundle, then one can identify Hom(O⊗ X;E)
with Hom(X;H 0E).
One says that a vector bundle E is eective if the canonical homomorphism O ⊗
H 0E ! E is surjective. This holds if and only if the Grothendieck indices of E are
nonnegative or, what is equivalent, if and only if H 1E(−1) = f0g.
If E is a vector bundle, then dim H 0E = dimH 1E+rkE+chE. This is the Riemann{
Roch theorem.
If E is a vector bundle, one has two canonical maps from H 0E(−1) to H 0E. One
of them is determined by multiplication by s; another is the inclusion map. We remark
that if the Grothendieck indices of E are positive, then H 0E = sH 0E(−1)+H 0E(−1).
This is immediate when E = O(n), n  1; hence, by the Grothendieck theorem, this
must be true in the general case as well.
Lemma 1. Let Z be a nite-dimensional linear space and E a vector bundle. If  :
Oq ! E is a generically surjective homomorphism. Then (a) the canonical linear map
H 0E(−1)  H 0E(−1)  Z −! H 0E is surjective; (b) the canonical homomorphism
(O(1)⊗ H 0E(−1)) (O⊗ Z) −! E is surjective.
Proof. We may assume that E = E1  Or where E1 is a vector bundle with positive
Grothendieck indices and r is a nonnegative integer. The induced homomorphism O⊗
Z ! Or is determined by a linear map A : Z ! kr which certainly must be surjective.
Now, by the remark preceding to the lemma, we have sH 0E1(−1) + H 0E1(−1) =
H 0E1: Combining this with surjectivity of A we obtain (a).
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Further, the vector bundle E1(−1) is still eective and therefore the homomorphism
O⊗H 0E1(−1)! E1(−1) must be surjective. It follows that O(1)⊗H 0E1(−1)! E1
is surjective. This together with surjectivity of A implies (b).
The lemma is proved.
Given an exact sequence of vector bundles
0 −! E1 −! E −! E2 −! 0;
one has an exact cohomological sequence
0 −! H 0E1 −! H 0E −! H 0E2 −! H 1E1 −! H 1E −! H 1E2 −! 0:
One has also: rkE = rkE1 + rkE2 and chE = chE1 + chE2.
Remark. The above account is nonstandard. A good reference on vector bundles is,
for example, the last chapter in [4].
2. Linear systems
Denition. A linear system is a triple (Z;E; ) where Z is a linear space over k, E is
a vector bundle over k(s), and  is a generical isomorphism of O⊗ Z onto E. If  is
bijective at innity, then the system is said to be regular.
Examples. (1) Let (n; ) be as in Introduction. Then, (k;O(n); ) is a linear system.
More generally, let p be a positive integer and n1; : : : ; np nonnegative integers, and let
F = (fij) be a square polynomial p p matrix whose determinant is 6= 0 and whose
row degrees are less than or equal to n1; : : : ; np, respectively. Then, (kp;
L
O(ni); F)
is a linear system. We call such a linear system standard. Letting f(0)ij denote the
coecient of fij at sni , we have that the linear system is regular if and only if the
matrix (f(0)ij ), called the leading coecient matrix of the system, is nonsingular.
(2) Let p be a positive integer and let T be a square polynomial matrix of size
p with determinant 6= 0. Then, O(T ) = (k(s)p; k[s]p; TOp) is a vector bundle and T
itself is a bijectif at innity homomorphism Op ! O(T ). So, (kp;O(T ); T ) is a linear
system. We call such a linear system classical.
One denes in an obvious way a morphism of one linear system to another.
It immediately follows from the Grothendieck theorem that every linear system is
representable in the standard form. It is easy to show that every regular linear system
is isomorphic to a classical one.
Denition. If (Z;E; ) is a linear system, we call rkE the rank and chE the order of
the system.
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Notice that the vector bundle of a linear system is eective, i.e. has nonnegative
indices. We call a linear system (Z;E; ) normal if the indices of E are positive and
rkE = chE, in other words, if all the indices of E equal to 1.
Example. Let (X; X0; A; B) be a nondegenerate square pencil. This means that X and
X0 are k-linear spaces of the same dimension, and A; B : X ! X0 are linear maps such
that det(sB− A) 6= 0. Certainly, (X;O(1)⊗ X0; sB− A) is a normal linear system.
Proposition 1. The functor
(X; X0; A; B) −! (X;O(1)⊗ X0; sB− A)
establishes an equivalence between the category of nondegenerate square pencils and
the category of normal linear systems.
Proof. Let (Z;E; ) be a normal linear system. The vector bundle E(−1) must be a
direct sum of copies of O. It follows that the canonical homomorphism O⊗H 0E(−1)!
E(−1) is an isomorphism. Hence, we have a canonical isomorphism O(1)⊗H 0E(−1) ’
E.
One easily completes the proof.
Based on Proposition 1 we can identify normal linear systems with nondegenerate
square pencils.
Notice that a normal linear system (X; X0; A; B) is regular if and only if B is bijective.
If this is the case then the system is canonically isomorphic to (X; X; I; B−1A), and one
sees that regular normal linear systems may be dened as pairs consisting of a linear
space and its endomorphism. (Hence, the well-known equations _x = Ax.)
3. Initial conditions and states
Let  = (Z;E; ) be a linear system; let r be its rank and n its order.
Denition. We call X0 = H 0E(−1) the initial condition space of .
Theorem 1. dim X0 = n.
Proof. Since E is eective, H 1E(−1) = f0g, and the theorem follows from the
Riemann{Roch theorem.
Denition. We dene a state space of  to be a universal space X equipped with
linear maps A; B : X ! X0 and  : X ! Z satisfying the relation sBx = Ax+ (x).
Certainly, a state space exists, and by the universal property is determined uniquely
up to unique isomorphism.
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Example. Let Z = k, E = O(n) and  = a0sn +    + an. Assume that n  1. Then,
the space k  H 0O(n− 2) together with the linear maps
(w;f) 7! sf + sna0w − w; (w;f) 7! sn−1a0w + f; (w;f) 7! w
is a state space. The above linear maps relative to the standard bases are given by the
following matrices:
2
6664
−a1 1
...
. . .
−an−1 1
−an 0 : : : 0
3
7775 ;
2
6664
a0 0 : : : 0
0 1
. . .
0 1
3
7775 and [1 0 : : : 0];
respectively. Note that in the case when a0 = 1 the rst matrix is what one calls the
companion matrix of .
Theorem 2. dim X = n.
Proof. By denition, we have an exact sequence
0! X ! X0  X0  Z ! H 0E:
By Lemma (1a), the last arrow here is surjective and counting dimensions we complete
the proof.
Lemma 2. The canonical sequence
0! O⊗ X ! (O(1)⊗ X0) (O⊗ Z)! E! 0
is exact.
Proof. By Lemma (1b), the homomorphism
(O(1)⊗ X0) (O⊗ Z)! E
is surjective.
Letting K denote its kernel, we have an exact sequence
0!K! (O(1)⊗ X0) (O⊗ Z)! E! 0;
whence, an exact cohomological sequence
0! H 0K! X0  X0  Z ! H 0E! H 1K! 0:
As we have already mentioned the third arrow here is surjective. Therefore, this se-
quence implies that dim H 1K = 0 and dim H 0K = n. One can see that rkK = n
and chK = 0. Combining all this we get that K ’ On.
Now, the spaces X and H 0K are canonically isomorphic, and hence K is canoni-
cally isomorphic to O⊗ X .
150 V. Lonadze / Journal of Pure and Applied Algebra 147 (2000) 143{157
The proof is completed.
Remark. It follows from the lemma that a linear system can be reconstructed from its
initial conditions and states.
The homomorphism O ⊗ X ! O(1) ⊗ X0 must be generically bijective, since so is
O⊗ Z ! E. Therefore, we have
Corollary. det(sB− A) 6= 0.
The corollary says that (X; X0; A; B) is a normal linear system. We call it the normali-
zation of  and denote by ~. Notice that  : X ! Z and id : X0 ! X0 determine a
morphism ~! . Observe also that ~ together with this morphism possesses with the
evident universal property.
4. Generalized functions
For convenience of the reader, we quickly reproduce here an easy variant of Mikusin-
ski’s theory of generalized functions as described in [5].
We want to make H into a module over O.
Lemma 3. If
P
aii is a convergent formal series and h2H; then the series
P
ai
R i h
converges.
Proof. Choose " > 0 so that
P j ai j "i = r < +1. Clearly, then j ai j< r"−i for
each i  0. Taking any  and a suitable M , we have
X
j ai j p
Z i
h


X
r"−i
M i
i!
p(h) = r exp

M
"

p(h):
This completes the proof.
The lemma allows us to make the following
Denition. For a 2 O and h 2 H, set
ah =
X
i0
ai
Z i
h;
where ai are the coecients of the expansion of a at 1.
One can check that H becomes a module over O. It immediately follows from
injectivity of the operator
R
and the fact that every nonzero element in O is a power
of t modulo invertible elements that this module contains no torsion elements.
Notice that the O-module structure of H is consistent with its k-linear structure. This
is important as it allows us to identify scalars with constant functions via a 7! a1. Thus,
Mikusinski’s brackets (see [1, 6]) are not needed.
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Denition. The fraction space of H call the Mikusinski space and denote it by M. Its
elements call generalized or Mikusinski functions.
By denition, M is a linear space over k(s) and consists of fractions of the form
h=b where h 2 H and b 2 O; 6= 0. Two fractions h1=b1 and h2=b2 are equal if and only
if b2h1 = b1h2.
Identify H in an obvious way with a subspace in M. We then have
H sH s2H    and M =
[
siH:
Hence, one can introduce into M in a natural way a direct limit topology.
Notice that the action of the operator
R
can be extended continuously to M. Notice
also that integrating a generalized function suciently many times one gets an \ordi-
nary" function. Letting  denote the generalized function s1, we have
R
 = 1. So, we
may call it the Dirac function.
Let us call elements in O1 exponential functions and elements in k[s] purely im-
pulsive functions.
Remark. In [2] a \clever" function space is proposed. It is dened as R[p]C1(R+)
and is called the space of impulsive-smooth distributions. By denition, an element u
of this space consists of a \purely impulsive part" uimp and a \smooth part" usm. The
space can be equipped with an R[p]-module structure by the formula
pu = puimp + usm(0) + u0sm:
It can be shown that in fact this formula determines an R(p)-linear space structure.
5. Free motions
Let  = (Z;E; ) be a linear system and let E = (E; L;M). Let X0 be the initial
condition space of  and (X; E; A;) the state space.
By denition,  is a k(s)-linear isomorphism of k(s)⊗ Z onto E. Hence, we have a
k(s)-linear isomorphism
M ⊗ Z ’ M ⊗ E:
(The rst tensor product here is taken over k, the second over k(s).) Let us denote it
again simply by .
Denition. We dene (free) motions of  as solutions of the equations
z = ⊗ x0; x0 2 X0:
Remark. One can dene \forced" motions as well. If m0 is a \forcing" function, then
the corresponding motion under the zero initial condition is dened to be the solution
of z = m0.
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Let  be the restriction of −1 : E ! k(s) ⊗ Z to X0. This is a k-linear injective
map.
Theorem 3. x0 7!  ⊗ (x0) is a one-to-one correspondence between the initial con-
ditions and the motions.
Proof. Obvious.
Not surprisingly we have
Proposition 2. If  is regular; then its motions are exponential functions.
Proof. Since  transformes O ⊗ Z onto M and since sH 0E(−1)M we have
⊗ −1(H 0E(−1)) = 1⊗ −1(sH 0E(−1)) 1⊗ −1(M)
= 1⊗ (O ⊗ Z)(O1)⊗ Z:
Proposition 3. The k(s)-linear map M ⊗ X ! M ⊗ Z determined by ; induces an
isomorphism of the motion space of ~ onto that of .
Proof. Both the linear systems have the same initial condition space. From this and
from the evident functorial property of motions follows the assertion.
In the following one recognizes a well-known trick.
Example. Let z(n) + a1z(n−1) +    + anz = 0 be a linear dierential equation with
constant coecients. According to the example in Section 3 the following system of
rst-order linear dierential equations
_z1 = −a1z1 + z2;
...
_zn−1 = −an−1z1 + zn;
_zn = −anz1
is its normalization. The projection
(z1; : : : ; zn) 7! z1
establishes an isomorphism of the motion spaces.
6. Pole sheaves
Dene a nite sheaf as a pair consisting of nite k[s]- and O- modules. If T is
a nite sheaf, dene H 0T as the direct sum of its components regarded as k-linear
spaces. If T is a nite sheaf and n an integer, then tensoring the \innite" component
of T by snO we get its twist by n, denoted by T(n). There are two canonical linear
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maps from H 0T(n − 1) to H 0T(n) determined by multiplication by s and 1 . We
denote them by s and 1, respectively.
Suppose now we are given a linear system (Z;E; ) of rank r and order n. Let L
and M be the modules of E. Let X0 be the initial condition space and (X; A; B;) the
state space of the system.
Denition. We call
P = (L=(k[s]⊗ Z); M=(O ⊗ Z))
the pole sheaf.
Notice that, for each integer i, we have a canonical isomorphism
P(i) ’ (L=(k[s]⊗ Z); siM=(siO ⊗ Z)):
We are going to show that knowledge of poles implies knowledge of initial condi-
tions and states.
Lemma 4. dim H 0P = n.
Proof. Choose a basis in the space Z and choose bases in the modules L and M .
Surely, the basis of Z is a basis in the modules k[s] ⊗ Z and O ⊗ Z . Consider the
determinants of the homomorphisms k[s] ⊗ Z ! L and O ⊗ Z ! M with respect to
the above bases. The degree of the rst one is the dimension of L=(k[s]⊗ Z) over k
and the order at innity of the second one is the dimension of M=(O ⊗ Z) over k.
The assertion follows now from the denition of a Chern number.
Theorem 4. The k-linear map X0 ! H 0P(−1) given by
x0 7! (x0 mod (k[s]⊗ Z); x0 mod (tO ⊗ Z))
is bijective.
Proof. In view of the previous lemma it suces to show injectivity only. Let x0 2 X0
and assume that it goes to zero. We then have
x0 2 (k[s]⊗ Z) and x0 2 (tO ⊗ Z):
This yields that
−1x0 2 k[s]⊗ Z and −1x0 2 tO ⊗ Z:
Since k[s]\ tO = f0g, it follows from this that −1x0 = 0. Hence, x0 = 0. The theorem
is proved.
Theorem 5. The k-linear map X ! H 0P(−2) given by
x 7! (Bxmod (k[s]⊗ Z); tAxmod (t2O ⊗ Z))
is bijective.
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Proof. Again it is sucient to show injectivity. Let x 2 X and assume that it goes to
zero. We then have
−1Bx 2 k[s]⊗ Z and −1Ax 2 tO ⊗ Z:
We also have
s−1Bx − −1Ax 2 Z:
Combining all this, we obtain that Bx = 0 and Ax = 0. Hence, x = 0.
The theorem is proved.
Remark. Having in disposal coherent sheaves and their cohomologies one can derive,
of course, the theorems above from the exact cohomological sequences associated with
0! O(−1)⊗ Z ! E(−1)! P(−1)! 0
and
0! O(−2)⊗ Z ! E(−2)! P(−2)! 0;
respectively.
Let us introduce the important function Res1(f) dened for f2 k(s). The denition is
Res1(f) = the coecient at t in the expansion of f at innity:
It is easy to see that Res1 vanishes on k[s] and t2O. Therefore, we have a canonical
linear map H 0P(−2)! Z dened by
(lmod (k[s]⊗ Z); mmod (t2O ⊗ Z)) 7! (Res1 ⊗ Z)−1(l− m):
Theorem 6. The following diagrams
X
A−−! X0?????y
?????y
H 0P(−2) s−−! H 0P(−1)
;
X
B−−! X0?????y
?????y
H 0P(−2) 1−−! H 0P(−1)
and
X
−−! Z?????y
?????y
H 0P(−2) −−! Z
are commutative.
Proof. This is straightforward. Indeed, let us check, for example, commutativity of the
rst diagram. Take any x 2 X . The composition X ! X0 ! H 0P(−1) sends it to
(Axmod (k[s]⊗ Z); Axmod (tO ⊗ Z))
and the composition X ! H 0P(−2)! H 0P(−1) to
(sBxmod (k[s]⊗ Z); Axmod (tO ⊗ Z)):
These two elements are equal to one another, since sBx − Ax = (x).
The theorem is proved.
V. Lonadze / Journal of Pure and Applied Algebra 147 (2000) 143{157 155
Corollary. The category of normal linear systems and the category of nite sheaves
are canonically equivalent.
Remark. One can classify nite sheaves. Consequently, normal linear systems can be
classied. This is important since by normalizing one may always reduce to normal
linear systems. (See Proposition 3.)
7. Fundamental theorem
Our aim in this section is to show that there is a natural connection between the
motions and the poles. This is as it should be. The notations of the previous section
will remain in force here.
We have evident commutative diagrams
[s]⊗ Z −−−−−! L?????y
?????y
k[s]⊗ Z −−−−−! k(s)⊗ Z
and
O ⊗ Z −−−−−! M?????y
?????y
O ⊗ Z −−−−−! k(s)⊗ Z
:
These give rise to a canonical homomorphism
 : P!   ⊗ Z;
where   denotes (k(s)=k[s]; k(s)=O). This is a torsion sheaf. (The denitions of torsion
sheaves and relative concepts are evident.) Notice that, for each integer i, we have a
canonical isomorphism
 (i) ’ (k(s)=k[s]; k(s)=siO):
Also notice that Res1 induces a linear map H 0 (−2) −! k, denoted by the same
symbol.
Remark. The composite (Res1 ⊗ Z)  H 0(−2) is exactly the linear map dened in
Section 6. It is interesting that, conversely, one can reconstruct the homomorphism 
from this linear map. This is by universal property of residues.
Theorem 7. The diagram
X0
−−−−−! k(s)⊗ Z?????y
?????y
H 0P(−1) H
0(−1)−−−−−! H 0 (−1)⊗ Z
is commutative.
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Proof. Straightforward and easy.
The decomposition k(s)⊗Z = (k[s]⊗Z)(tO⊗Z) denes two canonical projections.
Let us denote them by f and 1, respectively.
The theorem above provides a technique to nd a complete set of independent mo-
tions. Indeed, one knows that every \generical" isomorphism of free modules over
principal ideal domain can be brought into a diagonal form and, by the theorem, we
therefore have the following
Corollary. (a) Assume we have a diagonalization of  over k[s]
k[s]⊗ Z −−−−−! L?????y
?????y
k[s]r −−−−−! k[s]r
;
where the bottom arrow is a diagonal matrix with polynomials f1; : : : ; fr on the
diagonal. For each i 2 [1; r], let di = deg fi and dene ui to be the element in
k[s]⊗ Z taken by the left vertical arrow to the ith element of the standard basis of
k[s]r . Then,
1⊗ 1(s jf−1i ui) (i = 1; : : : ; r; j = 1; : : : ; di)
are linearly independent exponential motions.
(b) Assume we have a diagonalization of  over O
O ⊗ Z −−−−−! M?????y
?????y
Or −−−−−! Or
;
where the bottom arrow is a diagonal matrix with elements tm1 ; : : : ; tmr on the diago-
nal. For each i 2 [1; r], dene vi to be the element in O⊗Z taken by the left vertical
arrow to the ith element of the standard basis of Or . Then,
⊗ f (s j−1vi) (i = 1; : : : ; r; j = 1; : : : ; mi)
are linearly independent purely impulsive motions.
The technique is rather well known. (See [7], for example.)
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