Difference equations and quantized discriminants for q-orthogonal polynomials  by Ismail, Mourad E.H
Advances in Applied Mathematics 30 (2003) 562–589
www.elsevier.com/locate/aam
Difference equations and quantized discriminants
for q-orthogonal polynomials
Mourad E.H. Ismail 1
Department of Mathematics, University of South Florida, Tampa, FL 33620-5700, USA
Accepted 8 March 1999
Abstract
We show that orthogonal polynomials on generalized q-linear grid have raising and lowering
operators and satisfy a second-order q-difference equation. It is shown that for a general class of
weight functions on general q-linear grids, the functions of the second kind and the orthogonal
polynomials are linear independent solutions of the same second-order q-difference equation. We
introduce q-analogues of the discriminant and evaluate the quantized discriminant for general q-
orthogonal polynomials in terms of the recursion coefficients. The q-discriminants of the discrete
q-Hermite and little q-Jacobi polynomials, as well as a generalized discriminant of the continuous
q-Jacobi polynomials, are given explicitly. A q-analogue of the Freud weights is introduced and we
derive the second-order q-difference equation they satisfy.
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1. Introduction
The classical orthogonal polynomials satisfy a second-order differential, difference, or
divided difference operator equation [3]. The second-order operator equation is of the form
T ∗Tp = λnp, where T is a lowering (annihilation) operator and T ∗ is its adjoint. Like all
other orthogonal polynomials they also satisfy a three term recurrence relation.
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M.E.H. Ismail / Advances in Applied Mathematics 30 (2003) 562–589 563In [7] it was observed that under certain integrability conditions polynomials orthogonal
with respect to a weight function w always satisfy a linear second-order differential
equation. Earlier versions of this result are given in [4] and [5]. Chen and Ismail
[7] identified the raising and lowering (differential) operators for general polynomials
orthogonal on an interval with respect to a weight function and studied the Lie algebra
generated by these differential operators.
Recall that the discriminant of a polynomial fn of degree n, with zeros x1, x2, . . . , xn,
fn(x) := γ
n∏
j=1
(x − xj ), (1.1)
is defined by
D(fn)= γ 2n−2
∏
1j<kn
(xj − xk)2. (1.2)
Stieltjes [21,22] and Hilbert [11] computed the discriminants of the classical orthogonal
polynomials of Jacobi, Hermite, and Laguerre. A proof based on a later result of Schur
[20] is in Szego˝ [23]. Ismail [12] gave an explicit form for the discriminant of a
sequence of polynomials orthogonal with respect to a weight function in terms of the
coefficients in the recurrence relation satisfied by the orthogonal polynomials. In [13]
he used his discriminant formula to give an electrostatic interpretation of the zeros of an
orthogonal polynomial of degree n as the equilibrium position of n unit charged particles
in an electrostatic field which depends on the weight function and on the orthogonal
polynomials.
In Section 3 of this work we generalize the concept of discriminants. The key is the
connection between resultants and discriminants. If fn and gm are polynomials, fn is as in
(1.1), and gm has degree m, then the resultant R{fn, gm} is [8, Section 97]
R{fn, gm} = γm
n∏
j=1
gm(xj ). (1.3)
Observe that [8, Section 100]
D(fn)= (−1)n(n−1)/2γ−1R
{
fn,f
′
n
}
. (1.4)
In general let T be a degree reducing operator T ; that is, (Tf )(x) is a polynomial of exact
degree n − 1 when f has precise degree n and the leading terms in f and Tf have the
same sign. Define the generalized discriminant by
D(fn,T ) := (−1)n(n−1)/2γ−1R{fn,Tfn} = (−1)n(n−1)/2γ n−2
n∏
(Tfn)(xj ), (1.5)j=1
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discriminant and leads to what we call q-discriminants, which will be defined in (3.1)
(or (3.2)). A quantized discriminant is particularly suitable for discrete q-orthogonal
polynomials when T is Dq of (2.1).
This class of polynomials includes and generalizes the q-linear lattices, as per the
terminology of [19]. The orthogonality relation of discrete q-orthonormal polynomials is
of the form
b∫
a
pm(x)pn(x)w(x)dqx = δm,n. (1.6)
Here the q-integral [9] is defined through
b∫
a
f (x)dqx := b(1− q)
∞∑
n=0
qnf (bqn)− a(1− q)
∞∑
n=0
qnf (aqn), (1.7)
with
∞∫
0
f (x)dqx := (1− q)
∞∑
−∞
qnf (qn). (1.8)
In Section 2 we provide raising and lowering operators for the general discrete q-
orthogonal polynomials. This then leads to a linear second-order q-difference equation
satisfied by discrete q-orthogonal polynomials. A consequence of this q-difference
equation is a quantized analogue of the Bethe Ansatz equations, a result which will be
stated in Section 2. In Section 3, in addition to introducing q-discriminants we give a closed
form expression for the q-discriminant of general discrete q-orthogonal polynomials in
terms of their recursion coefficients and the function An(x) of Section 2. A similar result
is obtained for the generalized discriminant. This is completely analogous to our earlier
work on discriminants for polynomials orthogonal with respect to absolutely continuous
measures supported on single intervals [12].
In Section 4 we give two examples. We evaluate q-discriminants of the discrete
q-Hermite and the little q-Jacobi polynomials in closed form, thus giving a complete
q-analogue of the results of Stieltjes [22] and Hilbert [11]. In Section 5 we evaluate
the generalized discriminant in (1.5) when T is the Askey–Wilson operator and fn is a
continuous q-Jacobi polynomial. It is hoped that this analysis indicates that our generalized
and quantized discriminants are worthwhile generalizations and q-analogues. We expect
that there will be similar results for every root system and the quantized discriminants we
found are the discriminants for root systems of type An.
In Section 6 we introduce the functions of the second kind and prove that they have
the same raising and lowering operators as the orthonormal polynomials, and hence also
satisfy the same second-order q-difference equation.
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is, polynomials orthogonal with respect to measures supported on equispaced points. The
details are in [16].
After circulating a preliminary version of this paper, Jing and I [14] pointed out the
connection between the quantized and generalized discriminants treated here and vertex
operators and representations of affine and quantum affine algebras.
One of the main tools used in Section 3 is the following lemma.
Lemma 1.1 (Schur [20]). Let {ρn(x)} be a sequence of orthogonal polynomials, generated
by the initial conditions
ρ0(x)= 1, ρ1(x)= ξ1x + η1, (1.9)
and the three term recurrence relation
ρn+1 = (ξn+1x + ηn+1)ρn(x)− ζn+1ρn−1(x). (1.10)
If x1n, x2n, . . . , xnn are the zeros of ρn(x), then
n∏
k=1
ρn−1(xkn)= (−1)n(n−1)/2
n∏
k=1
ξn−2k+1k ζ
k−1
k , (1.11)
with ζ1 := 1.
We will follow the notation and terminology of [9]. The q-shifted factorials are
(a;q)0 := 1, (a;q)n :=
n∏
k=1
(
1 − aqk−1), n= 1, . . . or ∞, (1.12)
while the multi-shifted factorials are
(a1, a2, . . . , am;q)n :=
m∏
k=1
(ak;q)n. (1.13)
The r+1φr basic hypergeometric function is
r+1φr
(
a1, . . . , ar+1
b1, . . . , br
∣∣∣∣q, z) = r+1φr(a1, . . . , ar+1;b1, . . . , br;q, z)
:=
∞∑ (a1, a2, . . . , ar+1;q)n
(q, b1, b2, . . . , br;q)n z
n. (1.14)
n=0
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∞∑
n=0
(a;q)n
(q;q)n z
n = (az;q)∞
(z;q)∞ , (1.15)
the 2φ1 summation theorems [9, (II.6), (II.7)]
2φ1(q
−n, a; c;q, q) = (c/a;q)n
(c;q)n a
n, (1.16)
2φ1(q
−n, a; c;q, cqn/a) = (c/a;q)n
(c;q)n , (1.17)
and the 3φ2 sum [9, (II.13)]
3φ2
(
q−n, a, b; c, abq1−n/c;q, q)= (c/a, c/b;q)n
(c, c/ab;q)n . (1.18)
The orthonormal little q-Jacobi polynomials are
pˆn(x;a, b) := (−1)n
√
(1− abq2n+1)(aq, abq;q)n
anqn(1 − abq)(q, qb;q)n 2φ1
(
q−n, abqn+1;aq;q, qx)
= pˆn(0;a, b)2φ1
(
q−n, abqn+1;aq;q, qx). (1.19)
Their weight function as per (1.6) is
w(x;a, b) := (aq, bq;q)∞
(1− q)(q, abq2;q)∞
(qx;q)∞
(bqx;q)∞ exp
(
(lna)(lnx)/ lnq
)
. (1.20)
Sometimes it is customary to replace a and b with qα and qβ , respectively, in which
case the above exponential factor becomes simply xα . The normalization of the little q-
Jacobi polynomials, which tend to the familiar Jacobi polynomials P (α,β)n ((1 − x)/2),
renormalized to be orthogonal on [0,1], is
pn(x;a, b) := (aq;q)n
(q;q)n 2φ1
(
q−n, abqn+1;aq;q, qx). (1.21)
2. First- and second-order q-difference operators
The q-difference operator Dq is defined by
(Dqf )(x)= f (x)− f (qx) . (2.1)
x − qx
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p0(x)= 1, p1(x)= (x − b0)/a1, (2.2)
will satisfy a three term recurrence relation of the form
xpn(x)= an+1pn+1(x)+ bnpn(x)+ anpn−1(x), n > 0. (2.3)
The an’s and bn’s are the recursion coefficients of {pn(x)}.
Theorem 2.1. Let {pn(x)} be a sequence of discrete q-orthonormal polynomials satisfying
(2.2) and (2.3). Then they have a lowering (annihilation) operator of the form
Dqpn(x)=An(x)pn−1(x)−Bn(x)pn(x), (2.4)
where An(x) and Bn(x) are given by
An(x) = anw(y/q)pn(y)pn(y/q)
x − y/q
]b
a
+ an
b∫
a
u(qx)− u(y)
qx − y pn(y)pn(y/q)w(y)dqy, (2.5)
Bn(x) = anw(y/q)pn(y)pn−1(y/q)
x − y/q
]b
a
+ an
b∫
a
u(qx)− u(y)
qx − y pn(y)pn−1(y/q)w(y)dqy, (2.6)
where u is defined by
Dqw(x)=−u(qx)w(qx). (2.7)
Theorem 2.1 is the analogue of a result in [7]; see the Remark on p. 7821 of [7]. The
proof of Theorem 2.1 is based on the q-analogue of integration by parts; namely
b∫
a
f (x)Dqg(x)dqx = f (b)g(b)− f (a)g(a)−
b∫
a
g(qx)Dqf (x)dqx. (2.8)
It also uses the product rule
Dq(fg)(x)= f (x)Dqg(x)+ g(qx)Dqf (x) (2.9)
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q
b∫
a
f (qx)dqx =
b∫
a
f (x)dqx + (1 − q)
[
af (a)− bf (b)]. (2.10)
Another useful remark is
b∫
a
pn(x)pn(cx)w(x)dqx = cn. (2.11)
Note that as q → 1, w(x)→ e−v(x) and u(x)→ v′(x).
Proof of Theorem 2.1. Let
Dqpn(x)=
n−1∑
j=0
cn,j pj (x). (2.12)
Thus the orthogonality relation, (2.8), and (2.9) give
cn,j =
b∫
a
(Dqpn)(y)pj(y)w(y)dqy
= pn(y)pj (y)w(y)
]b
a
−
b∫
a
pn(qy)
[
pj (y)Dqw(y)+w(qy)Dqpj (y)
]
dqy.
In view of (2.7) and (2.10) the above equation becomes
cn,j = pn(y)pj (y)w(y)
]b
a
+
b∫
a
pn(qy)pj(y)u(qy)w(qy)dqy
−
b∫
a
pn(qy)w(qy)Dqpj (y)dqy
= pn(y)pj (y)w(y)
]b
a
+
b∫
a
pn(qy)pj(y)u(qy)w(qy)dqy
+ (q−1 − 1)ypn(y)w(y)(Dqpj )(y/q)]b,a
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simplification we find
cn,j = pn(y)pj(y/q)w(y)
]b
a
+
b∫
a
pn(qy)pj (y)u(qy)w(qy)dqy.
Applying (2.10) we see that the last integral satisfies
b∫
a
pn(qy)pj(y)u(qy)w(qy)dqy
= q−1
b∫
a
pn(y)pj (y/q)u(y)w(y)dqy +
(
q−1 − 1)ypn(y)pj (y/q)(Dqw)(y/q)]ba.
This leads to
cn,j = pn(y)pj (y/q)w(y/q)
]b
a
+ q−1
b∫
a
pn(y)pj (y/q)
[
u(y)− u(qx)]w(y)dqy,
since we subtracted
q−1u(qx)
b∫
a
pn(y)pj (y/q)w(y)dqy,
which equals zero, for j < n. The above analysis and the Christoffel–Darboux formula
[23],
n∑
k=0
pk(x)pk(y)= an+1
[
pn+1(x)pn(y)− pn(x)pn+1(y)
x − y
]
, (2.13)
imply that the right-hand side of (2.4) equals its left-hand side and the proof is
complete. ✷
Theorem 2.1 provides a lowering operator for the pn’s. A raising operator follows by
eliminating pn−1(x) between (2.3) and (2.4). The result is
x − bn
an
An(x)pn(x)−Bn(x)pn(x)−Dqpn(x)= an+1
an
An(x)pn+1(x). (2.14)
Set
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L2,n = x − bn−1
an−1
An−1(x)−Bn−1(x)−Dq. (2.15)
Then
L1,npn(x) = An(x)pn−1(x),
L2,npn−1(x) = an
an−1
An−1(x)pn(x). (2.16)
Now by combining the two equalities in (2.16) we arrive at the second-order q-difference
equation
L2,n
(
1
An(x)
L1,n
)
pn(x)= an
an−1
An−1(x)pn(x). (2.17)
It is clear that (2.17) is of the form
D2qpn(x)+Rn(x)Dqpn(x)+ Sn(x)pn(x)= 0 (2.18)
with
Rn(x) = Bn(qx)− DqAn(x)
An(x)
+ An(qx)
An(x)
[
Bn−1(x)− (x − bn−1)An−1(x)
an−1
]
, (2.19)
Sn(x) = an
an−1
An(qx)an−1(x)+DqBn(x)− Bn(x)
An(x)
DqAn(x)
+Bn(x)An(qx)
An(x)
[
Bn−1(x)− (x − bn−1)An−1(x)
an−1
]
. (2.20)
A more symmetric form of (2.18) is
pn(qx)−
[
1 + q + (1 − q)xRn(x/q)
]
pn(x)
+ [q + x2(1 − q)2q−1Sn(x/q)+ (1− q)xRn(x/q)]pn(x/q)= 0. (2.21)
In the case q = 1, (2.18) leads to nonlinear relations involving the zeros of the polynomials
pn(x). For example, for the Hermite polynomials it gives the Bethe Ansatz equations
xkn =
∑ 1
xkn − xjn . (2.22)
j=1, j =k
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functions; see, for example, [1,2]. A q-analogue follows by setting x = xkn in (2.21). The
result is
qn
n∏
j=1
qxkn − xjn
xkn − qxjn =−q − x
2
kn(1− q)2q−1Sn(xkn/q)− (1− q)xknRn(xkn/q). (2.23)
Note that (2.7) is the functional equation
w(x)= [1 − (1 − q)xu(qx)]w(qx),
whose solution for |q|< 1 is
w(x)=w(0)
∞∏
k=0
[
1− (1 − q)qkxu(qk+1x)] (2.24)
provided that w(0) = 0. It is of interest to note that in most of the interesting cases
w(a/q)=w(b/q)= 0. This cancels the boundary terms in (2.5) and (2.6).
3. q-discriminants
We define the q-discriminant of a polynomial fn, given by (1.1), by
D(fn;q) := γ 2n−2qn(n−1)/2
∏
1i<jn
(
q−1/2xi − q1/2xj
)(
q1/2xi − q−1/2xj
)
. (3.1)
In other words
D(fn;q) := γ 2n−2qn(n−1)/2
∏
1i<jn
[
x2i + x2j −
(
q−1 + q)xixj ]. (3.2)
Observe that D(fn;q) is a polynomial in q of degree n(n− 1) of the form
D(fn;q)=
n(n−1)∑
k=0
αkq
k, with αk = αn(n−1)−k. (3.3)
Since D(fn;q) reduces to the familiar discriminant as q → 1,
n(n−1)∑
αk = γ 2n−2
∏
(xi − xj )2. (3.4)
k=0 1i<jn
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D(fn)= (−1)n(n−1)/2γ n−2
n∏
j=1
f ′n(xj ); (3.5)
see, for example, [8, Section 100]. Note that (3.5) is equivalent to (1.4). Our generalization
is as follows.
Theorem 3.1. For fn as in (1.1) we have
D(fn;q)= (−1)n(n−1)/2γ n−2
n∏
j=1
Dqfn(xj ). (3.6)
Proof. We first assume that xj = 0 for all j . It is clear that
n∏
j=1
Dqfn(xj ) =
n∏
j=1
fn(xj )− fn(qxj )
(1 − q)xj = (−1)
n
n∏
j=1
fn(qxj )
(1− q)xj
= [γ /(q − 1)]
n∏n
i=1 xi
n∏
j=1
n∏
k=1
(qxj − xk)
= [γ /(q − 1)]
n∏n
i=1 xi
[
n∏
j=1
(qxj − xj )
][ ∏
1k =ln
(qxk − xl)
]
= γ n
∏
1j =kn
(qxj − xk)= γ 2−n(−1)n(n−1)/2D(fn;q).
This proves (3.6) when none of the xi ’s is zero. The remaining case follows as a limiting
case of (3.6) as one or more xi tends to zero. ✷
It is interesting to note that the q-discriminant of Ax2 +Bx +C is qB2 − (1+ q)2AC.
Observe that in the language of generalized discriminants (see the definition before
(1.5)), formula (3.6) is the analogue of (1.5) and shows that the quantized discriminant
corresponds to D(fn,Dq).
Theorem 3.2. Let {pn(x)} be orthonormal polynomials such that
(Tpn)(x)=An(x)pn−1(x)−Bn(x)pn(x). (3.7)
Let
x1n > x2n > · · ·> xnn (3.8)
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and (3.7) is
D(pn,T )=
[
n∏
j=1
An(xjn)
an
][
n∏
k=1
a2k−2n+2k
]
. (3.9)
Proof. The relationship (3.7) implies
(Tpn)(xjn)=An(xjn)pn−1(xjn).
Furthermore (2.2) and (2.3) show that
pn(x)= x
n∏n
k=1 ak
+ lower order terms. (3.10)
Therefore (1.5) yields
D(pn,T ) = (−1)n(n−1)/2
n∏
j=1
(Tpn)(xjn)
an−2j
= (−1)n(n−1)/2
n∏
j=1
An(xjn)pn−1(xjn)
an−2j
.
We now appeal to Lemma 1.1 with ξn = 1/an, ζn = an−1/an, and a0 = 1. The result is
D(pn,T )=
[
n∏
j=1
An(xjn)
][
n∏
k=1
ak−1k−1
a2n−k−2k
]
,
which simplifies to (3.9) and the theorem follows. ✷
Corollary 3.1. Let xjn be the zeros of q-orthonormal polynomials satisfying (1.6). If the
pn’s satisfy (2.2), (2.3), and (2.4), then the quantized discriminant is given by
D(pn;q)=
[
n∏
j=1
An(xjn)
an
][
n∏
k=1
a2k−2n+2k
]
. (3.11)
Corollary 3.3 is a special case of Theorem 3.2.
4. Some quantized discriminants
Our first example is the discrete q-Hermite polynomials [9]
u(x)= qx/(1− q). (4.1)
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wH(x)= (x
2q2, q3;q2)∞
2(q2;q2)∞ . (4.2)
This suggests that the discrete q-analogue of the Freud weight functions is found through
defining u(x) as qx2m−1/(1 − q). This leads us to define the weights
w(x;α)=w(0;α)(|x|αqα;qα)∞, α > 0. (4.3)
The constant w(0;α) is found from requiring ∫ 1−1 w(x)dqx = 1. In other words
w(x;α)= (|x|
αqα;qα)∞
2(qα+1;qα)∞ .
For the discrete q-Hermite polynomials [6,9],
an = q(n−1)/2
√
1 − qn. (4.4)
Thus u(qx)− u(y)= q(qx − y)/(1− q). Therefore Bn(x)= 0 and
An(x)= q
1−nan
1− q =
q(1−n)/2
1− q
√
1 − qn. (4.5)
The orthonormal polynomials {pn(x)} are
pn(x)= q−n(n−1)/4Hn(x : q)√
(q;q)n . (4.6)
Thus
DqHn(x : q)= (1− qn)Hn−1(x : q)/(1− q). (4.7)
The discriminant of Hn(x : q) can be found explicitly.
Theorem 4.1. The discriminant ∆n of Hn(x : q) is given by
∆n = q
n(n−1)(n−2)/3
(1 − q)n
n∏
k=1
(
1− qk)k. (4.8)
Proof. Formula (4.6) implies
∆n =
[
qn(n−1)/4
√
(q;q)n
]2n−2
D(pn;q),
which, using (3.11) and (4.5), gives (4.8) and the proof is complete. ✷
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see that if
gn(x)= λfn(cx), (4.9)
then
D(gn;q)= λ2n−2cn(n−1)D(fn;q). (4.10)
It is known that
lim
q→1
(
2
1 − q
)n/2
Hn
(√
2(1− q)x : q)=Hn(x),
{Hn(x)} being the Hermite polynomials.
Theorem 4.2. The quantized discriminant of
H˜n(x : q) :=
(
2
1 − q
)n/2
Hn
(√
2(1− q)x : q)
is given by
D
(
H˜n : q
)= 23n(n−1)/2qn(n−1)(2n−1)/6 n∏
k=1
(
1 − qk
1 − q
)k
. (4.11)
Proof. Apply (4.9) and (4.10) to (4.8). ✷
As q → 1 formula (4.12) reduces to the discriminant formula for the Hermite
polynomials; cf. [23, (6.71.7)].
The weight function w(x;4): It readily follows from the three term recurrence relation
(2.3) when the weight function is symmetric that
pn(x)= γnxn − δnxn−2 + · · · , (4.12)
with
γn = 1
a1a2 . . . an
, δn =
∑n−1
k=1 a2k
a1a2 . . . an
. (4.13)
In the case of w(x;4), Bn(x) is given by
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1∫
−1
[
q2x2 + qxy + y2]pn(y)pn−1(y/q)w(y)dqy
= q
2anx
1− q
1∫
−1
[
an+1pn+1(y)+ anpn−1(y)
]
pn−1(y/q)w(y)dqy.
Therefore (2.11) gives
Bn(x)= q
3−na2n
1 − q x. (4.14)
Computing the An’s is more involved. First we find
An(x) = qan1 − q
1∫
−1
[
q2x2 + qxy + y2]pn(y)pn(y/q)w(y)dqy
= q
3−nan
1 − q x
2 + q
2an
1 − q
1∫
−1
[
an+1pn+1(y)+ anpn−1(y)
]
× [an+1pn+1(y/q)+ anpn−1(y/q)]w(y)dqy
= q
3−nanx2
1− q +
q2an
1 − q
[
q−1−na2n+1 + q1−na2n
]
+ q
2a2nan+1
1− q
1∫
−1
pn−1(y)pn+1(y/q)w(y)dqy.
Using (4.12) it follows that
qn+1pn+1(y/q)= pn+1(y)+
(
1− q2) δn+1
γn−1
pn−1(y)+ lower-order terms.
Therefore
qn+1
1∫
−1
pn−1(y)pn+1(y/q)w(y)dqy = (1 − q
2)δn+1
γn−1
= (1 − q
2)
anan+1
n∑
k=1
a2k , (4.15)
and we have obtained
An(x)= q
1−nan
1 − q
[
q2x2 + a2n+1 + q2a2n +
(
1− q2) n∑
k=1
a2k
]
. (4.16)
From (4.16) it is clear, for example, that An(x) has no real zeros.
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as m = 3 or m = 4, but the general case does not seem to be straightforward. One can
easily obtain qualitative results for general m. For example, it is clear that in general
An(x) and Bn(x) are polynomials of degree 2m − 2 and 2m − 3, respectively. Further-
more An(x) and Bn(x) are homogeneous polynomials of degree 2m− 1 in the variables
{x, aj : 1 j <∞}.
We now consider the little q-Jacobi polynomials. It readily follows from (2.1) that the
function u in (2.7) associated with the weight function (1.20) is given by
u(x)= q
1 − q
[
(a − 1)
ax
+ 1− b
a(1− bx)
]
, (4.17)
so that
u(qx)− u(y)
qx − y =
1
1− q
[
(1− a)
axy
+ qb(1− b)
a(1− bqx)(1− by)
]
. (4.18)
Therefore
An(x)
an
= 1
1− q
1∫
0
[
(1 − a)
axy
+ qb(1− b)
a(1− bqx)(1− by)
]
× pˆn(y;a, b)pˆn(y/q;a, b)w(y;a, b)dqy
= I1 + I2, (4.19)
say. The orthogonality of pˆn with respect to w implies, for n > 0,
I1 = (1 − a)pˆn(0;a, b)
(1− q)ax
1∫
0
w(y;a, b)
y
pˆn(y;a, b)dqy, (4.20)
I2 = qb(1− b)pˆn(1/qb;a, b)
(1 − q)a(1− bqx)
1∫
0
w(y;a, b)
1 − by pˆn(y;a, b)dqy. (4.21)
From (1.19), (1.20) we find
I1 = (1 − a)(aq;q)∞pˆ
2
n(0;a, b)
(1 − q)(anq2;q)∞ax
n∑
k=0
∞∑
j=0
(bq;q)j
(q;q)j a
jqk(j+1)
(q−n, abqn+1;q)k
(q, aq;q)k
= (a;q)∞pˆ
2
n(0;a, b)
(1 − q)(anq2;q)∞ax
n∑
k=0
(q−n, abqn+1;q)k
(q, aq;q)k
(abqk+1;q)∞
(aqk;q)∞ q
k
= (1 − abq)pˆ
2
n(0;a, b)
3φ2
(
q−n, abqn+1, a;aq, abq;q, q),(1 − q)ax
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pˆ2n(0;a, b) from (1.19) and applying
(aq−n;q)n = (q/a;q)n(−a)nq−n(n+1)/2, (4.22)
we get after some simplification
I1 = (1 − abq
2n+1)
axqn(1− q) . (4.23)
The evaluation of I2 is similar until we reach
I2 = qbpˆn(0;a, b)pˆn(1/qb;a, b)(abq;q)∞
a(1− q)(1− bqx)(abq2;q)∞ 2φ1
(
q−n, abqn+1;abq;q, q).
The above 2φ1 can be summed by (1.16), and pˆn(1/qb;a, b) can be evaluated from (1.19)
and (1.17). The result after algebraic simplifications is
I2 = bq(1− abq
2n+1)
aqn(1− q)(1− qbx). (4.24)
Therefore (4.19), (4.23), and (4.24) yield
An(x)
an
= (1− abq
2n+1)
aqn(1 − q)
1
x(1− qbx). (4.25)
This is the exact q-analogue of (4.5)–(4.6) in [12]. From [17, (3.12.3)] we find the recursion
coefficients (see (2.3))
an = aqn−1/2
√
(1 − qn)(1− aqn)(1 − bqn)(1 − abqn)
(1 − abq2n−1)(1− abq2n)2(1− abq2n+1) . (4.26)
Theorem 4.3. The q-discriminant ∆n(a, b) of the little q-Jacobi polynomials pn(x;a, b)
of (1.21) is given by
∆n(a, b) = an(n−1)/2q−n(n−1)(n+1)/3
n∏
k=1
(
1− qk
1− q
)k+2−2n
×
n∏
k=1
[(
1− aqk
1 − q
)k−1(1− bqk
1 − q
)k−1(1 − abqn+k
1 − q
)n−k]
. (4.27)
Proof. The definitions (1.19) and (1.21) give
pn(x;a, b)= (−1)n
√
anqn(1 − abq)(aq, qb;q)n
(1 − abq2n+1)(q, abq;q) pˆn(x;a, b); (4.28)n
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polynomials pˆn(x;a, b). Now substitute in (3.11) for An from (4.25) and an from (4.26)
and evaluate the discriminant of pˆn(x;a, b). The only calculation needed is the evaluation
of the product
∏n
k=1 xk(1 − qbxk). This can be found as follows. Formula (1.21) gives
pn(x;a, b) = (q
−n, abqn+1;q)n
(q, q;q)n q
n
n∏
k=1
(x − xk)
= (−1)nqn(1−n)/2 (abq
n+1;q)n
(q;q)n
n∏
k=1
(x − xk).
Hence
n∏
k=1
(1 − bqxk) = (−b)nqn(n+1)/2 (q;q)n
(abqn+1;q)npn
(
(bq)−1;a, b)
= (−b)nqn(n+1)/2 (aq;q)n
(abqn+1;q)n 2φ1
(
q−n, abqn+1;aq;q,1/b).
Now the above 2φ1 can be evaluated from (1.17). The product
∏n
k=1 xk can be found from
the constant term in pn. After combining all these facts the theorem follows. ✷
Remark. It is important to observe that the evaluation of the q-discriminant for the little
q-Jacobi polynomials relied on the evaluation of pn(x;a, b) at the poles of u(qx); see
(4.17). This is likely to be a general phenomenon. This is indeed the case when u is a
rational function since the evaluation of An(x) from the q-integral in (2.5) will involve
such evaluations. Furthermore, the evaluation of the products
∏n
k=1 An(xk) also uses the
same evaluations.
5. Some determinants and generalized discriminants
The Sylvester formula for the resultant is
R{fn, gm} =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
α0 α1 α2 · · · αn−1 αn 0 0 · · · 0
0 α0 α1 · · · αn−2 αn−1 αn 0 · · · 0
...
...
...
. . .
...
...
...
...
. . .
...
0 0 0 · · · α0 α1 α2 α3 · · · αm
β0 β1 β2 · · · βn−1 βn 0 0 · · · 0
...
...
...
. . .
...
...
...
...
. . .
...
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (5.1)0 0 0 · · · β0 β1 β2 β3 · · · βm
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fm(x)=
n∑
j=0
αj x
j , gn(x)=
m∑
k=0
βkx
k (5.2)
[10, (12.1.12)]. The determinant in (5.1) is of order m+ n. In the case of little q-Jacobi
polynomials
αj = (aq;q)n
(q;q)n
(q−n, abqn+1;q)j
(q, aq;q)j q
j = (aq;q)n
(q;q)n−j
(abqn+1;q)j
(q, aq;q)j (−1)
jq−nj+j (j+1)/2,
0 j  n, (5.3)
βj =− (aq
2;q)n−1
(q;q)n−1
(q1−n, abqn+2;q)j
(q, aq2;q)j
(
1− abqn+1)qj+1−n
= (aq
2;q)n−1
(q;q)n−j−1
(abqn+2;q)j
(q, aq2;q)j
(
1− abqn+1)(−1)j+1q(j+1)(1−n+j/2),
0 j  n− 1. (5.4)
In (5.1) βk is assumed to be zero for k >m if m< n. On the other hand, if m> n we use a
similar interpretation for the α’s.
Theorem 5.1. The determinant in (5.1) with α’s and β’s given by (5.3) and (5.4) is
(−1)n(n+1)/2qn(1−n)/2 (abq
n+1;q)n
(q;q)n ∆n(a, b). (5.5)
Proof. The leading term in pn(x;a, b) is αn. Thus (1.5) with T =Dq gives
R
{
pn(x;a, b),Dqpn(x;a, b)
} = (−1)n(n−1)/2αnD(pn(x;a, b);q)
= (−1)n(n−1)/2 (abq
n+1;q)n
(q;q)n (−q)
−n2qn(n+1)/2∆n(a, b),
and the theorem follows. ✷
It is clear that the entries in R{pn(x;a, b),Dqpn(x;a, b)}, with a = qα and b = qβ ,
can be written in terms of q-binomial coefficients. Determinants involving binomial
coefficients have appeared as generating functions in lattice paths counting problems. For
some recent results and reference we refer the interested reader to Krattenthaler’s memoir
[18].
We now proceed to study the generalized discriminants when T is the Askey–Wilson
operator. Given a polynomial f we set f˘ (eiθ ) := f (x), x = cosθ ; that is,
f˘ (z)= f ((z+ 1/z)/2), z= eiθ . (5.6)
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divided difference operatorDq is defined by
(Dqf )(x) := f˘ (q
1/2eiθ )− f˘ (q−1/2eiθ )
e˘(q1/2eiθ )− e˘(q−1/2eiθ ) , x = cosθ, (5.7)
with
e(x)= x. (5.8)
A calculation reduces (5.7) to
(Dqf )(x)= f˘ (q
1/2eiθ )− f˘ (q−1/2eiθ )
(q1/2 − q−1/2) i sinθ , x = cosθ. (5.9)
It is not difficult to see that
lim
q→1(Dqf )(x)= f
′(x). (5.10)
It may be of interest to compute D(f,Dq ) for f (x)=Ax2 +Bx +C and compare it with
the familiar B2 − 4AC. Since
Ax2 +Bx +C = A
2
cos(2θ)+B cos θ +C + A
2
,
(Dq)f (x) = A(q − q
−1)
q1/2 − q−1/2 x +B,
so that D(f,Dq ) is (q1/2 + q−1/2 − 1)B2 − (q1/2 + q−1/2)2AC.
The continuous q-Hermite polynomials are
Hn(cos θ | q)=
n∑
k=1
(q;q)n
(q;q)k(q;q)n−k e
i(n−2k)i. (5.11)
They satisfy
DqHn(x | q)= 2q(1−n)/2 1 − q
n
1− q Hn−1(x | q). (5.12)
From their orthogonality relation [9] we see that the orthonormal polynomials and the
recursion coefficients are
Ĥn(x | q)= Hn(x | q)√ , an = 1
√
1 − qn, (5.13)
(q;q)n 2
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DqĤn(x | q)= 2q(1−n)/2
√
1 − qn
1 − q Ĥn−1(x | q);
hence An(x)/an is the constant 4q(1−n)/2/(1 − q). Therefore Theorem 3.2 gives
D
(
Ĥn(x | q),Dq
)= 2n(n−1)qn(1−n)/2
(1 − q)n
n∏
k=1
(
1− qk)k−n+1.
Therefore
D
(
Hn(x | q),Dq
)= 2n(n−1)qn(1−n)/2
(1 − q)n
n∏
k=1
(
1 − qk)k. (5.14)
Define
H˜n(x | q)=
(
2
1 − q
)n/2
Hn
(√
(1 − q)/2x ∣∣ q). (5.15)
Thus (4.9), (4.10), (5.14), and (5.15) yield
D
(
H˜n(x | q),Dq
)= 23n(n−1)/2qn(1−n)/2 n∏
k=1
(
1 − qk
1 − q
)k
.
Since H˜n(x | q)→ Hn(x) as q → 1, the above formula contains as a limiting case the
corresponding formula for the Hermite polynomials [23, (6.71.7)].
The continuous q-Jacobi polynomials are
P (α,β)n (cos θ | q)
:= (q
α+1;q)n
(q;q)n 4φ3
(
q−n, qn+α+β+1, q(2α+1)/4eiθ , q(2α+1)/4e−iθ
qα+1,−q(α+β+1)/2,−q(α+β+2)/2
∣∣∣∣q, q) (5.16)
[9, (7.5.24)]. The action of the Askey–Wilson operator on these polynomials is given by
DqP (α,β)n (x | q)=
2q−n+(2α+5)/4(1 − qα+β+n+1)
(−q(α+β+1)/2;√q)2(1 − q) P
(α+1,β+1)
n (x | q). (5.17)
Formula (2.3) in [15] is
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1− 2xqα+1/2 + q2α+1)(1 + 2xqβ+1/2 + q2β+1)P (α+1,β+1)n−1 (x ∣∣ q2)
= (−q
α+β+1;q)2
(q2n+α+β;q)2
(
1− q2α+2n)(1− q2β+2n)qn−1P (α,β)n−1 (x ∣∣ q2)
+ (−q
α+β+1;q)2
(q2n+α+β;q)2
(
1+ qα+β+2n+1)(1 − q2n)qβ−a+n−1P (α,β)n (x ∣∣ q2)
− (−q
α+β+1;q)2
(q2n+α+β+1;q)2
(
1 − q2n)(1− q2n+2)qβ−α+n−1P (α,β)n+1 (x ∣∣ q2). (5.18)
Note the correction in the power of q in the coefficient of P (α,β)n+1 (x | q2) from β−α+n+1
in [15] to β − α + n− 1. Let
ζ 2n =
(1 − q2n+α+β+1)(q, qα+β+1,−q(α+β+1)/2;q)n
(1 − qα+β+1)(qα+1, qβ+1,−q(α+β+3)/2;q)n q
−n(2α+1)/2
= (1 − q
n+(α+β+1)/2)(q, qα+β+1;q)n
(1 − q(α+β+1)/2)(qα+1, qβ+1;q)n q
−n(2α+1)/2. (5.19)
The orthonormal polynomials are ζnP (α,β)n (x | q) and the recursion coefficients are
a2n =
(1− qn)(1 + qn+(α+β−1)/2)(1 − qα+β+n)(1− q(α+β+n)/2)
4(1 − q2n+α+β−1)(1− q2n+α+β+1)(1 − qn+(α+β)/2)2
(
1− qα+n)(1 − qβ+n)
= (1− q
n)(1 − qα+β+n)(1− qα+n)(1− qβ+n)
4(1− qn+(α+β−1)/2)(1− qn+(α+β+1)/2)(1 − qn+(α+β)/2)2 . (5.20)
After multiplying by a suitable factor, the left-hand side of (5.18) becomes(
1 − 2xq(2α+1)/4 + qα+1/2)(1 + 2xq(2β+1)/4 + qβ+1/2)DqP (α,β)n (x | q).
In this case after applying the three term recurrence relation (2.3) to eliminate P (α,β)n+1 (x | q)
we see that the right-hand side becomes a linear combination of P (α,β)n (x | q) and the
coefficient of P (α,β)n−1 (x | q) is
2q−n+(2α+5)/4an
(1− qα+β+n+1)
1− q
×
[
ζn(1 − qn+α)(1− qn+β)q(n−1)/2
anζn−1(qn+(α+β)/2;√q )2 +
ζn(1 − qn)(1− qn+1)q(n+β−α+1)/2
an+1ζn+1(qn+(α+β+1)/2;√q )2
]
.
In the above expression after we substitute for an and ζn, from (5.20) and (5.19),
respectively, it greatly simplifies to
q(n−α−3/2)/2
(
1+ q(α+β+1)/2)(1 − qn+(α+β+1)/2).
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An(x)
an
= 4q
(1−n)/2(1+ q(α+β+1)/2)(1 − qn+(α+β+1)/2)/(1− q)
(1− 2xq(2α+1)/4 + qα+1/2)(1+ 2xq(2β+1)/4 + qβ+1/2) . (5.21)
It is clear that the evaluation of
∏n
1 A(xj )/aj involves the evaluation of P
(α,β)
n (x | q) at
x = 1
2
[
q(2α+1)/4 + q−(2α+1)/4] and x =−1
2
[
q(2β+1)/4 + q−(2β+1)/4].
From (5.16) it readily follows that
P (α,β)n
((
q(2α+1)/4 + q−(2α+1)/4)/2 ∣∣ q)= (qα+1;q)
n
/
(q;q)n (5.22)
and
P (α,β)n
(−(q(2β+1)/4 + q−(2β+1)/4)/2 ∣∣ q)
= (q
α+1;q)n
(q;q)n 3φ2
(
q−n, qn+α+β+1,−q(α−β)/2
qα+1,−q(α+β+2)/2
∣∣∣∣q, q) .
Using (1.18) we find, after some simplification,
P (α,β)n
(−(q(2β+1)/4 + q−(2β+1)/4)/2 ∣∣ q)= (−1)nqn(α−β)/2 (qβ+1;q)n
(q;q)n . (5.23)
It is easy to see from (5.16) that the coefficient of xn in P (α,β)n (x | q) is
2nqn(2α+1)/4
(
qn+α+β+1;q)
n
/(
q,−q(α+β+1)/2,−q(α+β+2)/2;q)
n
.
Thus
n∏
j=1
An(xj )
an
= q
n(1−n)/24n(1 + q(α+β+1)/2)n(qn+α+β+1;q)2n
(1− q)n(−q(α+β+1)/2;√q)22n(qα+1, qβ+1;q)n
(
1 − qn+(α+β+1)/2).
(5.24)
This leads to
D
(
P̂ (α,β)n (x | q),Dq
)
= 2
2n(n−2)(1+ q(α+β+1)/2)n(qn+α+β+1;q)2n(1 − qn+(α+β+1)/2)n
qn(n−1)/2(1 − q)n(−q(α+β+1)/2;√q)22n(qα+1, qβ+1;q)n
×
n∏
k=1
[
(1− qk)(1 − qk+α+β)(1 − qk+α)(1− qk+β)
(1− qk+(α+β−1)/2)(1− qk+(α+β+1)/2)(1 − qk+(α+β)/2)2
]k+1−n
. (5.25)
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D
(
P (α,β)n (x | q),Dq
)
= 4
n(n−2)qαn(n−1)(1− qα+β+1)n
qn(n−1)/2(1− q)n(qα+β+1;q)2n
×
n∏
k=1
(1− qk)k+2−2n(1 − qk+α+β)k+2−2n(1 − qk+α)k−1(1 − qk+β)k−1
[(1 − qk+(α+β−1)/2)(1− qk+(α+β+1)/2)(1− qk+(α+β)/2)2]k−n . (5.26)
Proof. Since the orthonormal polynomials P̂ (α,β)n are ζnP (α,β)n ,
D
(
P (α,β)n (x | q),Dq
)= ζ 2−2nn D(P̂ (α,β)n (x | q),Dq)
and the theorem follows from (5.25). ✷
6. Functions of the second kind
For z /∈ supp(w) the function of the second kind is
Qn(z)= 1
w(z)
b∫
a
pn(y)w(y)
z− y dqy. (6.1)
Recall from (2.18) that the polynomials {pn(x)} satisfy the q-difference equation
D2qy(x)+Rn(x)Dqy(x)+ Sn(x)y(x)= 0, (6.2)
where
Rn(x) = Bn(qx)− DqAn(x)
An(x)
− An(qx)
An(x)
[
x − bn−1
an−1
An−1(x)−Bn−1(x)
]
, (6.3)
Sn(x) = an
an−1
An−1(x)An(qx)+DqBn(x)− Bn(x)
An(x)
DqAn(x)
−Bn(x)
[
x − bn−1
an−1
An−1(x)−Bn−1(x)
]
An(qx)
An(x)
. (6.4)
Theorem 6.1. Assume that w(a/q)= w(b/q)= 0. Then for n= 0,1, . . . , the function of
the second kind Qn(z) has the raising and lowering operators L1,n and L2,n of (2.16), and
satisfies (2.16) and the q-difference equation (6.2).
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lation gives
Dq,z
1
z− y =−
1
(z− y)(qz− y) =−q
−1Dq,u
1
z− u
∣∣∣∣
u=y/q
. (6.5)
Therefore (2.10) yields
Dq,z
[
w(z)Qn(z)
] = −q−1 b∫
a
pn(y)w(y)Dq,u
1
z− u
∣∣∣∣
u=y/q
dqy
= −
b∫
a
pn(qy)w(qy)Dq,y
1
z− y dqy +
(q − 1)ypn(y)w(y)
q(z− y)(z− y/q)
]b
a
= −pn(y)w(y)
z− y/q
]b
a
+
b∫
a
Dq,y
(
w(y)pn(y)
) dqy
z− y .
In the last step we used (2.8). We then apply (2.7) and (2.9) and get
w(z)Dq,zQn(z) = u(qz)w(qz)Qn(qz)− pn(y)w(y)
z− y/q
]b
a
+
b∫
a
Dq,y
(
w(y)pn(y)
) dqy
z− y
= −pn(y)w(y)
z− y/q
]b
a
+ u(qz)
b∫
a
pn(y)
qz− yw(y)dqy
+
b∫
a
w(y)
z− yDq,y
(
pn(y)
)
dqy −
b∫
a
u(qy)w(qy)
z− y pn(qy)dqy.
Now apply (2.10) to the last integral and take into account (2.7) to find
w(z)Dq,zQn(z)
=−pn(y)w(y/q)
z− y/q
]b
a
+
b∫
a
w(y)
z− yDq,y
(
pn(y)
)
dqy +
b∫
a
u(qz)− u(y)
qz− y w(y)pn(y)dqy
=−pn(y)w(y/q)
]b
+ I1 + I2, (6.6)
z− y/q a
M.E.H. Ismail / Advances in Applied Mathematics 30 (2003) 562–589 587say. Since
b∫
a
n−1∑
k=0
pk(y/q)pk(t)w(t)dq t = 1, (6.7)
we can use (2.13) and write I2 in the form
I2 =
b∫
a
u(qz)− u(y)
qz− y w(y)pn(y)
b∫
a
n−1∑
k=0
pk(y/q)pk(t)w(t)dq t dqy
= an
b∫
a
b∫
a
u(qz)− u(y)
qz− y w(y)pn(y)
pn(y/q)pn−1(t)− pn(t)pn−1(y/q)
−t + y/q w(t)dq t dqy.
Use the partial fraction decomposition
1
(qz− y)(−t + y/q) =
1
(z− t)(qz− y) +
1
(z− t)(y − qt)
to write I2 as J1 + J2. In J1 do the y integration first to obtain
J1 = w(z)Qn−1(z)
[
An(z)− anw(y/q)pn(y)pn(y/q)
z− y/q
]b
a
]
−w(z)Qn(z)
[
Bn(z)− anw(y/q)pn(y)pn−1(y/q)
z− y/q
]b
a
]
. (6.8)
Now
J2 = an
b∫
a
b∫
a
[u(qz)− u(y)]w(y)pn(y)
(z− t)(y − qt)
× [pn(y/q)pn−1(t)− pn(t)pn−1(y/q)]w(t)dq t dqy.
In J2 write u(qz)− u(y) as the sum of u(qz)− u(qt) and u(qt)− u(y) and then express
the integral as a sum of two integrals. The first integral vanishes because the y integral is
zero as can be seen from the Christoffel–Darboux formula (2.13) and the orthogonality.
Thus
J2 = an
b∫
a
b∫
a
[u(qt)− u(y)]w(y)pn(y)
(z− t)(y − qt)
× [pn(y/q)pn−1(t)− pn(t)pn−1(y/q)]w(t)dq t dqy.
588 M.E.H. Ismail / Advances in Applied Mathematics 30 (2003) 562–589Performing the y integration we get
J2 = −
b∫
a
An(t)pn−1(t)− pn(t)Bn(t)
z− t w(t)dq t
+ an
b∫
a
w(y/q)pn(y)pn(y/q)
z− y/q
]b
a
pn−1(t)
z− t w(t)dq t
− an
b∫
a
w(y/q)pn(y)pn−1(y/q)
z− y/q
]b
a
pn(t)
z− t w(t)dq .
Hence
J2 = −I1 + anw(y/q)pn(y)pn(y/q)
z− y/q
]b
a
Qn−1(z)
− an
b∫
a
w(y/q)pn(y)pn−1(y/q)
z− y/q
]b
a
Qn(z). (6.9)
In view of the assumption w(a/q)=w(b/q)= 0 and the previous calculations we see that
the right-hand side of (6.6) is I1 + J1 + J2, which, after taking (6.9) into account, is J1;
hence we have established
Dq,zQn(z)=An(z)Qn−1(z)−Bn(z)Qn(z), (6.10)
and the proof of Theorem 6.1 is complete. ✷
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