Abstract-Two spacecraft charging software tools, the Spacecraft Plasma Interaction Software and the Multi-Utility Spacecraft Charging Analysis Tool, have been compared in the situation of a wake generated by an object immersed in dense drifting plasma. Each model takes account of the particle dynamics, the space charge effect on the electric field, and the currents collected by the object. The cross-comparison resulted in a good agreement between the two codes and with previous experiments conducted on the same configuration. In particular, a highly negative voltage imposed to the object rear side allows the collection of drifting ions at this location. The nontrivial shape of the current density map was correctly simulated by the two codes. Future works may allow to reach a better quantitative agreement.
I. INTRODUCTION

S
EVERAL numerical codes aiming at calculating spacecraft charging due to plasma interactions have been developed over the world. They generally calculate plasma dynamics, current emission/collection on spacecraft, and spacecraft charging. Among these codes, the Spacecraft Plasma Interaction Software (SPIS) and the Multi-Utility Spacecraft Charging Analysis Tool (MUSCAT) have been developed by ONERAThe French Aerospace Lab and by Kyushu Institute of Technology, respectively.
SPIS has been developed with the European Space Agency support and improved via several research and technology contracts from the French Centre National d'Etudes Spatiales so as to provide the community with an open-source software dedicated to the environment effect on satellites. The numerical core and the user interface have been developed by ONERA and the ARTENUM company, respectively [1] . Recent enhancements have consisted in improving multitime scale and multiphysics capabilities [2] . The effect of in-orbit plasma on spacecraft has been modeled in a wide range of configurations: geosynchronous (GEO) spacecraft charging [2] , J.-C. Matéo-Vélez, J.-F. Roussel, and V. Inguimbert are with Onera-The French Aerospace Lab, 31055 Toulouse, France (e-mail: mateo@onera.fr; roussel@onera.fr; virginie.inguimbert@onera.fr).
M. Cho electric propulsion [3] , barrier of potential at millimeter scale [1] , and electrostatic discharge onset on GEO solar panels [4] . The ONERA plasma chamber, named JONAS, was simulated, and the results were compared to that of the experiments in [5] . MUSCAT has been in development since 2004 [6] . The comparison to experiments has also been achieved in a wide range of configurations, including GEO charging [7] , [8] .
Until now, the two software have been used independently. In [2] , SPIS was compared to previous results obtained with the U.S. National Aeronautics and Space Administration Charging Analyzer Program code on a GEO spacecraft configuration [9] . The objective of this work is to provide a first crosscomparison between SPIS and MUSCAT. The reader should keep in mind that any validation relies on hypothesis. With the two codes' architectures and solvers being different, it is necessary to identify the major differences in order to analyze the origin of eventual discrepancies. On the other hand, it might also be pointed out that, even if a close similarity of the results is achieved, it will validate the two codes only on the studied configuration and similar configurations.
Section II presents the simulated configuration, which consists in the wake created by a plate immersed in dense and drifting plasma. It also presents the models used for the MUS-CAT and SPIS simulations. Section III is devoted to the crosscomparison of the results. Section IV provides perspectives for extra cross-comparison.
II. WAKE MODELING
In this section, we present the simulation test case. The methods used with MUSCAT and SPIS are then described. Finally, we focus on the main modeling differences.
A. Wake in LEO Environment
The simulated configuration is the wake created by a plate in a low Earth orbit (LEO) environment in the Japan Aerospace Exploration Agency (JAXA) plasma chamber. MUSCAT has already been compared to these experiments in [7] . This configuration is close to the previous SPIS simulation of the ONERA JONAS chamber which included the simulation of a drifting argon plasma, including charge exchange reaction in a rather large tank (3.4 m long and 2 m in diameter), and the wake created by a plate [5] . This study does not consist in reinterpreting the experiments and MUSCAT results presented in [7] but rather to compare the software with the nearest input parameters (geometry, plasma, boundary conditions, etc.). The numerical test case consists in the simulation of the experiment conducted in the JAXA chamber [7] . It consists in simulating the interaction between a plate and drifting plasma, as represented in Fig. 1 . The argon plasma density is 6 × 10 15 m −3 . The plasma temperature is 5 eV, and its drifting velocity is 15 km/s along the x-axis, which corresponds to a directed energy of 45 eV. The Debye length is 0.2 mm. The plate is 44 mm long in the y-and z-directions and 6 mm thick in the x-direction. The face facing the plasma is set to the 0-V plasma potential which simulated the fact that, during experiments, this face was covered by dielectrics. The face facing the wake is set to −500 V (during the experiments, this face was metallic and biased to this voltage). The edges of the plate are set to 0 V. The plate is located in the middle of a 128 × 128 × 128 mm plasma domain.
B. MUSCAT Modeling
The detailed characteristics of MUSCAT modeling are described in [7] . The MUSCAT solver employs electrostatic particle-in-cell (PIC) and particle tracking (PT) methods [10] . The Cartesian meshing is composed of 2-mm uniform cubic mesh elements. The number of elements is 64 3 ∼ 260 000. A PIC method is used to simulate the dynamics of electron and ion populations. In order to reduce the computational time, the ion-to-electron mass ratio in the PIC algorithm is set to unity. In order to keep the same superparticle kinetic energy, the drift and thermal velocities are increased in proportion of the square root of the real mass ratio. Initially, the computational domain is filled with plasma so that each grid cell contains at least ten superparticles of each species. One superparticle represents 4.8 × 10 6 real particles. From the external boundaries, the particles are injected based on the drifting Maxwellian distribution. The electric field is calculated using a fast Fourier transform (FFT) which has the advantage to be rapid but limited to uniform grids. A Dirichlet boundary condition of 0-V potential is imposed on the domain boundaries. It is the reference for plasma potential. After the PIC simulation was run for 500 time steps which correspond to 20 cycles of the plasma oscillation, a PT method is used to calculate the current to each part of the object inside the computational domain. From each grid cell in the six boundary planes, 100 particles are injected at each time step according to the drifting Maxwellian. As the drift velocity is much larger than the thermal velocity for ions, no ion is injected from the boundary at the downstream. The current collected on the plate is computed by tracking the particles from injection to collection on the plate (forward tracking). The real ion-toelectron mass ratio is used in this algorithm.
After the trajectories of all the injected particles are calculated, the PIC simulation is resumed with the renewed charging potential of the object inside the computational domain. The plasma density distribution surrounding the object is inherited from the previous run. Although the charging potential is supposed to be recalculated based on the capacitance of the insulator on the object surface and the current density to each surface element, for the present case, the surface potentials of the insulator and conductor are fixed to constant values. The set of PIC and PT simulations is repeated 100 times until we obtain the final current distribution and the potential structure. The overall computation time is 15 h approximately.
C. SPIS Modeling
SPIS version 3.6 has been used in this study [11] . A PIC method is used for the argon ion population. The meshing is composed of 155 000 tetrahedrons, with refined mesh grids on the plate (2 mm) and coarser mesh grids on the boundary (10 mm). The mesh is also refined in the inflow boundary (see Fig. 2 ) in the area facing the plate edges. Ions are injected at all boundaries. With the number of numerical particles injected being proportional to the number of external boundary surface elements, this automatically increases the statistics in the region A thermal Boltzmann distribution is used for electron population
where N 0 = 6.10 15 m −3 , φ is the electrical potential, and T e = 5 eV is the electron temperature. This distribution is valid for negative potential and no barrier of potential since it relies on the assumption of thermal equilibrium of a closed system. The electric field calculation is performed by a numerical implicit solver of the nonlinear Poisson equation
where N i is the ion density. This method permits to solve the Poisson equation with mesh elements greater than the Debye length. The boundary condition is a 1/r 2 decrease of the potential, which is simulated by a Fourier (or mixed Dirichlet-Neuman) type condition: −αφ + grad(φ).n = β with β = 0 and α = 2r.n/r.r, where r is the vector field of boundary mesh surface positions with the origin being the spacecraft mesh barycenter and n is the vector field of the outgoing normals to the external boundary mesh.
The current collected by the plate is calculated following a forward tracking method. The calculation has been performed until the convergence of current collection by the plate. That roughly corresponds to several transit duration of ions through the domain, i.e., approximately 10 µs.
The parameters used in this simulation are presented in Table I .
D. Main Modeling Differences Between MUSCAT and SPIS
The main differences between the two calculations have been identified.
The first difference is the meshing, which is uniform with MUSCAT and which is unstructured and tetrahedral with SPIS.
Nevertheless, if the meshing is sufficiently refined, that should not pose any problem, except in terms of computation time.
The second difference relies on the way electrons are simulated and on the electric field computation. MUSCAT considers a PIC method in which numerical superparticles representing a certain number of physical electrons are injected at the inflow boundary. The weights of these superparticles are adjusted so that the physical density of the inflow plasma corresponds to the undisturbed plasma density. Their distribution is obtained through a Monte Carlo algorithm. Their dynamics are then coupled with the Poisson equation which is solved by an FFT. This fast method of electric field calculation is possible because MUSCAT uses uniform grids. The simulations performed with SPIS would be very expensive in terms of computational time if a PIC method for electrons was used. That would necessitate using smaller mesh elements (smaller than the Debye length) so as to ensure the stability of the code. In the present case, the Boltzmann distribution is valid for electrons because there are only negative potentials in the simulation. As a result, the implicit SPIS solver of the nonlinear Poisson equation is used. It consists in an iterative conjugate gradient method.
The third difference relies on boundary conditions, i.e., on the external boundary and on the plate itself. The way particles are injected seems to be very similar, but there are some differences in the way that potentials are handled. In MUSCAT, a Dirichlet condition of null voltage is imposed on the external box. In SPIS, a 1/r 2 decrease has been used, which is typical of presheath regions, and the parameter N 0 in (1) and (2) is adjusted to match the plasma density at zero volt potential. However, this difference should not be significant provided that the potential reaches zero close to the boundary on the SPIS simulation.
Finally, the way that potential are imposed on the surface elements of the spacecraft (namely, the plate) may also differ, particularly at the frontier between the metallic set at −500 V and dielectric parts of the plate set at 0 V.
III. RESULTS
The plasma sheath calculated with SPIS is represented in the midcutting plane of the domain in Fig. 3 . The dense LEO plasma screens the plate potentials at a distance close to the plate, even in the wake.
The axial profile along the centerline in the wake of the plate is presented in Fig. 4 . Both MUSCAT and SPIS describe a sheath thickness of about 20 mm. The radial profiles at location x = 8 mm downstream from the electrode presented in Fig. 5 show that the rear side influence is limited to the wake region. In the drifting area, the potential is almost zero. In MUSCAT simulations, it was imposed via a 0-V Dirichlet boundary condition. In SPIS simulation, a 1/r 2 decrease of the potential has been imposed. The two results are in good qualitative agreement. Quantitatively, the wake width is approximately 50 and 54 mm for SPIS and MUSCAT, respectively.
The ion density map is represented in Fig. 6 , in which the ion-depleted wake extends from the plate to the simulation box. A certain quantity of ions enters the wake due to the highly negative potential of the plate, as observed in Figs. 7 and 8 . As the 15-km/s drift velocity of argon ions corresponds to an energy of 45 eV, ions passing in the vicinity of the edges can be deflected toward the center and populate the wake. The axial and radial (8 mm downstream from the plate) profiles of ion density in the wake indicate that a minimal density of approximately 2 × 10 14 m −3 is obtained on the rear side of the plate. This quite large value is due to the highly negative charging of the plate rear side (−500 V to be compared to the drifting energy of 45 eV), which efficiently deflects the ions. Due to their focusing in the vicinity of the plate, there is a little accumulation of ions. The ion density does not recover the value N 0 of 6.10 15 m −3 at the domain boundary behind the plate. The influence of the plate extends further than 64 mm. The thickness of the transition area, i.e., between the wake and plasma flow, increases linearly from zero to the plate. In Fig. 8,  8 mm downstream the plate, the transition thickness is 10 mm thick both for SPIS and MUSCAT. There are some differences between the two codes however. The ion density out of the wake is lower during MUSCAT simulation (4.5 × 10 15 m −3 instead of 6.0 × 10 15 m −3 for SPIS). The reason of the difference near 40 mm in Fig. 8 is unknown , but the injection model may not be inferred since ions are injected at the side boundaries in both simulations. The profiles qualitatively agree, but there is a shift in their shape.
However, the comparison of the two simulation results is satisfactory since the wake characteristics are very similar both in terms of ion density and depletion region extension.
The negative wake region is not populated with electrons as shown in Figs. 9 and 10 . The similarity of the results shows that electrons rapidly follow a Boltzmann distribution in the present case. The region close to the plate is completely depleted. Electrons do not enter the sheath because of its highly negative potential. Concerning SPIS and MUSCAT comparison, a good qualitative agreement is observed, although as for ions, a shift is observed outside the sheath. Concerning SPIS simulations, the roughness of the profile outside the sheath is explained by the coarser mesh grid there. Even small uncertainties on the electric potential of 5 V, i.e., 1% of the plate potential, lead to high variations of the 5-eV Boltzmann electrons following (1). Nevertheless, that did not impinge the global simulation.
The ion current density collected by the rear side of the plate is reported in Figs. 11 and 12 . Both are in agreement with the experimental results reported in [7] , in which the experimental luminescence of the plate due to argon ion impact (reported in their figure 22 ) resembles clearly the current collection reported here. Ions are attracted by the negative potential of the plate and concentrate near the corner due to the higher electric field there. The ion collection reaches 10 to 15 A/m 2 in the plate corners. Better statistics could be reached injecting a larger amount of superparticles in SPIS simulation. Finally, both SPIS and MUSCAT are efficient to describe the trajectories of ions in this wake situation. Only a few particles can enter the wake and then collide with the electrode, due to the narrow entrance zone close to the edges. The steady-state ion current is about 5.0 mA with SPIS instead of 6.4 mA with MUSCAT. This difference of a factor 1.3 may be due to the way that potentials are implemented on the frontier between the rear side and the front side of the plate. In SPIS, the value imposed on the nodes is the average value of the neighboring element surfaces, i.e., −250 V on the edges and even lower on the corners (−125 V or −167 V, depending on the number of dielectric and metallic surface mesh elements connected to the corner). It is a difference between SPIS and MUSCAT simulations. SPIS simulation may minimize the current collected by the plate because the ion deflection is less efficient than that with a frontier set at −500 V.
IV. CONCLUSION AND PERSPECTIVES
SPIS and MUSCAT have been successfully compared in a configuration mimicking the wake created by a spacecraft in LEO environment. Both plasma potential and density were similarly described by the two codes. The Debye screening of the plate potential by the plasma and the wake were well reproduced. The current collection results were in very good qualitative agreement, too. A better quantitative agreement would probably be achieved with a different numerical model for potentials on dielectric surfaces (simply by calculating it instead of imposing a zero voltage).
This double confrontation of experimental/numerical and numerical/numerical results indicates that the two codes are mature enough to solve the interaction between LEO plasma and spacecrafts. Some of the code capabilities need still to be tested and compared, particularly the circuit solvers that calculate the evolution of the spacecraft potential (in the present case, they were imposed). This could be performed by simulating spacecraft charging in GEO environment, in a similar approach than what was performed in [2] .
