We consider linear cyclic codes with the locality property, or locally recoverable codes (LRC codes). A family of LRC codes that generalizes the classical construction of Reed Solomon codes was constructed in a recent paper by I. Tamo and A. Barg (IEEE Trans. IT, no. 8, 2014). In this paper we focus on the optimal cyclic codes that arise from the general construction. We give a characterization of these codes in terms of their zeros, and observe that there are many equivalent ways of constructing optimal cyclic LRC codes over a given field. We also study subfield subcodes of cyclic LRC codes (BCH-Iike LRC codes) and establish several results about their locality and minimum distance.
I. INTRODUCTION
Locally recoverable codes (LRC codes) have been exten sively studied in recent literature following their introduction in [4] . A linear code C c lF� is called locally recoverable with locality r if the value of every symbol of the codeword depends only on r other symbols of the same codeword. If dim C = k, then clearly r S; k. Applications of LRC codes in distributed storage motivate constructions in which r is a small constant, while n and k could be large. Early constructions of LRC codes such as [6] , [8] , [9] , [10] , [12] relied on alphabets of cardinality much greater than the code length. Paper [11] introduced a family of LRC codes of Reed-Solomon (RS) type over field alphabets of size comparable to the code length n.
We call these codes RS-like codes below. Some of the codes constructed in [11] are cyclic of length nl(q -1), where q is the size of the field. In this paper we focus on cyclic RS-like codes. As our first result, we characterize the distance and the locality parameter of such codes in terms of the code's zeros. We also study subfield subcodes of RS-like codes and describe the locality parameter in terms of irreducible cyclic codes supported on the coordinate subsets that form the recovering sets of the original code. This enables us to find estimates of the locality parameter based on the structure of the zeros of the code and to construct examples of binary LRC codes.
The general question of finding the locality r is equivalent to finding the dual distance of a cyclic code, which is a difficult problem. However unlike for the problem of error correction, we actually gain by proving that the dual distance is smaller than the estimated value, as this implies better local recovery properties of the LRC code. Subfield subcodes are particularly fascinating as they not only increase the distance, but also reduce the locality, though at the expense of code dimension. *1. Tamo Apart from [11], the paper particularly relevant to this study is [5] . In it, the authors motivate and construct several examples of binary cyclic LRC codes with locality 2 and in a number of cases prove optimality of their constructions.
The following Singleton-like bound on the distance d of an (n, k, r) LRC code was proved in [4] : d S; n -k -,kjr l +2.
We call the code optimal if its distance meets this bound with equality.
11. TH E REED-S OLOMON-LIKE CONSTRUCTION Let us briefly recall the construction detailed in [11] . Our aim is to construct an LRC code over IF q with the parameters (n, k, r), where n S; q. We additionally assume that (r + 1)ln and rlk, although both the constraints can be lifted by adjust ments to the construction presented below [11] . Throughout this paper we let v = nj(r + 1), P, = kjr.
Consider the k-dimensional linear subspace V C IF q [xl spanned by the set of k polynomials {p(x)lx i , i=O, ... ,r-l;j=O, ... ,p,-I}.
(1) Given an information vector a = (ai j , i = 0, ... , r -1; j 0, ... , p, -1) E lF� let r-1,,-1 fa(x) = L L ai j p(x) j x i . i =O j =O (2) Note that fa(x) belongs to the subspace V. Now define the code C as the image of the linear evaluation map e : V ---+ lF� fa H ( fa (Pi), i = 1, ... , n).
The minimum distance of the code C equals d = n -k(r + l)jr + 2, and is optimal for the given parameters. The code also has the LRC property: namely, the value of the symbol in coordinate P E Ai E A can be found by interpolating a polynomial of degree S; r -1 that matches the codeword at the points P j E Ai \ {P}. Below we call the subset of coordinates Ai \ {P} the recovering set of the coordinate P.
Ill. C YCLIC q-ARY LRC CODES
In this paper we are concerned with the following special case of the construction (2)-(3). Let nl(q -1) and choose the polynomial p(x) in (1) to be the annihilator polynomial of a subgroup of the multiplicative group lF�. As shown in [11], the polynomial fa in (2) can be taken in the form Choose the set of evaluation points as A = {I, a 1 , ... ,an -1 }, where a is a primitive n-th root of unity, and construct a linear code C using the evaluation map (3) .
Using this representation as the starting point, we observe that C is a cyclic code of length n. Generally, a cyclic code is an ideal in the ring lFq[x]j(xn -1) which is generated by a polynomial g(x) such that g(x)l(xn -1). Let lFqm be an extension field that contains the n-th roots of unity. Let t = deg(g) and let Z = {a i j ,j = 1, ... , t} c lFqm be the zeros of g( x). The set of unique representatives of cyclotomic co sets in Z with respect to the field IF q is called a defining set of zeros of the code C = (g(x)). Throughout this section we assume that m = 1, i.e., that nl(q -1), each cyclotomic coset is of size one, and the defining set is Z.
As our first result in this section, we identify the zeros of the code C constructed using representation (4). Next we make some observations regarding the structure of zeros of cyclic LRC codes. Based on these, we introduce a general construction of optimal q-ary cyclic codes, described in the following theorem. It will be seen that the set D accounts for the code's distance, while L ensures the locality property. Note that b = 1
The proof of this theorem follows from Lemmas 3.2 and 3.3 and is given at the end of this section. Recall the following property where a is an n-th root of unity and p is the characteristic of the field:
Lemma 3.2: Consider the cyclic code C of length n con structed using the polynomials fa(x) given by (4) . The rows of the generator matrix g of C have the form (1, aj, a 2 j, ... ,a ( n -1) j), for all j such that j E {O, 1, ... , J-l ( r + 1) -2} \ { s( r + 1) -1, s = 1, ... , J-l -I}. The defining set of zeros of C has the form R = DU L, where D = {a i : i = 1, ... , n -J-l (r + 1) + I} L = {an -(J.t-l)(r+l)+l , I = 1,2, ... ,Jl -1 } The code C is an optimal (n, k, r) LRC code with distance d = n -J-l (r + 1) + 2.
Indeed, from (5) , if aj is the generating element of a row of g and t E R, we need to show that aH t i-1, or that j + t is not a multiple of n. This is true because if t E D, then j + t ::; n -1, and if t E L, then j+ t=n-((J-l-I)(r+ l))+I+j, (6) where l = 1,2, ... , J-l -1. The first two terms on the RHS of (6) are multiples of r + 1, therefore the entire RHS is a multiple of r + 1 if and only if so is j + 1. Since g does not include the rows that would make the latter possible, we have (r + 1)1 (j + t). Finally, the claim about the distance follows from the BCH bound on the set of zeros D.
• In Lemma 3.2, we described the set of zeros of C as a union of two disjoint subsets of roots of unity. Alternatively, the set of exponents R obviously can be described as a union of two non-disjoint sets, R = DU L, where D is as given in Lemma
and
... , . As already observed, the subset D guarantees a large value of the code distance, supporting the optimality claim. It is natural to assume that the zeros in L account for the locality property.
The following lemma shows that this is indeed the case. 
are contained in the row space of H.
Proof First note that av = 2:: :
m=O m=O The element aj (r+1) is a v-th root of unity, so by (5) the last sum is zero if j is not a multiple of v and aa l j otherwise.
We conclude that the vector av is contained in the row space of H, and since a E IF q, a i-0 so is the vector v itself. The row space of H over IF q is closed under cyclic shifts, and this proves the lemma. Proof The statement about the generator matrix follows Remark 1: Lemma 3.3 provides a general method of condirectly from (4). To prove the statement about the zeros, it structing optimal cyclic q-ary linear codes. The construction is suffices to show that the dot product of any row of g and rather flexible and relies on the choice of two sets of zeros of the row vector (1, a t , a 2 t , ... , a ( n -1) t ) for any t E R is zero. the code, D and L, which are responsible for error correction capability and locality of C. In other words, the set D accounts for the distance properties of the code while L takes care of the locality property. The possibility to shift L and D around will prove useful in the next section where it will enable us to improve the locality of subfield subcodes of our codes.
Remark 2: In [I1] it was also observed that the construction (2)-(3) can be used to construct codes with two (or more) disjoint recovering sets for every symbol of the encoding. Turning to cyclic codes, we note that Proposition 3.4 provides a simple sufficient condition for such a code to have several recovering sets: all we need is that the complete defining set contain cosets of subgroups of groups of unity of degree V I , V 2 , ... , where the v;'s are pairwise coprime. For instance a cyclic code of length n = 63 whose complete defining set contains the sets of 7-th and 9-th roots of unity, has two disjoint recovering sets of sizes 6 and 8 for every symbol.
We conclude by proving the main result of this section. 
IV. S UBFIELD S UBCOD ES
A large part of the classical theory of cyclic codes is concerned with subfield subcodes of Reed-Solomon codes, i.e., the BCH codes, and related code families. In this section we pursue a similar line of inquiry with respect to cyclic LRC codes introduced in the previous section. In particular, through an analysis of parameters of the BCH-like codes and some examples, we derive stronger bounds on locality with the same set of zeros L that we considered in the previous section.
A. Notation
Let Z be the complete defining set of the code C' over F q ' (i.e., a BCH-type code) and let C the corresponding Reed Solomon type code, i.e., the cyclic code over F qm with the same set of zeros. In the previous section we considered cyclic codes where the symbol field and the locator field coincided, as is common for Reed-Solomon codes. In the context of subfield subcodes, the symbol field will be denoted F q and the locator field F qm (for most of our examples, q = 2). The field F qm is the splitting field of the generator polynomial g(x), while over Fq we have g(x) = ITj EJ mi j (x), where (ij,j E J) is the set of representatives of the cyclotomic cosets that form the defining set of zeros of C, and mi j ' S are the corresponding minimal polynomials.
Given a code C c F�m, its sub field subcode C' = ClJFq consists of the codewords of C all of whose coordinates are in Fq• For the analysis of subfield subcodes we will use the trace mapping T m from F qm to F q ' 
(ClJFq)1-= T m (C1-).
Remark: If C is an (n, k, r) LRC code, then any coordinate in the dual code is contained in the support of a codevector of weight at most r + 1. Hence by Theorem 4.1, the subfield subcode ClJFq has locality S; r. This observation is not surpris ing since the trace mapping T m does not increase the weight of a codeword. However, as we shall show in the sequel, the locality can be, and in most cases is, much smaller than r.
B. Preliminaries: From locality to irreducible cyclic codes
Let C' and C be the codes defined in Section IV-A. Proposition 3.4 states that if Z contains some coset {oJ : i mod (r + 1) = l} of the subgroup generated by a," +1 then C has locality r. By Lemma 3.3, the dual code C1contains the vector v -I v -I v -I v -I v -I where j3 = aV is a primitive root of unity of degree r + 1. The weight of the vector v is wtH (v) = r + 1 and the supports of its cyclic shifts partition the set of n coordinates of the code into subsets of size r + 1. As noted above, these subsets define the local recovering sets Ai for the code C. By Theorem 4.1, for any 'Y E Fqm and v E C1-, the vector y := T m bv) E Cji q = (C')1-. Furthermore, wtH(Y) S; r + 1, and if Y i-0, then its nonzero coordinates form a recovering set of relatively small size in the code C'.
In our analysis of the locality of the code C' we will restrict our attention to the following subspace of the code (C')1-: (8) Below we make the following simplification. It will suffice to analyze only the non zero coordinates of the subspace V, therefore, we will drop the zeros and treat v and all the derived vectors as vectors of length r + 1 in F qm or F q ' as appropriate. By abuse of notation, we still use the same letter v, and from now on write (9) Note that since below we rely only on a subset of the vectors in (C')1-, the code C' might have a better (i.e., smaller) locality parameter than the one guaranteed by our results. The form of the vectors in the subspace V (8) is reminiscent of the representation of vectors in irreducible cyclic codes [7] , [13] . In this section we take this as a starting point, connecting locality and results about such codes.
Recall that a q-ary linear cyclic code is called irreducible if it forms a minimal ideal in the ring Fq[x]/(xn -1). The main result about irreducible codes is given in the following theorem. Note that if in (l0) we omit the requirement that fJ is a primitive root of unity, taking instead an 8-th root of unity such that fJ t = 1 for some t18, then construction (l0) results in a degenerate cyclic code. As is easily seen, in this case the code V consists of 8 It repetitions of the irreducible code {(T mh ), T m h fJ) , ... , T mh fJ t -1 ) : "y E lFq=}.
C The case I = 0
In this case we study a particular case of the above construc tion, taking I = 0 in (9). Then the complete defining set Z of the code contains the subgroup G r+l : = (o: r+1 ) generated by the element o: r+1 and we obtain v = F +1 (the all-ones vector). By Theorem 4.2 the subspace V is of dimension 1 and is spanned by the all ones vector. Therefore the dual code (C')-1 contains a vector of weight equal to r+ 1, which means that C' has the same recovering sets as the code C.
Note that the subgroup G r+1 = {I,o: r+1 , ... ,o: rv } is closed under the Frobenius map, i.e., \ffjEGr+1 (fJ E G r+l ) =} (fJ q E G r+1 ). In other words, the set G r+1 is a union of cyclotomic cosets. Hence a cyclic code over IF q whose set of zeros contains G r+1 has the LRC property and is of large dimension.
Example 1: Let C' be a [n = 45, k = 30, d = 4] binary cyclic code with zeros {O, 3, 5, 9} in the field IF 2 '2. Since the set of roots contains the subgroup Gg, we have d-1 ::; 9, and hence the locality parameter of C satisfies r ::; 8; see (7) . On the other hand, (C')-1 has a defining set {l, 3, 7, 15} and the parameters [ n = 45, k = 15, d = 9]' so the value r is indeed
8.
To compare the parameters of this code with the upper bounds, we note that the shortening bound (SH) [1] gives k ::; 3 · 8+ k 2 ( 45 -3 . 9,4) = 3 6. The linear programming bound (LP) [15] gives an estimate MJc) (45,4, 8) ::; 2 38.48 which translates into k ::; 3 8.
In this example the locality value predicted by our analysis is exact. This is not always the case as shown in the next example in which the locality is smaller than given by the estimate based on the vector v. (0: 7 ) , the dual code has minimum distance at most 7, and hence the code has locality r ::; 6. On the other hand, (C')-1 is a [21, 9, 6] cyclic code with defining set {I, 3, 9}. Therefore the locality of C' is actually 5. The upper bounds give, respectively, k ::; 14 and k ::; 15. D. The case I > 0 irreducible cyclic codes, invoking several results that follow from the classical connection between these codes and Gauss sums. There are two options, namely gcd(l, r + 1) = 1 and gcd(l, r + 1) > 1. In the latter case, the analysis is as in the former except that we get a degenerate cyclic code. Below, if not stated, we exemplify the case I > 0 by taking I = 1. Proposition 4.4: Let z 2: 1 be an integer such that (2Z -1) In and let 0: be an n-th root of unity. Let C be an [n, k] binary linear cyclic code whose complete defining set Z contains the coset o:G2z_1 of the group G 2 z -1 = (0: 2 z -1 ). Then C has locality r ::; 2z -1 -1. Moreover, each symbol of the code has at least 2z -1 recovering sets Ai of size 2z -1 -1.
Proof Call V as V m when defined using "Y E IF q= and T m . Note that 8 = 2z -lln and nl 2 m -1. The complete proof (see [15] ) uses the facts that fJ is an 8-th root of unity in lFqz (and so, also in IF q=), and that V m = V z .
• Table I shows a few examples where an r n, k, d] binary cyclic code C' with a defining set given by Z, contains the coset o:G 2 z -1 , and the upper bound on r obtained in Proposition 4.4 is tight. The last two codes in the table have dimensions far away from the known upper bounds.
Notice that for binary cyclic codes, when I > 0, we were able to reduce the upper bound on r roughly by a factor of 2 when the coset of a group Gs is contained in the defining set Z, where 8 = 2z -1. We show that this can be generalized to a q-ary cyclic code (the bound reduces roughly by a factor of (q -1) Iq» by a simple averaging argument to upper bound the distance of irreducible codes. The theory of irreducible codes has been extensively ex plored, and for some cases their weight distribution is com pletely characterized. The technique behind these results is related to Gaussian sums and Gaussian periods [7] . We now cite a known result on irreducible codes, and cast it in the context of LRC codes. Observe that the upper bound on locality is again lower than that given by Proposition 3.4.
Theorem 4.7: [3, Theorem 17] Let N = (q m -l)/t and gcd(q�-;. I , N) = 2, then V is a two-weight code of length t and dimension m whose nonzero weights are (q -l)(q m ± q m /2 )/N q)], and there are (q m -1)/2 codewords of each of these weights.
Proposition 4.8: Let C' be an rn, k] ternary cyclic code whose complete defining set Z contains the coset aC t for some integer t that divides n, where a is an n-th root of unity. Let N = (3 m -l)/t, where m = ord3 (t). Assume that gcdem 2 -1, N) = 2, then each symbol of the code C' has at least 3 m-1 -3 '¥ -1 recovering sets of size less than 2(3 '�-;./!f ) .
Proof The complete defining set Z of the code C' contains the set of roots aC t , hence by Theorem 4.1 and (10), the [n = (3 m -l)/N, k = m] irreducible cyclic code V is a shortened code of (C').l. By Theorem 4.7, the code V contains 3 = 2 -1 codewords of weight (2(3 m -3'¥) )/3 N. Since the code is cyclic, each of its coordinates appears equally often as a nonzero coordinate of these codewords. Hence each coordinate of the code is nonzero in exactly 3 m-1 -3'¥ -1 codewords of weight 2(3 ��3 'IJ) and the result follows.
• Example 3: Let C' be a ternary cyclic code of length n = V of C.l is a triple repetItlon of the [7, 3, 4] simplex code. Therefore, the minimum distance of C.l is at most 3 . 4 = 12 and the locality r ::; 11. It can in fact be shown that C.l is an [63, 9, 12 ] cyclic code, so r = 11.
E. Multiple Recovering Sets
Proposition 4.4 shows that each symbol has several recov ering sets. Apart from the number of these sets, their structure is also of importance. For instance, we would like to know whether a symbol has a pair of disjoint recovering sets, which allows a parallel independent recovery of the lost symbol. While not a complete answer, we provide some analysis below.
Recall that in Proposition 4.4, the subcode V of C.l is the simplex code. Consider Si � [t] a support of some codeword of V. By considering the generator matrix of V it is clear that Si corresponds to an affine space defined by a vector in Ui E IF'�, where z is as defined in Proposition 4.4. This observation yields a formula for size of the intersection of the supports of codewords of V. Proof It can be easily checked that the set of vectors that contribute to the LHS is the set of all vectors x E IF'� that are a solution for the set of linear non-homogeneous equations x . Ui = 1, and the result follows.
• For instance, for the [63,36,3] code given in Table I , Proposition 4.9 gives tight bounds; we have z = 3, and any two recovering sets of a symbol intersect in exactly one coordinate, while the intersection of any three is empty.
