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Silicene systems, due to the buckled structure of the lattice, manifest remarkable intrinsic spin-
orbit interaction triggering a topological phase transition in the low-energy regime. Thus, we found
that protected edge states are present in silicene antidots and dots, being polarized in valley-spin
pairs. We have also studied the effect of the lattice termination on the properties of the single
electron energy levels and electron density distribution of silicene antidots and dots situated in a
perpendicular magnetic field. Our calculations confirmed that the topological edge states are prop-
agating over the perimeter of the antidot/dot for both ideal or realistic edge termination containing
roughness on the atomic length scale. The valley polarization and the slope of the energy line as a
function of the magnetic field is, however, reduced when the antidot or dot has a rough edge.
PACS numbers: 71.70.Di;71.70.Ej;73.20.At;72.25.-b;73.43.-f
I. INTRODUCTION
Silicene, a monolayer of silicon atoms forming a two-
dimensional honeycomb lattice, has been recently suc-
cessfully synthesized.1–9 Several theoretical works indi-
cate that the creation of a quasifreestanding silicene
is also possible on particular substrates.10–12 The low
energy excitations of silicene can be described by two
Dirac cones akin to graphene. However, because of the
large ionic radius of silicon, the two sublattices are ar-
ranged into two parallel planes. Due to this buckled
structure the six-fold symmetry typical for the graphene
sheet is broken. Consequently, silicene is expected13–16
to have a strong intrinsic spin-orbit interaction (SOI)
compared to graphene17. According to first principle es-
timates, a topologically nontrivial band gap of the or-
der of ∼ 10 meV10,16 is induced by the intrinsic SOI at
the Dirac points. In addition, the theoretical quantum
Hall15 and quantum spin Hall18 studies on silicene re-
vealed a complex sequence of Landau levels19 (LLs) and
Hall plateaus,15 thus making the theoretical investiga-
tions of silicene nanostructures essential. Recent theo-
retical studies predict the emergence of protected edge
states (PES) in triangular silicene nanodiscs20 and in
nanoribbons,21,22 explained by the same mechanism as
the quantum spin Hall effect in graphene.17 In spite of
such successful theoretical studies, the experimental re-
alization of silicene based nanostructures is currently un-
available for the experimentalists. In turn, the elec-
tric transport measurements on other two-dimensional
topological insulator materials, including HgTe quan-
tum wells23–25 and InAs/GaSb heterostructures,26 have
successfully demonstrated the role of the PESs in the
charge24,26 and spin transport processes.23,25
According to these works, the low energy physics of
quantum antidots (QAD) and quantum dots (QD) is
also expected to be modified when a remarkable intrin-
sic SOI is present in the system. The study of graphene
QAD27–33 and QD34–39 systems was addressed several
times predicting possible experimental applications. The
physical properties of silicene based nanostructures are
even more complex, since the SOI induced band gap
can be controlled via several experimentally realistic
methods.19,20,40–42
In this paper we have studied the dependence of the
single electron energy levels of circular silicene QADs and
QDs on the edge termination. To this end, we calculated
the energy eigenvalues of QADs and QDs by the con-
tinuous model imposing the infinite mass boundary con-
dition (IMBC) and compared them to the energy levels
obtained within the tight binding framework imposing
different boundary conditions. We also studied the elec-
tron density distribution around the QADs and QDs for
the different boundary conditions. Similar studies were
conducted on graphene QDs of triangular and hexagonal
shape to explore the effect of the boundary condition on
the energy eigenvalues of the QD.38 In our calculations,
however, we examine the physical properties of QAD and
QD systems considering imperfect edges containing irreg-
ularities on atomic length scale.
In addition, the intrinsic SOI in silicene systems in-
troduces a topologically nontrivial insulator phase in the
bulk band gap, giving rise to a PESs localized to the edge
of the QAD or QD. We will show that the PESs are also
present in the systems when a perpendicular magnetic
field is applied to the QADs or QDs. In addition, these
edge states are polarized into valley-spin pairs due to the
intrinsic SOI.
The rest of the paper is organized as follows. In Sec. II
we present the tight binding and continuous models used
in our calculations. In Sec. III we study the energy eigen-
values and the electron density distribution in QADs ne-
2glecting the SOI. Here we present our numerical results
obtained from the tight-binding calculations and com-
pare them to the predictions of the continuous model. In
Sec. IV we show that our findings on QADs are also valid
to QDs. In Sec. V and VI we study the role of the SOI in
the properties of the energy eigenvalues of silicene QADs
and QDs, respectively. Finally we summarize our work
in Sec. VII.
II. THEORETICAL MODELS
A. Tight binding (TB) model
The freestanding ballistic silicene system is described
by the following TB Hamiltonian:16,43
HTB =−
∑
〈ij〉α
γijc
†
iαcjα + i
∆SO
3
√
3
∑
〈〈ij〉〉αβ
νijc
†
iασ
z
αβcjβ
(1)
− i 2
3
λR
∑
〈〈ij〉〉αβ
µic
†
iα
(
σ × dij|dij |
)z
αβ
cjβ , (2)
where the first term stands for the usual graphenelike
nearest neighbor hopping Hamiltonian with γij ≡ γ. The
second and the third terms are the effective intrinsic SOI
and the intrinsic Rashba SOI, respectively. Notations
〈ij〉 and 〈〈ij〉〉 mean nearest neighbor and next-nearest
neighbor sites in the lattice. Finally σ = (σx, σy , σz)
T
is
the vector of the Pauli matrices, µi = ±1 for the A (B)
sites and νij =
di×dj
|di×dj | , with the two nearest bonds di
and dj connecting the next-nearest neighbors dij . In our
calculations we used the effective parameters γ = 1.6 eV,
∆SO = 3.9 meV, and λR = 0.7 meV obtained from first
principles.16 The magnetic field in the system was in-
corporated by means of the Peierls substitution.44 The
nearest neighbor hopping amplitudes, for example, can
be given as
γij = γ exp

2pii
φ0
Ri∫
Rj
A(r)dr

 , (3)
where φ0 = h/e is the flux quantum, Ri points to the
ith site of the lattice and the vector potential describing
the magnetic field B = (0, 0, Bz)
T was chosen in Landau
gauge
A(r) = [(r× aˆ)z Bz] aˆ , (4)
where the z direction is perpendicular to the plane of
the silicene sheet and aˆ is an arbitrary unit vector in
the xy plane. The distance between the nearest neighbor
sites in silicene lattice, projected into the xy plane, is
d0 = 2.23 A˚.
The TB Hamiltonians of the QADs studied in our work
were constructed as a hole of radius R located in a strip
of finite length L and width W . One can identify the
{i} set of sites to be removed from the lattice by a re-
lation |ri − r0| <= R − ξi, where ri is the position of
the ith site and r0 = (W/2, L/2). In order to include
irregularities over the edge of the QAD, we introduce a
random variable 0 ≤ ξi ≤ ξmax (of uniform distribution),
where ξmax ≪ R represents an atomic length scale. After
solving the eigenproblem of the corresponding Hamilto-
nian, one needs to separate the edge states localized to
the edges of the strip from the bound states localized to
the QAD. The energy eigenvalues of the bound states are
robust to small variations in the dimensions of the strip
which provides an efficient way to numerically separate
bound states from the edge states.50 In our calculations
we shall consider QADs with three types of boundaries:
(i) IMBC, (ii) smooth, and (iii) rough edge boundary
conditions. Instead of removing the sites inside the circle,
one can also apply a high potential V0 on these sites (V0
is comparable to the TB hopping amplitude γ) with op-
posite signs on the two sublattices. Then this staggered
potential generates an effective mass term inside the cir-
cle disallowing the wave functions to enter there. Since
the applied V0 potential is much greater than any other
energy scale in the studied low energy limit, we denote
this type of the boundary condition as the IMBC. We
also have studied QADs terminated by a circular edge
including irregularities over the perimeter described by
the parameter ξi. We consider a QAD with smooth edge,
when the irregularities over the perimeter are suppressed
by ξmax = 0, and for rough edged QAD ξmax = d0. At
the edge of the QADs the dangling bonds of the sites
were not compensated.
The TB Hamiltonian of the studied QDs was con-
structed similarly as for the QADs. In the case of the
IMBC the staggered V0 potential was applied outside
the circular shaped area of ideal silicene, while the
Hamiltonians of smooth and rough edged QDs were
created as the counterpart of the QADs with smooth
and rough edges, respectively. Since our goal here is
to reveal the main physical properties of individual
QADs/QDs, we did not study their statistical properties
upon the distribution of the irregularities over their
lattice termination.
B. The continuous model
The low energy effective Hamiltonian HK around the
Dirac point K can be derived as the long-wave approxi-
mation of the TB Hamiltonian (2) and reads as
HK =
(
h11 vF pˆi+
vF pˆi− −h11
)
, (5)
where vF ≈ 5.52×105 m/s is the Fermi velocity and pˆii =
pˆi+|e|Ai(r) (with i = x, y) are the operators of the canon-
ical momentum and pˆi± = pˆix± ipˆiy. In our analytical cal-
3culations we used a vector potential given in the symmet-
ric gauge A(r) = 12r×B. The SOI is included in the ma-
trix element h11 = −∆SOσz −
√
3d0λR/~ (pˆiyσx − pˆixσy).
Following calculations in Refs. 45 and 46 we introduce
the aˆ+− = lB pˆi+√2~ and aˆ− = aˆ
†
+ operators, where lB =√
~/(|eBz|) is the magnetic length. In polar coordinates
the representation of these operators reads:
aˆ− =
e−iϕ√
2i
(
∂
∂τ
− i
τ
∂
∂ϕ
+
τ
2
)
(6a)
and
aˆ+ =
eiϕ√
2i
(
∂
∂τ
+
i
τ
∂
∂ϕ
− τ
2
)
, (6b)
with the dimensionless radial coordinate τ = r/lB . Then
the Hamiltonian in Eq. (5) becomes
HK =
(
h11 ~ωcaˆ+
~ωcaˆ− −h11
)
, (7)
with
h11 = −∆SOσz −
√
3
2
d0λR
2lB
i (aˆ−σ+ − aˆ+σ−) (8)
and ~ωc =
√
2v2F~|eB| is the cyclotron frequency. In ad-
dition, we introduce a basis of square-integrable functions
to find the eigenstates of Hamiltonian (7). Following the
reasoning of Refs. 45 and 46, we aimed at choosing a
basis set that would establish one-to-one correspondence
between the base functions when the operators a± are
applied on them. [The action of the operators a± on a
real-space function is fully determined by their differen-
tial representation given in Eq.(6).] Moreover, for QADs
of radius R (so r ≥ R) the basis functions must vanish
as r →∞ (we assume that the QAD is located far away
from the edges of the sample), while in the case of QDs
of radius R (0 ≤ r ≤ R) the basis functions need to be
regular at the center of the QD. Thus, the appropriate
base functions can be written as:
fa,m(δ, ϕ) = e
imϕδ|m|/2e−δ/2 U(a, |m|+ 1, δ), (9)
where δ = τ2/2 and the integer m is the angular mo-
mentum quantum number. For QAD the function U
is the Kummer’s function47 with real parameter a and
being square-integrable in the range δ ∈ [δ0,∞], where
δ0 =
(R/lB)
2
2 is the missing magnetic flux in units of φ0
inside the QAD. Since the Kummer’s function U is diver-
gent as r→ 0 (except for parameter a being a nonpositive
integer), in case of QDs one needs to use the other Kum-
mer’s function in Eq. (9), which is regular for r→ 0 and
denoted by M in this work.47
In the following, we limit our calculations in energy to
the vicinity of the Dirac points. Since the strength of
the Rashba SOI is proportional to the momentum mea-
sured from the Dirac point, for simplicity, we neglect the
Rashba SOI in our further calculations. Thus the Hamil-
tonian in Eq. (7) becomes block diagonal in the spin space
s = ±1, corresponding for the up-standing (↑) and down-
standing (↓) spin, respectively. Later on, in the frame-
work of the TB model, we check that the presence of
Rashba SOI does not change our results significantly.
To solve the eigenproblem of the two block-diagonal
parts of the Hamiltonian HK for the bulk system we use
the following wave function ansatz
Ψa,m,s =
(
Λa,m,sfa−1,m+1
fa,m
)
if m < 0, (10a)
and
Ψa,m,s =
(
Λa,m,sfa,m+1
fa,m
)
if m ≥ 0. (10b)
The energy eigenvalues Ea,m,s and the Λa,m,s amplitudes
can be obtained by straightforward calculations. The de-
tails of the calculations are presented in the Appendix.
From an eigenproblem point of view we omit the normal-
ization of the wave functions to unity in Eq. (10). How-
ever, during the evaluation of other physical quantities,
including the electron density distribution, the normal-
ization factor has been included. For QADs and QDs we
obtain the same energy eigenvalues, namely for m < 0
E±a,m,s = ±
√
(1− a) (~ωc)2 +∆2SO, (11a)
while for m ≥ 0
E±a,m,s = ±
√
(m+ 1− a) (~ωc)2 +∆2SO. (11b)
When the radius of the QAD is zero, we recover the LLs
of the bulk silicene system.15,19 For QAD the basis func-
tions (9) are regular at r → 0 when a = 1 − n, and n
is a non-negative [positive] integer for m < 0 [m ≥ 0].
However, for n = 0 and m < 0 the parameter Λa,m,s in
Eq.(10a) is formally divergent (for details see the Ap-
pendix). In this case the wave function must be regular-
ized by a normalization factor. The energy levels of the
LLs can be then written as E±LL(n,m, s) = E
±
1−n,m,s in
agreement with the literature.15,19 Notice that the LLs
depend on the non-negative values of the angular mo-
mentum quantum number m. For QD of infinite radius
one can recover identical results for the LLs.
Now we turn to the study of QADs/QDs of finite ra-
dius. For simplicity, we impose the IMBC over the edge
of the QAD/QD, namely Ψ(1)/Ψ(2) ≡ ξieiϕ, where Ψ(1)
and Ψ(2) denote the upper and lower component of the
wave function (10) at the edge of the QAD/QD, respec-
tively. The parameter ξ = 1 [ξ = −1] corresponds to the
K [K ′] valley. Solving the secular equation one can cal-
culate the E±(ξ, n,m, s) energy eigenvalues for the QAD
and QD systems, where n is the radial quantum num-
ber. For QAD, inserting the wave function ansatz given
in Eq. (10) into the secular equation, we obtain
ξ
E + s∆SO√
δ~ωc
=
U(a,m+ 2, δ0)
U(a,m+ 1, δ0)
, (12)
4while in the case of a QD for m < 0
ξ
√
δ
E + s∆SO
m~ωc
=
M(a− 1, |m|, δ0)
M(a, |m|+ 1, δ0) (13a)
and for m ≥ 0
√
δ
E − s∆SO
ξ(m+ 1)~ωc
=
M(a,m+ 1, δ0)
M(a,m+ 2, δ0)
. (13b)
For QAD the parameter a = a(E,m) is expressed from
Eq. (11b) for both negative and positive m. For QD, on
the other hand, the parameter a = a(E,m) is expressed
from Eqs. (11a) and (11b) for m < 0 and m ≥ 0, respec-
tively. It can be also noted that the secular equations
of the QAD for different signs of the angular momentum
m can be unified due to the Kummer transformation47,
namely that U(a, b, z) = z1−bU(1 + a− b, 2− b, z).
Due to the electron-hole symmetry characteristic for
our models, we will study only the positive energy regime
in our calculations. In the following sections we com-
pare the energy eigenvalues calculated by the continu-
ous model to the energy eigenvalues obtained in the TB
framework imposing different boundary conditions and
examine which features of the energy eigenvalues are
manifested by the continuous model.
III. QAD WITHOUT THE SPIN-ORBIT
INTERACTION (GRAPHENE QAD)
In this section we focus on the energy eigenvalues and
electron density distribution of a QAD. First we set the
strength of the SOI to zero. By disregarding the SOI
terms in Hamiltonian (2) one ends up with Hamilto-
nian typical also for graphene systems. The graphene
QAD has already been studied in Ref. 27, hence our re-
sults partially overlap with this work. Without the SOI
the energy eigenvalues of graphene systems are degener-
ated in the spin degree of freedom. In our calculations
for graphene we used the TB parameters γ = 3 eV and
d0 = 1.42 A˚. In Fig. 1 we show the energy eigenvalues
calculated by the continuous model [see Figs. 1(a) and
1(b)] and compare them to the TB model [see Figs. 1(c)
and 1(d)] imposing the IMBC in both models. One can
see a good agreement between the results of the contin-
uous and TB model. In the TB framework, however,
one can observe the presence of highly localized states,
which is a characteristic feature in TB models.48 In par-
ticular, Fig. 1(c) shows TB energy eigenvalues of states
localized only to one side of the QAD close to energy
∼ 0.9~ωc. The energy line of these states have a weak
dependence on the magnetic field and are missing in the
results of the continuous model, since they carry zero
current around the QAD. At low magnetic fields, when
the cyclotron radius becomes larger than the radius of
the QAD, the energy line of the states tend to the closest
LL. Our results are in good agreement with other the-
oretical studies in the literature.27,49,50 The differences
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Figure 1. (Color online) (a) and (b) Energy eigenvalues of
a graphene QAD as a function of δ0 calculated by Eq. (12)
for m = −20, . . . , 3 at valleys K and K′, respectively. The
numbers in the figures indicate the m dependency of the en-
ergy eigenvalues, starting with m = n − 1 above [below] the
nth [(n + 1)th] LL. (c) Energy eigenvalues calculated by TB
model (red dotted line) imposing the IMBC (see the text for
details) are in good agreement with the results of the contin-
uous model calculated at K (black line) and K′ (blue line)
valleys. (d) For better view, the data of figure (c) are en-
larged around the energy eigenvalues corresponding to states
of the valley K′. The degeneracies at the crossings of the
lines corresponding to the continuous model are lifted by the
TB model. (The TB calculations were performed for QAD of
radius R = 11.1 nm)
between the results of the continuous and TB model can
be explained by the mixing of electron states of different
angular momentumm and to the scattering processes be-
tween the valleys [see the avoided crossings around the
black lines in Fig. 1.(d)]. The lattice structure of the TB
model breaks the rotation symmetry of the continuous
model, hence the angular momentum m is no longer a
good quantum number in the TB model. For the IMBC,
however, the mixing of the states in the TB wave function
is low even in QADs of moderate radius. Indeed, as one
can see in Fig. 2(a), the calculated electron density dis-
tribution ρ(r) =
∑
s=±1
|Ψs(r)|2 is isotropic for the IMBC.
If the QAD is terminated by an edge, like the case plot-
ted in Figs. 2(b) and 2(c), the electron density becomes
anisotropic. In order to study the effect of the lattice
termination on the electron density distribution, we have
used the TB model to create QADs terminated by circu-
lar edge including irregularities over the perimeter. For
smooth edge the irregularities were suppressed and the
anisotropy in electron density distribution is weak [see
Fig. 2(b)], while for rough edge including pronounced ir-
regularities the anisotropy is significant [see Fig. 2.(c)].
5Figure 2. (Color online) The electron density distribution
of the QAD for (a) IMBC, (b) smooth edge, and (c) rough
edge boundary condition at δ0 = 3.72. The bright (dark) col-
ors corresponds to low (high) density areas. (d) [(e)] Energy
eigenvalues of a graphene QAD as a function of δ0 calculated
by the TB model (red dotted line) imposing a smooth [rough]
boundary condition (see the text for details) compared to the
results of the continuous model calculated at K (black line)
and K′ (blue line) valleys. (The TB calculations were made
for QAD of radius R = 11.1 nm.)
Also, as the edge of the QAD becomes rough, the mixing
of the valleys in the wave functions is more and more pro-
nounced resulting in a short-distance oscillations in the
electron density distribution, that is shown in Figs. 2(b)
and 2(c). Like electron density distribution, the energy
eigenvalues are also affected by the properties of the edge
termination. Figures 2(d) and 2(e) show the calculated
TB energy eigenvalues of a QAD with a smooth and a
rough edge, respectively. The slope of the energy line
becomes smaller for the QAD with rough edge, while the
energy line corresponding to QAD with a smooth edge
are close to the results of the continuous model. Hence,
if the length scale of the QAD is much larger than the
lattice constant, so the irregularities over the perimeter
can be neglected, one can expect that the physical prop-
erties of the QAD would tend to the properties of a QAD
enclosed by the IMBC.
IV. QD WITHOUT THE SPIN-ORBIT
INTERACTION (GRAPHENE QD)
We now turn to the studies of QD systems. We show
that the conclusions made for QADs in the previous sec-
tion are also relevant for QD systems. In the following
calculations we also turned off the SOI in our models,
that is corresponding to the case of graphene QD.34,35
Figures 3(a) and 3(b) show the energy eigenvalues of a
graphene QD calculated by the continuous model impos-
ing the IMBC at valleys K and K ′, respectively. (The
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Figure 3. (Color online) (a) and (b) Energy eigenvalues as a
function of the magnetic flux inside the graphene QD calcu-
lated by Eq. (13) for m = −12, . . . , 3 at valleys K and K′,
respectively. The numbers in the figures indicate the m de-
pendency of the energy eigenvalues, starting with m = n− 1
above [below] the nth [(n + 1)th] LL. (c) [(d)] Energy eigen-
values calculated by TB model (red dotted lines) imposing
the infinite mass [rough edge] boundary condition compared
to the results of the continuous model calculated at K (black
line) and K′ (blue line) valleys. The TB energy eigenvalues
calculated by the IMBC are in good agreement with the re-
sults of the continuous model. (The TB calculations were
made for QD of radius R = 11.7 nm.)
energy eigenvalues are degenerated in the spin degree of
freedom.) Our results are in good agreement with other
theoretical studies in the literature.34,35 One can see that
in contrast to the case of QADs, the energy line tend to
the energies of the LLs for large magnetic field. Notice
that in large magnetic field the cyclotron radius becomes
small compared to the radius of the QD. We also calcu-
lated the TB energy eigenvalues of QDs enclosed by the
IMBC [see Fig. 3(c)] and by a smooth lattice termina-
tion [see Fig. 3(d)]. As in the case of graphene QAD,
the energy eigenvalues calculated within the continuous
model by Eq. (13) are in good agreement with the TB
energy eigenvalues obtained by the IMBC. However, one
can observe avoided crossings of the TB energy line due
to the mixing of states with different angular momentum
and due to the valley-valley scattering processes induced
by the short range changes of the mass term around the
perimeter of the QD. In the case of a QD with smooth
edge termination, the slope of the TB energy line is, sim-
ilarly to QADs, smaller than the slope of the energy line
calculated by the continuous model [see Fig. 3(d)]. We
also checked that the differences between the results of
the continuous and TB model further increases if the edge
of the QD is rough. Thus, in realistic experiments where
6the edge termination of the prepared QD always includes
irregularities, one expects that the slope of the single elec-
tron energy line is smaller than the one predicted by the
continuous model imposing the IMBC. Indeed, in Ref. 35
the experimentally obtained slope of the single electron
energy line was about three times lower than in the the-
oretical model imposing the IMBC.34
The calculated electron density distribution (not pre-
sented here) shows similar behavior as in the case of
QAD. For IMBC the electron density distribution is
isotropic, while for QDs with smooth and rough edge
the electron density distribution becomes anisotropic.
V. QAD INCLUDING THE SPIN-ORBIT
INTERACTION
After examining the effect of the edge properties on
the energy eigenvalues of QADs and QDs with zero
SOI, we now examine how the intrinsic SOI changes
the results of the previous sections. The intrinsic SOI
lifts the spin degeneracy of the eigenvalues typical to
graphene structures. In addition the intrinsic SOI in-
troduces topological phase transition in the low energy
regime −∆SO ≤ E ≤ ∆SO, leading to the emergence of
PES among the magnetic bound states. Figures 4(a) and
4(b) show the calculated energy eigenvalues of a silicene
QAD corresponding to valleys K and K ′, respectively.
The energy eigenvalues were calculated within the con-
tinuous model using Eq. (12). The role of the intrinsic
SOI is significant in the low energy regime, the energy line
corresponding to ↓ [↑] spin tend to the lowest LL of energy
∆SO [−∆SO] for both valleys. The energy eigenvalues in-
side the bulk band gap [−∆SO,∆SO] are originating from
the meeting of two topologically different phases51,52. In-
side the circle, due to the IMBC, the effective mass has
the same sign in both valleys. (Notice that in the TB
model the IMBC was modeled by a high potential of op-
posite signs on the two sublattices.) On the other hand,
outside the circle the effective mass, due to the intrinsic
SOI, has a different sign for the two spin/valley states.
Particularly, the PESs shown in Fig. 4.(d) and crossing
the bulk band gap stand for for the (K, ↑) and (K ′, ↓)
pairs [the pair (K, ↑) corresponds to a state in the valley
K with ↑ spin], while the energy line corresponding to
ordinary quantum Hall states [pairs (K, ↓) and (K ′, ↑)]
do not cross the bulk band gap, since for these states the
effective mass has the same sign as in the inside of the
circle. The nature of the PESs differs from the quantum
Hall states localized to the QAD, since the PESs are also
present in the system and remain localized to the edge,
when the magnetic field vanishes and the quantum Hall
states evolve into delocalized states. Another robust fea-
ture of the PES is that the current of the different valley-
spin polarized pairs shown in Fig. 4.(d) is flowing in the
opposite direction to each other. (Notice that the current
whirling around the QAD is proportional to the derivate
− ∂E∂δ0 .53)
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Figure 4. (Color online) (a) and (b) Energy eigenvalues as
a function of the missing flux inside the silicene QAD for ↑
(solid line) and ↓ (dash-dotted line) spin states calculated by
Eq. (12) form = −30, . . . , 3 at valleys K andK′, respectively.
The numbers in the figures indicate the m dependency of the
energy eigenvalues, starting with m = n−1 above [below] the
nth [(n + 1)th] LL. (c) Energy eigenvalues calculated by TB
model (red dotted line) imposing the IMBC (see the text for
details) are in good agreement with the results of the contin-
uous model calculated at K (black line) and K′ (blue line)
valleys. (d) The enlarged plot of (a) in the low energy regime
and compared to the results of the TB model. The lines cor-
responding to ↑ [↓] spin in both valleys tend to the lowest LL
of energy ∆SO [−∆SO]. For a better view the TB results are
displayed only in the energy range E > ∆SO. The dashed
green lines indicates the energy of the lowest LL. (The TB
calculations were made for QAD of radius R = 17.4 nm and
with ∆SO = 3.9 meV.)
Similarly to graphene QAD, the slope of the energy
line calculated for smooth edge lattice termination was
lower than the slope of the energy line calculated with
the IMBC [see Fig. 5(a)]. The slope of the energy line
of the PESs in the low energy regime is even more re-
duced [see Fig. 5(b)]. The physical properties of these
states are similar to the PES analyzed in the previous
paragraph, however, in this case the mixing of the val-
leys in the electron states is stronger due to valley-valley
scattering processes at the edge termination. We also
checked that the presence of a small Rashba SOI term in
the TB model mixes the spin up and spin down states
and induces avoided crossings between the energy line in
Fig. 5(b). The energy gap of the avoided crossings can
be estimated to ∼ d0lB λR by the coupling strength of the
Rashba-type SOI given in Eq. (8). For B = 1T the in-
duced gap is ∼ 3.5× 10−3λR that is an order of µeV for
the λR coupling strength given in Sec. II. Thus the effect
of the Rashba SOI on the obtained results is marginal.
For QAD with a rough edge, the slope of the obtained
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Figure 5. (Color online) (a) Energy eigenvalues as a function
of the missing flux inside the silicene QAD calculated from
the TB model (red dotted line) imposing the smooth edge
boundary condition. Filled black (opened red) circles corre-
spond to ↑ (↓) spin states. (b) The enlarged plot in the low
energy regime. In the bulk band gap of [−∆SO,∆SO] the sil-
icene QAD exhibits PESs that are induced by the intrinsic
SOI. The dashed green line at E = ∆SO indicates the energy
of the lowest LL. (The TB calculations were made for QAD
of radius R = 11.6 nm and with ∆SO = 3.9 meV.)
energy line was even more smaller. Similarly to the
graphene QAD, the anisotropy of the electron density dis-
tribution and the slope of the energy line are closely con-
nected properties. For rough edged QAD, when the elec-
tron density distribution becomes anisotropic, the slope
of the energy line is simultaneously reduced.
VI. QD INCLUDING THE SPIN-ORBIT
INTERACTION
Finally, we also examine the role of the intrinsic SOI
in the energy eigenvalues of silicene QDs confined by the
boundary conditions described in Sec. II. Though it has
been demonstrated theoretically for graphene QDs that a
charge confinement can also be created by a spatial mod-
ulation of the mass term of the Dirac quasiparticles.39
In silicene, a nonhomogeneous mass term could be in-
duced, for example, by controlling the strength of the
intrinsic SOI. The intrinsic SOI, similarly to the case of
silicene QAD, also lifts the spin degeneracy of the en-
ergy eigenvalues. Figures 6(a) and 6(b) show the calcu-
lated energy eigenvalues of a silicene QD corresponding
to valleys K and K ′, respectively. The energy eigenval-
ues were calculated within the continuous model using
Eq. (13). Comparing the results of the continuous model
to the TB energy eigenvalues calculated with the IMBC,
we find again a good agreement between the two models
as can be seen in Fig. 6(c). In the low energy regime the
energy eigenvalues show the same peculiar behavior as in
the case of silicene QAD, namely the lines corresponding
to ↑ states tend to the n = 0 LL of energy ∆SO, while
the energy line of ↓ states tend to −∆SO [see Fig. 6(d)].
In the energy range of the bulk band gap the PESs are
polarized in valley-spin pairs and propagate in the oppo-
site direction.
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Figure 6. (Color online) (a) and (b) Energy eigenvalues as a
function of the magnetic flux inside the silicene QD for ↑ (solid
line and filled circles) and ↓ (dash-dotted line and opened cir-
cles) spin states calculated by Eq. (13) for m = −12, . . . , 3 at
valleys K and K′, respectively. The numbers in the figures
indicate the m dependency of the energy eigenvalues, start-
ing with m = n − 1 above [below] the nth [(n + 1)th] LL.
(c) Energy eigenvalues calculated by TB model (red dotted
line) imposing the IMBC (see the text for details) are in good
agreement with the results of the continuous model calculated
at K (black line) and K′ (blue line) valleys. (d) The enlarged
plot shows the low energy regime. The lines corresponding
to ↑ [↓] spin in both valleys tend to the lowest LL of energy
∆SO [−∆SO]. For a better view the TB results are displayed
only in the energy range E > ∆SO. The dashed green lines
indicates the energy of the lowest LL. (The TB calculations
were made for QD of radius R = 17.4 nm and with ∆SO = 3.9
meV.)
Similarly to graphene QD, the slope of the TB energy
line calculated for QD with a smooth edge is smaller than
the slope of the lines obtained by models with the IMBC
[see Fig. 7(a)]. However, the qualitative properties of the
eigenstates are similar to QDs with the IMBC. In the
energy range of the bulk band gap shown in Fig. 7(b)
one can observe the energy eigenvalues of the PES, that
propagates in the opposite direction for opposite spin po-
larization. The PESs, like for silicene QAD, are present
in the system even when the magnetic field is zero.20 In
addition, we numerically checked that the presence of a
finite Rashba SOI does not change the obtained result
significantly.
VII. SUMMARY
In this paper we showed that the boundary condition
at the edge of QADs and QDs in materials possessing
a hexagonal lattice structure have a great influence on
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Figure 7. (Color online) (a) Energy eigenvalues as a function
of the magnetic flux inside the silicene QD calculated from the
TB model (red dotted line) imposing a smooth edge boundary
condition. Filled black (empty red) circles correspond to ↑
(↓) spin states. (b) The enlarged plot shows the low energy
regime. In the bulk band gap of [−∆SO,∆SO] the silicene
QD exhibits PES due to the presence of the intrinsic SOI in
the system. The dashed green line at E = ∆SO indicates the
energy of the lowest LL. (The TB calculations were made for
QD of radius R = 17.4 nm and with ∆SO = 3.9 meV.)
their energy levels. Although, the lattice structure in
the TB model breaks the rotational, the resulted mixing
of the electron states of different angular momenta re-
mains low. We found that the influence of the boundary
condition on the energy levels is rather significant. For
smooth edges the slope of the energy line as a function
of the perpendicular magnetic field becomes lower than
in systems with an ideal edge modeled by the IMBC. In
addition, the slope of the energy line of QADs and QDs
with a rough edge is even smaller. Our findings are fur-
ther supported by the studies made on the electron den-
sity distribution. Indeed, electron density distribution is
anisotropic in rough edged systems and becomes isotropic
as the edge of the QAD or QD becomes smoother.
As far as we know, the silicene based nanostructures
are still unavailable for experimental purpose. How-
ever, we expect that typical Coulomb blockade exper-
iments might provide a possible way to probe the ex-
cited states in these systems, as was demonstrated in
graphene based nanostructures.35–37 Moreover, these ex-
periments also showed that the traces of the excited
states can also be observed by exploring the charge stabil-
ity diagrams.35–37 In these measurements the typical size
of the studied graphene sample was 70− 140 nm with a
number of charge carriers in the system estimated to be
an order of 10. Also, the range of the magnetic flux used
in our calculations can be converted to a magnetic field of
strength 1− 8 T (assuming samples of characteristic size
of 100 nm), making our results relevant for experimental
applications.
We expect that in realistic experiments on silicene the
observed physical properties would be closer to the pre-
dictions of theoretical models with smooth or rough edge
termination, due to the irregular shape of the QADs and
QDs. In the studied QADs we have also found a signa-
ture of highly localized edge states carrying zero current
around the QAD. The presence of the intrinsic SOI in
silicene systems lifts the spin degeneracy of the energy
levels. Moreover, in the bulk band gap induced by the
intrinsic SOI we have identified PES generated on the
interface of topologically different phases. The PESs are
well described by valley-spin polarized pairs due to the
effective mass term induced by the intrinsic SOI and hav-
ing different sign for the two valleys/spins. This simple
physical picture is, however, blurred by the presence of a
finite Rashba type SOI and by the valley-valley scatter-
ing mechanism. In experiments, the mixing of the valleys
can be suppressed by a smooth edge tending to the ideal
IMBC. In silicene the small strength of the Rashba SOI
close to the Dirac points also favors the emergence of the
valley-spin polarized PESs. We believe that the spin and
valley polarized transport via the PESs can be utilized
in various experimental applications. A spin polarized
current can be injected into the system by using, for ex-
ample, ferromagnet contacts as it was demonstrated for
HgTe quantum well structures.25 In addition, the cou-
pling of the valley and spin degrees of freedom is expected
to provide further possibilities for the realization of valley
engineering in silicene based nanostructures. We believe
that our conclusions are of general importance, and they
are applicable for other confined ballistic silicene systems
as well.
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EIGENPROBLEM OF THE EFFECTIVE
HAMILTONIAN HK
Quantum antidot: In order to solve the eigenproblem
of the Hamiltonian (7) for QAD system, we first calculate
the action of the operators aˆ± on the basis functions (9):
aˆ−fa,m =
{
iafa+1,m−1 if m ≤ 0
i(a−m)fa,m−1 if m > 0 , (14a)
and
aˆ+fa,m =
{
ifa−1,m+1 if m < 0
ifa,m+1 if m ≥ 0 . (14b)
Using the wave function ansatz given by Eq. (10) for the
two block diagonal parts of the Hamiltonian HK (with
λR = 0) the Schro¨dinger equation reduces to two simple
matrix eigenproblems. The solutions of this eigenprob-
lem are the energy eigenvalues given by Eqs. (11a) and
(11b), as well as the Λ±a,m,s = i~ωc
(
E±a,m,s + s∆SO
)−1
amplitudes in the Eq. (10) wave function ansatz.
Quantum dot: For the QD system we follow the same
procedure as described above. The effect of the operators
9aˆ± on the basis functions (9) reads
aˆ−fa,m =
{ −ia
|m|+1fa+1,m−1 if m ≤ 0
−imfa,m−1 if m > 0 , (15a)
and
aˆ+fa,m =
{
imfa−1,m+1 if m < 0
a−|m|−1
i(|m|+1) fa,m+1 if m ≥ 0
. (15b)
The solutions of the eigenproblem are given by the energy
eigenvalues of Eqs. (11a) and (11b) and by the Λ±a,m,s
amplitude that is
Λ±a,m,s =
{
im~ωc (E
±
a,m,s + s∆SO)
−1 if m < 0,
i
E±a,m,s−s∆SO
(m+1)~ωc
if m ≥ 0. (16)
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