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Abstract—Generative adversarial networks (GANs) are implicit generative models that can be used for data imputation as an
unsupervised learning problem. This works introduces an iterative GAN architecture for data imputation based on the invertibility of the
generative imputer. This property is a sufficient condition for the convergence of the proposed GAN architecture. The performance of
imputation is demonstrated by applying different imputation algorithms on the traffic speed data from Guangzhou (China). It is shown
that our proposed algorithm produces more accurate results compared to those of previous GAN-based imputation architectures.
Index Terms—Generative adversarial networks, GAN, Missing Data, Imputation, Invertible Neural Networks (INN).
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1 INTRODUCTION
R EAL-WORLD data tends to have missing observation asa result of sensor failure, survey incomplete responses,
etc. The choice of method for incomplete data analysis is
of critical importance as it directly affects the conclusion
validity. The methods for handling incomplete data ranges
from naı¨ve deletion of instances with missing values to
modern machine learning techniques for imputation. The
propriety of a method for missing data analysis depends
on the missing rate, missingness mechanism, data type
and size, and the acceptable accuracy of imputation or of
downstream classification and regression tasks.
The type of mechanism that causes missing data, as
mentioned above, can affect the accuracy of imputations.
Therefore, imputation methods are typically assessed based
on the following widely used missingness mechanisms:
Missing Completely at Random (MCAR), where the distribu-
tion of missingness is independent from either the observed
data or the missing values; Missing at Random (MAR), where
the distribution of missingness depends on the observed
data, but not on the missing values; Not Missing at Random
(NMAR), where the distribution of missingness depends on
the data, either the observed or the missing one [1].
Myriads of methods have been proposed for the analysis
of missing data. While deletion methods simply ignore the
cases with missing features and lead to imprecision and
bias, imputation learns missing data either as a single value
or as multiple possible values to address the imputation
uncertainty. [1]. If data distribution is of interest, rather than
an estimation of the unobserved data, model-based methods
like maximum likelihood are employed to estimate the
parameters of the most probable distribution for data. Along
with multiple imputation, maximum likelihood methods are
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still widely recommended for their ability in handling the
missing-at-random (MAR) data [2], [3].
The advent of machine learning revolutionized the main-
stream of statistical imputation methods. Major machine
learning frameworks for data imputation include, but are
not limited to, clustering-based methods (e.g. KNN and
K-means) [4], [5], Support Vector Machine (SVM), Denois-
ing Autoencoders (DAEs) [6], and Generative Adversarial
Networks (GANs) [7]–[12]. The mentioned GAN-based im-
putation architectures have been proven to outperform the
state-of-the-art methods with respect to accuracy and appli-
cability to different missing mechanisms. Also, a generative
imputer once trained can be applied to a single instance of
data, unlike clustering-based methods which must search
a sample of data for finding neighbors of the incomplete
instance. Despite all the advantages of the GAN-based
imputation methods, they suffer from issues like instability
while training, inaccuracy for high missing rates, and/or
complicated architecture. Therefore, more exploration is
needed for data imputation using GAN.
The contribution of this work is as follows: A GAN-
based architecture for data imputation is proposed which
outperforms previous GAN-based architectures with re-
spect to accuracy, stability, and simplicity of the architecture.
The architecture is simple as it enjoys one generator and
discriminator, while the generator is iterated over imputed
data. The intuition behind iterating the generative imputer
is to train a robust discriminator which can identify the
first-hand imputed data as real and the second-hand one as
fake. In this work, the comparative performance of different
imputation methods are demonstrated by applying them
o a traffic speed data. In order to evaluate the accuracy
of supervised learning based on imputed data, short-term
traffic prediction models are trained and tested for different
missing rates. The results show that IGANI, compared with
other GAN-based imputation architectures, is more success-
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2ful for supervised learning based on incomplete data.
The paper is organized as follows. First, a brief back-
ground for generative models (GANs), GAN-based im-
putation architectures, and invertible neural networks is
provided in Section 2. Then in Section 3 we propose the
architecture of IGANI. Section 4 includes the application of
the proposed imputation method on traffic data.
2 BACKGROUND
2.1 Generative Models
Generative models are models that generate data, either
explicitly or implicitly. Explicit generative models consid-
ers the data to follow a density function pθ(x) whose
parameters θ are estimated through maximum likelihood
method using the log-likelihood function log pθ(x). Though
a computationally intractable log-likelihood may be substi-
tuted by other objectives like Jensen-Shannon divergence
(JSD) [13]. Explicit generative models are also known as
prescribed probabilistic models, because the parametric dis-
tribution is dictated in contrast to implicit models which
merely generates data [14].
Selecting computationally tractable densities is an im-
portant step in explicit generative models, while the choice
of a density function that is capable of capturing data
complexity is not straightforward. Tractable densities are
modeled either by fully visible belief networks (FVBNs) [15]
or non-linear independent component estimation (NICE)
[16]. FVBNs are based on the chain rule of probability
as p(x) = p(x1)p(x2|x1) · · · p(xn|x1, x2, . . . , xn−1) which
gives samples entry-by-entry at a cost ofO(n) for each sam-
ple. NICE considers p(x) to be a continuous, invertible, non-
linear transformation which maps a latent variable z to x,
i.e. x = g(z). Then px(x) = pz(g−1(x))|det(∂g−1(x)/∂x)|
becomes a tractable density function, if pz and the de-
terminant is tractable. Data generation by FVBNs is time
consuming and cannot be parallelized and NICE requires
g to be invertible with x and z having the same dimen-
sion [17]. If the explicit density is not tractable, variational
methods can be employed. A typical example is variational
autoencoders (VAE) which defines a tractable lower bound
is defined for an intractable log-likelihood [18]. Another
option is Boltzman machines which is based on Markov
Chain Monte Carlo [19]. Boltzman machines simulate a
sequence of samples x′ ∼ q(x′|x) where q is a transi-
tion probability density designed in such a way that the
distribution of the samples will converge to p(x). While
variational methods like VAEs are affected by the accuracy
of the posterior or prior distributions, MCMC methods like
Boltzman machines suffer from slow convergence [17].
Implicit methods do not parameterize the density of
data, but are still appealing for high-dimensional data
representation, model-based reinforcement learning, data
imputation, models with multi-modal outputs, and realistic
data generation [17]. Implicit methods train functions which
map from a latent variable to the data space; though the
mapping is deterministic the latent variable is the external
stochastic source [14]. Implicit models ranges from basic
non-uniform random variate generator [20] to Generative
Stochastic Networks (GSNs) [21] and Generative Adversar-
ial Networks (GANs) [22]. GSNs using MCMC are time-
consuming especially for high-dimensional data as they use
Markov chains, while GANs do not have most of the afore-
mentioned shortcomings. First, data generation in GANs
is performed in parallel, independently of the dimension
of x. Second, Markov chains, tractable densities, invertible
mapping from latent variable z, and variational bounds
are not required by GANs [17]. Next section includes the
technical background on GANs.
2.2 Generative Adversarial Networks (GAN)
GANs provide a game-theoretic framework for obtaining
the implicit distribution of data. This is performed by ad-
versarial networks where a discriminator network (or critic)
estimates the probability of a data instance being real or
fake. The data instances are mapped from a latent variable
z by a generative model called generator which is trained
to deceive the discriminator. The discriminator is therefore
trained in a supervised way, where real and fake data are
labeled as one and zero, respectively [22].
Let G and D be the generator and discriminator which
are differentiable with respect to their inputs, z and x,
and also their parameters, respectively denoted by θ(G)
and θ(D). The training involves minimizing the two cost
functions associated with the generator and discriminator,
namely J (G)(θ(G),θ(D)), and J (D)(θ(G),θ(D)). Note that
both functions depends on both θ(G) and θ(D). The dis-
criminator parameters θ(D) are estimated by minimizing
J (D)(θ(G),θ(D)), while θ(G) are estimated by minimizing
J (G)(θ(G),θ(D)). The whole minimization is considered as
a game, because each network can control only its own
parameters [17]. The solution of such a game is that of Nash
equilibrium [23], i.e. the pair (θ(G),θ(D)) which locally
minimizes J (D)(θ(G),θ(D)) with respect to θ(D), and mini-
mizes J (G)(θ(G),θ(D)) with respect to θ(G). In the training
phase, a minibatch of inputs, i.e. z and x are selected for D
and G and gradient-based optimization minimizes the cost
functions of the generator and discriminator subsequently.
The architecture of GAN is illustrated in Fig. 1.
Fig. 1. The GAN architecture, where a generator G maps from a latent
variable z to G(z) and a discriminator D distinguishes G(z) from real
values x. G and D are adversarial networks, i.e. G is trained toward
deceiving D and the distribution of G(z) tends to that of x.
Different schemes for cost functions can be used in
GANs which usually differ in J (G), rather than J (D) [17].
3The cost function for the discriminator is given by
J (D)(θ(G),θ(D)) = −1
2
Ex log(D(x))
− 1
2
Ez(1− log(D(G(z))).
(1)
In the zero-sum game, the cost of generator is selected such
that it neutralizes the cost of discriminator, i.e.,
J (G) = −J (D). (2)
This is equivalent to a minimax optimization as follows
θ(G)∗ = argmin
θ(G)
max
θ(D)
−J (D)(θ(G),θ(D)) (3)
which does not perform well in practice because both D
and G are minimizing and maximizing the same cross-
entropy, respectively. Instead of minimizing the probability
of a correct discrimination, to avoid vanishing gradient
issue in the optimization, G can be trained to maximize
the probability of a wrong discrimination, or effectively by
minimizing the following cost function
J (G)(θ(G),θ(D)) = −1
2
Ez log(D(z)). (4)
The role of discriminator in predicting the probability
of being real or fake data can be relaxed using Wasserstein
distance in the cost functions. Wasserstein or Earth-Mover
distance facilitate the convergence of a probability distribu-
tion sequence for which popular measures for distributional
distance like Jensen-Shannon divergence, Kullback-Leibler
divergence do not converge. Therefore, training GANs using
Wasserstein distance (WGANs) is more stable and the re-
sults are less sensitive to hyper-parameters and architectures
[24]. WGANs requires using a linear activation output layer
instead of sigmoid function for the critic (discriminator),
employing the Wasserstein distance in the cost functions,
and constraining the parameters (namely weights) of critic
to fall into a compact support by clipping. Clipping under-
use the capacity of critic and, if not tuned well, may lead
to exploding or vanishing gradient. This can be avoided by
incorporating a gradient penalty (GP) in WGAN Lipschitz
constraint on the critic loss [25] as follows
J
(D)
W (θ
(G),θ(D)) =ExD(x)− EzD(G(z))
+ λEy(‖∇yD(y)‖ − 1)2
(5)
where y = tG(z) + (1 − t)x with 0 ≤ t ≤ 1 and λ is
a coefficient, usually set as λ = 10. The cost function of
generator like Eq. (4) can be written as
J
(G)
W (θ
(G),θ(D)) = −EzD(z). (6)
The proposed algorithm in this work uses WGAN-GP with
the cost functions defined in Eqs. (5-6).
2.3 GAN-based imputation methods
As mentioned above, GAN is an implicit generative model
which can be applied to data imputation. A pioneering
method is Generative Adversarial Imputation Network
(GAIN) [7] which includes a generator for imputing the
unobserved data from noise conditioned upon the observed
values. Imputed data matrix and a hint (a partially-known
mask matrix) are used to generate a fake mask matrix to
be discriminated by the discriminator from the real one.
Despite its success compared with many of the state-of-
the-art methods, GAIN has a sweet epoch in the training
phase urging early-stoping and also have not been suc-
cessful for block missing patterns where it is outperformed
by another architecture namely MisGAN [8]. In MisGAN,
three generators for mask, complete data, and imputed data
are simultaneously trained as well as their corresponding
critics. In [9], the performance of MisGan was questioned
in uniform missing pattern and a Generative Imputation
(GI) was introduced as an accurate method for both block
and uniform missing patterns. The problem of imputing
multi-view and multi-modal data which are observed from
heterogeneous sources is addressed in [10], [11]. GAN is also
leveraged by Recurrent Neural Network (RNN) to impute
incomplete multivariate time series in [12], and demon-
strated accuracy improvement over GAIN and MisGAN.
3 METHOD
The section begins with the definition of generative imputer
which uses noise to fill the missing values of data. Such an
imputer is proved to be invertible. Finally, the architecture of
IGANI is proposed whose convergence to the probability of
complete real data is guaranteed based on the convergence
of GAN.
Definition 1. Let x ∈ Rd denotes a random vector and m ∈
{0, 1}d be its random mask where mj = 0 or mj = 1 means that
xj is observed or missing, respectively. A generative imputer is
defined as (u,v) = G(x,m, z) where
u = xm+ z  (1−m)
v = xm+ g(u) (1−m) (7)
where z ∈ Rd is noise and g(·) is a function to be learned, and v is
the imputed vector where vj = xj if xj is observed. Alternatively,
one may write (u,v) = G(x(m),m, z(1−m)) where x(m) =
xm and z(1−m) = z  (1−m).
In the above definition, generative imputer is defined as
a multivariate function. It may sound that introducing u is
overkill as v is the imputed data, but next arguments reveal
that such a multivariate definition is required to prove that
G is invertible. The first step to prove the invertibility ofG is
to show thatm is recovered almost everywhere from (u,v).
The next two lemmas addresses the invertibility of G.
Lemma 1. For a nonlinear function g in Eq. (7), m = 1(u=v)
holds almost everywhere.
Proof. If g is a nonlinear function, g(u) cannot be a linear
combination of z. Therefore, the measure of {z ∈ Rd|∃i ≤
d : zi = g(u)i} is zero, which means that u and v are not
equal for unobserved indices almost everywhere and m =
1(u=v). Note that the function sequence {gi}∞i=1 estimating
g is trained by deep neural networks which are nonlinear
because of their nonlinear activation functions.
Lemma 2. The generative imputer (u,v) =
G(x(m),m, z(1−m)) in Def. 1 is invertible for m = 1(u=v).
Proof. Eq. (7) is written as
u = x(m) + z(1−m)
v = x(m) + g(u) (1−m) (8)
4Then (x(m),m, z(1−m)) can be written explicitly in terms of
(u,v) as follows
x(m) = v − g(u) 1(u6=v)
z(1−m) = u− v + g(u) 1(u6=v)
(9)
which proves the invertibility of (u,v) =
G(x(m),m, z(1−m)) for m = 1(u=v).
Now consider the architecture in in Fig. 2 which gives
pvˆ → pv provided that GAN converges. The aim is to
show that pv(n) → px(m) . Let (u,v) = G(x(m),m, z(1−m))
and (uˆ, vˆ) = G(v(n),n, z(1−n)) where G is the generative
imputer in Def. 1 and n ∼ pm:
Theorem 1. puˆ,vˆ → pu,v gives pv(n) → px(m) .
Proof. If puˆ,vˆ → pu,v , i.e.
pG(v(n),n,z(1−n)) → pG(x(m),n,z(1−m)) (10)
invertibility of the generative imputer G as shown in
Lemma 2 gives
pv(n),n,z(1−n) → px(m),m,z(1−m) . (11)
As the limit holds for joint distributions, it must hold for
marginals and pv(n) → px(m) .
Lemma 3. pvˆ → pv gives puˆ,vˆ → pu,v .
Proof. Eq. (8) implies
pu,v = pv(m)+z(1−m),v
puˆ,vˆ = pvˆ(n)+z(1−n),vˆ
(12)
Also, let γ(v,m, z) = v − v(m) − g(v(m) + z(1−m)) = 0
which gives γ(vˆ,n, z) = 0 because the same genera-
tive model G (and g) is used in the iterative imputation.
Therefore, for the same relation γ, assuming n ∼ pm and
pvˆ → pv , it is concluded that puˆ,vˆ → pu,v .
Corollary 1. pvˆ → pv gives pv(n) → px(m) .
Proof. Lemma 3 states puˆ,vˆ → pu,v which according to
Theorem 1 is enough to have pv(n) → px(m) .
The GAN architecture described in Fig. 2 and
implemented in Algorithm (1) imputes the incomplete
data x, because GAN gives pvˆ → pv which according to
Corollary 1 means pv(n) → px(m) .
Random Shuffling
Fig. 2. IGANI architecture
Algorithm 1: Training
Set NE (number of epochs);
Set NCU (number of critic updates);
while epoch ≤ NE do
for (x,m) ∈ (X,M) do
Sample noise z ∼ pz ;
for iter ≤ NCU do
(u,v)← G(x,m, z);
n← a random shuffling of m;
(uˆ, vˆ)← G(v,n, z);
Update Critic D by minimizing the loss
J
(D)
W =
EvD(v)−EzD(vˆ) + λEy(‖∇yD(y)‖− 1)2
where y = tG(z) + (1− t)v with
0 ≤ t ≤ 1 and λ = 10;
end
Update Generator G by minimizing the loss
J
(G)
W = −EzD(vˆ)
end
end
4 EXPERIMENTS
4.1 Data
The dataset used in the work represents the speed of 214
road segments in Guangzhou (China) collected over two
months (from August 1, 2016 to September 30, 2016) [26].
The data is recommended by the providers for data imputa-
tion, traffic prediction and pattern discovery. The spatial and
temporal window of the data, as mentioned above, implies
a structure of three-dimensional tensor of size 61×144×214,
whose dimensions are day, time, and road segment, respec-
tively. For learning, the dataset is reshaped as a 8784 × 214
tensor, meaning that the sample size is 8784. The original
missing rate of data is 1.29%, which is almost negligible for
imputation purposes, and can be imputed by an arbitrary
data imputation method beforehand to create a “complete”
reference data.
The described dataset is divided into three portions: (i)
10% for training the imputers, (ii) 80% for training the short-
term traffic prediction models, and (iii) 10% for testing the
prediction models. The imputation accuracy is tested on
portions (ii) and (iii).
4.2 Architecture
The architecture in Fig. 2 is as follows: g in Gx in-
cludes dense (214×512), ReLU, Dropout (p = 0.05), dense
(512×512), ReLU, Dropout (p = 0.05), and dense (512×214);
and Dx is dense (214×256), ReLU, dense (256×256), ReLU,
and dense (256×214). The same Gx is used for implement-
ing GAIN and MisGAN so that all the imputers have identi-
cal capacity, ensuring a fair comparison. Dropout layers are
used in the imputers for addressing model uncertainties and
error analysis of the results.
The architecture for short time speed prediction in-
cludes dense (214×424), ReLU, Dropout (p = 0.05), dense
(424×424), ReLU, Dropout (p = 0.05), dense (424×424),
ReLU, Dropout (p = 0.05), and dense (424×214).
54.3 Imputation of missing traffic data
The proposed method in this work, IGANI, is applied
to the mentioned data with different missing rates. The
missing mechanism is MCAR which is the common case
for incomplete traffic data. The performance of IGANI with
respect to test accuracy is compared with two recent GAN-
based imputation methods, i.e. GAIN and MisGAN, and the
results are shown in Fig. 3. For each of the three approaches,
we ran 5 separate trainings, and the mean and standard
deviation results in Fig. 3 are calculated using 5 separate
tests on the 5 trained models. As can be seen, the mean
absolute error (MAE) of imputation by IGANI, compared
with other methods, is lower for all the missing rates.
Superiority of IGANI is also visible per instance of data;
see Fig. 4.
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Fig. 3. MAE of normalized imputed values by GAIN, MisGAN, and IGANI
where shaded area represents ±3σ for 5 models.
4.4 Short-term traffic prediction using imputed data
In addition to assessing the accuracy of data imputation,
it is also important to evaluate how imputation methods,
which are unsupervised learning, perform when used in
subsequent analyses or predictions. In this study, we choose
short-term traffic prediction using supervised learning-
based neural network using imputed data. In particular,
the time interval between two subsequent data instances
is considered to be 10 minutes and the aim is to predict
an instance (the speed) from its preceding one using a
fully connected neural network model. The authors admit
that more advanced methods are available for predicting
temporal data (like recurrent neural networks (RNN) and
its variants, e.g. long short-term memory (LSTM) and gated
recurrent unit (GRU)). But, the choice of prediction model is
beyond the aim of this work, and our aim is to assess how
the errors cause by different imputation methods transcend
into a subsequent prediction task.
In this work, short-term prediction models are trained
and tested for different missing rates. These rates range from
0 to 0.9 for training and from 0.1 to 0.9 for testing models.
The imputation methods are GAIN, MisGAN, and IGANI
which implies a total of 10× 9× 3 = 270 models. The MAE
of testing models for predicting normalized data is observed
for all cases in Table 4.4 and illustrated in Figs. 5, 6. As can
be seen from these results, the superiority of IGANI is more
significant for higher missing rates where both GAIN and
MisGAN lose robustness in supervised learning-based tasks
that use imputed data. Generally, IGANI is more accurate
and stable compared with previous GAN-based imputation
methods and is strictly recommended for missing rates
higher than 50%.
5 CONCLUSION
In this work, a new GAN architecture, named IGANI, is
introduced for data imputation and its performance is eval-
uated on imputation of missing traffic data and also short-
term traffic prediction. It is shown that IGANI outperforms
the previous GAN-based imputation architectures such as
GAIN and MisGAN in imputation accuracy, and also that
when IGANI-imputed data is used in a supervised learn-
ing framework to train short-term traffic predictions, the
prediction accuracy is higher compared to the cases where
GAIN- or MisGAN-imputed data is used. The proposed
architecture is especially instrumental for the imputation
of big data, such as traffic data generated in transportation
systems. This is because a trained IGANI can impute sin-
gle instances with a higher accuracy compared with other
GAN-based methods, and as opposed to clustering-based
imputation methods (like KNN) does not require searching
within a large pool of data to find neighbors that are near
the incomplete instances at hand.
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Fig. 4. Logarithmic MAE of imputations by GAIN, MisGAN, and IGANI for a data instance. IGANI outperforms GAIN and MisGAN especially for
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Mean and standard deviation (in parenthesis) of Mean absolute error (MAE) of short-term traffic predictions using missing data imputed by GAIN
(top), MisGAN (middle), and IGAI (bottom).
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