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Abstract—Engagement is instrumental to students’ learning 
and academic achievements. In this study, we model the 
engagement states of students who are working on programming 
exercises in an intelligent tutoring system. Head pose, keystrokes 
and action logs of students automatically captured within the 
tutoring system are fed into a Hidden Markov Model for 
inferring the engagement states of students. With the modeling of 
students’ engagement on a moment by moment basis, 
intervention measures can be initiated automatically by the 
system when necessary to optimize the students’ learning. This 
study is also one of the few studies that bypass the need for 
human data labeling by using unsupervised machine learning 
techniques to model engagement states. 
Keywords—unsupervised, machine learning, engagement, 
intelligent tutoring, sensors 
I. INTRODUCTION 
Most would agree that engagement is critical to students’ 
learning and achievement. This correlation between 
engagement and learning achievement is evidenced by many 
studies [1-3], and high levels of motivation and engagement 
have been consistently linked to higher probabilities of student 
success [4, 5].  Observing the significance of engagement, an 
increasing number of higher educational institutions routinely 
conduct engagement surveys so that they can take appropriate 
action when they identify areas of student engagement which 
require attention. Some examples of such surveys include the 
National Survey of Student Engagement (NSSE) [6] and 
Australasian Survey of Student Engagement (AUSSE) [7], 
both of which are nation-wide surveys of college students in 
the United States and Australia respectively. The studies which 
linked student engagement to desirable learning outcomes and 
the regular barometric testing  of students’ engagement in 
institutions point undeniably to the value of engagement and its 
role in influencing positive educational outcomes. 
 Engagement, just like any other affect, is a complex and 
multi-faceted construct which makes it a challenge to measure. 
In the literature, one approach to measuring it is through the 
behavioral perspective. Through this perspective, student 
engagement is defined as ‘the time and effort students devote 
to educationally purposeful activities’ [8] where time-on-task  
or effort is the amount of time that students actually spend on 
learning [9].  
Motivation engenders engagement [10] and one approach 
to measuring engagement would be first to define what causes 
motivation. The ARCS model, proposed by Keller [11], is one 
such model that encapsulates the behavioral perspective of 
learning motivation. It defines that the four conditions of 
Attention, Relevance, Confidence and Satisfaction (ARCS) are 
prerequisites of motivation. The condition of Attention refers to 
the gaining and sustaining of students’ attention in learning. 
Relevance points not only to the material need for students to 
know the relevance of what they are learning but more 
importantly, whether they perceive what they are learning as 
important and relevant. This perception of relevance in turn 
comes from the feeling of enjoyment that results when, for 
example, people in need of affiliation work in groups. 
Alternatively, it can be from the enjoyment that people who are 
high in need of achievement derive when they take 
responsibility for achieving a moderately challenging task that 
they personally set. Differences in confidence influence 
students’ persistence and accomplishment while satisfaction 
results from the intrinsic and extrinsic rewards from learning. 
Confidence builds up in situations where students experience 
some level of success when they exert an adequate amount of 
effort. Thus, from the ARCS model, one can conclude that 
effort, confidence, satisfaction and attention are important 
measures of learning motivation and engagement. 
Intelligent Tutoring Systems (ITSs) are built with the 
premise of providing learners with one to one tutoring support 
automatically and cost effectively by acting as a personal 
training assistant that assesses one’s knowledge continuously. 
ITSs provide assistance when they detect that one requires help 
to move on. A criticism of ITSs is that they still underperform 
when compared to one-to-one human tutoring. This is 
attributed to the fact that ITSs are impoverished in emotional 
awareness and empathy as opposed to human tutors who are 
able to adapt their tutoring based on both the cognitive and 
affective responses of the learner. This has spawned much 
research [12-15] that investigates augmenting ITSs with the 
capability to sense the affective states of the learner. In most of 
these studies [16, 17], the technique of supervised machine 
learning is used to map learners’ actions or sensor measures 
into the inferred affect. The supervised machine learning 
approach, however requires the labeling of the data beforehand 
by subject matter experts. As this is done manually, the 
labeling process is tedious and prone to human errors. 
Moreover, supervised machine learning requires the a priori 
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definition of the classification categories even in situations 
where we have limited knowledge of what the categories and 
their boundaries are.  
Unsupervised machine learning, on the other hand, does not 
require labeled data. The provided data set consists of just the 
input features without the corresponding labels or class. Using 
unsupervised learning, one can either discover groups of 
similar examples within the data also known as clustering or 
infers a function that approximates the distribution of data also 
known as density estimation [18]. To circumvent the need for 
tedious human labeling, unsupervised machine learning is used 
in this study to discover and group students with similar 
learning behaviors and also to associate different levels of 
engagement to these behavioral groups.  
There were previous studies [19, 20] that use unsupervised 
mining to uncover engagement of students in tutoring systems 
through the use of only students’ action logs within the tutoring 
systems. The key difference between this study and the 
previous studies is that this study tracks the engagement of 
students not in the domain of a mathematics tutoring system 
but in the domain of a computer programming tutoring system. 
Intrinsically, solving a programming exercise involves a longer 
interaction session and the interpretation of syntax and logic 
errors for the resolution of programming bugs. Another 
difference is that this study uses not only action logs but also 
sensor logs such as keystroke logs and head posture logs from 
web cameras - the use of a combination of different sensors has 
been advocated as being superior in terms of detection 
accuracy and availability as compared to using only a single 
sensor [21]. 
Although the use of sensors for educational data mining is 
often associated with issues such as obtrusiveness and 
difficulty of scaling due to their fragility, high cost and long 
setup time, the sensors proposed in this study (web cameras 
and keyboards) are unobtrusive, available at a low cost and 
easy to set up. With the modeling of students’ engagement on a 
moment by moment basis in a computer programming tutoring 
system, intervention measures can be initiated automatically by 
the system when necessary to optimize the learning of students. 
II. SETUP 
The data set used in this study comprises of 14 students 
from Nanyang Polytechnic, Singapore who were recruited in 
the academic year 2015 and 2016. The study was conducted in 
computer labs where students were enrolled to work on 
programming exercises in a Java programming tutoring 
software for an average duration of 50 minutes. The tutoring 
software which was developed by the author has a total of 6 
topics and a set of 2 programming exercises per topic, giving a 
total of 12 exercises to be completed. The topics cover the 
basics of Java programming and include the use of variables, 
loops, conditional statements and arrays. A more detailed 
description of the setup can be found in [22].  
The software that was used to track head motion is 
developed by xLabs [23]. It was used for extracting raw head 
pose information such as horizontal and vertical head position, 
head roll, pitch and yaw from the web camera. The students 
work on the exercises in the tutoring software while their eye 
gaze, keystrokes and head motion are logged. The eye gaze and 
head motion are captured by the xLabs software for translating 
into the raw head pose and eye gaze information. A JavaScript 
function was developed to send these raw head pose and eye 
gaze information for logging to physical files on the web 
server. The logged eye gaze data is however, not used in this 
study. 
III. MODELING 
The following sections detail the modeling of a learner’s 
task engagement. 
A. Head Pose 
The captured head pose information is used for gauging the 
attention of students. Head pose can be used to approximate the 
eye gaze direction as proposed by Stiefelhagen and Zhu 
[24].The head yaw angle is used to track whether a student is 
looking at the screen or not. If the head yaw angle is more than 
ten degrees to the left or right, the student is deemed to be not 
looking at the screen and thus inattentive. In our setup, the web 
camera is mounted at an average distance of 60 cm from the 
student and a length of 10.5 cm to the left or right from the 
center of the computer monitor is considered to be off-screen. 
This is shown in Figure 1. Using the formula in (1) below, the 
yaw angle limit θ is calculated to be 10 degrees or 0.175 
radians. 
1 10.5tan
60
θ −=  (1) 
The head pitch angle measures the vertical angle of the 
head motion. Although a student who is looking down and not 
at the screen is considered to be off-screen as well, the head 
pitch angle is not used (only head yaw angle is used). The 
reason is that, from observations, some student participants 
looked down at the keyboard while typing. A student who is 
typing program code and looking down at the keyboard while 
typing should not be considered as being inattentive. As such, 
using the pitch angle as part of the criteria for determining 
whether the student is looking off-screen and possibly 
60 cm
10° 
Computer Screen
10.5 cm
  
Figure 1. Calculation of head yaw angle for off-screen 
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inattentive would not be accurate. Thus, only the yaw angle is 
used for determining whether the student is looking off-screen. 
B. Other features 
Other than the head motion logs, the keystrokes, the 
compilation error details and the number of exercises 
completed are also logged. The features derived from these 
logs include the number of keystrokes, the maximum keystroke 
pause duration, the number of compilation attempts, the 
number of compilation errors and the off-screen duration from 
head motion. These features are then aggregated into time 
window slice width of 60 seconds. They are then accumulated 
into a sequence of feature vectors, yielding a total of 1345 rows 
of feature vectors. These feature vectors are then normalized 
using the formula ( ) /X X σ−   where X  is the mean and σ  
is the standard deviation. The number of keystrokes, maximum 
keystroke pause duration and the number of compilation 
attempts serve as a surrogate measure for the effort put in by 
the student, the number of compilation errors as a surrogate 
measure for the obstacles encountered and confidence in 
tackling these obstacles and lastly, the off-screen duration as a 
surrogate measure for the attention level of the student. An 
intuition is that if the student is confident in resolving the 
compilation errors, it will be reflected as a decrease in the 
number of compilation errors in the next time period. 
The system will log each instance in which a key is 
depressed as well as the time at which it is depressed. The 
pause duration between each key is calculated as the time 
difference between the depressing of 2 consecutive keys and 
the maximum keystroke pause duration is the maximum of 
these pause durations within an entire time window slice of 60 
seconds. 
C. Hidden Markov Model 
The temporal-sequential aspect of learning data is an 
important aspect in the modeling of learning [20]. The actions 
of students in a tutoring system are usually time ordered and 
the sequence of these actions does offer a valuable trove of 
information into modeling the learning process. For example, 
comparing two students who solved a programming exercise in 
the same amount of time, the learning mileage will differ 
depending on the trajectory of resolving the problem. One 
student may request hints for every failed compilation attempt 
with no effort put into deciphering the compilation errors while 
another may solve the problem by carefully deciphering the 
compilation errors and resolving them without the use of hints. 
 This temporal sequential aspect is best modeled by the 
Hidden Markov Model (HMM). The HMM used for this study 
was first popularized by Rabiner and Juang [25]. It has since 
been used in diverse applications such as speech recognition 
[26], financial stock market prediction [27] and human action 
recognition [28].  HMMs consist of stochastic Markov chains 
based on a set of hidden states whose values cannot be directly 
observed with the relationship between a hidden state and the 
actual observations being modeled with a probability 
distribution. HMMs adhere to the Markov property which 
states that the state of a model at time t is only dependent on 
the state of the model at time t-1 and not on other prior states 
such that 1 1 1 0( | ) ( | , ... ).t t t t tj i j i m nP S S P S S S S
+ + −=  
A HMM is described by the tuple { , , , , }S O A B Π  where 
N : number of hidden states S 
1 2{ , ,..., }NS S S S=  
M: number of observation symbols O 
1 2{ , ,..., }MO O O O=  
{ }ijA a= , where 
1( , ); , 1,...,t tij j ia P S S i j N
+= =  
{ ( )}iB b k= , where ( ) ( | )i k ib k P O S=   
The model parameters are valid probabilities that must 
satisfy the following constraints: 
1
N
ij
j
a =∑ , ( ) 1
M
j
k
b k =∑ , 1
N
ij
j
a =∑ , ( ) 1
M
j
k
b k =∑   
The probability of being in state i at time t=0 is given by 
{ }iΠ = Π , where 
0( )i iP SΠ = . 
HMMs can be used in unsupervised learning. In 
unsupervised learning, the model parameters are learned by 
maximizing log( ( | ))S
S
P O H∑ , the sum of the posterior log-
likelihoods of each training sequence SO  using a form of 
expectation maximization (EM) called the Baum-Welch 
algorithm.  
The observations in this study are continuous. Although it 
is possible to discretize the continuous valued features, it will 
result in a loss of information. In this model, the model 
parameter B cannot be represented as a matrix of point 
probabilities but will have to be represented as a probability 
distribution function (pdf) over the continuous observation 
space for each state. The pdf used is the Gaussian Mixture 
Model [29]. 
In this study, the engagement levels of students are 
modeled as hidden states of the HMM using the HMM toolbox 
[30]. The HMM is then fitted to the action and sensor logs of 
students. 
D. Unsupervised Learning 
In the supervised learning mode of the HMM, the hidden 
states need to be annotated. The annotated states serve as the 
ground truth for inferring the parameters of the model. As such, 
using the HMM in supervised learning mode requires 
substantial human effort to annotate the data set. In addition, in 
cases where it is infeasible to infer the hidden states through 
human observation, supervised learning will not be possible. In 
consideration of these, we use the unsupervised learning mode 
of HMM to model the engagement levels of students in this 
study. 
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Each student observation is made up of the tuple < number 
of keystrokes, the maximum keystroke pause duration, the 
number of compilation attempts, the number of compilation 
errors and the off-screen duration>. The unsupervised learning 
method requires that one determines the number of hidden 
states that the model should have through model selection [31]. 
One model selection technique is the use of Leave-One-Out 
Cross-Validation (LOOCV). The algorithm to determine the 
ideal number of hidden states is listed below. 
Algorithm 1 To determine ideal number of hidden states 
Input: data_set 
Output: log_likelihood_state 
1. for states = 1 to 5 do 
2.    for validatedStudent=1 to 14 do 
3.       testing_data=data_set(validatedStudent); 
4.       training_data=data_set(~validatedStudent); 
5.       for runs=1 to 10 do 
6.      hmm_params_set =        
hmm_em_learn(training_data); 
7.             log_likelihood_run(states, validatedStudent,runs)  =      
hmm_log_probability(test_data, hmm_params_set); 
8.       end for 
9.          log_likelihood_student(states, validatedStudent) = 
max_over_runs(log_likelihood_run(states, 
validatedStudent)); 
10.    end for  
11.       log_likelihood_state(states) = 
mean_over_students(log_likelihood_student(states)); 
12. end for    
13. return log_likelihood_state; 
hmm_em_learn is the procedure used to learn the hmm 
model parameters using Baum_Welch learning technique. 
hmm_log_probability is the procedure that calculates the 
log probability of the data given the hmm model. 
max_over_runs is the procedure that calculates the 
maximum of log likelihoods over the various runs. 
mean_over_students is the procedure that calculates the 
mean of log likelihood over all the students. 
Models ranging from 1 to 5 hidden states were trained over 
10 runs using the Baum Welch algorithm (for 30 iterations) 
with different random initial model parameters. The outer loop 
performs the LOOCV by leaving a different student’s data out 
of training each time. The left out student’s data set is then 
used as the test data set for evaluation of the model’s log 
likelihood. Algorithm 1 returns the log likelihood values for the 
various number of hidden states. We then derived the Akaike 
Information Criteria (AIC) from the log-likelihood values and 
the number of parameters in the model. The AIC provides an 
estimate of the measure of fit of the model [32]. By plotting the 
AIC values against the number of hidden states, we determined 
the optimal number of hidden states to be 3 (the point with the 
lowest AIC value).  
IV. RESULTS AND DISCUSSION 
The mean values of the learned model’s features are shown 
in Table I. As seen in Table I, State 1 is characterized by a 
moderate number of compilations, high number of keystrokes, 
low number of compilation errors and a low off-screen 
duration. This suggests that students in State 1 are engaged as 
they are actively trying to compile and solve the programming 
exercises (high effort as evidenced by the low maximum 
keystrokes pause duration and high number of keystrokes) and 
are maintaining a high level of attention on the screen (as 
evidenced by the low off-screen duration).  Students in State 2 
are characterized by zero number of compilations, high 
maximum keystroke pause duration and close to zero number 
of keystrokes but yet low off-screen duration. It can be inferred 
that students in State 2 are just starting out working on the 
exercises. It could also be probable that students in State 2 are 
clueless and do not know how to start on the exercises if they 
have been working on the exercises for a while. State 3 is 
characterized by a low number of keystrokes, high maximum 
keystroke pause duration, a moderate number of compilations 
and high off-screen duration. It seems that the students in State 
3 are disengaged and not actively working on the exercises as 
evidenced by their high off-screen duration (low attention), low 
number of keystrokes and high maximum keystroke pause 
duration (low effort). 
  The state transition matrix is shown in Table II. From the 
state transition matrix, students in State 1 (the engaged state) 
and State 2 (the starting out state) are more likely to persist in 
their current states than to transit to other states. This can be 
seen from the higher probabilities of persisting in the original 
state (e.g. students in States 1 and 2 will tend to persist in 
States 1 and 2 with a probability of 0.72 and 0.68 respectively). 
This suggests that a student who is engaged will likely stay 
engaged. A student who is in State 3 (the disengaged state) is 
slightly more likely to transit to State 1 (with a probability of 
0.40) than to transit to State 2 (with a probability of 0.29). The 
student in State 3 is also less likely to persist in the disengaged 
state as seen from the probability of 0.31. The high probability 
of a student in the starting out state persisting in the same state 
TABLE I. MEAN VALUES OF FEATURES FOR THE VARIOUS 
HIDDEN STATES  
  Hidden States 
Features State 1 State 2 State 3 
No. of 
compilations 1.35 0.28 1.47 
No. of keystrokes 32.31 1.82 7.22 
Max pause 
duration 10.57 56.39 46.95 
No. of errors 0.42 0.88 0.65 
Off-screen 
duration (in 
milliseconds) 
285.90 283.23 8140.42 
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as well as the one-third chance that a disengaged student will 
stay disengaged suggest opportunities for pedagogical 
interventions to shift the student into the more desirable and 
potentially sticky engaged state. Although there is only a one 
third chance that a student who is disengaged will stay 
disengaged, it would be beneficial if we can lower this 
probability further with the provision of tutorial support. 
V. CONCLUSION 
In this study, unsupervised learning using HMM is 
employed to infer the engagement states of students from both 
students’ actions within the tutoring system as well as from 
sensors such as web cameras (for head postures) and keyboard 
(for keystrokes). As engagement is critical to students’ learning 
and achievement, the inference of engagement states allow us 
to intervene at opportune moments to sustain the students’ 
engagement.  The use of HMM allows for the time sequenced 
students’ responses comprising of their actions and head 
postures to be translated into hidden engagement states and 
their transition probabilities.  
The results show that the engagement states of students can 
be clustered into 3 distinct states – the engaged state (State 1), 
the starting out state (State 2) and the disengaged state (State 
3). In addition, students who are engaged tend to remain 
engaged while students who are disengaged are more likely to 
switch to the other states. These suggest the potential for the 
use of learning interventions such as hints or scaffolding to 
shift the students into the more enduring engaged state. This 
hypothesis will however require further experiments to 
validate. 
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