In this paper, we address the particularly challenging problem of calibrating a stereo pair of low resolution (80 × 60) thermal cameras. We propose a new calibration method for such setup, based on sub-pixel image analysis of an adequate calibration pattern and bootstrap methods. The experiments show that the method achieves robust calibration with a quarter-pixel re-projection error for an optimal set of 35 input stereo pairs of the calibration pattern, which namely outperforms the standard OpenCV stereo calibration procedure.
INTRODUCTION
Thermal infrared cameras are sometimes used in surveillance context [1, 2, 3, 4] . Very often in these cases, thermal cameras are preferred to visible images because they can be used in daily and nightly situations and moreover they preserve the anonymity of the people which is a crucial issue for surveillance.
One of the goals of the surveillance is the localization of people and objects in the 3D space. In this context, some authors proposed to associate the thermal camera with another device such as visible camera [5] or a depth sensor [6] . However, it seems also possible to use stereoscopy with a pair of thermal cameras. In this latter case, the stereo camera calibration is the crucial issue for 3D reconstruction.
One of the classical ways to perform this calibration is to image a geometrically well-defined calibration pattern. Usually, a pinhole camera model is assumed for both cameras. The pair of images is then used to estimate the extrinsic (the relative position of the cameras to each other) and intrinsic (focal lengths, principal points) parameters of the stereo camera model. However, thermal cameras with good resolution are relative expensive [7] . Recently, some manufacturers proposed some very low price thermal cameras, e.g. the FLIR Lepton 2 * , but with very low resolution (80 × 60 pixels). In this paper, we will propose a solution for the stereo calibration of low-resolution thermal cameras. For this, we had to solve several sub-problems. 1) Given that thermal cameras are only sensitive to heat, we had first to choose and manufacture a calibration grid adapted to our low-resolution context. 2) The cameras gave only low-resolution and extremely noisy images so it is very challenging to exploit these images in 3D vision, especially for the calibration featured detection in the images. We choose to overcome this problem by performing calibration with a high number of image pairs. The accumulation of image pairs allowed to lower the impact of the noise and gain in precision for the estimation of the parameters. However, in our opinion, it was important to know the optimal number of image pairs in order to get a robust calibration. That consisted to find the good trade-off between the ease to perform and the robustness of the calibration.
BACKGROUND
In the pinhole camera model context, stereo calibration consists to estimate the extrinsic and intrinsic parameters of the pair of camera models. The extrinsic parameters are related to the 3D pose of the cameras. They express the transformation of a point from the 3D world to the camera 2D coordinates. The pose can be view as a rotation (R) with a translation (T ). In the stereo calibration, these values express the position of one camera (i.e the right) relative to the other one (i.e. the left). Intrinsic parameters refer to focal length and the principal point of both cameras. They can be estimated through the homography calibration method. Let P l ,P r two homogeneous points respectively viewed by the left and right cameras. We have the relation:
Given two points P l and P r which represent the same point in the 3D space, the idea is to determine R and T .
Let K l and K r respectively the intrinsic parameters of the left and right cameras, q and p the 2D points in resp. the left and the right cameras. We have:
where
is the fundamental matrix. It encodes the information of the intrinsic and extrinsic parameters. K i∈r,l is the left (right) camera matrix. It is expressed as follows:
where f x and f y represent the focal length, c x and c y represent the principal point.
When the two cameras are uncalibrated, the matching between 8 points allows getting F . However, when the two cameras are calibrated (we already have the values of K l and K r ), so the goal is to determine the essential matrix E which is:
where [] × is the cross product matrix. E encodes the information about the extrinsic parameters.
When we calibrate the cameras, the idea is to use corresponding points to determine R,T (which is also the baseline-the distance between both cameras), F and E. The quality of the calibration can be assessed by the RMS re-projection error (usually given by the calibration algorithm) and the average epipolar error. The average epipolar error refers to the error given by:
3. RELATED WORKS
Calibration grid
They are many works about calibration in stereo vision [8] . Most of these works concern visible images. A few works have been done for thermal stereo calibration. The main difference is that the points we want to detect must be hot. Generally, there are two ways to make the calibration grid visible by the thermal cameras: passive and active heating.
Passive heating consists to heat some black/white calibration grid. Because of the color, the black and white parts will not get the same temperature. This allows getting a gradient of temperature that is sufficient to distinguish features [9, 10] . Once the grid is heated, it can be used for imaging. Another solution is to use sunlight to heat an asymmetric calibration pattern painted on a Dibond board [11] . In the best cases, they were able to get an RMS re-projection error of 0.348 on a 640 × 512 pixels camera. Shibata et al. [5] use the same calibration grid to make a joint geometric calibration of visible and far-infrared cameras. Each of these cameras is prior calibrated separately and then they estimate the extrinsic parameters. They get good results compared to the state of the art. The resolution of their visible and thermal images was respectively 640 × 480 and 160 × 128. St Laurent et al. [12] try to find the best calibration pattern in order to calibrate stereo thermal infrared cameras. They present a passive calibration grid that is able to produce optimal image contrast in order to get a robust calibration. They are able to get an RMS re-projection error of around 0.1. They use thermal cameras with a resolution of 640 × 480 pixels.
Active heating consists to use a self-heating grid. The self-heating features can be small light bulbs [13, 14, 15] or resistors [16] . Several grids have been proposed: 81 light bulbs arranged in a 9 × 9 matrix [14] , black/white chess with 25 bulbs arranged in a 5 × 5 matrix to be used to calibrate simultaneously thermal and visible cameras [15] ,...
It is important to notice the fact that the lowest resolution used in these works is 160 × 128 [5] . But they used a hybrid stereo calibration with a good resolution visible camera (640 × 128) and a low-resolution thermal camera. None of these works doesn't concern low-resolution cameras such as ours.
Point detection
The problem is twice, first the features must be segmented and then they must be located on the images. Generally, a simple threshold is sufficient to segment the regions that represent features (e.g. the bulbs). However, depending on the resolution of the thermal camera, it is more or less important to locate the features in sub-pixel precision.
Yang et al. [15] propose a semi-automatic calibration method. They select first the four extremities of the matrix containing the bulbs. Then the features are estimated in sub-pixel accuracy using a quadratic approximation. The resolution of their thermal and visible cameras were respectively 240 × 320 and 768 × 576.
Ellmauthaler et al. [14] propose an algorithm to get a robust calibration. The algorithm has three steps. First for each calibration image each point in the grid is estimated in sub-pixel accuracy by computing the centre of mass of each point after a grey-scale thresholding. In the second step, they estimate the camera parameters. They used then the estimated homography matrix H to refine the position of the centre of mass. This process is iteratively performed until convergence. It is important to note that this calibration, done in monocular vision, can be applied to stereo vision. But, the calibration is performed on a camera with a resolution of 320 × 244.
OUR METHOD
The cameras, we were using are more challenging given their resolution and their noise. So, it is necessary to adopt a different way to calibrate and evaluate the results. As expressed in the introduction, we will use multiple pairs of images to reduce the impact of the noise and low resolution. The calibration grid must be relatively easy to handle and moreover, the thermal property of the features must be constant over time.
Calibration grid
First, we discarded passive calibration grids even if they are easier to handle but the external thermal condition influences the quality of the image [12] . Given that we wanted to collect many images, the grid can get cool more and less quickly changing the measured information in the images over time.
For the design of our active grid, we had to take into account the low resolution and the reduced field of view of our cameras. We have manufactured a calibration grid (Fig. 1) which is composed of automobile bulbs placed on a wooden board. The temperature of the bulbs can higher than 37 Celsius degrees, which correspond to human body temperature. The wooden board allows us to make sure that the bulbs are well isolated and so they will be distinguished by the cameras. We placed 36 bulbs as a 6 × 6 matrix. Each bulb was separate to its row-wise and col-wise nearest neighbours by 160 mm. The size of the grid is 1 meter × 1 meter. For the calibration purpose, we should make sure that all lights have almost the same brightness. 
Stereo calibration
We used two fixed cameras separated by a distance of 140 mm.
To perform the stereo calibration it is important to accurately detect the points. In the OpenCV calibration module [17] , points are detected in pixel mode accuracy. This accuracy is sufficient for most of the cameras which have an acceptable resolution but not in our case of low resolution and noisy images. Inspired by the work of Ellmauthaler et al. [14] , we developed our own sub-pixel point detection tools. Because we manufactured a wooden support for the calibration grid which is less susceptible to drive the heat, a simple grey scale threshold is sufficient to separate the bulbs information from the background.
Calibration features localization
Given N views, the goal is to extract and locate the points through sub-pixel accuracy. The images furnished by the FLIR sensor are in 16 bits, so first we normalized the image pixels in the range [0,255]. The image is then binarized using a threshold estimated by the Otsu method [18] (Fig. 2) . We extracted then all the connected components, estimated their centroid and give them a label. We get the list of the points located in pixel accuracy but, as shown in Fig. 2 , the points are not always well located. The subpixel accuracy was obtained by computing the centre of mass on the grey-level information around each centroid. This process is performed on all the original thermal images. 
Parameters estimation
The parameters estimation was performed once we have detected all the 36 points in all the image pairs. We used these points as inputs for calibration methods available in the OpenCV calibration module [17] . As outputs we got intrinsic parameters such as cameras matrices (M l and M r ) and distortion vectors, and extrinsic parameters such as fundamental matrix F , essential matrix E, rotation matrix R and translation matrix T . Our calibration method took into account radial and tangential distortion.
Robustness of the calibration
The main particularity of our calibration is the low resolution and the noise of our images. It can be easily shown that if the number of input image pairs used for calibration is too low, the noise can have a direct impact on the parameters estimation i.e. if we perform the calibration on 2 different set of input images, it is highly probable that to get different values of stereo calibration outputs. This is mainly due to the difficulty to detect accurately the positions of the points in the images. If we increase the number of input image pairs, the calibration becomes more robust to noise in the sense that if we perform the calibration on 2 different set of input images we will get similar estimated parameters. But in this case, we also increase the difficulty and the handling time of the process. A tradeoff must be found between accuracy or robustness and handling facility.
In order to estimate the optimal number of images to get a robust calibration, we used the following bootstrap method.
• First we create a set of 100 image pairs of the calibration grid. We verified that in these images all the 36 points were visible.
• The robustness of the calibration using N pairs of input images was estimated by:
1. We randomly selected N pairs of images from the 100 and performed calibration. The calibration outputs are stored.
2. We repeated this process 1000 times in order to get 1000 calibration outputs.
3. The dispersion of the 1000 calibration outputs was a good indicator of the robustness of the calibration.
• This process was repeated for several N with N ∈ {5, 10, 15, ..., 40}.
From all the different calibration outputs, we choose to observe more particularly four specific outputs which are:
• the estimated focal length
• the RMS re-projection error
• the average epipolar error (see Eq. 5)
• the estimated baseline: this value can be easily compared to the ground truth which is 140 mm.
RESULTS
Through the bootstrap method, we can determine how the values converge to a certain value. We use box plots to observe the dispersion and to detect outliers.
In Figs. 3a-3d we can see that the median distribution of the calibration results is relatively similar regardless x and close of the ground truth for the baseline (140 mm). However, we can see that if N ≤ 30 image pairs, the dispersion of the calibration results is very high with a lot of outliers. From 35 image pairs, we can see that the dispersion is stabilized and relatively small. We can thereby consider that from 35 image pairs, the calibration will almost estimate the same parameters regardless of the input images, and so our calibration can be considered robust.
Concerning the accuracy, with 35 image pairs, the focal length and the baseline were estimated relatively precisely. The RMS seems to be stabilized at 0.25 pixels which correspond to an RMS of 1 pixel in 320 × 240 resolution. This could be considered as relatively important but in our case, we are faced with very noisy images which is not the case in high-resolution images. Moreover, if we would apply our method directly on 
Method
Camera Resolution MRE pixels Gschwandtner et al. [16] PathfindIR 360 × 288 0.4918 Yang et al. [15] GUIDE IR112 320 × 240 1.2214 Vidas et al. [19] Miricle 307K 640 × 480 0.3031 Proposed method (35 images pair) FLIR Lepton 2 80 × 60 0.20 Table 1 : Comparison of our method with others high-resolution images, we would probably have better accuracy than the classical methods because of our noise robustness and sub-pixel feature localization.
In order to compare our method with previous ones, we have compute the mean reprojected error (MRE) because the previous methods use this metric for comparison. The results are shown in the table 1. It can be noticed that despite the fact that we have a very low resolution we are able to compete with other methods that have higher resolutions.
CONCLUSION
In many applications, thermal images are used to characterize hot objects. In such a situation, it is important to locate an object in 3D space. This is can be done under stereoscopic vision. However, this later needs an accurate stereo camera calibration. This calibration is made more difficult when the images come from low-resolution cameras (80 × 60 pixels in our case).
In order to overcome this difficulty, first, we proposed a calibration grid composed of a matrix of 36 bulbs placed on a wooden board. In a second step, we proposed a method to locate features on the thermal images with sub-pixel accuracy. Finally, we estimate the optimal number of image pairs which has to be used for a robust calibration.
We have shown that in low 80 × 60 pixels resolution context we can get a robust calibration. We can retrieve the calibration parameters and also some physical values such as the focal length of the cameras or the baseline between the cameras.
Our other main contribution concerns the estimation of the number of images needed to get a robust calibration. In the state of the art, none have made a study to estimate the optimal number of images that give almost always a robust calibration. Calibration is generally performed only one time without any warranty of the relevance of the obtained calibration parameters. We have shown that in our context, with 35 images it is always possible to get a robust calibration.
Generally, once the camera is calibrated it is possible to perform the 3D reconstruction. This is done after a matching process to associate each point in the left image to a point in the right image. Due to the low resolution of our images, some techniques applied to high resolution visible and thermal images will not work well. So we must find the best way to do it.
