Content popularity prediction has been extensively studied due to its importance and interest for both users and hosts of social media sites like Facebook, Instagram, Twitter, and Pinterest. However, existing work mainly focuses on modeling popularity using a single metric such as the total number of likes or shares. In this work, we propose Diffusion-LSTM, a memory-based deep recurrent network that learns to recursively predict the entire diffusion path of an image through a social network. By combining user social features and image features, and encoding the diffusion path taken thus far with an explicit memory cell, our model predicts the diffusion path of an image more accurately compared to alternate baselines that either encode only image or social features, or lack memory. By mapping individual users to user prototypes, our model can generalize to new users not seen during training. Finally, we demonstrate our model's capability of generating diffusion trees, and show that the generated trees closely resemble ground-truth trees.
INTRODUCTION
Online social networks (OSNs) have seen phenomenal growth: over a billion users on Facebook, and hundreds of millions on Google+, Twitter, and Pinterest. This new ecosystem of content generation and sharing enables rich data to be collected and analyzed to study individual and group behavior, as well as to study how information is diffused over social graphs. In particular, viral diffusion (also known as "word-of-mouth" diffusion) [3, 23, 37] has been shown to be an important mechanism for advertising a new idea, technology, content, or product. Unlike the mass broadcast counterpart in which a single user directly spreads information to most recipients, in viral diffusion many individuals participate in spreading information in a chain-like structure.
In this paper, we are interested in modeling how image content gets propagated through a social network. We focus on images because it has become one of the most important containers for sharing thoughts, interests, and feelings in OSNs (e.g., Pinterest, Instagram, Tumblr, Imgur). Unlike existing work [1, 5, 8, 10, 19, 22, 26] , which largely focus on a single absolute metric such as the total number of users who liked/shared a content (see Figure 1 left), we are instead interested in modeling the entire structure of the content propagation path (see Figure 1 right). To this end, we propose Diffusion-LSTM, a novel memory-based deep network that recursively predicts each step of the image content diffusion path, using both the history of social context features of all previous users in the diffusion path as well as the image content features.
Apart from an image's content, the history of users in the diffusion path plays a key role in deciding whether the image will be further propagated, and if so, to whom next. For example, if we only know that the image was shared by a user who likes soccer, then the likelihood that the image will be shared by a soccer fan will be high. However, if we also know that the image was initially shared by a tennis fan before being shared by the soccer fan, then there is a high-likelihood that the next user will like either soccer, tennis, or sports in general. Similarly, if an image is initially shared by an influential user with lots of followers, then its likelihood to be propagated will remain high even after being shared by a user with only a few followers. Hence, we design our Diffusion-LSTM to capture the history of the social characteristics of all of the previous users who have shared the image in order to predict its future propagation path. Furthermore, in order to generalize our prediction model to new unseen users, we create prototype users by grouping individual users according to their social features. 
VS.
Figure 1: (Left): Prior work on popularity prediction predicts whether a user's post will become popular or not as measured by a single metric such as the total number of users who liked or shared the post. (Right): Our work on diffusion prediction predicts the entire propagation path of the user's post. Specifically, our approach recursively predicts which of the user's friends will share/re-share the post using the image features, user's social features, and the previous sharing history.
To the best of our knowledge, our work is the first attempt to generate the complete diffusion path of an image through an online social network. Our results show superior diffusion path prediction performance compared to alternative baselines that lack history information or rely only on either image or social information. Finally, while we use Pinterest data to evaluate our model, we design it to be general and applicable to other image-driven social media as well.
RELATED WORK
A large number of recent efforts have explored ways to predict content popularity, including for images [7, 8, 10, 14, 22, 33] , videos [26] , GitHub repositories [5] , blogs [1] , memes [36] , and tweets [18, 19, 25, 28] , by combing content features with user social features. In contrast to these prior work, which mainly focus on predicting a popularity score (e.g., number of shares) of the content, we aim to predict the entire content diffusion path through the social network, which is a much more challenging task. Predicting not only how many users will share a content but also the characteristics of each sharer in the diffusion sequence would enable deeper understanding of the diffusion process; e.g., one could identify the critical users in the diffusion path [3, 23] which would be useful e.g., for targeted advertisements.
Link prediction algorithms, which predict future edges between the nodes by using the current state of the graph [2, 13, 27, 30, 35] are also related. Our approach is different in that it recursively predicts the entire diffusion path of a content (an image) using both the content and users' social characteristics rather than predicting future edges for an existing graph.
Our Diffusion-LSTM architecture for social network tree prediction is related to Tree-LSTMs [32, 38, 39] in natural language processing (NLP). Unlike standard linear chain LSTMs, a Tree-LSTM takes the hidden vectors from multiple children to predict the next hidden state, and has shown superior performance for various NLP tasks like sentiment prediction and sentence semantic relatedness. However, due to their bottom-up structure [32, 39] , they are not well suited for predicting/generating the content diffusion path in a social network, since the content diffusion path prediction has to start from the root user. Recent work by [38] predicts the tree structure in a top-down manner, but it uses techniques that are specific for language dependency tree prediction, and thus cannot be directly used for social network tree prediction. In contrast to these works, our Diffusion-LSTM generates the content diffusion path in a top-down manner for social network tree prediction. To the best of our knowledge, our work is the first attempt to generate the complete diffusion path of an image through a social network.
Finally, our work is also related to image captioning in computer vision. In image captioning (e.g., [6, 9, 20, 21, 34] ), an LSTM takes the image semantic feature [24, 31] along with the history of previous words to recursively predict the next word. In contrast, in our method (Diffusion-LSTM), an LSTM takes the image semantic feature along with the history of previous users' social context features to recursively predict the image propagation path taken through the social network.
APPROACH
Our goal is to predict the path of diffusion of an image in an online social network. We first describe how we map individual users to a set of prototype users so that our proposed model can generalize to unseen users. We then describe our deep recurrent Diffusion-LSTM network architecture for modeling and predicting image diffusion. 
Mapping individual users to prototypes
A diffusion path of an image encodes the sequence of users who shared it. The set of all possible diffusion paths depends on both the users in the social network as well as the network structure (i.e., connectivity between users). Since we want our model to be able to generalize to unseen users and unseen connections (i.e., be able to train and test with a different set of users in the social network), we map individual users to a fixed set of canonical prototype users who capture the general, shared characteristics of the individual users that are mapped to them (like in which categories they post, how popular they are). In this way, we can maintain the same prototypical users during training and testing, while ignoring subtle differences between the true users. Furthermore, when there is insufficient training data for each user, combining similar individual users into a single prototype user can enlarge the training data to produce a better prediction model.
Specifically, we use k-means to cluster the social features (described in more detail below) of the users into k = 100 prototype groups. 1 The social feature of a prototype group is the average social feature of all of its cluster members. An unseen user is mapped to the prototype (i.e., cluster center) whose social feature is most similar based on their euclidean distance. Figure 2 shows examples of prototype users. The left panel shows the top three Pinterest categories that the prototype user most frequently posts images to, while the right panel shows representative images posted by individual users who are mapped to that prototype. For example, prototype user 38 likes to share images of women's fashion, while prototype user 52 likes to share images of cars.
Network architecture
The proposed architecture for modeling image diffusion through a social network is shown in Figure 3 . The input to our model is an image I posted by a user and the user's social information S, and the output is the entire diffusion tree {U 1 , U 2 , ..., U n } (sequence of re-posters) of the image. Specifically, the initial diffusion path is conditioned on the input image and the social features of the root user. Then, in each ensuing timestep, our model takes the history of the previous posters' social features and the current poster's social features, and outputs the next re-poster (among the current poster's friends in the social network). The model stores and updates a memory that records the characteristics of the users in the diffusion path so far. The process ends when the next predicted user is "terminal".
We next describe the image and social features, our Diffusion-LSTM model, and the loss function used to optimize the model.
Image and social features
The propagation path of an image in a social network should be a function of the image content as well as the users' social features. For example, an interesting image is more likely to become viral if it is initially spread by a user who has many friends and followers.
For image features, we take the VGG 16 network [31] pretrained on ImageNet classification, and compute the FC7 activation feature (4096-D) for each image. This feature encodes high-level semantics in the image (e.g., its objects/parts/attributes). For social features, for each user, we compute the total number of followers of that user, the total number of users that the user follows, the total number of pins (shares) of all images shared by that user, and the total number of likes of all images shared by that user. We also compute the probability distribution of the 38 Pinterest categories of all images posted by the user. This captures the types of images that the user likes to share. The 4-D aggregate counts and the 38-D category distribution are concatenated to create a single 42-D social feature. 2 
Diffusion-LSTM
At any step along the diffusion path, whether an image will be further propagated will depend not only on the social influence of the current poster, but also on that of the previous posters (i.e., the history of the diffusion path taken thus far). This is an intrinsically recursive problem, and is well-suited to be modeled using Recurrent Neural Networks, which are ideal for analyzing sequences.
Since we want to model long-range dependencies across many diffusion steps, we use an LTSM network [11, 12, 17] , which is more robust to the vanishing gradient problem than vanilla RNNs [4, 16] . LTSMs have been successfully used for the related problem of image captioning (e.g., [34] ), where image features are combined with text features to recursively predict the next word in the image caption. In our case, the image features are combined with the current user's social features to recursively predict the next users who will share the image (recall Figure 1 right) .
Our Diffusion-LSTM network for modeling image diffusion works exactly like a regular chain-structured LSTM network, with the only difference being the flow path of the memory cell c and the hidden state h following a tree. In a regular LSTM, the previous memory cell and hidden state from time step t − 1 are passed to a single next node in time step t. However, in our Diffusion-LSTM network, the previous memory cell and hidden state of a parent node from time step t − 1 can be passed to multiple child nodes in time step t, as shown in Figure 4 . This means that during backpropagation, the gradient for a parent node will sum the gradients passed by all of its child nodes.
Formally, using the subscripts ch and p for "child" and "parent" respectively, the Diffusion-LSTM parent-child transition equations are expressed as follows:
where x ch is the input social feature of the user at the current step, W x , W h and b are the weight matrices and bias vectors to be Technical Presentation WSDM'18, February 5-9, 2018, Marina Del Rey, CA, USA optimized, and • denotes elementwise multiplication. f ch denotes the forget gate vector (for remembering old information), i ch denotes the input gate vector (for acquiring new information), o ch denotes an output gate vector (as an output candidate), c denotes the memory cell, and h denotes the hidden state.
Diffusion-LSTM Chain-LSTM
Our Diffusion-LSTM model consists of the regular LSTM unit followed by two FC layers and one sigmoid layer afterwards to predict one of the k = 100 prototypical users or the "terminal" class. To reduce overfitting and increase the nonlinearity of the model, we add one dropout layer after the LSTM unit, and one ReLU layer and one dropout layer between two FC layers.
We project the image features into the initial root parent memory c r oot p through an FC layer. This conditions the initial history of the propagation path with the contents of the image. Alternatively, one could concatenate a user's social features with the image features, but this produces inferior results. The initial hidden state h 0 is simply set to all zero.
Loss function for modeling image diffusion
The diffusion path of an image can be broken-down into a sequence of classification problems, where the predicted classes for a given timestep indicate the users who will reshare the image in the ensuing timestep (i.e., next depth level of the social network tree). Furthermore, since the number of users who reshare the image can range anywhere from no user (zero) to k different users, we model the diffusion prediction for a given timestep and tree node as a collection of k + 1 binary classification problems (where the k + 1'th class denotes the terminal class). Thus, we use the weighted multi-class binary cross entropy loss to optimize our model:
where u indexes the classes (prototype users and terminal class), i indexes the training instances (i.e., all nodes in all training trees), o u,i is the predicted probability of instance i being in class u, and t u,i is the ground-truth binary indicator indicating whether instance i is in class u.
Since the number of positive vs. negative instances in a class can be highly imbalanced, we use the weights w 
EXPERIMENTS
In this section, we evaluate the accuracy of our model's image diffusion path prediction, and compare to several baselines that either use only image or social features, or lack memory. We also show qualitative examples of our model's generated diffusion trees.
Pinterest dataset
To analyze image content diffusion, we use the anonymized Pinterest data of [15] , which was collected for 44 days in 2013. The dataset consists of image propagation data (pintree id, sender id, receiver id), user data (user id, number of pins (shares), number of followers, number of followings, number of likes, gender, locale, country), and image data (pintree id, Pinterest category, source, number of likes, and time stamp). For each image, its entire propagation path is available. Overall, the dataset contains more than 340K diffusion paths (Pinterest trees or "pintrees") shared by 1M users, which is randomly divided into training, validation, and test sets with size ratio 6 : 1 : 1. The mean pintree size is 4.48 with standard deviation 11.67, the mean pintree width is 3.15 with standard deviation 6.85, and the mean pintree depth is 1.66 with standard deviation 1.05.
For social features, we use number of pins, number of followers, number of followings, and number of likes, because all other user data have more than 78% data missing, while those four social features have less than 1% data missing (which we simply fill with their mean values). As explained in Sec. 3, we expand the user social features with the 38 Pinterest category distributions, which can be summarized from all images shared by a user.
Implementation details
We train our Diffusion-LSTM model with an initial learning rate of 0.2, and then lower the learning rate to 0.02 when validation loss stops decreasing. We train both our model and all baselines until full convergence (30-60 epochs depending on the model). We Technical Presentation WSDM'18, February 5-9, 2018, Marina Del Rey, CA, USA 
Baselines
We compare our Diffusion-LSTM model with several baselines: Diffusion-LSTM with random weights: The same architecture as our Diffusion-LSTM model but with random weights. The initial memory c 0 is projected from image features at the beginning. This is a sanity check baseline to measure chance performance.
FC model with image and social features: This baseline consists of three fully connected (FC) layers. One ReLU layer and one dropout layer follow each of the first two FC layers. The last FC layer is followed by a sigmoid layer to convert the output values into probabilities. This baseline is chosen to study the importance of memory for content diffusion path prediction.
Diffusion-LSTM with only social features: The same architecture as our Diffusion-LSTM model but with only social features. No image features are used for this baseline, so initial memory c 0 is simply set to all zero. This baseline measures the role of social features for content diffusion path prediction.
Diffusion-LSTM with only image features: The same architecture as our Diffusion-LSTM model but with only image features. The initial memory c 0 is also set to all zero for this baseline. Since social features are not used, we instead use the (same) image features as input in each time step. This baseline measures the role of image features for content diffusion path prediction.
Note that we cannot compare with Tree-LSTMs [32, 38, 39] because it is not possible to apply them to our problem setting (i.e., top-down tree prediction/generation) due to their bottom-up nature.
Per-node diffusion prediction accuracy
We first evaluate image diffusion prediction by comparing our predicted users with the ground-truth users for each node in a tree. We evaluate per-category average precision (AP), by varying the threshold in the prediction confidences. Following the standard practice in evaluating RNNs [29] , we do not generate the tree (we will do this in the next section), but instead use the ground-truth path up to timestep t − 1 for a tree node and evaluate whether the predicted users in timestep t match the ground-truth (and do this for all t and all nodes). Table 1 shows the per-node prediction results. AP 101 is the AP for the terminal class, while mAP 1−100 is the mean AP for all prototype user classes. mAP is the mean AP computed over all 101 classes. First, we can see that all baselines outperform the random weights baseline, which produces a very low mAP showing the difficulty of the task. The reason why the AP 101 for random weights is so high is because there are many leaf nodes (terminal class) in the database. Specifically, the terminal class has a 1 : 4 ratio of non-leaf vs. leaf (total of 275, 595 non-leaf and 1, 128, 372 leaf). On the other hand, for the 1-100 prototype user classes, the negative vs. positive instance ratio is around 200 : 1 (an average total of 1, 397, 230 negatives and 6, 736 positives). The large difference in target ratios make the prediction task for the prototype classes much more difficult than the terminal class.
Second, we see that social features alone produce better prediction results than image features alone. This corroborates many previous findings (e.g., [8, 22, 33] ), which showed that social features are more important than image features for content popularity prediction. In our case, we are predicting the diffusion path, which is a much more difficult problem, and when no social features are used, it is impossible to say precisely how an image will be propagated through a social network. Third, our Diffusion-LSTM model performs much better than the FC model, indicating the crucial role of storing the image posting history in memory for predicting the next re-posting users.
Finally, combining social features and image features produces the best results, improving overall mAP by 0.8% over the baseline Diffusion-LSTM model using only social features. The main reason why the improvement is only 0.8% is because most (88.2%) users only post images in one Pinterest category instead of multiple categories. This means that those users are likely to always share similar images (e.g., of cats) to similar prototypical users (e.g., cat lovers). (Recall that we also use the probability distribution of the 38 Pinterest categories of all images posted by the user as part of the social features.) On the other hand, for users who post images of multiple Pinterest categories (e.g., cats, cars, travel, food), the image content will influence who among his/her followers will repost the image. To study this in more detail, we further break down prediction accuracy based on whether a user posts only to a single category versus multiple categories. Indeed, Figure 5 shows that image features yield only a slight improvement over social features for users who post only to a single category (N = 1), but In each case, our full model (blue) is compared with the baseline which uses only social features (red) and the baseline which uses random weights (green). Our full model demonstrates significant improvement in prediction performance over these baselines for users who post to multiple categories.
significantly improve prediction performance for users who post to multiple categories (N > 1).
Tree generation accuracy
We next use our trained Diffusion-LSTM model to generate pintrees directly. We compare the generated tree with the ground-truth tree, given the same starting user and posted image. We compare the depth of the trees (which evaluates how well our model predicts the terminal class) and the user's preferred Pinterest category distributions averaged across all non-root nodes (users) in the tree (which measures how well our model predicts the prototype users). We do not consider the root node since it is already given during generation. We compute the mean absolute error (MAE) for depth, and histogram intersection for the Pinterest category distribution:
To generate a tree, given the features for a user and associated image, we recursively make 101 class (100 prototype users or terminal class) predictions. If a node is predicted as "terminal", we stop; otherwise, we continue generating the tree. When generating a tree, we set the terminal class prediction threshold to be 0.5, while the prototype class prediction thresholds are chosen based on validation data using depth MAE. Due to the unequal number of ground-truth pintrees per depth, we evaluate the MAE for each tree depth separately and then average across depths. We truncate any pintree if its depth > 10 or size > 150 or width > 100 to avoid degenerate trees that never stop growing (otherwise, they induce infinite error in our evaluation). 99.9% of the pintrees in the training set fall under these criteria. Table 2 shows the results. Our generated trees are more similar to the ground-truth trees than the FC baseline, which again shows the importance of memory, and the Diffusion-LSTM baseline that lacks image features (the one that lacks social features does much worse, similar to per-node prediction). All methods outperform chance performance (sampling trees according to the training data distribution), which shows that learning is important for diffusion prediction. Figure 6 (top) shows visualizations of pintrees generated by our Diffusion-LSTM model. Our predicted pintrees are quite similar to the ground-truth pintrees. Even for the mispredicted users (red boxes), their Pinterest categories are very close to the ground-truth users' categories. Interestingly, for our top-left generated pintree, our model predicts that a user from prototype 47 will share the image from a user from prototype 10 who initially shared the image from another user from prototype 47. This shows the importance of memory as our model can remember that the image was initially shared by a user from prototype 47 and uses this to make the correct prediction.
Finally, in Figure 6 
CONCLUSION
We presented a deep recurrent network for generating the diffusion path of an image through a social network. By keeping track of the posting history of an image, our Diffusion-LSTM outperforms alternative baselines that lack memory or use only image or social features. We further demonstrated our model's capability of generating meaningful pintrees.
Although we mainly focused on Pinterest data, the proposed model is general and can be applied to different social network datasets. To further boost prediction performance, we could finetune the VGG 16 network, since the ImageNet dataset and Pinterest dataset may possess different characteristics (Pinterest images are more likely to be "artsy"). Finally, with sufficient training data for each user, it may also be possible to train the Diffusion-LSTM to Figure 6 : (Top) For a given image and its user, we generate the entire pintree showing the image propagation path through the different users. A user is shown in: 1) green box if the predicted path to that user matches the ground-truth path; 2) red box if it does not match the ground-truth; 3) dotted box if the path is present in the ground-truth pintree but not in our generated pintree. We also show the top 3 Pinterest categories for each user. Our predicted pintrees closely resemble the ground-truth pintrees. Note that while a self-loop can be observed at the prototype level (e.g., as seen in the bottom-left 'Prototype 1' social tree generation example), it still represents a mapping between different individual users since different individual users can be mapped to the same user prototype. (Bottom) Comparison of generated pintrees when the same prototype user posts different images. The generated tree depends on both the user's social features and image content. directly predict the specific friends who will share the image, rather than predicting prototype users.
