A new method of moment tensor inversion is developed, which combines surface wave data and P-wave first inotion data in a linear programming approach. Once surface wave spectra and first niotion data are given, tlic method automatically obtains the solution that satisfies first motion data and minimizes the L1 norm of the surface wave spectra. We show the results of eight events in which the method works and is stable even for shallow events. We also show one event in which surface wave data and P-wave first motion data seem to be incompatible. In such cases, our method does not converge or converges t o a solution which has a large minor (second) double couple coniponent. It is an advantage that the method can determine the compatibility of two data sets without trial and error.
Summary.
A new method of moment tensor inversion is developed, which combines surface wave data and P-wave first inotion data in a linear programming approach. Once surface wave spectra and first niotion data are given, tlic method automatically obtains the solution that satisfies first motion data and minimizes the L1 norm of the surface wave spectra. We show the results of eight events in which the method works and is stable even for shallow events. We also show one event in which surface wave data and P-wave first motion data seem to be incompatible. In such cases, our method does not converge or converges t o a solution which has a large minor (second) double couple coniponent. It is an advantage that the method can determine the compatibility of two data sets without trial and error.
Laterally heterogeneous phase velocity corrections are used t o obtain spectra at the source. The method is also applied t o invert moment tensors of eight events in two recent three-dimensional (3-D) upper mantle structures. In both 3-D models, variances of spectia are smaller than those in a laterally homogeneous model at 256 s. Statistical tests show that those reductions are significant a t a high confidence level for five events out of eight examined. For three events, we examined those reductions at shorter periods, 197 and 15 1 s. The reduction of variances is coinparable t o the results at 256 s and is again statistically significant at a high confidence level. Orientation of fault planes does not change very much by incorporation of lateral variations of phase velocity or by doing inversions at different periods. This is mainly because of the constraints from P-wave first motion data. Scatter of phase spectra at shorter periods, especially at 151 s, is great and suggests that 1 Introduction One of the aims of this paper is to present a method to invert for the moment tensor of an earthquake source by combining surface wave data and P-wave first motion data in a linear programming approach. The indeterminacy of moment tensors of shallow earthquakes, if only long-period surface waves are used, is well known (e.g. Trehu, Nabelek & Solomon 1981; Kanamori & Given 1981) . In order t o circumvent this problem, information from shorter period data must be incorporated. Body wave modelling (e.g. represents one approach t o this problem, although the indeterminacy cannot be completely removed for shallow events. We attempt t o resolve this problem by adding P-wave first motion data t o surface wave spectral data. This approach has been discussed by Michael & Geller (1984) , Nakanishi & Kanamori (19841, Kanamori (1983) and Scott & Kananiori (1985) . These papers attempted to obtain some information on the orientation of fault planes from first motion data and used that additional information t o remove the ambiguities of surface wave inversion. One of the problems associated with these studies is that first motion data d o not necessarily provide any unique information.
In this paper, we discuss a method that combines the two data sets in a very natural way; it seeks the minimum L1 norm solution for the surface wave spectral data, while satisfying the first motion data. Some advantages of the approach over the others are ( I ) the whole process is automated and (2) the criterion for selecting a particular solution (i.e. the LI norm) becomes objective.
The second aim of this paper is, by using the method presented here, to d o the moment tensor inversions of earthquakes in two recent 3-D upper mantle models; one by and another by Tanimoto (1985) . We apply laterally heterogeneous phase velocity corrections based on these two models to obtain spectra at the source. We examine how incorporation of these effects affect the solutions and how well the two models can improve the inversion results.
T. Tanimoto and H. Kanamori

Method
B A S I C F O R M U L A
In this paper, we consider Rayleigh waves in a vertical component seismogram at one frequency only. From one measurement of surface wave spectra, we obtain where, in the notation of Kanamori & Given (1981) , 1 and V, is the spectrum propagated from the observed station back to the earthquake source (Kananiori & Given 1981) assuming a certain earth structure. We take the same coordinate system as Kanamori & Given (1981) . The trace of the moment tensor is constrained to be zero in this formula, i.e. M,, t Myy +Mzz = 0 . From the real and imaginary parts of (1). we obtain two equations. Thus for n observations of spectra, we get 2n equations. In matrix form, we write them as
where A and Vare the same as equation (7) in Kanamori & Given (1981) , and
From observations of P-wave first motion data, we obtain
where
with @denoting the azimuth and i the take-off angle of P-waves at the source. 
A L G O R I T H M
The problem given in (4) and ( 5 ) is a linearly constrained problem in optimization theory and is already studied in derail (e.g. Luenberger 1984) . The most fecent summary in this kind of problem, i.e. the least L1 norm problem, is Blooinfield & Steiger (1984) . There are basically two approaches t o this kind of problem. One is the simplex method. Armstrong & Hultz (1977) presented an algorithm for the L1 norm problem by the simplex method. The other method is the one that transforms the problem t o an unconstrained minimization problem by forming a function which combines (4) and ( S ) , and searches for its minimum by looking for a descent direction in a multi-dimensional parameter space. Bartels & Conn (1980) gave an algorithm using this method. whei-e C k is the vector in (3) for the kth datum and y is called the penalty parameter. The penalty parameter y is initially set to 1 and the method seeks a minimum of @ as a function o t inoinent tensor elements, M I , . . . , M S . The method lowers y and seeks a niinimum o f such @. Conn & Pietuykowski (1977) showed that if the problem given in (4) and (5) has a solution, there exists a threshold ?such that for all O < y < ?the minimum of (6) provides a solution t o the piobkrn. The method examines a few values of y t o find a solution. In most cases, the minimum found for y = 1 turned out to be the solution.
Data
We show the results of nine earthquakes in Table 1 . We list the origin times and hypocentre locations from NEIS (National Earthquake Information Service). Earthquakes denoted by K 4 , S13, N17, L22, C24 and A X were analysed by Kananiori & Given (1981) and also by Nakanishi & Kanainori (1984) . Three earthquakes were in North America, three in the South Pacific and one l'i-om each of the f'ollowing regions: north-western Pacific, Nepal and sotith of Africa. Source process times were determined by searching for the minimuin residual of surfacc wave spectra at 256 s in the inoment tensor inversion. This is the correction from the non-directional part of the finite source process and we use the same definition as in Nakanishi & Kanamori (1984) . At present the directional part is hard to recover from the data set. 
Homogeneous earth model
In this section, we report the results in a laterally homogeneous earth and show how the method presented in Section 2 was performed. We restrict ourselves to the case of a 256 s period for surface wave spectra and use the earth model PKEM (Dziewonski & Anderson 1981) t o propagate the observed phase back to tlie source. The attenuation correction was also done by using PREM and the geometric spreading correction was done by using the asymptotic normal mode theory as, for example, in Kanamori & Given (1981) .
S T A R T I N G S O L~J T I O N S
The linear programming algorithm is an iterative method. Since the problem is linear, one might expect not to have to worry about the starting point. The following example illustrates that this is not so: take, for example, a function @(x) = 1x1 + \x -11. This function has a flat region of ininimum between x = 0 and 1. If we start l'rom x = 2, we obtain the solution x = 1 and if we start from x = -1, we get the solution x = 0. This is, of course, a special case, since the first and the second term have tlie same coel'ficient of x, which is 1. But it can happen within a finite number of digits in a computer. In ordet to circumvent this problem to a certain extent, we tried two different starting points in every case and examined whether they converge to the same solution. One starting solution is the constrained moment tensor solution (Myz = M,, = 0), advocated by Kanamori & Given ( I98 1) for rapid determination of earthquake sources. The other starting solution is the body wave solution obtained from the inversion of P-wave first motion data (Kanamori 1983) . The latter solution is obtained in the following way: for one observation of P-wave first motion, we obtain
where u is the amplitude and C and M are vectors defined in Section 2 . I t is very difficult to measure u from the observed data, and therefore we put u = + 1 . 0 and --I for compression, nodal and dilatation and solve such equations by the least-squares method. This is a very crude approach but, as the following results show, we can obtain a fault plane solution which satisfies P-wave first motion data vei-y well. The solution is good enough for the starting point in our iterative procedure.
show the two starting and the final solutions of four events: K4, S12, L22 and A25. In each case, the left figure is the constrained moment tensor solution, the middle the body wave starting solution, and the right the final solution. In all events we report in this paper, two starting solutions converged t o the same solution. Note that the constrained moment tensor solutions violate many points in P-wave first motion data set, while the body wave solution matches P-wave first motion data quite well. Nonetheless, the final solutions are not necessarily close t o the body wave starting solution. Final solutions of Coalinga, N17 and C24 are shown in Fig. 2 . The final solution of the Idaho earthquake is shown in Fig. 3 and is denoted by HOMO.
Fault parameters of the major double couples are given in Table 2 . Rows specified by HOMO are the solutions in a laterally homogeneous case and (6,, XI , and (ij2, X2, I$2)
are dip angle, slip angle and strike of the first and second fault planes. In the fourth row of each earthquake, we included the results by other researchers (in a laterally homogeneous (2) the body wave solution which is obtained by inverting the P-wave first motion data. K 4 , S12, L22 and A25 correspond to events listed in Table 1 . Dzicwonski et al. (1984) .
Ratio of the smallest eigenvalue to the largest one in the moment tensor matrix, given in pcr cent. earth). It seems common t o find the differences o f 5" in dip and slip angles and o f 10" in strike directions among the results of different studies. Differences in moment are u p to 20 per cent for these events.
In the rightmost column of Table 2 , we listed the ratios of minor to major double couples. This is the ratio of the smallest to largest eigenvalues of the moment tensor and is given in per cent. They are generally less than 10 per cent, much less than those given i n Kanainori & Given (1981) . As the orientation o f the fault is better constrained, these ratios seem to become less and less and the solution becomes closer to a double couple source. But a few t o 10 per cent seems to be the limit of present accuracy. Thus, it is probably impossible to prove or disprove the existence of compensated linear vector dipole of less than 10 pel-cent at present. Although it has been a rare occurrence, surface wave and P-wave first motion data did not seem t o be compatible for some events. One of them is the last event in Table 1 , an earthquake in Papua (P18). In such a case, our method shows a problem of convergence or converges to a solution which has a substantial minor double couple component; for P18, the solution converged, but the minor double couple component amounted to 35.8 per cent of the major double couple component. Fig. 2 shows the final solution for this event. Nodal lines are those for the major double couple component. Two first motion data, one compression and one dilatation, apparently violate the major double couple solution. They do not violate the total solution, the sum of major and minor double couples, because the minor double couple is large and the nodal lines deviate from the ones shown in Fig. 2 .
The way the method works in such a situation can be looked upon as follows. We take the case of a body wave starting solution. In this case the starting solution satisfies P-wave first motion data and is a double couple source. But its residual of surface wave spectral data is not at its minimum. For many events, the minimum of the surface wave residual is close to that starting solution and the method converges to the solution quickly. However, when surface wave data and P-wave first motion data are incompatible, the minimum is very far and cannot be reached without violating first motion data. In some cases, if the minor double couple is allowed to become large, the solution can even come closer to the minimum of surface wave residual without violating first motion data, because nodal line distortions can take account o f violations o f the major double couple as shown in Fig. 2 .
One can think of a few reasons why surface wave data and P-wave first motion data become incompatible. If it is a true incompatibility, it may have been caused by a non-planar fault or a real non-double couple source. But it can also be an artefact of assumptions in the analysis like the effect of the near source anomaly on the P-wave take-off angle estimation (e.g. Solomon & Jullan 1974), and the effect of inaccurate source depths used for surface wave excitation function calculations. The problems of source depths can be circumvented by trying different depths, which we did for all events in this paper. But other cases cannot be distinguished in the present analysis. For P18, the use of average excitation function between the depths of 0 and 53 kin helped to reduce the residual of surface wave spectra (Nakanishi & Kanamori 1984) , but the minor double couple remained large (30 per cent) by our method. Since regions near Papua seem to be complicated, in that many earthquakes have quite different focal inechanisins (Kananmri & Dziewonski 1984) , this earthquake may have had a substantial non-planar fault but this is still inconclusive from our analysis.
Heterogeneous earth models: phase velocity correction
The importance of the accuracy of phase velocities in the moment tensor inversion has been emphasized by many researchers, especially for waves with periods below 100 s. Corrections for lateral heterogeneity have been made for such cases (Aki & Patton 1978; Patton 1980; Trehu et el. 1981) . Even for long-period waves of about 250 s, some efforts have been made to correct for lateral heterogeneity (Nakanishi & Kanamori 1982) using regionalized earth models. In this section, we discuss the effects of phase velocity correction using two recent 3-D uppei-mantle models: one is by Woodhouse & Dziewonski (1984, hereafter HVD) and the other by Taninioto (1985 Taninioto ( , 1986 , hereafter BG80). The latter was recently obtained by applying the Backus-Gilbert method to the data set of measured phase velocities. The main purposes are t o examine how large phase corrections are by these models and how they affect the moment tensor inversion. We examined these points mainly at 256 s, but for three events, we also analysed them at 197 and 151 s. It is also of interest to compare which earth model, HVD or BG80, produces less variances in the moment tensor inversions. Phase velocities of each model, expanded in spherical harmonics, are tabulated in Table 5 . First we discuss the results at 256 s and then the results at 197 and 15 1 s. are the cases with phase velocity corrections using corresponding models. Note that HOMO, IlVD and BGXO ai-e o u r solutions using surface waves at 256s, while DFW is the one a t a broader period range by waveform inversion in the time domain. One important aspect of this figure is that the differences between HOMO and HVD or between HOMO and BG80 are not as great as the differences between HOMO and DFW. In other words, the differences between different methods (or studies) are bigger than the effects of phase velocity corrections by laterally heterogeneous models at present. Table 2 also gives the moment of each solution. We used the largest eigenvalue for this. Nakanishi & Kanamori (1982) discussed that the phase errors may cause a bias t o low scalar moments. It is generally true that as theoretical wave trains become more in phase with observed wave trains, due for example t o the corrections by lateral heterogeneity, the moment becomes greater. However, this is true to the extent that the orientation of the fault does not change much by its effect.
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In a few cases, if we use laterally heterogeneous models, the orientation of the solution is affected, resulting in a smaller moment value than that of an homogeneous case. A few such cases are seen in Table 2 . But the majority of results seems to be in the increasing trend. This in dip, slip and strike directions, but the differences among them are not as great as the differences between different methods (e.g. DFW in Fig. 3) . argument, of course, can be complicated further, by the size (magnitude) of minor double couples, which are different in every case (Table 2) .
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We can measure how much a laterally heterogeneous model can improve the inversion process by the following quantity:
where eLOM is the variance in an homogeneous case and ehET the variance in an heterogeneous case. They are both calculated in the L2 norm after we obtained the solutions. The value off in each case is tabulated in Tables 3 and 4 . For five events in Table 3 , the results at 256 s are given and for the other three events in Table 4 , the results at different periods 197 and 15 1 s, are also given. Numbers given under 2n are twice the number of observations or the number of equations in (2). Degrees of freedom are given by q5 = 2n -1. We can perform the significance test on these results, since f follows the F-distribution with the first and second degrees of freedom both being q5 = 2n -1. Results at various confidence levels are given in both tables with 0 meaning that statistically significant reduction of variance occurred by the laterally heterogeneous model. For events K4, S12 and L22, the decrease of variances is not statistically significant by the two models. One should note, however, that even for these events f is always larger than 1. For other events, we can safely conclude that variances become smaller by the two models. However, it is hard t o say which of the laterally heterogeneous models is better from these results, because for some events f becomes larger for HVD while for othersfis smaller for BG80.
In cases, we plotted the phase in an homogeneous earth by X and that in an heterogeneous earth by A. It is clear that the change of phase from the homogeneous case t o the heterogeneous case is systematic and in general A is closer to --71 or n in Fig. 4(a, b) and t o -r, 0 or r in Fig. 5(a, b) . These changes are in the right direction, because for those shallow events the phase is either --71 or -71 for dip-slip events and is -71, 0 or r for strike-slip events.
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R E S U L T S A T 1 9 7
A N D 1 5 1 S For three events, Coalinga, Idaho and C24, we did the inversions at shorter periods, 197 and 15 1 s. The orientations of the fault planes did not change very much at these periods from those at 256 s. Our example of the Idaho event using model BG80 is shown in Fig. 6 . The changes in dip, slip and strike are about 5" in these cases and are not so significant considering the differences among different studies. This is again probably because the constraints from first motion data are great.
The values o f f and the results of significant tests are given in Table 4 . Variances in a heterogeneous case become much smaller than those in an homogeneous case. The reductions of variances seem comparable to the results a t 256 s.
But the scatter in phase spectra is much more at 197 and 151 s than at 256s. The phase and amplitude data of Idaho event are given in Fig. 7 (a-d) and those of C24 are given in Fig. 8(a-d) . Scatter at 15 1 s is especially large and the inversion method marginally works at this period. It is also apparent from these figures that some phases are corrected in the wrong direction. At 15 1 s, quite a large path deviation from the great circle path may be occurring. At 197 s, situations are simpler and the procedure of correcting phase along the great circle paths seems to work better. We examined spectra at 100s too, but the scatter of phase is even more severe than that at 15 1 s. It seems that the assumption of propagation along the great circle paths is not valid below 150 s.
Conclusions
A method t o invert the surface w o e spectra with P-wave first motion data in a linear programming approach is developed. Instability of moment tensor inversion for shallow sources is naturally avoided by incorporation of first motion data. The inversion process, once surface wave spectra and first motion data are supplied, is completely automated and derives a solution as the minimum of L1 norm.
Results of eight earthquakes demonstrate that the method works nicely in various situations. Using this method, two recent 3-D upper mantle models are compared by applying corresponding laterally heterogeneous phase velocity variations to the inversion. At 256 s, all eight events showed smaller residuals when laterally heterogeneous models are used. Statistical tests showed, however, that only five events passed the significance test at high confidence level and other events gave marginal reductions of variances. For three events, we examined the results at shorter periods, 197 and 151 s. At these periods, the three events showed a clear reduction of variances in a heterogeneous earth from an homogeneous earth, comparable t o those at 256 s. It confirms that the two laterally heterogeneous upper mantle models we used, are improvements over the previous laterally homogeneous model (PREM), although we cannot say which of the two models is better from the present results. Scatter in phase spectra of surface wave data at shorter periods, especially at 15 1 s, suggests that deviation of propagation paths from the great circle paths is not negligible and these effects must be included in the analysis.
