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Abstract
This paper investigates the following two-point singular boundary value problems (BVP):⎧⎨
⎩
−x′′(t) = λxq + xp, t ∈ (0,1),
x(t) > 0, t ∈ (0,1),
x(0) = x(1) = 0,
where q < 0 and p > 0 are fixed given numbers; λ ∈ R+ = [0,+∞) is a parameter. The results obtained
are the global structure of solutions and exact number of solutions when p  1 or p > 1 and q is sufficiently
small.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and main results
In paper [1], A. Ambrosetti, H. Brezis, and C. Cerami studied the following elliptic boundary
value problems with combined effects of concave and convex nonlinearities:
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⎩
−Δu = λuq + up, x ∈ Ω,
u > 0, x ∈ Ω,
u = 0, x ∈ ∂Ω,
(1.1)λ
where 0 < q < 1 < p, λ ∈ R+ is a parameter. They obtained existence and multiplicity results
by using upper–lower solutions method and variational method when λ is sufficiently small.
Meanwhile, they present an open problem concerning the exact structure of all solutions of (1.1)λ
in the one-dimensional case [1, Problem (d), p. 542]. Recently, Z. Liu in paper [2] answered this
open problem successfully and also obtained some interesting properties of solutions.
This paper investigates (1.1)λ with effect of singularity in the one-dimensional case, that is,⎧⎨
⎩
−x′′ = λxq + xp, t ∈ (0,1),
x > 0, t ∈ (0,1),
x(0) = x(1) = 0,
(1.2)λ
where q and p are fixed given numbers satisfying q < 0 < p; λ ∈ R+ is a parameter.
In the last twenty years, singular boundary value problems (BVP, for short) have been studied
extensively (see, for instance, [3–8] and references therein). Most of the papers in this area center
on the solvability of BVP. Only a few papers (for example, [9–11]) considered the global structure
of solutions. It is remarkable that (1.2)λ does not belong to the forms considered in [9–11] and
the method used here is very different from that of [9–11] as well. Comparing with [1,2], the
main feature in this paper is that the nonlinear term is singular.
Similar to [2], we transform the number of solutions of (1.2)λ to the number of roots of a
function defined by an elliptic integral and then get the global structure of solutions of (1.2)λ
for p > 1, p ∈ (0,1), and p = 1, respectively. In addition, the exact multiplicity results are also
obtained in some cases.
The basic space used in this paper is E = R ×C[I,R], where I = [0,1]. It is well known that
C[I,R] is a Banach space with a norm ‖x‖ = maxt∈I |x(t)| for x ∈ C[I,R]. In addition, E is a
Banach space with a norm ‖(λ, x)‖ = max{|λ|, ‖x‖} for (λ, x) ∈ E.
Let
P = {x ∈ C[I,R+]: x(t) t (1 − t)x(s), ∀t, s ∈ I}.
Then P is a nonempty, convex, and closed subset of C[I,R]. Moreover, P is a cone of C[I,R]. If
x is a positive solution of (1.2)λ for some λ ∈ R+, then x(t) is concave on [0,1] and there exists
a unique point t0 ∈ (0,1) such that x(t0) = maxt∈I |x(t)| = ‖x‖. So by the properties of concave
functions we have x(t) t‖x‖ t (1 − t)‖x‖ for t ∈ [0, t0] and x(t) 1−t1−t0 ‖x‖ t (1 − t)‖x‖
for t ∈ [t0,1], which means x ∈ P \ {θ}, where θ denotes the zero element of C[I,R].
Also let
Σ =: {(λ, x) ∈ R+ × P : (λ, x) satisfies (1.2)λ}.
Then we are ready to give the main results of present paper.
Theorem 1. Suppose p and q are fixed numbers satisfying p > 1 and q < 0. Then Σ ∪ {(0, θ)}
is a closed and connected subset of R+ ×P and meets {0}×P exactly twice. (0, θ) is its starting
point; (0, x¯) is its terminal point, where x¯ is the solution of (1.2)λ as λ = 0. Moreover,
(i) there exists s¯ > 0 such that for ∀s ∈ (0, s¯), there exist a unique λ = λ(s) and a unique
xs ∈ P \ {θ} satisfying (λ(s), xs) ∈ Σ and
‖xs‖ = s, lim
(
λ(s), xs
)= (0, θ), lim (λ(s),‖xs‖)= (0, s¯);
s→0+ s→s¯−0
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xs1(t) < xs2(t), t ∈ (0,1);
if λ1 > λ2 and q ∈ (−1,0), then√
λ2
λ1
xs1(t) < xs2(t), t ∈ (0,1),
where λ(s1), λ(s2) are the same as in (i);
(iii) there exists λ∗ > 0 such that
(a) (1.2)λ has no solution for λ > λ∗;
(b) (1.2)λ has at least one solution xλ∗(t) for λ = λ∗;
(c) (1.2)λ has at least two solutions xλ,1(t) and xλ,2(t) such that
xλ,1(t) < xλ,2(t), xλ,1(t) < xλ∗(t), t ∈ (0,1),
for λ ∈ (0, λ∗).
Theorem 2. Suppose p > 1, q ∈ (−1,0), and one of the following two conditions is satisfied:
(A1) −5q2 + 3pq − q + p + 2 > 0;
(A2) 4
√
(p + 1)(q + 1) + 5q − p + 4 > 0.
Then there exists a number λ∗ with 0 < λ∗ < +∞ such that
(i) (1.2)λ has no solution for λ > λ∗;
(ii) (1.2)λ has exactly one solution xλ∗(t) for λ = λ∗;
(iii) (1.2)λ has exactly two solutions xλ,1(t) and xλ,2(t) such that
xλ,1(t) < xλ,2(t), xλ,1(t) < xλ∗(t), t ∈ (0,1),
for λ ∈ (0, λ∗);
(iv) xλ1,1(t) < xλ2,1(t) for t ∈ (0,1) when 0 < λ1 < λ2  λ∗;
(v) ‖xλ1,2‖ > ‖xλ2,2‖ and xλ1,2(t) >
√
λ1
λ2
xλ2,2(t) as t ∈ (0,1) when 0 < λ1 < λ2  λ∗.
Theorem 3.
(i) If p ∈ (0,1) and q < 0, then Σ is a closed, unbounded, and connected subset of R+ × P
and meets {0} × P exactly once. (0, x¯) is its starting point, where x¯ =: x¯(t) is the solution
of (1.2)λ when λ = 0.
(ii) If p = 1 and q < 0, then Σ ∪ {(0, θ)} is a closed, unbounded, and connected subset of
R+ × P and meets {0} × P exactly once. (0, θ) is its starting point.
Moreover, for both above two cases, that is, when p ∈ (0,1] and q < 0, we have
(iii) for ∀λ > 0, there exists exactly one solution xλ of (1.2)λ such that
(λ, xλ) ∈ Σ and lim
λ→+∞‖xλ‖ = +∞.
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Let x = x(t) be a solution of (1.2)λ. Then there exists a unique η ∈ (0,1) such that x(η) =
‖x‖ = maxt∈[0,1] |x(t)| := M and x(t) is increasing on [0, η] and decreasing on [η,1]. Multiply
the first equality of (1.2)λ with x′(t) and integrate it from η to t (t ∈ (0,1)) to obtain
−
t∫
η
x′′(s)x′(s) ds =
t∫
η
[
λxq(s) + xp(s)]x′(s) ds.
So
−1
2
(
x′(t)
)2 =
x(t)∫
M
[
λuq + up]du.
This implies that
x′(t) =
⎧⎪⎨
⎪⎩
√
2
∫M
x(t)
[λuq + up]du, t ∈ (0, η];
−
√
2
∫M
x(t)
[λuq + up]du, t ∈ [η,1).
Let t = t (x) be the inverse function of x = x(t) defined on [0, η], t = t¯ (x) be the inverse func-
tion of x = x(t) defined on [η,1], where x ∈ [0,M]. Then we have t ′(x) = −t¯ ′(x) for x ∈ (0,M].
Consequently, for arbitrary two points t1 and t2 with 0 t1 < η < t2  1 and x(t1) = x(t2) := a,
we know
η − t1 =
M∫
a
t ′(x) dx = −
a∫
M
t ′(x) dx =
a∫
M
t¯ ′(x) dx = t2 − η,
which means 2η = t1 + t2. This together with x(0) = x(1) = 0 guarantees that η = 1/2. There-
fore, x(t) not only takes its maximum at t = 1/2, but is symmetric with respect to 1/2 as well.
Moreover, we have x′(t) > 0 for t ∈ (0,1/2) and x′(t) < 0 for t ∈ (1/2,1). So (1.2)λ is equiva-
lent to the following problem defined on [0,1/2]:⎧⎨
⎩
−x′′ = λxq + xp, t ∈ (0,1/2];
x > 0, t ∈ (0,1/2];
x(0) = x′(1/2) = 0.
(2.1)λ
Multiply the first equality of (2.1)λ with x′(t) and integrate it from t to 1/2 to obtain
1
2
(
x′(t)
)2 =
{
λ
1+q (s
1+q − x1+q(t)) + 11+p (s1+p − x1+p(t)), q = −1;
λ(ln s − lnx(t)) + 11+p (s1+p − x1+p(t)), q = −1,
(2.2)
where s = x(1/2) = ‖x‖. Notice that
λ
1 + q
(
s1+q − x1+q(t))> 0, t ∈ (0, 1
2
)
, q = −1,
and
ln s − lnx(t) > 0, t ∈
(
0,
1
)
.2
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x′(t) =
⎧⎨
⎩
[ 2λ
1+q (s
1+q − x1+q(t)) + 21+p (s1+p − x1+p(t))
]1/2
, t ∈ (0,1/2), q = −1;[
2λ(ln s − lnx(t)) + 21+p (s1+p − x1+p(t))
]1/2
, t ∈ (0,1/2), q = −1.
(2.3)
Let
Fλ,s(x) =:
⎧⎨
⎩
∫ x
0
[ 2λ
1+q (s
1+q − u1+q) + 21+p (s1+p − u1+p)
]−1/2
du, x ∈ (0, s], q = −1;∫ x
0
[
2λ(ln s − lnu) + 21+p (s1+p − u1+p)
]−1/2
du, x ∈ (0, s], q = −1;
(2.4)
xλ,s(t) =:
{
F−1λ,s (t), t ∈ (0,1/2];
F−1λ,s (1 − t), t ∈ (1/2,1],
(2.5)
and
E(λ, s) =:
⎧⎨
⎩
∫ s
0
[
λ
1+q (s
1+q − u1+q) + 11+p (s1+p − u1+p)
]−1/2
du, s > 0, q = −1;∫ s
0
[
λ(ln s − lnu) + 11+p (s1+p − u1+p)
]−1/2
du, s > 0, q = −1.
(2.6)
Notice that
lim
u→s−0
s1+q − u1+q
s − u = (1 + q)s
q = 0, s > 0, q = −1,
and
lim
u→s−0
s1+p − u1+p
s − u = (1 + p)s
p > 0, lim
u→s−0
ln s − lnu
s − u =
1
s
, s > 0.
Therefore, Fλ,s(x) is well defined for x ∈ (0, s]. So is E(λ, s) for λ ∈ R+ and s ∈ (0,+∞).
Moreover, we have the following lemmas.
Lemma 2.1. Suppose λ 0 and x is a solution of (1.2)λ. Then E(λ,‖x‖) =
√
2/2. Conversely,
if there exist λ 0 and s > 0 such that E(λ, s) = √2/2, then xλ,s defined by (2.5) is a solution
of (1.2)λ.
Remark 2.1. Lemma 2.1 indicates that the number of solutions of (1.2)λ is equal to the number
of s satisfying E(λ, s) = √2/2.
Lemma 2.2. E : [0,+∞) × (0,+∞) → (0,+∞) is a continuously differentiable function such
that
E′λ(λ, s) < 0, ∀λ, s ∈ (0,+∞); lim
λ→+∞E(λ, s) = 0, ∀s > 0.
Proof. Let u = st . Then by (2.6) we have
E(λ, s) =
⎧⎨
⎩
s
∫ 1
0
[
λs1+q
1+q (1 − t1+q) + s
1+p
1+p (1 − t1+p)
]−1/2
dt, s > 0, q = −1;
s
∫ 1[−λ ln t + s1+p (1 − t1+p)]−1/2 dt, s > 0, q = −1. (2.7)0 1+p
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lim
t→1−0
1 − t1+q
1 − t = (1 + q) = 0, q = −1; (2.8)
lim
t→1−0
− ln t
1 − t = 1; (2.9)
lim
t→1−0
1 − t1+p
1 − t = 1 + p, (2.10)
which guarantee that the following integrals are convergent:
1∫
0
λ
( 2
1+q − 1
)
s1+q(1 − t1+q) + ( 21+p − 1)s1+p(1 − t1+p)[
λs1+q
1+q (1 − t1+q) + s
1+p
1+p (1 − t1+p)
]3/2 dt,
1∫
0
−2λ ln t + ( 21+p − 1)s1+p(1 − t1+p)[−λ ln t + s1+p1+p (1 − t1+p)]3/2 dt,
1∫
0
1 − t1+q[
λs1+q
1+q (1 − t1+q) + s
1+p
1+p (1 − t1+p)
]3/2 dt,
1∫
0
ln t[−λ ln t + s1+p1+p (1 − t1+p)]3/2 dt.
Therefore,
E′s(λ, s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
2
∫ 1
0
λ(1−q)
1+q s1+q (1−t1+q )+ 1−p1+p s1+p(1−t1+p)[ λs1+q
1+q (1−t1+q )+ s
1+p
1+p (1−t1+p)
]3/2 dt, λ, s ∈ (0,+∞), q = −1;
1
2
∫ 1
0
−2λ ln t+ 1−p1+p s1+p(1−t1+p)[−λ ln t+ s1+p1+p (1−t1+p)]3/2 dt, λ, s ∈ (0,+∞), q = −1;
(2.11)
E′λ(λ, s) =
⎧⎪⎪⎨
⎪⎪⎩
− s2+q2(1+q)
∫ 1
0
1−t1+q[ λs1+q
1+q (1−t1+q )+ s
1+p
1+p (1−t1+p)
]3/2 dt < 0, λ, s ∈ (0,+∞), q = −1;
s
2
∫ 1
0
ln t[−λ ln t+ s1+p1+p (1−t1+p)]3/2 dt < 0, λ, s ∈ (0,+∞), q = −1.
(2.12)
Meanwhile, by (2.7) we can get
E(λ, s)
⎧⎪⎨
⎪⎩
s
1
2 (1−q)√
λ
∫ 1
0
√
1+qdt√
1−t1+q , λ, s ∈ (0,+∞), q = −1;
1√
λ
∫ 1
0
sdt√− ln t , λ, s ∈ (0,+∞), q = −1.
(2.13)
This together with (2.8) and (2.9) means that
lim
λ→+∞E(λ, s) = 0, ∀s ∈ (0,+∞).
So the proof is completed. 
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(i) For ∀a > 0, lims→0+ E(λ, s) = 0 uniformly with respect to λ ∈ [a,+∞).
(ii) If p > 1, then lims→+∞ E(λ, s) = 0 uniformly with respect to λ ∈ [0,+∞).
(iii) If p ∈ (0,1), then for ∀a > 0, lims→+∞ E(λ, s) = +∞ uniformly with respect to λ ∈ [0, a].
(iv) If p = 1, then for ∀a > 0, lims→+∞ E(λ, s) =
√
2
2 π uniformly with respect to λ ∈ [0, a].(v) If p > 1, then lims→0+ E(0, s) = +∞, lims→+∞ E(0, s) = 0, and E′s(0, s) < 0 for s ∈
(0,+∞).
(vi) If p = 1, then E(0, s) ≡
√
2
2 π .(vii) If p ∈ (0,1), then lims→0+ E(0, s) = 0, lims→+∞ E(0, s) = +∞, and E′s(0, s) > 0 for
s ∈ (0,+∞).
Proof. First by (2.13) it is easy to see that (i) holds.
Next, by (2.7) we know that if p > 1, then
E(λ, s)
√
1 + ps 12 (1−p)
1∫
0
dt√
1 − t1+p , ∀s > 0, λ 0. (2.14)
This together with (2.10) and p > 1 guarantees that (ii) holds.
Very similarly, we can prove (iii) and (iv) hold.
Finally, notice that
E(0, s) =√1 + ps 12 (1−p)
1∫
0
dt√
1 − t1+p , s ∈ (0,+∞); (2.15)
E′s(0, s) =
1
2
(1 − p)√1 + ps− 12 (1+p)
1∫
0
dt√
1 − t1+p , s ∈ (0,+∞). (2.16)
By (2.15) and (2.16), it is not difficult to see that (v)–(vii) hold. 
To obtain the global structure of solutions of (1.2)λ, we also need the following lemma. First
let
Ω =:
{
(λ, s) ∈ R+ × (0,+∞): E(λ, s) =
√
2
2
}
.
Lemma 2.4. Suppose SE is a connected subset of Σ . Denote SR =: {(λ,‖x‖): (λ, x) ∈ SE}.
Then SR is connected in R2. Conversely, if SR ⊂ Ω is connected in R+ × (0,+∞), then SE is
connected in R+ × P , where SE =: {(λ, xλ): (λ,‖xλ‖) ∈ SR and xλ is defined by (2.5)}.
Proof. Since the following maps are continuous:
R+ × E → R2: (λ, x) → (λ,‖x‖),
Ω → R+ × P : (λ, s) → (λ, xλ),
where xλ is defined as in (2.5), our result follows. 
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Now we are ready to give the proof of the theorems presented in Section 1.
Proof of Theorem 1. From (v) of Lemma 2.3 it follows that there exists a unique point s¯ > 0
such that E(0, s¯) = √2/2, E(0, s) > √2/2 for s ∈ (0, s¯), and E(0, s) < √2/2 for s ∈ (s¯,+∞).
Besides, by Lemmas 2.2 and 2.3 we can obtain that for ∀s ∈ (0, s¯), there exists a unique
λ(s) such that E(λ(s), s) = √2/2. Notice that E′λ(λ, s) < 0 for s ∈ (0,+∞). Then by classical
implicit function theorem there exists exactly one continuously differentiable function λ = λ(s)
such that E(λ(s), s) ≡ √2/2 for s ∈ (0, s¯].
Meanwhile, from Lemma 2.3 we know that for ∀ε > 0, there exists δ > 0 (δ < s¯) such that
E(λ, s) <
√
2
2
, ∀s ∈ (0, δ), λ ∈ [ε,+∞).
Also notice that E(0, s) >
√
2/2 for s ∈ (0, δ). Therefore from E(λ(s), s) ≡ √2/2 we can obtain
that λ(s) < ε for s ∈ (0, δ), which means
lim
s→0+λ(s) = 0. (3.1)
Now denote λ∗ = sup{λ: there exists s ∈ (0, s¯] such that (λ, s) ∈ Ω}. By (3.1) we know λ∗ =
maxs∈(0,s¯] λ(s), that is, Ω ⊂ [0, λ∗] × (0, s¯]. Thus Ω is bounded. Moreover, Ω is a continuous
curve connecting (0,0) with (0, s¯). This means Ω is a closed, bounded and connected subset
of R2. Also it is easy to see by (3.1) that Ω = Ω ∪ (0,0).
Next notice that there exists exactly one continuously differentiable function λ = λ(s) such
that E(λ(s), s) ≡ √2/2 for s ∈ (0, s¯]. Then by Lemma 2.1 there exists exactly one xs ∈ P \ {θ}
such that (λ(s), xs) ∈ Σ and ‖xs‖ = s for each s ∈ (0, s¯]. This together with (3.1) guarantees that
lim
s→0+
(
λ(s), xs
)= (0, θ), lim
s→s¯−0
(
λ(s),‖xs‖
)= (0, s¯). (3.2)
Consequently, it follows from Lemma 2.4 that Σ is a bounded, connected, and closed subset
of R+ × P , which meets {0} × P exactly twice at (0, θ) and (0, x¯), that is, (0, θ) is its starting
point and (0, x¯) is its terminal point; where x¯ = x¯(t) is the solution of (1.2)λ when λ = 0 and
‖x¯‖ = s¯. Obviously, from (3.2) and Lemma 2.4 it is easy to see Σ = Σ ∪ {(0, θ)}.
This completes the proof of (i).
After that, we prove that (ii) holds. For two arbitrary numbers s1 and s2 with 0 < s1 < s2  s¯,
if λ1 = λ(s1) λ(s2) = λ2, by (2.4) we know
Fλ1,s1(x) > Fλ2,s2(x), ∀x ∈ (0, s1]. (3.3)
At the same time, from (2.5) it follows
t = Fλ1,s1
(
xs1(t)
)= Fλ2,s2(xs2(t)), ∀t ∈
(
0,
1
2
]
.
If there exists a t0 ∈ (0,1/2) such that xs1(t0)  xs2(t0), then by (3.3) and the monotonicity of
Fλ,s(x) with respect to x ∈ (0, s) we know
t0 = Fλ1,s1
(
xs1(t0)
)
 Fλ1,s1
(
xs2(t0)
)
> Fλ2,s2
(
xs2(t0)
)= t0,
which is a contradiction. Therefore,
xs1(t) < xs2(t), t ∈
(
0,
1
]
.2
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xs1(t) < xs2(t), t ∈
(
1
2
,1
)
.
On the other hand, if λ1 = λ(s1) > λ(s2) = λ2 and q ∈ (−1,0), letting t = 0 in (2.3) and using
s1 < s2  s¯, we obtain
(x′s1(0))
2
2λ1
= s
1+q
1
1 + q +
s
1+p
1
(1 + p)λ1 <
s
1+q
2
1 + q +
s
1+p
2
(1 + p)λ2 =
(x′s2(0))
2
2λ2
.
Hence there exists ε > 0 such that for t ∈ (0, ε), we have
xs2(t) >
√
λ2
λ1
xs1(t). (3.4)
Indeed, if (3.4) does not hold for all t ∈ (0,1), then there exists t∗ ∈ (0,1/2) such that xs2(t∗) =√
λ2/λ1xs1(t
∗). By (2.4) and (2.5) one can obtain
√
2λ2t∗ =
xs2 (t
∗)∫
0
[
1
1 + q
(
s
1+q
2 − u1+q
)+ 1
(1 + p)λ2
(
s
1+p
2 − u1+p
)]−1/2
du
=
√
λ2
λ1
xs2 (t
∗)∫
0
[
1
1 + q
(
s
1+q
2 − u1+q
)+ 1
(1 + p)λ2
(
s
1+p
2 − u1+p
)]−1/2
d
(√
λ1
λ2
u
)
=
√
λ2
λ1
xs1 (t
∗)∫
0
[
1
1 + q
(
s
1+q
2 −
(√
λ2
λ1
u
)1+q)
+ 1
(1 + p)λ2
(
s
1+p
2 −
(√
λ2
λ1
u
)1+p)]−1/2
du
<
√
λ2
λ1
xs1 (t
∗)∫
0
[
1
1 + q
(
s
1+q
2 − u1+q
)+ 1
(1 + p)λ2
(
s
1+p
2 − u1+p
)]−1/2
du
<
√
λ2
λ1
xs1 (t
∗)∫
0
[
1
1 + q
(
s
1+q
1 − u1+q
)+ 1
(1 + p)λ1
(
s
1+p
1 − u1+p
)]−1/2
du
=√2λ2t∗,
which is a contradiction. Thus (ii) holds.
Finally, from the proof of (i) we know Σ ⊂ [0, λ∗] × (0, s¯] and
E(λ, s) <
√
2
2
, ∀λ > λ∗, ∀s > 0.
Therefore, by Lemma 2.1, (1.2)λ has no solution for λ > λ∗.
Since λ∗ = maxs∈(0,s¯] λ(s), there exists s∗ ∈ (0, s¯) such that λ(s∗) = λ∗. By Lemmas 2.1
and 2.4 there exists xs∗(t) (also denotes xλ∗(t)) such that (λ∗, xλ∗) ∈ Σ and ‖xλ∗‖ = s∗. Notice
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there exist at least two positive numbers s1 and s2 such that
0 < s1 < s∗ < s2 < s¯ and λ = λ(s1) = λ(s2),
which means (λ(s1), s1), (λ(s2), s2) ∈ Ω .
Using Lemmas 2.1 and 2.4 again there exist two solutions xλ,1 and xλ,2 of (1.2)λ such that
0 < ‖xλ,1‖ = s1 < ‖xλ,2‖ = s2 < s¯.
Consequently, by (ii) we know
xλ,1(t) < xλ,2(t), xλ,1(t) < xλ∗(t), t ∈ (0,1).
This completes the proof of (iii). 
Proof of Theorem 2. Taking the transformation v = λ− 1p−q x, μ = λ p−1p−q , we convert BVP (1.2)λ
into the following system:⎧⎨
⎩
−v′′ = μ(vq + vp), t ∈ (0,1);
v > 0, t ∈ (0,1);
v(0) = v(1) = 0.
By the process very similar to the proof of [2, Theorem 3], we can conclude that (i)–(iv) hold,
where our assumptions (A1) and (A2) are used in the similar proof of [2, Lemma 4] since singu-
larity occurs. As to (v), it may be obtained by (ii) of Theorem 1 in present paper. 
Remark 3.1. Moreover, one can obtain some other properties similar to that of [2] under singular
case by careful analysis.
Proof of Theorem 3. To see (i) holds notice that p ∈ (0,1). By (vii) of Lemma 2.3 there exists a
unique s¯ > 0 such that E(0, s¯) = √2/2, E(0, s) < √2/2 for s ∈ (0, s¯), and E(0, s) > √2/2 for
s ∈ (s¯,+∞). Meanwhile, from (2.11) and p ∈ (0,1) it follows that E′s(λ, s) > 0 for s ∈ (0,+∞)
and λ ∈ (0,+∞). This together with (i) and (iii) of Lemma 2.3 guarantees that for ∀λ > 0, there
exists exactly one positive number s = s(λ) such that
E
(
λ, s(λ)
)≡
√
2
2
, λ ∈ (0,+∞). (3.5)
So, by classical implicit function theorem there exists exactly one continuously differentiable
function s = s(λ) satisfying (3.5) and being defined on (0,+∞).
Now we show s = s(λ) is strictly monotonous on (0,+∞). If this is false, then by continuity
of s(λ) on (0,+∞) there exist two numbers λ1 and λ2 with 0 < λ1 < λ2 < +∞ such that
s(λ1) = s(λ2), which is in contradiction with E′λ(λ, s) < 0 for s > 0 and λ ∈ (0,+∞). Thus
s = s(λ) is strictly monotonous on (0,+∞).
Next notice by (3.5) and (iii) of Lemma 2.3 that s = s(λ) is bounded on (0,1]. Therefore,
limλ→0+ s(λ) exists. Moreover, we have limλ→0+ s(λ) > 0 for p ∈ (0,1). Otherwise, suppose
limλ→0+ s(λ) = 0. From E(0, s¯/2) <
√
2/2 and the continuity of E(λ, s) there exists δ > 0 such
that s(λ) < s¯/2 and E(λ, s¯/2) <
√
2/2 for λ ∈ [0, δ). Thus by (2.11) we know
E
(
λ, s(λ)
)
< E
(
λ,
s¯
)
<
√
2
, λ ∈ (0, δ),2 2
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and the uniqueness of s¯ satisfying E(0, s¯) = √2/2 it follows that limλ→0+ s(λ) = s¯.
In the following we prove s = s(λ) is increasing with respect to λ ∈ (0,+∞) and
limλ→+∞ s(λ) = +∞.
If this is false, then limλ→+∞ s(λ) exists and is finite. Suppose limλ→+∞ s(λ) = l < +∞.
Then there exists λ0 > 0 such that s(λ) < l + 1 for λ > λ0. At the same time, by (2.11) and (iii)
of Lemma 2.3 we know
E′s(λ, s) > 0, E
(
λ, s(λ) + 1)>
√
2
2
, (λ, s) ∈ (0,+∞) × (0,+∞).
Consequently,
E(λ, l + 2) > E(λ, s(λ) + 1)>
√
2
2
, ∀λ > λ0,
in contradiction with Lemma 2.2.
Thus s = s(λ) is increasing with respect to λ ∈ (0,+∞) and limλ→+∞ s(λ) = +∞ for
p ∈ (0,1). From a process similar to the proof of Theorem 1, (i) and (iii) of Theorem 3 are
obtained for p ∈ (0,1).
As to the case p = 1, considering the above process, we need to prove only that
limλ→0+ s(λ) = 0. Suppose limλ→0+ s(λ) = s0 > 0 for p = 1. Then from the continuity of
E(λ, s) on [0,+∞) × (0,+∞) it follows that E(0, s0) =
√
2/2, which is in contradiction with
E(0, s) ≡
√
2
2 π for p = 1.
This completes the proof. 
Remark 3.2. Theorem 3 gives not only the existence of exactly one positive solution, but also
the global structure and the trend of positive solutions as the parameter λ tends to +∞ under
singular case.
Acknowledgment
The author thanks the referee for his/her valuable suggestions to this paper.
References
[1] A. Ambrosetti, H. Brezis, G. Cerami, Combined effects of concave and convex nonlinearities in some elliptic prob-
lems, J. Funct. Anal. 122 (1994) 519–543.
[2] Z. Liu, Exact number of solutions of a class of two-point boundary value problems involving concave and convex
nonlinearities, Nonlinear Anal. 46 (2001) 181–197.
[3] R.P. Agarwal, D. O’Regan, Nonlinear superlinear singular and nonsingular second order boundary value problems,
J. Differential Equations 143 (1998) 60–95.
[4] R.P. Agarwal, F. Wong, W. Lian, Positive solutions for nonlinear singular boundary value problems, Appl. Math.
Lett. 12 (1999) 115–120.
[5] K. Lan, J.L. Webb, Positive solutions of semilinear differential equations with singularities, J. Differential Equa-
tions 148 (1998) 407–421.
[6] K. Ha, Y. Lee, Existence of multiple positive solutions of singular boundary value problems, Nonlinear Anal. 28
(1997) 1429–1438.
[7] S. Chen, Y. Zhang, Singular boundary value problems on a half-line, J. Math. Anal. Appl. 195 (1995) 449–468.
[8] X. Liu, B. Yan, Boundary-irregular solutions to singular boundary value problems, Nonlinear Anal. 32 (1998) 633–
646.
86 Y. Liu / J. Math. Anal. Appl. 322 (2006) 75–86[9] X. Liu, Global structure of solutions of superlinear singular boundary value problems, Acta Math. Sinica 40 (1997)
227–234 (in Chinese).
[10] X. Liu, Bifurcation of nonlinear problems modeling flows through porous media, Acta Math. Sinica 41 (1997)
107–112 (in Chinese).
[11] Y. Liu, Structure of a class of singular boundary value problem with superlinear effect, J. Math. Anal. Appl. 284
(2003) 64–75.
