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Abstract
We consider a general regression model, without a scale parameter. Our aim is to construct
a confidence interval for a scalar parameter of interest θ that utilizes the uncertain prior
information that a distinct scalar parameter τ takes the specified value t. This confidence
interval should have good coverage properties. It should also have scaled expected length,
where the scaling is with respect to the usual confidence interval, that (a) is substantially
less than 1 when the prior information is correct, (b) has a maximum value that is not too
large and (c) is close to 1 when the data and prior information are highly discordant. The
asymptotic joint distribution of the maximum likelihood estimators θ and τ is similar to
the joint distributions of these estimators in the particular case of a linear regression with
normally distributed errors having known variance. This similarity is used to construct a
confidence interval with the desired properties by using the confidence interval, computed
using the R package ciuupi, that utilizes the uncertain prior information in this particular
linear regression case. An important practical application of this confidence interval is
to a quantal bioassay carried out to compare two similar compounds. In this context,
the uncertain prior information is that the hypothesis of “parallelism” holds. We provide
extensive numerical results that illustrate the properties of this confidence interval in this
context.
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1 Introduction
Uncertain prior information about the values of the parameters of a model may result
from previous experience with similar data sets and/or expert opinion and scientific back-
ground. We say that a frequentist confidence region for the parameter of interest utilizes
the uncertain prior information if it has good coverage properties and has scaled expected
volume, where the scaling is with respect to the usual confidence region, that (a) is sub-
stantially less than 1 when the prior information is correct, (b) has a maximum value
that is not too large and (c) is close to 1 when the data and prior information are highly
discordant.
Such regions include (a) confidence regions for the multivariate normal mean that
dominate the usual confidence region (Casella & Hwang, 2012), (b) confidence intervals
for the normal variance that dominate the usual confidence interval (Maata & Casella,
1990), (c) the confidence regions constructed by Yu & Hoff (2018) and Hoff & Yu (2019)
using an extension of the “tail method” described by Puza & O’Neill (2006) and (d) the
confidence regions constructed by Farchione & Kabaila (2008), Kabaila & Giri (2009),
Kabaila & Giri (2014), Kabaila & Tissera (2014), Abeysekera & Kabaila (2017) and
Mainzer & Kabaila (2019) using numerical nonlinear constrained optimization.
We consider a general regression model, without a scale parameter. An example of
such a model is a generalized linear model with binomial responses and canonical link
function. Our aim is to construct a confidence interval for a scalar parameter of interest
θ that utilizes the uncertain prior information that a distinct scalar parameter τ takes
the specified value t. In Section 3, we introduce a local asymptotic framework, similar
to the “local misspecification framework” of Hjort & Claeskens (2003), which is then
used to define the local coverage probability and the local scaled expected length of
a confidence interval for θ. We seek to construct a confidence interval for θ with the
following characteristics. Firstly, it has endpoints that are smooth functions of the data.
Secondly, it has local coverage probability that is close to 1 − α. Thirdly, it has local
scaled expected length that (a) is substantially less than 1 when the prior information
that τ = t is correct, (b) has a maximum value that is not too large and (c) approaches
2
1 for large |τ − t|.
An important practical application of our work is to a quantal bioassay carried out
to compare two similar compounds. Let θ be a scalar measure of the difference between
these compounds. A detailed description of this type of bioassay is given in Section 4.
In this context, we commonly have uncertain prior information that the hypothesis of
“parallelism” holds. This hypothesis can be expressed in the form τ takes the specified
value t. Therefore our aim is to find a confidence interval for θ that utilizes this uncertain
prior information. In Section 5, we provide extensive numerical results that illustrate the
properties of this confidence interval.
Suppose that the distribution of the response vector, for given values of the explanatory
variables, is determined by the unknown parameter vector β. Also suppose that the scalar
parameter of interest θ = g(β) and that the scalar parameter τ = h(β). Let β̂ denote the
maximum likelihood estimator of β. Also let θ̂ = g(β̂) and τ̂ = h(β̂). The asymptotic
bivariate normal distribution of
(
θ̂, τ̂
)
is similar to the bivariate normal distribution of(
θ̂, τ̂
)
in the following particular case.
Particular Case L
The regression model is linear and has independent and identically normally dis-
tribution random errors with known error variance. The functions g and h are
linear.
In this particular case, the R package ciuupi can be used to construct a confidence interval
for θ that utilizes the uncertain prior information that τ = t. We use this confidence
interval to construct the confidence interval with the desired properties in the general
regression context, based on this similarity of the bivariate distributions. This similarity
can be expressed either in terms of Wald statistics or signed root likelihood ratio (SRLR)
statistics. We have found that expressing this similarity in terms of SRLR statistics leads
to the confidence interval in the general regression context having better performance
than when we express this similarity in terms of Wald statistics.
3
2 The confidence interval that utilizes uncertain prior information
in linear regression with known error variance
Consider the linear regression model
y = Xβ + ε, (1)
where y is a random n-vector of responses, X is a known n × p matrix with linearly
independent columns, β is an unknown parameter p-vector and ε ∼ N(0, σ2 I), where
σ2 is known. Suppose that the parameter of interest is θ = a>β, where a is a specified
nonzero p-vector. Let τ = c>β, where c is a specified nonzero p-vector that is linearly
independent of a. Suppose that we have uncertain prior information that τ = t, where t is
a specified number (commonly t = 0). Our aim is to construct a CI for θ, with minimum
coverage probability 1− α, that utilizes this uncertain prior information.
Let β̂ = (X>X)−1X> y, the least squares estimator of β. Then θ̂ = a>β̂ and
τ̂ = c>β̂ are the least squares estimators of θ and τ , respectively. Note that var(θ̂) =
σ2 a>(X>X)−1a, var(τ̂) = σ2 c>(X>X)−1c and cov(θ̂, τ̂) = σ2 a>(X>X)−1c, which are
known quantities. Hence
ρ = corr
(
θ̂, τ̂
)
=
cov(θ̂, τ̂)(
var(θ̂) var(τ̂)
)1/2 (2)
is also known.
Our first step in the description of the CI for θ that utilizes the uncertain prior infor-
mation is to reduce the data to
(
θ̂, τ̂
)
. A justification for this data reduction is provided
by the change of parametrization described in Section 4 of the Supplementary Material
for Kabaila et al. (2016) with t = 0. Observe that θ̂
τ̂
 ∼ N

 θ
τ
 ,
 var(θ̂) cov(θ̂, τ̂)
cov(θ̂, τ̂) var(τ̂)

 . (3)
Let [a±w] denote the interval [a−w, a+w] (w > 0). The usual 1−α confidence interval
for θ is
I =
[
θ̂ ± z1−α/2
(
var(θ̂)
)1/2]
, (4)
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where the qunatile zp is defined by P (Z ≤ zp) = p for Z ∼ N(0, 1).
The confidence interval for θ computed by the R package ciuupi, with minimum
coverage probability 1 − α, that utilizes the uncertain prior information that τ = t, has
the form
CI(b, s) =
[
θ̂ − (var(θ̂))1/2 b( τ̂ − t(
var(τ̂)
)1/2
)
± (var(θ̂))1/2 s( τ̂ − t(
var(τ̂)
)1/2
)]
, (5)
where b : R → R is an odd continuous function and s : R → R is an even continuous
function. In addition, b(x) = 0 and s(x) = z1−α/2 for all |x| ≥ 6. Define the scaled
expected length of CI(b, s) to be E(length of CI(b, s))/(length of I). The R package ciuupi
computes the functions b and s such that CI(b, s) has the following properties. It has
minimum coverage probability 1−α and scaled expected length for τ = t that is as small
as possible, subject to an upper bound on its maximum value. Mainzer & Kabaila (2019)
describe this computation in full detail. The functions b and s that are computed by
ciuupi are determined by ρ and 1 − α. We denote them by bρ and sρ, respectively, so
that the confidence interval computed by the R package ciuupi is CI(bρ, sρ).
Let γ = (τ − t)/(var(τ̂))1/2. The coverage probability of CI(bρ, sρ) is a function of γ,
for given ρ. We denote this function by CP (γ; ρ). Note that CP (γ; ρ) is an even function
of γ for every given ρ and an even function of ρ for every given γ. For later reference, we
make the very simple observation that the scaled expected length of CI(bρ, sρ) is
E
(
length of CI(bρ, sρ)
)(
length of I
) = E ( length of CI(bρ, sρ)
length of I computed from the same data
)
. (6)
The scaled expected length of CI(bρ, sρ) is a function of γ, for given ρ. We denote this
function by SEL(γ; ρ). Note that SEL(γ; ρ) is an even function of γ for every given ρ
and an even function of ρ for every given γ.
For later reference, we note that the confidence interval CI(bρ, sρ) can be expressed
in terms of likelihood functions as follows. Let l(θ, τ) denote the log-likelihood function
based on (θ̂, τ̂). The distribution of (θ̂, τ̂) is given by (3). Let τ̂θ denote the value of τ
that maximizes l(θ, τ) with respect to τ , for given θ. Now define the SRLR statistic
r1(θ
′) = sign(θ̂ − θ′)
√
2
(
l
(
θ̂, τ̂
)− l(θ′, τ̂θ′)).
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Let θ̂t denote the value of θ that maximizes l(θ, τ) with respect to θ, for τ = t. Now define
the SRLR statistic
r2 = sign(τ̂ − t)
√
2
(
l
(
θ̂, τ̂
)− l(θ̂t, t)).
For notational convenience, let vθ = var(θ̂) and vτ = var(τ̂). Clearly, CI(bρ, sρ) is equal to{
θ′ ∈ R : bρ
(
τ̂ − t
v
1/2
τ
)
− sρ
(
τ̂ − t
v
1/2
τ
)
≤ θ̂ − θ
′
v
1/2
θ
≤ bρ
(
τ̂ − t
v
1/2
τ
)
+ sρ
(
τ̂ − t
v
1/2
τ
)}
.
It may be shown that
θ̂ − θ′
v
1/2
θ
= r1(θ
′) and
τ̂ − t
v
1/2
τ
= r2.
Hence the confidence interval CI(bρ, sρ) is given by{
θ′ ∈ R : bρ (r2)− sρ (r2) ≤ r1(θ′) ≤ bρ (r2) + sρ (r2)
}
. (7)
3 Asymptotic results for a general regression model, without a scale
parameter
In this section, we consider a general regression model, without a scale parameter. Using
the well-known asymptotic distribution of the maximum likelihood estimator, we derive
an asymptotic distribution that is analogous to the distribution (3), which is for the linear
regression model considered in the previous section.
We consider a general regression model with response vector y = (y1, . . . , yn). The
random variables y1, . . . , yn are independent and yi has pmf or pdf (as as appropriate)
fi(y |xi,β), where β = (β1, . . . , βp) is an unknown parameter p-vector, which belongs to
the open set B, and xi a vector of explanatory variables of given dimension (i = 1, . . . , n).
Suppose that the scalar parameter of interest θ = g(β), where g : Rp → R is a sufficiently
smooth function. Also suppose that the parameter τ = h(β), where h : Rp → R is a
sufficiently smooth function. Let ∂g(β)/∂β denote the row p-vector with ith component
∂g(β)/∂βi (i = 1, . . . , p). Suppose that ∂g(β)/∂β and ∂h(β)/∂β are linearly independent
p-vectors, for all β ∈ B. Finally, suppose that we have uncertain prior information that
τ = t, where t is a specified number.
6
Let I(β) denote the Fisher information matrix. In other words, I(β) is the p × p
matrix with (i, j)th element
−
n∑
i=1
E
(
∂2 log fi(yi |xi;β)
∂βi ∂βj
)
.
We suppose that I(β) is nonsingular for all β ∈ B. For convenience, we do not make the
dependence of this matrix on n explicit in the notation. We also suppose that n−1I(β)
converges to a finite nonsingular matrix as n→∞, for each β ∈ B.
Denote the maximum likelihood estimator of β by β̂. Under the appropriate regularity
conditions,
n1/2
(
β̂ − β
)
approx∼ N
(
0,
(
n−1I(β)
)−1)
,
for large n. We use the following shorthand for this large sample distribution
β̂
asympt∼ N
(
β,
(
I(β)
)−1)
. (8)
Let θ̂ = g(β̂) and τ̂ = h(β̂) denote the maximum likelihood estimators of θ and τ ,
respectively. Similarly to Section 2, our first step in the description of the CI for θ that
utilizes the uncertain prior information is to reduce the data to
(
θ̂, τ̂
)
.
By the mean value theorem,
θ̂ − θ ≈ ∂g(β)
∂β
(
β̂ − β) and τ̂ − τ ≈ ∂h(β)
∂β
(
β̂ − β).
Therefore θ̂
τ̂
 asympt∼ N

θ
τ
 ,
 avar(θ̂;β) acov(θ̂, τ̂ ;β)
acov
(
θ̂, τ̂ ;β
)
avar
(
τ̂ ;β
)

 , (9)
where avar
(
θ̂;β
)
denotes the asymptotic variance of θ̂, acov
(
θ̂, τ̂ ;β
)
denotes the asymp-
totic covariance of θ̂ and τ̂ ,
avar
(
θ̂;β
)
=
∂g(β)
∂β
(
I(β)
)−1(∂g(β)
∂β
)>
,
avar
(
τ̂ ;β
)
=
∂h(β)
∂β
(
I(β)
)−1(∂h(β)
∂β
)>
,
and acov
(
θ̂, τ̂ ;β
)
=
∂g(β)
∂β
(
I(β)
)−1(∂h(β)
∂β
)>
.
Similarly to (2), let
ρ(β) =
acov
(
θ̂, τ̂ ;β
)(
avar
(
θ̂;β
)
avar
(
τ̂ ;β
))1/2 . (10)
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3.1 Analogues of I and CI(bρ, sρ) based on Wald statistics
In this section, we describe analogues of the confidence intervals I and CI(bρ, sρ) based
on Wald statistics. The analogue of the confidence interval I, given by (4) and based on
the assumption that
(
θ̂ − θ)/(avar(θ̂; β̂))1/2 has approximately an N(0, 1) distribution,
is IW(y;α), where
IW(y; c) =
[
θ̂ ± z1−c/2
(
avar
(
θ̂; β̂
))1/2]
,
with 0 < c < 1/2.
Let ACIW
(
β
)
denote the interval[
θ̂ − (avar(θ̂;β))1/2 bρ(β)( τ̂ − t(
avar
(
τ̂ ;β
))1/2
)
± (avar(θ̂;β))1/2 sρ(β)( τ̂ − t(
avar
(
τ̂ ;β
))1/2
)]
,
where the functions bρ(β) and sρ(β) are the functions b and s, respectively, computed using
the R package ciuupi, with the desired minimum coverage probability 1−α and ρ = ρ(β).
We now apply the plug-in principle to obtain the confidence interval ACIW(β̂) for θ. This
confidence interval is given by[
θ̂ − (avar(θ̂; β̂))1/2 bρ(β̂)
(
τ̂ − t(
avar
(
τ̂ ; β̂
))1/2
)
± (avar(θ̂; β̂))1/2 sρ(β̂)
(
τ̂ − t(
avar
(
τ̂ ; β̂
))1/2
)]
,
Note that
(
τ̂ − t)/(avar(τ̂ ; β̂))1/2 is the Wald test statistic for testing the null hypothesis
H0 : τ = t against the alternative hypothesis HA : τ 6= t. The similarity between the
bivariate normal distribution (3) and asymptotic bivariate normal distribution (9) suggests
that ACIW
(
β̂
)
will have coverage probability approximately equal to 1−α and the desired
expected length properties. To summarize, the analogues of the confidence intervals I and
CI(bρ, sρ), based on Wald statistics, are IW(y;α) and ACIW
(
β̂
)
, respectively.
3.2 Analogues of I and CI(bρ, sρ) based on likelihood functions
There is some evidence that likelihood based methods lead to better hypothesis tests and
confidence intervals than Wald based methods, see e.g. Meeker & Escobar (1995), Cox
(2006, p.117–118), Pawitan (2000), Young & Smith (2005, p.137) and Pawitan (2013).
For this reason, in this subsection, we describe analogues of I and CI(bρ, sρ) based on
likelihood functions.
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3.2.1 Profile likelihood confidence interval for θ
The profile likelihood confidence interval for θ, with nominal coverage 1 − α, is the
likelihood-based analogue of the confidence interval I. Let `(β |y) denote the log-likelihood
function for the general regression model, without a scale parameter, described in Section
3. To compute the profile likelihood confidence interval for θ, with nominal coverage 1−α,
we invert a family of hypothesis tests. We test the null hypothesis H0 : θ = θ
′ against the
alternative hypothesis HA : θ 6= θ′ using the SRLR statistic
r1(θ
′ |y) = sign(θ̂ − θ′)√2 (`(β̂ ∣∣y)− `(β̂(θ′; θ) ∣∣y)), (11)
where β̂(θ′; θ) maximises `(β |y) with respect to β, subject to the constraint that g(β) =
θ′. Suppose that we accept H0 if and only if −z1−c/2 ≤ r1(θ′ |y) ≤ z1−c/2, where 0 < c <
1/2. The confidence set, with nominal coverage 1 − c and found by inverting the family
of hypothesis tests obtained as are vary over θ′ ∈ R, is
SPL(y) =
{
θ′ ∈ R : −z1−c/2 ≤ r1(θ′ |y) ≤ z1−c/2
}
. (12)
Define the profile likelihood confidence interval, with nominal coverage 1− α, as follows.
This confidence interval, denoted by IL(y; c), has lower endpoint inf
(SPL(y)) and upper
endpoint sup
(SPL(y)). When r1(θ′ |y) is a decreasing function of θ′, IL(y; c) = [θ̂l, θ̂u],
where θ̂l and θ̂u are the solutions for θ
′ of
r1(θ
′ |y) = z1−c/2 and r1(θ′ |y) = −z1−c/2, (13)
respectively. To summarize, the analogue of the confidence interval I, based on likelihood
functions, is IL(y;α).
3.2.2 Likelihood-based analogue of CI(bρ, sρ)
The SRLR test statistic for testingH0 : τ = t against the alternative hypothesisHA : τ 6= t
is
r2(y) = sign(τ̂ − t)
√
2
(
`
(
β̂ |y)− `(β̂(t; τ) |y)),
where β̂(t; τ) maximises `(β |y) with respect to β, subject to the constraint that h(β) = t.
The likelihood based confidence set for θ, with nominal coverage 1− α, that is analogous
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to (7) is
SA(y) =
{
θ′ ∈ R : bρ(β̂)
(
r2(y)
)− sρ(β̂)(r2(y)) ≤ r1(θ′ |y) ≤ bρ(β̂)(r2(y))+ sρ(β̂)(r2(y))}.
(14)
Define the confidence interval ACIL(y), with nominal coverage 1−α, as follows. This con-
fidence interval has lower endpoint inf
(SA(y)) and upper endpoint sup (SA(y)). When
r1(θ
′ |y) is a decreasing function of θ′, ACIL(y) =
[
θ˜l, θ˜u
]
, where θ˜l and θ˜u are the solu-
tions for θ′ of
r1(θ
′ |y) = bρ(β̂)
(
r2(y)
)
+sρ(β̂)
(
r2(y)
)
and r1(θ
′ |y) = bρ(β̂)
(
r2(y)
)−sρ(β̂)(r2(y)), (15)
respectively. To summarize, the analogue of the confidence interval CI(bρ, sρ), based on
likelihood functions, is ACIL(y).
3.3 Assessment of the coverage probability of a confidence interval
How should we assess the coverage probability of the confidence interval ACIW
(
β̂
)
, which
has nominal coverage 1 − α? For the sake of concreteness, suppose that the response
yi ∼ Binomial(Ni, ψi), with Ni given (i = 1, . . . n). Let logit(x) = log(x/(1 − x)), for
0 < x < 1. Also suppose that logit(ψi) =
∑p
j=1 xijβj, where the xij are explanatory
variables taking positive values and β1, . . . , βp are unknown parameters. The coverage
probabilty Pβ
(
θ ∈ ACIW
(
β̂
))
will take values far below 1 − α for extreme values of β,
such as when β1, . . . , βp all have the same sign and |β1|, . . . , |βp| are all large. In fact, the
infimum over β ∈ Rp of Pβ
(
θ ∈ ACIW
(
β̂
))
is 0. We expect that such extreme values of
β are unlikely to occur in practice, so that this assessment of the coverage probability of
ACIW
(
β̂
)
is unduly conservative.
3.3.1 Definition of the local minimum coverage probability, for given β˜
Let β˜ be a given value that satisfies h(β˜) = t. We deal with the choice of β˜ in the next
subsubsection. Consider the straight line consisting of the values of β satisfying
β = β˜ + κ
(
∂h(β˜)
/
∂β
)>
, (16)
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where ∂h(β˜)
/
∂β denotes the row vector with ith element ∂h(β˜)
/
∂βi and κ ∈ R. Let
‖ · ‖ denote the Euclidean norm. For given small ‖β − β˜‖, |τ − t| = ∣∣h(β) − h(β˜)∣∣ is
maximized by choosing β to satisfy (16).
We will assess the coverage probability of ACIW
(
β̂
)
for values of β satisfying (16) and
for
κ =
(
avar(τ̂ ; β˜)
)1/2∥∥∂h(β˜)/∂β∥∥2 γa, where γa ∈ [−u, u] (17)
and the chosen value of u satisfies 1 ≤ u ≤ 10. For the numerical illustration presented in
Section 5, we have chosen u = 2.5. For the straight line segment of values of β satisfying
(16) and (17),
∥∥β − β˜∥∥ = (avar(τ̂ ; β˜))1/2∥∥∂h(β˜)/∂β∥∥ |γa| ≤
(
avar(τ̂ ; β˜)
)1/2∥∥∂h(β˜)/∂β∥∥ 10.
Thus the supremum, over the values of β satisfying (16) and (17), of
∥∥β − β˜∥∥ converges
to 0, as n → ∞. Let γ = (τ − t)/(avar(τ̂ ; β˜))1/2. Recall that τ = h(β) and τ̂ = h(β̂).
Note that γ − γa → 0, as n→∞.
For given β˜ and for β satisfying (16) and (17), the coverage probability Pβ
(
θ ∈
ACIW
(
β̂
))
is a function of the scalar parameter γa ∈ [−u, u]. For given β˜, we define
the local minimum coverage probability of the confidence interval ACIW
(
β̂
)
to be the
minimum over the set of β satisfying (16) and (17) of Pβ
(
θ ∈ ACIW
(
β̂
))
.
3.3.2 Data-based choice of β˜
Consider a given data set that is assumed to be correctly modelled by the model described
at the start of Section 3. As before, let β̂ denote the maximum likelihood estimate of β.
We choose β˜ to be the value of β that (a) satisfies h(β) = t and (b) minimizes
∥∥β˜ − β̂∥∥.
This ensures that the β˜ is a realistic value.
Let
β∗ = β˜ + κ
(
∂h(β˜)
/
∂β
)>
, (18)
where κ satisfies (17). Now let θ∗ = g(β∗) and let β̂∗ denote the maximum likelihood
estimator of β∗. We assess the coverage probability Pβ∗
(
θ∗ ∈ ACIW
(
β̂∗
))
of the confidence
interval ACIW
(
β̂∗
)
, when the true parameter value is set to β∗, by Monte Carlo simulation
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for each value in an equally-spaced grid of values of γa ∈ [−u, u]. These simulation results
can then be used to estimate the local minimum coverage probability of the confidence
interval ACIW
(
β̂∗
)
, which is the minimum over the set of β∗ satisfying (18), where κ
satisfies (17), of Pβ∗
(
θ∗ ∈ ACIW
(
β̂∗
))
.
Let θ̂∗ = g(β̂∗), τ ∗ = h(β∗) and τ̂ ∗ = h(β̂∗). It follows from the asymptotic distribu-
tion (9) and Slutsky’s theorem that a large sample approximation to the distribution of(
θ̂∗, τ̂ ∗
)
is
N

θ∗
τ ∗
 ,
 avar(θ̂; β˜) acov(θ̂, τ̂ ; β˜)
acov
(
θ̂, τ̂ ; β˜
)
avar
(
τ̂ ; β˜
)

 . (19)
This distribution is obtained when we set var(θ̂), cov(θ̂, τ̂) and var(τ̂) equal to avar
(
θ̂; β˜
)
,
acov
(
θ̂, τ̂ ; β˜
)
and avar
(
τ̂ ; β˜
)
, respectively, in (3). Consequently, a large sample approx-
imation to the coverage probability Pβ∗
(
θ∗ ∈ ACIW
(
β̂∗
))
is given by CP (γ∗, ρ(β˜)), the
coverage probability of the confidence interval CI(bρ(β˜), sρ(β˜)) computed using ciuupi.
3.4 Definition of the local scaled expected length of a confidence interval
We consider the local parametric framework described in subsubsection 3.3.2. It is within
this framework that we define the local scaled expected length of the confidence interval
ACIW
(
β̂∗
)
, which has nominal coverage 1 − α. This definition is an analogue of the
definition of the scaled expected length of the confidence interval CI(bρ, sρ), as given by
the right-hand side of (6). The definition of the scaled expected length, as given by the
right-hand side of (6), is reasonable since the minimum coverage probabilities of CI(bρ, sρ)
and I are the same. However, the local minimum coverage probabilities of ACIW
(
β̂∗
)
and
IW(y
∗;α) may not be the same. Therefore we define the local scaled expected length of
ACIW
(
β̂∗
)
to be
Eβ∗
(
length of ACIW
(
β̂∗
)
length of IW(y∗; c˜) computed from the same data
)
,
where c˜ is such that the local minimum coverage probabilities of ACIW
(
β̂∗
)
and IW(y
∗; c˜)
are the same.
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Consider the argument given in the last paragraph of subsubsection 3.3.2. This ar-
gument implies that a large sample approximation to the local scaled expected length
of ACIW
(
β̂∗
)
is given by SEL(γ∗, ρ(β˜)), the scaled expected length of the confidence
interval CI(bρ(β˜), sρ(β˜)) computed using the R package ciuupi.
4 Application to quantal bioassays
We consider a quantal bioassay carried out to compare two similar compounds, labelled
A and B. This comparison is with respect to a specified dichotomous response, labelled S
and not-S, for individuals that belong to a specified large homogeneous population. Let
d1, . . . , dm denote given dose levels. Now let xi = log10(di) for i = 1, . . . ,m. Suppose that
n1, . . . , nm and n
′
1, . . . , n
′
m are given positive integers.
One half of the experiment consists of carrying out the following steps for each i =
1, . . . ,m. Suppose that ni individuals are chosen at random from the population and
given dose di of compound A. Let ri denote the number of these individuals with response
S. The other half of the experiment consists of carrying out the following steps for each
i = 1, . . . ,m. Suppose that n′i individuals are chosen at random from the population and
given dose di of compound B. Let r
′
i denote the number of these individuals with response
S.
We will use the following logistic regression models. Suppose that r1, . . . , rm, r
′
1, . . . , r
′
m
are independent. Also suppose that ri ∼ Binomial(ni, pi) and r′i ∼ Binomial(n′i, p′i) for
i = 1, . . . ,m. Let logit(p) = log
(
p/(1 − p)) for 0 < p < 1. Suppose that for any dose
level d of compound A, the probability p of response S for a randomly chosen individual
from the population is given by logit(p) = β1 + β2 x, where x = log10(d). This implies
that
logit(pi) = β1 + β2 xi for i = 1, . . . ,m. (20)
Also suppose that for any dose level d′ of compound B, the probability p′ of response S
for a randomly chosen individual from the population is given by logit(p′) = β3 + β4 x′,
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where x′ = log10(d
′). This implies that
logit(p′i) = β3 + β4 xi for i = 1, . . . .m, (21)
Let y =
(
r1, . . . , rm, r
′
1, . . . , r
′
m
)
and β =
(
β1, . . . , β4
)
, so that this is a model of the type
described in Section 3.
Let EDz denote the log-dose x of compound A for which the probability of response
S for a randomly chosen individual from the population is z/100. Also let ED′z denote
the log-dose x′ of compound B for which the probability of response S for a randomly
chosen individual from the population is z/100. Suppose that the parameter of interest
θ = EDz − ED′z, for some given z (0 < z < 100).
Consider the case that for all possible dose levels d of compound A, the probability p
of response S for a randomly chosen individual from the population is the same as that
for a dose level d′ = λd of compound B, for some fixed λ > 0. Therefore, the log-dose
x = log10(d) of compound A leads to the same probability p of response S for a randomly
chosen individual from the population as the log-dose log10(λd) = log10(λ) + log10(d) of
compound B. Hence logit(p) = β1 + β2 x and
logit(p) = logit(p′) = β3 + β4
(
log10(λ) + log10(d)
)
=
(
β3 + β4 log10(λ)
)
+ β4 x.
Therefore β2 = β4, so that the straight lines β1 + β2 x and
(
β3 + β4 log10(λ)
)
+ β4 x are
parallel. This condition of “parallelism”, i.e. that β2 = β4, greatly simplifies the statistical
analysis.
We consider the case that, although the compounds A and B are thought a priori to
be sufficiently similar that the hypothesis of “parallelism” is highly plausible, we are not
certain that this hypothesis holds. In other words, suppose that we have uncertain prior
information that the hypothesis of “parallelism” holds.
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5 Numerical illustration: quantal bioassay of Morphine and Ami-
done.
We illustrate the properties of the confidence interval ACIL(y), which utilizes the uncer-
tain prior information that the hypothesis of “parallelism” holds, using data from Grewal
(1952). This data was collected to compare the analgesic properties of Morphine and
Amidone (also known as Methadone) in mice. A total of 616 homogeneous mice were ran-
domly allocated to the groups shown in Table 1. In this table xi denotes log10 of the dose
and ni and n
′
i denote the number of mice give this log-dose of Morphine and Amidone,
respectively. The experimenter recorded the number of shocks that could be applied to
the tail of the mouse before it squeaked. If the number of shocks was four or more then
the mouse was taken to give response S. In Table 1, ri denotes the number of mice (out
of ni mice) with response S for the log-dose xi of Morphine. Similarly, r
′
i denotes the
number of mice (out of n′i mice) with response S for the log-dose xi of Amidone.
Table 1: Quantal bioassay of Morphine and Amidone
log10 dose Morphine Amidone
xi ni ri n
′
i r
′
i
0.18 103 19 60 14
0.48 120 53 110 54
0.78 123 83 100 81
Suppose that the parameter of interest is θ = EDz−ED′z, where EDz and ED′z are the
log-doses of Morphine and Amidone, respectively, for which the probability of response S
for a randomly chosen mouse is z/100. Also suppose that our aim is to find a confidence
interval for θ with minimum coverage probability 0.95.
Morphine and Amidone both belong to the family of drugs known as opioids. Opioids
act on the brain in a particular way that can provide pain relief. Because Morphine and
Amidone are both opioids, the hypothesis of “parallelism” is highly plausible. However,
we are not certain that this hypothesis holds. In other words, we have uncertain prior
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information that the hypothesis of “parallelism” holds.
The models that we use for the Morphine and Amidone data are (20) and (21), re-
spectively, with m = 3, n1 = 103, n2 = 120, n3 = 123, n
′
1 = 60, n
′
2 = 110 and n
′
3 = 100.
The parameter of interest is
θ = g(β) =
1
β2
(
logit
( z
100
)
− β1
)
− 1
β4
(
logit
( z
100
)
− β3
)
.
Henceforth, we consider that case that z = 60. Let τ = h(β) = β2 − β4. The
uncertain prior information is that τ = 0.
5.1 Local assessment of the coverage probability of a confidence interval
We apply the procedure described in subsubsection 3.3.2 to the Morphine/Amidone data.
For this data, the maximum likelihood estimate β̂ = (−2.0652, 3.6418,−2.0968, 4.4581).
We find that β˜ =
(
β˜1, . . . , β˜p
)
is given by
β˜1 = β̂1, β˜2 =
β̂2 + β̂4
2
, β˜3 = β̂3, β˜4 =
β̂2 + β̂4
2
.
The data for Morphine and Amidone come from independent experiments, so that
the estimators
(
β̂1, β̂2
)
and
(
β̂3, β̂4
)
are independent. As a result of this, the inverse of
the Fisher information matrix,
(
I(β)
)−1
, is block diagonal. Using the expression for the
Fisher information matrix, in the context of a logistic regression model, given on page
116 of McCullagh & Nelder (1989) we find that
(
I(β˜)
)−1
=

0.086304 −0.142229 0 0
−0.142229 0.280902 0 0
0 0 0.132504 −0.216338
0 0 −0.216338 0.408074

.
Therefore
avar
(
θ̂; β˜
)
=
∂g(β˜)
∂β
(
I(β˜)
)−1(∂g(β˜)
∂β
)>
= 0.002333,
avar
(
τ̂ ; β˜
)
=
∂h(β˜)
∂β
(
I(β˜)
)−1(∂h(β˜)
∂β
)>
= 0.688976,
acov
(
θ̂, τ̂ ; β˜
)
=
∂g(β˜)
∂β
(
I(β˜)
)−1(∂h(β˜)
∂β
)>
= −0.01603,
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so that ρ(β˜) = −0.399855.
We also find that
β∗ = β˜ +
(
avar(τ̂ ; β˜)
)1/2
2
[
0 1 0 − 1]> γa.
Let τ ∗ = h(β∗) = β∗2 − β∗4 . Now let γ∗ = τ ∗
/(
avar(τ̂ ; β˜)
)1/2
. It follows that γ∗ = γa, so
that β∗ =
(
β∗1 , . . . , β
∗
p
)
is given by
β∗1 = β̂1, β
∗
2 =
β̂2 + β̂4
2
+
τ ∗
2
, β∗3 = β̂3, β
∗
4 =
β̂2 + β̂4
2
− τ
∗
2
, (22)
where τ ∗ =
(
avar(τ̂ ; β˜)
)1/2
γ∗ and γ∗ ∈ [−u, u]. We deal with the choice of u in the next
subsection.
5.2 Choice of u
For β∗4 = 0 it is impossible to determine EDz for any 0 < z < 100. Furthermore, values
of β∗4 < 0 seem impossible. Therefore, β
∗
4 = 0 is a boundary point for impossible values
of β∗4 . Note that β
∗
4 = 0 when τ
∗ = β̂2 + β̂4. Similarly, for β∗2 = 0 it is impossible to
determine EDz for any 0 < z < 100. Furthermore, values of β
∗
2 < 0 seem impossible.
Therefore, β∗2 = 0 is a boundary value for impossible values of β
∗
2 . Note that β
∗
2 = 0 when
τ ∗ = −(β̂2 + β̂4). Therefore, b must be less than β̂2 + β̂4 = 8.0999.
In fact, u must be a good deal less than β̂2 + β̂4 for the profile likelihood confidence
interval for θ∗, with nominal coverage 0.95, not to have extremely large lengths for a sub-
stantial proportion of samples. This is evident from Table 2 which shows the values of τ ∗
and γ∗ and the percentage of simulation runs for which the length of the profile likelihood
confidence interval is greater than 1000 for z = 60 and M = 5000 simulation runs. We
have therefore chosen u = 2.5, so that we restrict attention to γ∗ ∈ {−2.5,−2, . . . , 2, 2.5}.
Note that γ∗ = 2.5 corresponds to τ ∗ = 2.075. To get a sense of the difference in slopes
that this allows, consider the following.
(i) Suppose that γ∗ = 0, so that τ ∗ = 0 and the hypothesis of “parallelism” is satisfied.
In this case, β∗2 = β
∗
4 = 4.0499. Consequently, ED60 = 0.6101 and ED
′
60 = 0.6178,
so that θ∗ = −0.0078.
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(ii) Suppose that γ∗ = 2.5, so that τ ∗ = 2.075. In this case, β∗2 = 5.0874, β
∗
4 = 3.0124.
Consequently, ED60 = 0.4856 and ED
′
60 = 0.8306, so that θ
∗ = −0.345.
(iii) Suppose that γ∗ = −2.5, so that τ ∗ = −2.075. In this case, β∗2 = 3.0124, β∗4 =
5.0874. Consequently, ED60 = 0.8202 and ED
′
60 = 0.4918, so that θ
∗ = 0.3283.
Table 2: The values of γ∗ and τ ∗ and the percentage of simulation runs (row marked %)
for which the length of the profile likelihood confidence interval is greater than 1000 for
z = 60 and M = 5000 simulation runs.
γ∗ −5 −4.5 −4 −3.5 −3 −2.5 −2 −1.5 −1 −0.5
τ ∗ −4.15 −3.74 −3.32 −2.91 −2.49 −2.08 −1.66 −1.25 −0.83 −0.42
% 2.10 1.08 0.16 0.02 0.01 0.00 0.00 0.00 0.00 0.00
γ∗ 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
τ ∗ 0.00 0.42 0.83 1.25 1.66 2.08 2.49 2.91 3.32 3.74 4.15
% 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.53 1.50 3.92 7.51
5.3 Monte Carlo simulation estimation of the local coverage probabilities and
scaled expected lengths of IL(y
∗; c) and ACIL(y∗)
Suppose that β∗ is given by (22), where γ∗ (and therefore τ ∗) is specified. Replace β
by β∗ in the models (20) and (21) that we use for the Morphine and Amidone data,
respectively. For these models, k = 3, n1 = 103, n2 = 120, n3 = 123, n
′
1 = 60, n
′
2 = 110
and n′3 = 100. Let y
∗ denote the response vector.
Our Monte Carlo simulation results show that the local coverage and scaled expected
length properties of ACIL(y
∗) are superior to these properties for ACIW(β̂∗). Conse-
quently, the description of these properties for ACIW(β̂
∗) have been relegated to Section
S2 of the Supplementary Material. For the remainder of the paper, we deal only with
these properties for ACIL(y
∗).
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5.3.1 Monte Carlo simulation estimation of the local coverage probabilities
The Monte Carlo simulation estimation of the local coverage probabilities of IL(y
∗; c), for
given c, and ACIL(y
∗) are very similar. Let θ∗ = g(β∗). We carry out M independent
simulation runs. The kth simulation run generates an observation of y∗. We make
Assumption A (stated in Appendix A) with β and y replaced by β∗ and y∗, respectively.
The Monte Carlo simulation results reported in Section S5 of the Supplementary Material
provide evidence in favour of the correctness of this assumption.
We estimate the coverage probability Pβ∗
(
θ∗ ∈ IL(y∗; c)
)
, for given c, as follows. On
the kth simulation run we record 1
(− z1−α/2 ≤ r1(θ∗ |y∗) ≤ z1−α/2). Using the recorded
results for the M simulation runs, we estimate this coverage probability and the standard
error of this estimate in the obvious way.
We estimate the coverage probability Pβ∗
(
θ∗ ∈ ACIL(y∗)
)
as follows. On the kth
simulation run we record
1
(
bρ(β̂∗)
(
r2(y
∗)
)− sρ(β̂∗)(r2(y∗)) ≤ r1(θ∗ |y∗) ≤ bρ(β̂∗)(r2(y∗))+ sρ(β̂∗)(r2(y∗))). (23)
Using the recorded results for the M simulation runs, we estimate this coverage probability
and the standard error of this estimate in the obvious way.
The top panel of Figure 1 presents approximate 95% confidence intervals for the cov-
erage probability of the confidence interval IL(y
∗; 0.05), which has nominal coverage 0.95,
evaluated at γ∗ ∈ {−2.5,−2, . . . , 2, 2.5}. The bottom panel of this figure presents ap-
proximate 95% confidence intervals for the coverage probability of the confidence interval
ACIL(y
∗), which has nominal coverage 0.95, evaluated on the same set of values of γ∗.
For both of these panels, the number of simulation runs M = 40, 000. These figures show
that both IL(y
∗; 0.05) and ACIL(y∗) have good local coverage properties.
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Figure 1: Approximate 95% confidence intervals for the coverage probabilities of the
confidence intervals IL(y
∗; 0.05) (top panel) and ACIL(y∗) (bottom panel), both with
nominal coverage 0.95, for γ∗ ∈ {−2.5,−2, . . . , 2, 2.5}.
5.3.2 Monte Carlo simulation estimation of the local scaled expected length of ACIL(y
∗)
Let
q∗L =
length of ACIL
(
y∗
)
length of IL(y∗; c˜) computed from the same data
,
where c˜ is such that the local minimum coverage probabilities of ACIL
(
y∗
)
and IL(y
∗; c˜)
are the same. The local scaled expected length of ACIW
(
β̂∗
)
was defined in subsection
3.4. The local scaled expected length of ACIL
(
y∗
)
is similarly defined to be Eβ∗(q
∗
L).
We computed c˜ using the method described in Section B.1 of Appendix B, with M ′ =
10, 000. We then used Monte Carlo simulation to estimate Eβ∗(q
∗
L) as follows. We carry
outM independent simulation runs. On the kth simulation run we generate an observation
q∗L(k) of q
∗
L. We estimate Eβ∗(q
∗
L) by
∑M
k=1 q
∗
L(k)
/
M . The analysis of the distribution of
q∗L, given in Section S4 of the Supplementary Material, shows that this distribution does
not have any long or heavy tails.
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The left panel of Figure 2 presents approximate 95% confidence intervals for the local
scaled expected length of the confidence interval ACIL
(
y∗
)
, with nominal coverage 0.95,
evaluated at each γ∗ ∈ {−2.5,−2, . . . , 2, 2.5} using M = 40, 000 simulation runs. These
approximate 95% confidence intervals were found using the simplifying approximation
that c˜ is computed without error. This panel shows that the confidence interval ACIL(y
∗)
utilizes the uncertain prior information that τ ∗ = 0.
−2 −1 0 1 2
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 SEL of ACIL(y*)
γ*
−2 −1 0 1 2
0.90
0.95
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γ*
Figure 2: The left panel presents approximate 95% confidence intervals for the local
scaled expected length of the confidence interval ACIL
(
y∗
)
, with nominal coverage 0.95,
evaluated at γ∗ ∈ {−2.5,−2, . . . , 2, 2.5}. The right panel is the graph of SEL(γ∗; ρ(β˜))
for the confidence interval CI(bρ(β˜), sρ(β˜)), found using the R package ciuupi.
5.3.3 Large sample approximation to the local coverage probability and scaled expected
length of the confidence interval ACIL(y
∗)
Application of the large sample approximations given in subsubsection 3.3.2 and subsec-
tion 3.4 to the Morphine/Amidone data gives the following results. The coverage proba-
bility and the scaled expected length of the confidence interval ACIL(y
∗) are approximated
by the coverage probability CP (γ∗; ρ(β˜)) and the scaled expected length SEL(γ∗; ρ(β˜))
of the confidence interval CI(bρ(β˜), sρ(β˜)) computed using the R package ciuupi. Recall
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that ρ(β˜) = −0.399855 for the Morphine/Amidone data,
Suppose that 1− α = 0.95. Graphs of the coverage probability CP (γ∗; ρ(β˜)) and the
scaled expected length SEL(γ∗; ρ(β˜)), considered as functions of |γ∗| ∈ [0, 10], are shown
in Figure 3. The right panel of Figure 2 is a graph of SEL(γ∗; ρ(β˜)), considered as a
function of γ∗ ∈ {−2.5,−2, . . . , 2, 2.5}. The left and right hand panels of Figure 2 show
very similar qualitative features.
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Figure 3: Graphs of the coverage probability CP (γ∗; ρ(β˜)) and the scaled expected
length SEL(γ∗; ρ(β˜)) for the confidence interval CI
(
bρ(β˜), sρ(β˜)
)
, found using the R
package ciuupi.
6 Discussion
For both designed experiments and observational studies, it is widely believed that the
higher the order of an interaction term in the model the more likely it is that this term
differs negligibly from zero. Consider the case that (a) the responses are either binomial,
negative binomial or Poisson distributed, (b) the parameter of interest is a scalar and
(c) there is a single highest order interaction term. If we have a very strong belief that
this interaction term differs negligibly from zero then we may simply choose to omit this
term from the model. However, there will be circumstances in which we believe that this
term differs negligibly from zero, while being uncertain of this. In these circumstances,
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a confidence interval that utilizes this uncertain prior information, constructed using the
method we have described, is an attractive option.
For the last few decades a very active and practically-important area of research has
been on frequentist confidence regions that include some aspect of model selection or
model weighting. The connections between this research and the research on frequentist
confidence regions that utilize uncertain prior information run deep. As astutely pointed
out by the econometrician Leamer (1978, chapter 5), preliminary data-based model se-
lection may be motivated by a desire to utilize uncertain prior information in subsequent
inference. However, confidence intervals constructed after data-based model selection
typically have very undesirable properties, see Kabaila (2009) for a review. They cer-
tainly fail to utilize the uncertain prior information that may motivate their use. Leamer
(1978) tries to elicit the uncertain prior information that underlies a number of prelim-
inary data-based model selection procedures. He then adopts a Bayesian approach to
the proper incorporation of this prior information into subsequent inference. The work of
Kabaila and co-authors listed in the references may be considered, at least to some extent,
to be a continuation of the program instituted by Leamer, but using frequentist methods
for the inference of interest being a confidence region. Another connection between post-
model-selection confidence intervals and confidence intervals that utilize uncertain prior
information is that the former have been modified to construct the latter, see e.g. Cohen
(1972) and Kabaila & Giri (2009).
We believe that Leamer’s observation also applies to the frequentist model averaged
confidence intervals described by Buckland et al. (1997), Fletcher & Turek (2011) and
Turek & Fletcher (2012) and the confidence intervals centered on a bootstrap smoothed
(or bagged; Breiman, 1996) post-model-selection estimator described by Efron (2014).
In other words, these confidence intervals appear to be motivated by a desire to utilize
uncertain prior information. The success of these confidence intervals in achieving this
aim has been mixed, see Kabaila et al. (2016), Kabaila et al. (2017), Kabaila (2018),
Kabaila et al. (2020), Kabaila & Wijethunga (2019a) and Kabaila & Wijethunga (2019b).
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A Appendix: Expressions for the coverage probabilities of IL(y; c)
and ACIL(y) that do not require the computation of the end-
points of these confidence intervals
We make the following assumption.
Assumption A: For the chosen true value of β, there is a set Yβ of values of y such that
(a) the probability that y ∈ Yβ is very close to 1 and (b) r1(θ′ |y) is a decreasing function
of θ′ for all y ∈ Yβ.
The coverage probability of IL(y; c) can be computed to a very good approximation,
without computing the endpoints of this confidence interval, as follows. Since
{
θ̂l ≤ θ ≤ θ̂u
}
=
{−z1−α/2 ≤ r1(θ |y) ≤ z1−α/2} ,
the coverage probability of IL(y; c) is, to a very good approximation, given by P
( −
z1−α/2 ≤ r1(θ |y) ≤ z1−α/2
)
.
Similarly, the coverage probability of ACIL(y) can be computed to a very good approx-
imation, without computing the endpoints of this confidence interval, as follows. Since
{
θ˜l ≤ θ ≤ θ˜u
}
=
{
bρ(β̂)
(
r2(y)
)− sρ(β̂)(r2(y)) ≤ r1(θ |y) ≤ bρ(β̂)(r2(y))+ sρ(β̂)(r2(y))},
the coverage probability of ACIL(y) is, to a very good approximation, given by
P
(
bρ(β̂)
(
r2(y)
)− sρ(β̂)(r2(y)) ≤ r1(θ |y) ≤ bρ(β̂)(r2(y))+ sρ(β̂)(r2(y))).
B Appendix: Computation of c˜
The method used to compute c˜ such that the local minimum coverage probabilities of
ACIL(y
∗) and IL(y∗; c˜) are the same is very similar to the method used to compute c˜ such
that the local minimum coverage probabilities of ACIW
(
β̂∗
)
and IW(y
∗; c˜) are the same.
For the sake of brevity, we describe only the latter method.
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B.1 Monte Carlo simulation estimation of the minimum coverage probabilities
of ACIW(β̂
∗
) and IW(y
∗; c)
The computation of the local minimum coverage probabilities of ACIW(β̂
∗
) and IW(y
∗; c),
for given c, are very similar. For the sake of brevity, we describe only the latter.
If we estimate the local minimum coverage probability of IW(y
∗; c) by choosing the
smallest of the estimated coverage probabilities, for γ∗ ∈ {−u,−u+ δ, . . . , u− δ, u}, then
this estimate will be biased downwards. We therefore use the following three step process.
Step 1 : Estimate the coverage probability for each γ∗ ∈ {−u,−u+ δ, . . . , u− δ, u}, where
δ = u/5. We use M ′ simulation runs for each value of γ∗. Pick the 3 values of γ∗ that
have the smallest estimated coverage probability.
Step 2 : For the 3 values of γ∗ chosen in Step 1, run new simulations using 10M ′ simulation
runs for each value of γ∗. Choose the value of γ∗ (out of these 3 values) that minimizes
the estimated coverage probability.
Step 3 : For the value of γ∗ chosen in Step 2, run a new simulation with 100M ′ simulation
runs to obtain the final estimate of the local minimum coverage probability.
This technique is a variant of the technique used in Section 3.1 of Kabaila & Leeb (2006).
B.2 Use of a fitted straight line in c to compute c˜
Note that
Pβ∗
(
θ∗ ∈ IW(y∗; c)
)
= Pβ∗
(
−z1−c/2 ≤ θ̂
∗ − θ∗(
avar(θ̂; β̂∗
)1/2 ≤ z1−c/2
)
≈ 1− c.
Consequently, to compute c˜, we make the very reasonable assumption that the local
minimum coverage probability of IW(y
∗; c) is approximately a straight line function of c,
for c close to α. We choose 3 values of c: α − δc, α and α + δc, where δc is a judiciously-
chosen small positive number. We then fit a straight line to the local minimum coverage
probability of IW(y
∗; c) evaluated at these 3 values of c to compute c˜.
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