Abstract-Orthogonal and quasi-orthogonal matrices have a long history of use in digital image processing, digital and wireless communications, cryptography and many other areas of computer science and coding theory. The practical benefits of using orthogonal matrices come from the fact that the computation of inverse matrices is avoided, by simply using the transpose of the orthogonal matrix. In this paper, we introduce a new family of matrices over finite fields that we call Quasi-Binary and Quasi-Orthogonal Matrices. We call the matrices quasi-binary due to the fact that matrices have only two elements a, b ∈ Fq, but those elements are not 0 and 1. In addition, the reason why we call them quasi-orthogonal is due to the fact that their inverses are obtained not just by a simple transposition, but there is a need for an additional operation: a replacement of a and b by two other values c and d. We give a simple relation between the values a, b, c and d for any finite field and especially for finite fields with characteristic 2. Our construction is based on incident matrices from cyclic Latin Rectangles and the efficiency of the proposed algorithm comes from the avoidance of matrix-matrix or matrix-vector multiplications.
I. Introduction
Orthogonal matrices have been used in numerous applied fields such as signal processing [1] , image processing [2] , coding theory [3] , cryptology [4] , and wireless communication [5] , [6] . The practical benefits of using orthogonal matrices come from the fact that the computation of inverse matrices is avoided, simply by using the transpose of the orthogonal matrix.
Probably the most well known orthogonal matrices are Hadamard matrices that were first defined by Sylvester in [7] and extensively studied by Hadamard in [8] . The concept of orthogonality has been extended into various concepts of quasi-orthogonality when some of the conditions or properties of the matrices are relaxed or generalized (see for example [9] , [10] ).
A pioneering work in the orthogonal matrices over finite fields was done by MacWilliams [11] . That work was extended by Byrd and Vaughan in [12] and Zhang in [13] who proposed algorithms for constructing orthogonal circulant matrices for arbitrary dimensions n in any finite field.
A. Our contribution
In this paper, we introduce a new family of matrices over finite fields that we call Quasi-Binary and QuasiOrthogonal Matrices and we give an algorithm for their construction. We call the matrices quasi-binary due to the fact that matrices have only two elements a, b ∈ F q where F q is a finite field of size q and those elements are not 0 and 1. Additionally, we call these matrices quasiorthogonal because their inverses are not obtained just by a simple transposition, but there is a need for an additional operation: a replacement of a and b by two other values c and d where c, d ∈ F q .
We define an efficient algorithm for constructing quasibinary and quasi-orthogonal matrices. The algorithm is based on incident matrices from cyclic Latin Rectangles. The algorithm is very efficient since it completely avoids operations of matrix-matrix or matrix-vector multiplications. We have implemented it in several computer languages such as C, SageMath (Python) [14] and Mathematica 1 . We show several examples of these matrices. The rest of the paper is organized as follows. Section II gives some mathematical definitions and preliminaries. The main algorithm and some examples of its output are presented in Section III. Section IV concludes the paper.
II. Mathematical Preliminaries
We give here some basic definitions and mathematical preliminaries about orthogonal matrices over finite fields. Readers interested in more information about this area are referred to [13] .
Definition 1: A matrix P is binary if its elements are either 0 or 1.
Definition 2: A square nonsingular matrix P is orthogonal if P −1 = P T . Definition 3: Let P be an n × n orthogonal binary matrix, and let a = b are two nonzero elements from F q . We call the matrix P a,b obtained from P a quasi-binary quasi-orthogonal matrix if every value of 0 is replaced by a and every value of 1 is replaced by b. For the inverse matrix P T is replaced by c and every value of b is replaced by d. 
It is easy to check that P · P T = I, i.e. that P is an orthogonal binary matrix. Let us choose the following values: a = 7, b = 13 and their corresponding values c = 4 and d = 15. Then the two quasi-binary and quasiorthogonal matrices are: 
Without going deeper in the Combinatorics, we give here some basic definitions and basic propositions for Latin Rectangles and incidence matrices. Proofs of these basic properties can be found for example in [16] .
is a permutation of an n-element set X = {0, 1, . . . , n − 1}, and the elements in each column C 0 , C 1 , . . . , C n−1 appear at most once. Note that zero-indexing style is used, i.e. i, j ∈ {0, 1, . . . , n − 1}.
Definition 5: Let L = [l i,j ] k×n be a Latin Rectangle, with columns C 0 , C 1 , . . . , C n−1 . The incidence matrix of L is the n × n binary matrix M = (m i,j ) defined by the rule In Example 2, the initial permutation is R 0 = {6, 5, 4, 3, 1, 7, 0, 2}, and R 1 and R 2 are obtained with its rotation by 2 elements to the left.
III. Algorithm for Construction of Quasi-Binary and Quasi-Orthogonal Matrices
Instead of using Zhang's algorithms [13] for construction of orthogonal matrices with arbitrary dimensions n, we use the definitions and the properties of Latin Rectangles defined in the previous Section. Note that similar types of matrices defined by Latin Rectangles have been used in various cryptographic algorithms such as hash functions [4] , multivariate signature schemes [17] , and in various codes [18] , [19] , [20] .
Observation: For certain values of even n, there are values of rot and k such that the incidence matrices that correspond to the cyclic Latin Rectangles defined by Definition 6 are orthogonal.
In addition to the previous observation, we would like to add one more practical (computational efficiency) goal when designing orthogonal matrices: We are interested in cyclic Latin Rectangles that give incidence matrices that are orthogonal, with as small as possible number of rows k. By running a simple SageMath script for even n in the range {8, 10, 12, . . . , 256}, we constructed Table I for the values of (n, k, rot). The entries in that table are interpreted as follows: If the triplet (n, k, rot) is present in the table, then there is an efficient procedure for generating orthogonal binary matrices of size n × n from Table I . Triplets (n, k, rot) for which our routine can produce orthogonal binary matrices.
a cyclic Latin Rectangle with k rows, by generating one random permutation R 0 with n elements {0, 1, . . . , n − 1}, and by producing k − 1 subsequent rows with rotating R 0 by rot positions to the left. Next we use the following property of orthogonal matrices:
Proposition 3: If A and B are two orthogonal matrices then their product A · B is an orthogonal matrix.
Combining Proposition 1 and Proposition 3, it gives us a way how to construct random looking binary orthogonal matrices. For a given set of parameters (n, k, rot) from Table I we produce several random instances of binary orthogonal matrices, and we multiply them all together to produce a final result.
Example 3: The orthogonal matrix P from Example 1 is obtained as the product P = M 1 · M 2 · M 3 from the following Latin Rectangles and their corresponding incidence matrices: 1 7 4 2 0 5 1 7 4 2 0 5 3 6 4 2 0 5 3 6 1 5 6 3 1 0 7 5 6 3 1 0 7 4 2 3 1 0 7 4 2 5 
The only remaining part is to find a way how to avoid a direct classical matrix multiplication procedure, but still to construct an orthogonal matrix that is a product of two orthogonal matrices. We achieve that goal with the following Proposition: 
, for i = 0, 1, . . . n − 1, and j = 1, 2
(1) Then, the sets D (2) i , i ∈ {0, . . . , n − 1} are the support sets for the columns of the product matrix:
Proof 1: (Sketch) The correctness of relation (1) comes from Definition 5 for incidence matrices and the standard definition of matrix multiplication applied to matrices M 1 and M 2 .
We summarize all definitions, propositions and observations in the Theorem 1.
Theorem 1: Let P a,b be a quasi-binary and quasiorthogonal n × n matrix with even n over a finite field F 2 m of characteristic 2 and let P c,d is its inverse matrix i.e. P 
RandomOrthogonalBinaryMatrix Input: n, Output: A random orthogonal n × n binary matrix P.
1) For the given n find the corresponding triplet (n, k, rot) from the Table I . If the triplet is not present, Return Error 2) Initialize n sets D (0) i = {i}, i ∈ {0, . . . , n − 1} as in Proposition 4 3) For j = 1 to 6 do
for i = 0, 1, . . . n − 1 4) Set a binary matrix P of size n × n for which the sets D (6) i , i ∈ {0, . . . , n − 1} are the support sets for its columns 5) Return P. 
Proof 2:
Since n is even, we can use Proposition 2 and by multiplying the i-th row with the i-th column we have that ac+bd = 1, while when multiplying the i-th row with the j-th column (i = j) we have that bc + ad = 0. Thus we obtain the following system of two equations:
Knowing c and d we get the following solution:
Since the field is F 2 m of characteristic 2, Equation (2) follows directly. As a result of the previous analysis we designed the algorithm RandomOrthogonalBinaryMatrix(n) for generation of binary orthogonal matrices of size n × n (given in Table II ). Note that we chose 6 iterations in Step 3 of the algorithm RandomOrthogonalBinaryMatrix(n). That is an arbitrary value obtained by our concrete experiments, that achieves the average Hamming weight of the columns and rows in the produced orthogonal matrix to be distributed around n 2 . Further research is needed to analyze the possibility this number to be less than 6, and still to have a statistical distribution of the Hamming weight of the columns and rows to be around n 2 . We have implemented our algorithm in several programming languages such as C, SageMath (which is using a variant of Python) and in Mathematica. An example of the Mathematica output of a randomly generated 16 × 16 quasi-binary and quasi-orthogonal matrix is given in Figure 1 and Figure 2 . 
IV. Conclusions
We defined a new family of matrices over finite fields that we named Quasi-Binary and Quasi-Orthogonal Matrices. The reasons why we call those matrices quasi-binary are due to the fact that they have only two elements a, b ∈ F q , but those elements are not 0 and 1. The reasons why we call them quasi-orthogonal are due to the fact that their inverses are obtained not just by a simple transposition, but there is a need for an additional operation: a replacement of a and b by two other values c and d. We gave a simple relation between a, b, c and d for any finite field, in particular for a finite field with characteristic 2.
Our construction is based on incident matrices from cyclic Latin Rectangles and our algorithm is very efficient since it completely avoids operations of matrix-matrix or matrix-vector multiplications. We have implemented it in several computer languages such as C, SageMath (Python) and Mathematica.
