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1. INTRODUCTION- 
The solution of boundary-value problems by digital computer presents 
many interesting but troublesome problems. Probably the most difficult 
of these is the dimensionality-problem. This problem arises in using methods 
based upon discretizing all the independent variables. In the case of a linear 
partial differential equation with two independent variables, these methods 
require the solution of W linear algebraic equation if N + 2 points are allowed 
in each independent variable. Due to the sparseness of the matrix associated 
with this system, many efficient iterative techniques [I], [2] are now available 
to solve these equations. Nonetheless, the dimension of the system increases 
so quickly with N that the available high-speed memory is quickly exhausted. 
The first of the two methods introduced here used dynamic programming 
[3], [4] to reduce the dimension of the discretized set of equations. This is 
accomplished by working with the variational problem corresponding to the 
partial differential equation under consideration. For a linear partial dif- 
ferential equation, the variational problem is quadratic. The structure of 
this associated quadratic variational problem is such that it can be solved as a 
sequence of variational problems all of degree one less than the original 
problem. Thus, for a two-dimensional linear problem, this approach requires 
iV - 2 inversions of matrices of order N (again assuming N $ 2 points in 
each independent variable). 
Another method of avoiding the dimensionality problem is to leave one of 
the independent variables continuous, thus reducing the original partial 
differential equation to a system of ordinary differential equations. However, 
in the linear case the resulting two-point system is always difficult to solve 
due to the inherent instability of these equations. The invariant imbedding 
* This work was supported by the National Science Foundation under Grant 
No. GP-7538. 
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approach [5], I31 avoids the problem by deriving a new system of stable 
initial-value problems. The second method introduced here again uses 
dynamic programming to solve the corresponding variational problem, with 
one of the independent variables left continuous. The resulting equations 
are intimately related to those dcrivcd by invariant imbedding, but are 
computationally much easier to handle. 
The example to be used throughout will be Laplace’s equation over a 
rectangle. Both methods can be extended to include most parabolic and 
hyperbolic partial differential equations over irregular regions such as trian- 
gles, cylinders, spheres, and combinations of rectangles and ovals. 
2. SOLUTION WITH BOTH INDEPENDENT VARIABLES DISCRETE 
Laplace’s equation 
% +u -0 ml- 3 
subject to the boundary conditions 
(1) 
40,Y) = h(Y), 4h Y) = h,(Y), (2) 
is the Euler equation associated with the variational problem 
J(U) = m;ln Is, (~,a + u,“) dy dx, (3) 
where u is chosen from the class of functions with first partial derivatives 
belonging to L2 over R and satisfying (2). 
The first method replaces the x and y coordinates by N + 1 and AZ + 1 
grid points, respectively (assumed equally spaced). Thus, a discrete version 
of (3) is 
-.- uz,~-1)2 + (%j - ui-l.i)2]~ (4) 
where the values {Use}, {u,,}, (u,j}, and {u,,} are known from (2). By removing 
terms in (4) only involving boundary values, thus not changing the minimizing 
{z+}, the following more convenient form of (4) is obtained: 
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By using inner product notation and letting uR = (ear , uRp ,,.., ~~,,~-r), 
the vector matrix form of (5) is 
I(u) =r$ 5 [(Q~R 5 UR) T (TR 1 UR) T SR + (uR -. uR-l,uR uR-I)]. (6) 
a- I 
This relation defines a symmetric matrix Q, vectors yR , and scalars sR , 
namely 
Q = (q,), 
2, i=j 
where 421 = - 1, ii--j/ Z: 1 
0, otherwise 
i 
- 2uR(), i=l 
YR = [yRj]r where YRj = - 2URM, i=:M- 1 
0, otherwise 
SR = u;, - f&&f. (7) 
Thus, Q is a constant matrix while rR and sR are functions of only the bound- 
ary values. 
To solve (6), the following sequence of problems is considered. Let 
fR@) = UR,UR~,i.?.,UN-l !R [(Qut ' %l 
+ (Yi , 24) + si - (4 - ui-1 9 % - %A (8) 
where r&-r = D. Then 
fR(v) = uR,uR~j~,uN-lL(Q~~ 9 “R + ('R 9 'R) + 'R 
+ @R - k',,uR - v) + @R+I 9 uR+~) + *" 
+ SRN -k (UN - UN--~ , %I - uN-1)l 
= I~F[(QuR,uR) -i- (YR 9 UR) + SR - (*R - '3 'R -O) 
-;- YR+lrOR+p,,..,~NN-l[(PURLI 9 %+I) + ('Rfl ' 'R+l) min 
+ “’ + (t+,? - +-I, uj,T - uN-1)ll 9 
(9) 
since the minimization over URfI , nR+a ,..., uN-r can be moved past terms 
involving only nR . This is just a restatement of the principle of optimality. 
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By comparing the terms to be minimized over uR+r , us+2 ,..., uNel , with the 
definition of fR(o), it is easily seen that 
f(R@ = $$@=R ,uR) + h?, uR) + SR + (UR - 0, %R - $+fR+,(uR)k 
(10) 
with 
f?&) = @N > ‘hi) + (‘N , ‘A’) + sN + @N - v, % - O)v (11) 
and uN is known from (2). 
However, fa(v) is clearly quadratic in v. Thus, set 
fR(v) = (ARv,v) + (bR,v) + CR. (12) 
Making this substitution, the right-hand side of (10) can be differentiated 
and the minimizing us found explicitly as 
UR = [I + Q + &+11-l (v - bR+12+ ” ) . (13) 
Thus, using this value of us in (1 l), the following recurrence relations for 
AR, b,, and CR are obtained: 
AR =I - [I +& + AR+&: 
bR = [I + Q + AR+II-'@R+I + yR), 
cR = CR+1 + sR+l - [I + Q + AR+11-1 (bR+l + IR) &+I+ YR 2 ) 2 ’ 
(14) 
with initial values determines from (11) as 
A,=& 
b, = - 2u,, 
cN = ([I + 81 “N ,%) + (yN, uN) + sN - (15) 
It can easily be shown that all the matrices [I + Q + AR] are nonsingular. 
Since only the values of uR are desired, only the recurrence relations for A, 
and bR need be used. The calculation procedure is to solve (14) recursively 
until A, and b, are obtained, then u1 is found by (13) with v = u,, , the bound- 
ary value. Now (13) is solve recursively by using the stored values of AR and 
bR and the last calculated value of uR as v. Thus, the problem has been solved 
by N - 2 inversions of symmetric matrices of order M - 1. 
409/23;3-IO 
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3. SOLUTION WITH ONLY ONE IA-DEPENDENT VARIABLE DECRETE 
The second method also begins with the variational problem (3). \\‘ith only 
the y variable discretizcd, (3) becomes 
where 
%(X) = sdx>, %f(4 = gz(x>, (17) 
and MO>> and M4 are given by (2). With u = (Z+(X) ,..., u,~-~(x)), the 
vector matrix form of (16) is 
[(& u) + (y(x), u) T s(x) + (ti, ti)] dx, (18) 
thus defining symmetric matrix Q, vector Y(X), and scalar S(X) as 
I 2A-2, where 4ii = - A-2, 0, 
I 
- IA-*g,(x), 
where Yj(X) L= - 2A-2g,(x), 
0, 
s(x) = A-2[g,‘(x) + gpp(x)l. 
The Euler equation for (18) is 
Y(xj 
ii-QUZZ-, 
2 
with 
i=j 
Ii-j1 =I 
otherwise 
i=l 
i-M-1 
otherwise 
(19) 
(20) 
(21) 
Equation (20) is precisely the equation which would be obtained by 
discretizing the original equation (1) instead of the variational problem. To 
avoid the difficulties of solving (20) subject to (21), (18) can be solved by 
dynamic programming. With v = ti, consider the following problem: 
f(c, 7) = mjn ~~-, [(Qu, 4 -t- (y(x), 4 -t- 44 + (w, 41 dx, (22) 
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where u is subject to the conditions u(a - T) = c, u(a) = cr . Then, by the 
usual dynamic programming argument, for A < 1, 
f(c, T) = m;ln 
u::+A + s:-,,1 
= m$[d[(Qc, ) + ($a - T), c) + s(a - 7) + (v, v)l 
-t-f@ + VA, 7 - A) + o(d”)]. (23) 
Upon expanding f(c + CA, 7 - d) in a Taylor series to terms in A*, (23) 
yields in the limit as d + 0, 
(24) 
Upon minimizing over ZI, we obtain 
g = (Qc, c) + (Y(U - T), c) + s(u - T) - (q, 9) , (25) 
where 
grad f 
fJ=-- 
2 ’ 
Once again f(c, T) is quadratic, 
f(C, 7) = (A(T) c, c) + (b(T), c> + e(T). (27) 
‘rhe fUnctionS A(T), b(T), and e(T) are found by putting (27) into (25) and 
equating coefficients of c, thus obtaining the equations 
q E Q - A*(T), 
db(T) 
- = r(U - T) - =2(T) b(T), dT 
de(T) ‘b(T) b(T) 
-=S(U-T)-(T,+, 
dT 
a matrix Riccati equation, a vector equation, and a scalar equation. The 
initial conditions for (27) are found by considering (22) for 7 < 1 with 
Q=u(u). Then, if T=8<1, 
Cl - c c - c, 
u(x) = Cl - --j--- a + -$---- x, (29) 
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Thus, equating coefficients of c, with c, = u(a), the desired initial conditions 
are found to be 
A(S) = f , 
b(S) = - 2 q, 
e(S) = +j- W), 44). (31) 
To get the desired values of U(X), first (27) is integrated from T = 6 < 1 
to 7 = a. Then, if (27) is substituted into (26) with u(0) = c, the following 
equation is obtained: 
du(x) - = - A(a - x) u(x) - b(a - x) 
dx 2 . 
This equation is integrated from x = 0 to x = a and is an initial value pro- 
blem since u(0) is known. 
4. A GEOMETRIC INTERFWZTATION 
Geometrically, both methods are quite similar. Since the solution is a 
surface of minimum slope in the sense of Eq. (3), the imbeddings can be 
looked at as follow-s. In the first method, the functionalfs(w) determines the 
locus of vectors uR , U1l+l ,..., z+r in terms of an arbitrary vector v. However, 
for any choice of ri, the values uR , us+i ,..., uN-r will constitute a solution of 
Laplace’s equation in the truncated region (R - l/N) a < x < a. The 
boundary conditions are determined by (2) except for u[(R - l/N) ~2, r]
which is, of course, determined by the choice of c. 
It is clear that functional equation (10) relates solutions of Laplace’s 
equations as the region is varied. Recurrence relations (14) determine the 
locus of the points for an arbitrary initial condition and thus fix the shape 
of a surface of minimum slope but leave one end point undetermined. Equa- 
tion (14) fixes this end point and thus determines the values of the uu . 
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The second method can be interpreted in the same way. Here, f(c, T) 
determines a solution of Laplace’s equation for the truncated region, 
a--76x < a, with the boundary conditions determined by (2) except that 
u(a - T) = c. 
5. RESULTS 
The following simple problem was solved on an IBM 36044 digital 
computer by both methods: 
%I!, + %I, = 0, U(O,Y) = 1, 
u( 1, y) = 11(x, 0) -= 24(x, 1) = 0. (33) 
AN:4 
ON=8 
q N =I6 
l N = True Solutlon 
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TABLE I 
FIRST METIIOD 
\ IV 
yz:‘Y 4 8 16 32 __- _ - _--- True solution -- --.- - 
t1 94 0.4286 0.4311 0.4318 0.4320 0.4320 
81 a 0.1875 0.1838 0.1825 0.1822 0.1820 
31 43 4 0.0714 0.0690 0.0682 0.0680 0.0680 
3l 1 i 0.5268 0.5361 0.5393 0.5402 0.5405 
5, 1; 0.0982 0.0958 0.0956 0.0955 0.0954 
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The solutions were computed for low values of N, the number of grid points 
in each independent variable, and compared with the known solution as 
determined by the series expansion. These results are shown in Figs. 1 and 2. 
Tables 1 and 2 show the rate of convergence at some typical points. This 
type of convergence suggests the use of an extrapolation formula to determine 
more accurate values U(X, y) rather than going to higher values of LV. Results 
of this type will be presented in a future paper. 
TABLE 2 
SECOND METHOD 
4 8 16 True solution 
0.4170 0.4280 0.4309 0.4320 
0.1801 0.1817 0.1818 0.1820 
0.0680 5244 0.0680 5362 0.0680 5393 0.0680 5405
0.0946 0.0952 0.0953 0.0954 
6. DISCUSSION 
The first method requires the storage of all the past values of AR and bR . 
This is not a major problem, since they are each recalled only once. The total 
number of operations is approximately the same as if the problem had been 
done by solving the system of W equations by a block tridiagonal elimination 
procedure. However, besides reducing the dimension of the system to be 
handled at any one time, the method introduced here :.equircs the inversion 
of matrices which are not dependent on the boundary values. Thus, if these 
matrices are computed once and retained, all boundary-value problems for 
that equation and that grid size are reduced to two sequences of multiplica- 
tions. The first determines the bR and the second determines the uR . This is a 
tremendous saving of time over other methods. 
The second method requires the storage of A(T) and b(7) over the whole 
T interval. An alternative is to use A(a) and b(a) in (32) just to get u(0). Then 
(20) is an initial-value problem. However, depending on the grid size and the 
value of a, the instability of this equation may be a serious problem. The 
invariant imbedding approach to this problem yields a Riccati equation 
whose solution is the inverse of the solution of the Riccati equation derived 
above. The advantage of the method introduced here is that while it also 
yields stable initial-value problems, it avoids the inversion of a matrix. This 
inversion is necessary in the invariant imbedding approach to obtain the initial 
conditions for the equation corresponding to (32). 
These methods can easily he extended to include irregular regions such as 
triangles, cylinders, spheres, cones, and combinations of rectangles. 117th t]JC! 
first method, this is extremely easy to do since a change in the boundary 
results is onlv a change in the dimension of the vector uR , while leaving the 
recurrence relations unchanged. Kcsults of this nature will be presented 
subsequently. 
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