Keywords: Downscaling Disaggregation Sub-daily rainfall Extreme rainfall Temperature scaling Generalised additive model s u m m a r y This paper describes an algorithm for disaggregating daily rainfall into sub-daily rainfall 'fragments' (fineresolution rainfall sequences) under a future, warmer climate. The algorithm uses a combined generalised additive model (GAM) and method of fragments (MoFs) framework to resample sub-daily rainfall fragments from the historical record conditional on daily rainfall amount and a range of atmospheric covariates. The rationale is that as the atmosphere warms, future rainfall patterns will be more reflective of historical rainfall patterns corresponding to warmer days at the same location, or to locations which have an atmospheric profile more reflective of expected future climate.
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Introduction
Understanding likely changes to rainfall patterns resulting from anthropogenic emissions of greenhouse gases remains an important and continuing area of research, both for scientific reasons to better constrain expected changes to the global hydrological cycle, and due to the immense societal implications of any shift in rainfall intensity or frequency (Bates et al., 2008; IPCC, 2011) . Much of this research has focused on daily or longer-scale precipitation changes, due in large part to the availability of high-quality global land-surface precipitation datasets (Gleason et al., 2002; Klein Tank and Wijngaard, 2002; Peterson et al., 1997) to facilitate research on historical precipitation changes (e.g. Alexander et al., 2006; IPCC, 2011) . Furthermore, there is now widespread availability of daily global climate model output as part of the CMIP3 and CMIP5 archives, which have been used to understand possible future changes to rainfall as the atmosphere continues to warm (Allan and Soden, 2008; Allan et al., 2010; Trenberth, 2011) .
Despite this, it is recognised that many of the physical processes of rainfall operate at much finer timescales, and that changes at the finest timescales may not be properly captured by daily total rainfall amounts. For example, it is well known that the evolution of individual convective systems occurs over timescales of hours or less, with these systems often being responsible for the highestintensity rainfall (Wallace and Hobbs, 2006) . Furthermore, although rainfall is almost always caused by the upward motion of air (Trenberth et al., 2003) , the mechanisms which drive this upward motion are diverse and vary significantly over the course of a single day (Evans and Westra, 2012) , with no a priori reason for suggesting that each of these mechanisms would change in the same manner in a future climate.
One important line of evidence in this area concerns investigations into the scaling relationship between rainfall and temperature, using historical sub-daily rainfall and atmospheric temperature data in Europe, Australia and Japan Haerter et al., 2010;  0022-1694/$ -see front matter Crown Copyright Ó 2012 Published by Elsevier B.V. All rights reserved. http://dx.doi.org/10.1016/j.jhydrol.2012.11.033 Hardwick-Jones et al., 2010; Lenderink and van Meijgaard, 2008; Lenderink et al., 2011; Utsumi et al., 2011) . The basic hypothesis being tested by all these studies is that extreme rainfall will scale at a rate proportional to the moisture holding capacity of the atmosphere, which increases by about 7% per degree as governed by the Clausius-Clapeyron (C-C) relationship (Trenberth, 2011; Trenberth et al., 2003) . The general conclusions of these and other studies suggest that the true scaling relationship is much more complex than is implied by this simple thermodynamic relationship, however, with research showing that the scaling is affected by:
(1) the extremity (or recurrence interval) of the rainfall event, with more extreme rainfall typically exhibiting greater scaling with temperature compared with less extreme events; (2) the duration of the rainfall event, with hourly or sub-hourly rainfall bursts exhibiting higher scaling compared with daily rainfall; (3) the atmospheric temperature, with Lenderink and van Meijgaard (2008) finding C-C scaling at temperatures below 12°C, and double C-C scaling at greater temperatures in The Netherlands, whereas Hardwick-Jones et al. (2010) showed negative scaling at temperatures above about 26°C in Australia; and (4) access to atmospheric moisture, with Hardwick-Jones et al.
(2010) suggesting the decline above 26°C was likely to be attributed to insufficient moisture availability at these temperatures.
Furthermore Berg et al. (2009) and Haerter and Berg (2009) hypothesise that rather than being driven purely by thermodynamic constraints, the change in rainfall intensity with temperature might be due to changes in rainfall type, shifting from largescale synoptic systems in winter through to localised convective activity in summer.
Despite all this complexity, a consistent result between these studies is that the scaling between near-surface atmospheric temperature and sub-hourly rainfall appears to be much greater than for daily rainfall, highlighting that many of the expected changes in the future might also occur at these shorter timescales. In particular, different scaling rates at different timescales would result in a shift in the temporal distribution of rainfall, from lower-intensity rainfall occurring over longer periods throughout the day to higher-intensity rainfall occurring over shorter periods (Trenberth, 2011) , even under the hypothetical situation in which daily total rainfall remains constant.
Although the presence of a scaling relationship in the historical data does not necessary imply such changes will continue into the future, several preliminary analyses of extreme rainfall trends during the late 20th and early 21st centuries also show much stronger increases at hourly or sub-hourly timescales compared with daily timescales (Jakob et al., 2011; Lenderink et al., 2011; Westra and Sisson, 2011) . Dynamical modelling of changes to short-duration rainfall extremes has been limited due to the difficulties in resolving the physical processes associated with convection, although two recent studies using cloud resolving models show increases in line with the C-C rate (Muller et al., 2011; Romps, 2011) . It should be noted, however, that results from both these studies are based on an idealised situation over an increased sea surface temperature field, and thus may not reflect changes to continental areas with limited moisture availability such as in Australia.
In this paper we propose a statistical downscaling algorithm which is capable of yielding continuous rainfall sequences down to the resolution of the observational network (6 min in the case of the Australian example described here). The final algorithm aims to combine daily downscaling outputs which can be generated using a range of downscaling techniques (e.g. Charles et al., 1999a Charles et al., , 1999b Fowler et al., 2007; Sharma, 2006, 2007; Semenov and Barrow, 1997; Semenov and Stratonovitch, 2010) with a daily to sub-daily rainfall disaggregation algorithm that accounts for changes in future rainfall patterns. As daily downscaling of precipitation is by now a reasonably mature field and since the proposed algorithm can be coupled with a large variety of statistical and/or dynamical daily downscaling algorithms, this paper describes the disaggregation component only.
The remainder of this paper is structured as follows. In the following section we describe the data used for the study, including both the observational sub-daily rainfall record as well as the atmospheric predictors used for defining 'atmospheric state'. In Section 3, we present the algorithm used for understanding the daily to sub-daily rainfall scaling, commencing with the generalised additive model approach for identifying 'similar' days of record in terms of atmospheric state, followed by a description of the method of fragments algorithm which is used to re-sample historical rain days which have a similar atmospheric state compared to what might be expected in the future. Section 4 then contains the results, including several analyses directed at evaluating the capacity of the model to provide plausible projections of future sub-daily rainfall, as well as a sensitivity study to describe the likely changes to sub-daily rainfall as the atmosphere warms. Finally, a discussion and conclusions are provided in Section 5.
Data

Sub-daily rainfall
The continuous sub-daily rainfall data used for this study was obtained from the Australian Bureau of Meteorology (http:// www.bom.gov.au), which maintains digitised records of sub-daily rainfall gauges throughout Australia at resolutions of 6 min. For this study we focus on a subset of nine gauges from this larger record, with each of these gauges having near-continuous records over the period from 1979 through to 2006. This period has been selected to ensure consistency with the reanalysis data described later.
The gauge locations are summarised in Table 1 and Fig. 1 , and these stations represent a wide range of climate zones, ranging from a tropical climate in the northern parts of Australia (and in particular Cairns and Darwin), through to mid-latitude and higher latitude climates further south. The diversity of climates can be seen when looking at the seasonal cycle of precipitation amounts and intensity, shown in Fig. 2 . Both in terms of rainfall amounts and intensity per wet day, the two tropical stations of Darwin and Cairns are clearly summer-dominated, with the majority of rainfall occurring in the summer half year from approximately November through to April. Brisbane, which is the third-most northerly station, is also summer dominated although proportionally more rain falls in the winter months compared with the more northerly stations. In contrast, Perth and Adelaide have climates which are winter dominated, with most of the rain falling during the period from May through to October. Interestingly, the seasonal cycle of rainfall intensity per wet day is less pronounced, particularly for Adelaide. Both regions derive most of their rainfall from mid-latitude storm tracks during these winter months, with the summer usually dominated by drier northerly air masses. Finally, the remaining stations do not show a strong seasonal cycle, although the total intensity per wet day declines progressively with latitude from Sydney through to Hobart.
Atmospheric predictors
At each gauge location, a range of atmospheric variables were extracted using the NCEP Climate Forecast System Reanalysis (CFSR) product, which is detailed at length in Saha et al. (2010) . The data is available from 1979 to present, at a grid spacing of 0.5°Â 0.5°longitude and latitude. The data was downloaded at an hourly temporal resolution, and was originally produced through a combination of short forecasts (the guess field), modified by assimilating new observations every 6 h.
The increased spatial and temporal resolution of this new reanalysis product allows for the extraction of information at sub-daily timescales which might be useful for understanding the relationship between daily and sub-daily rainfall. The variables selected for analysis are summarised in Table 2 , and include various variables measuring temperature at 2 m above the land surface as well as three levels in the atmosphere, a number of variables reflecting moisture availability in the atmosphere (relative humidity and dew point depression), mean sea level pressure, and variables reflecting wind strength and direction. These variables include the predictor variables used by Beuchat et al. (2011) together with a range of additional variables commonly used in statistical downscaling (Fowler et al., 2007) . These variables embody both the thermodynamics and dynamics of the lower atmosphere, and hence provide information on processes that may trigger and/ or sustain precipitation. Furthermore, these variables have been used successfully in past applications (see Mehrotra and Sharma, 2010) and exhibit a reasonable level of consistency across GCMs in future climate simulations (Johnson and Sharma, 2009 ).
Methodology
Overview of the GAM-MoF algorithm
This paper describes a new generalised additive model-method of fragments (GAM-MoFs) technique for simulating the full temporal distribution of sub-daily rainfall conditional on daily rainfall amount and a set of atmospheric covariates described in Table 2 . The algorithm can be viewed as an 'analogues' technique in which days in the historical record are sampled with an atmospheric state that is identified as being 'similar' to a projected future atmospheric state. A schematic of the algorithm is shown in Fig. 3 , and comprises the following four steps:
Step 1: Using historical sub-daily precipitation data, a number of metrics are defined which describe the daily to sub-daily scaling behaviour for each day of record. We use the same metrics that were identified in Westra et al. (2012) , and which comprise the fraction of daily rainfall occurring in the maximum 6 min and 1 h storm bursts (calculated by dividing the depth of rainfall occurring in the most intense 6 min or contiguous 1 h storm bursts by the total daily rainfall depth for that day), as well as the fraction of the day with no rainfall (calculated by counting the number of 6 min increments with no rainfall and dividing by the total number of 6 min increments; i.e. 240). These scaling metrics were selected as part of the development of a daily to sub-daily rainfall disaggregation algorithm described in Westra et al.(2012) based on the finding that they captured a large part of the information on the scaling relationship between daily and fine time-scale rainfall, and the reader is referred to that paper for more information. Only wet days are considered in the analysis, and are defined based on a threshold of 1 mm, with the study by Westra et al. (2012) showing limited sensitivity to this threshold.
Step 2: A GAM was fitted between daily rainfall and various other atmospheric covariates described in Table 2 as the predictor variables, and the daily to sub-daily scaling metrics identified in Step 1 as the response. The GAM is used to identify the atmospheric covariates which have the greatest influence on the sub-daily temporal pattern, and more details on the GAM methodology is provided in Section 3.2.
Step 3: Having trained and tested the GAM using historical data, it is possible to apply the model using atmospheric covariates which are representative of a future climate. In this study we only provide a sensitivity analysis in which we change atmospheric temperature while holding the remaining atmospheric variables constant, however it is conceptually straight forward to couple the algorithm to a variety of dynamical or statistical models which provide information on future rainfall at the daily timescale. Such an algorithm provides information on the scaling metrics directly, but will not provide information on the full temporal distribution of rainfall.
Step 4: To derive the full sub-daily rainfall temporal pattern, the final step is to use the MoF logic to identify days in the historical record which have a 'similar' atmospheric state to those projected to occur in the future, and sample the historical temporal pattern from one of those days. This is described further in Section 3.3.
Description of the GAM methodology
A GAM-based modelling framework was adopted as it enables the simulation of linear and non-linear relationships between the predictor and response variables together with variable interactions, and is capable of simulating factor variables as well as continuous variables as part of the same modelling framework.
Generalised additive models were first developed by (Hastie and Tibshirani, 1986; Hastie and Tibshirani, 1990) , and a textbook length treatment is provided in Wood (2006) . The latter reference was used as the basis for the analysis of this paper, and the R software package [http://www.r-project.org] mgcv was used for the implementation of the GAM. The benefits of GAMs are that they provide a flexible modelling structure which allows the response variable to depend on a sum of smooth functions of predictor variables, while also allowing the distribution of the response variable to be represented by any distribution from the exponential family. The general expression for a GAM is given as (Wood, 2006) :
Here X Ã represents the model matrix of parametric components, h is the parameter vector, and the f j are smooth functions of covariates x. Thus this modelling framework allows for the simulation of linear components as well as smooth functions, and by specifying smoothing functions in more than one dimension such as f 3 (x 3 , x 4 ) in the equation above, interactions between covariates can be simulated. Factor variables, in which the variables are grouped into different levels such as by rainfall gauge location, can also be accommodated into the model by using dummy indicator variables within the linear component of the model.
The GAM framework provides some important advantages for the application proposed in this paper. For example, one of the response variables (the 6 min burst) has a highly skewed distribution, with a lower bound of 1/240 = 0.00417 and an upper bound of 1. The application of a logarithmic transform to this data yields an approximately Gaussian distribution. Likewise when considering the predictor variables, we wish to model factor variables (e.g. individual stations), continuously distributed variables (e.g. sea level pressure), lower bounded variables (e.g. daily total rainfall, wind strength), lower and upper bounded variables (e.g. relative humidity), while potentially also considering the interactions between them. Furthermore, the relationship between predictor and response may or may not be linear; for example using the day of the year as a predictor variable to model seasonality of each of the response variables, the days at the beginning and end of the year are likely to be more similar to those days in the middle of the year. Specific issues related to the formulation of individual variables are described where relevant in later sections of this paper.
The significant advantages in flexibility are tempered somewhat by the difficulty in model selection. This can relate to the choice of smoothing function, the decision on which predictor variables to retain, and other aspects of model selection such as the specification of the probability distribution or link function, each of which can have some bearing on the predictions derived from the model. The results in this paper address this issue in two ways: firstly through inspection of various diagnostic plots summarised in more detail below to ensure that the modelling assumptions are met; and secondly through trialing a range of different predictor selection methods and smoothing functions and evaluating whether the general conclusions described in this paper are sensitive to specific model setup.
Following the suggestion of Wood (2006) , for most of this paper we use tensor product smoothing functions as the basis for estimating the smooths in one or more dimensions. The reason for this selection is that most other smooths assume isotropy of the 'wiggliness' penalty (which determines how smooth the fitted model becomes), which means that wiggliness in all dimensions is treated the same and thus does not account for the potentially different properties of each of the covariates. In particular, a limitation of the isotropic assumption for the present study is that many of the variables are in different units and represent different quantities (e.g. atmospheric temperature and daily total rainfall), so that treating the wiggliness penalty the same in all dimensions does not have any physical justification.
For predictor selection we have applied a ridge penalty to the smoothing term, which means that the term can be shrunk to zero (i.e. the smooth returns to a linear model). The benefit is that the model strongly penalises complexity, such that non-linear terms are not introduced without sufficient support from the data. Finally, smoothing parameters are estimated automatically using a generalised cross-validation criterion to prevent over-fitting of the smooths.
A range of diagnostics was used to evaluate the fit of the model, including quantile-quantile plots, residuals vs. linear predictor, and response vs. fitted values. These diagnostics are not shown in this paper due to the large number of plots, but were checked for all the fitted models described below using the framework recommended by Wood (2006) . In the case of the fraction of rainfall in the maximum 6 min storm burst as the response variable, the best model was in fact a Gaussian model with an identity link function, but applied to the natural logarithm of the response. A disadvantage of this structure is that the response variable and all the associated diagnostics are now available as a non-linear function of the variable of interest. Only a slight deterioration (in terms of a Fig. 3 . Schematic diagram of the GAM-MoF algorithm, with the sub-daily temporal patterns going from constant rainfall occurring over the full day (pattern 1) through to high intensity rainfall occurring over only a small portion of the day (pattern 3). It is hypothesised that a warmer atmosphere will lead to a progression from pattern 1 to pattern 3, and the GAM-MoF algorithm will therefore increasingly sample from such days as the atmosphere warms. Steps 1 to 4 relate to the steps described in Section 3.1.
slightly non-linear q-q plot) was noted when using the original (untransformed) response with a Gamma model and log link function. This choice was therefore used for most of the remainder of this paper.
In all the analyses described in Section 4, the sensitivity of the model results to the choice of GAM setup was evaluated, including using the log-transformed maximum 6 min storm burst as described in the previous paragraph, as well as different choices of smooths. The sensitivity was generally found to be low, and although changes to the absolute values of some of the results were sometimes noted, the primary conclusions of this paper were robust to the modelling setup. Interestingly, as was also noted in Westra et al. (2012) , the modelling framework was robust to the metric used for daily to sub-daily scaling. In particular, the results using the 6 min rainfall burst were consistent with the those using the maximum 1 h rainfall burst, although the GAM diagnostics on this latter metric showed poorer model fits, due to the large fraction of days with 100% of the daily rainfall falling within the maximum 1 h burst (since the probability that all the daily rainfall occurs within a storm burst increases as the length of that storm burst increases). The results were also similar using the fraction of the day with no rainfall.
Method of fragments algorithm
A limitation of the GAM framework is that each model only includes a single response variable, with most of the analyses in this paper focusing on the fraction of rainfall occurring in the maximum 6 min storm burst. To derive the full temporal distribution of sub-daily rainfall, we couple this algorithm to a MoF algorithm which was developed under historical climate assumptions by Mehrotra et al. (2012) and Westra et al. (2012) . In the version presented here, the algorithm works by searching through the historical record for days which have 'similar' or 'analogous' atmospheric states to what we might expect under a future climate (e.g. similar temperature, relative humidity, and so on), and then re-samples the sub-daily rainfall patterns from such a day.
The atmospheric covariates used are those derived using the GAM model, and as will be shown in Section 4, these covariates are able to explain much of the daily to sub-daily rainfall scaling relationship. In this paper we demonstrate the application of the algorithm via a sensitivity analysis in which we perturb the historical atmospheric state by modifying the atmospheric temperature while holding other variables constant. We focus on sampling sub-daily rainfall 'fragments' from the same location, however we note that it would be straight forward to generalise the algorithm to also take fragments from physiographically 'nearby' stations, or even stations which are more distant but considered to be climatologically analogous to the location of interest under a future climate.
In the context of this sensitivity analysis, the algorithm uses the GAM framework described above as the basis for re-sampling as follows:
(1) For all wet days in the historical record, store the values of each of the atmospheric covariates based on the reanalysis data, and for each of these days use the fitted GAM to predict one of the measures of daily to sub-daily scaling such as the fraction of daily rainfall occurring in the maximum 6 min burst. (2) Say we wish to simulate a series with an increase of 1°C atmospheric temperature. Then for a given wet day of interest, use the GAM to predict the daily to sub-daily measure using the atmospheric variables for that day, but with the temperature variables increased by 1°C.
(3) Using the predicted daily to sub-daily measure in step (2), rank all the days in step (1) by proximity to this measure.
Then for a deterministic model select the 'fragment' from the lowest ranked day, or for a stochastic model select the low ranked days randomly, with the highest probability given to the lowest ranked station (see Eq. (2) in Westra et al., 2012) .
Ideally the result of this algorithm would reflect a day with atmospheric predictors that are identical to those of the day of interest, except that the atmospheric temperature would be 1°C warmer. Because of a finite historical record, it is unlikely that there will be a day on record with exactly the same atmospheric covariates as the day of interest. The use of the GAM-based framework above allows for a sensible evaluation of the trade-off between different covariates, depending on the comparative influence of each atmospheric covariate on the daily to sub-daily scaling. For example, if the fitted GAM gives a strong relationship between the daily to sub-daily scaling metric and temperature, but a weak relationship with, say, geopotential height, then the algorithm above would aim to find days with similar temperature but potentially different geopotential heights as a basis for sampling.
Results
Investigating the influence of atmospheric temperature on daily to sub-daily scaling metrics
As highlighted in the introduction, the influence of atmospheric temperature on the scaling relationship between daily and finer time-scale rainfall has been the focus of a significant recent research effort, and provides a natural starting point for this analysis. In particular the scaling relationship between atmospheric temperature and short-duration rainfall implies that our daily to sub-daily scaling metrics should scale in proportion to the near-surface temperature of the atmosphere (Hardwick-Jones et al., 2010; Lenderink and van Meijgaard, 2008; Lenderink et al., 2011; Utsumi et al., 2011) , and thus we start by examining the relationship to this covariate.
We commence by examining the impact of seasonality on three measures of daily to sub-daily scaling: the fraction of daily total rainfall occurring in the maximum 6 min and 1 h storm bursts, and the fraction of each wet day with no rainfall. The emphasis on the seasonal cycle of these response variables is because if a relationship between the daily to sub-daily scaling and temperature does indeed exist, then it should come through clearly as seasonal variability, particularly in the higher latitude regions in Australia where temperature varies strongly by season.
To account for this seasonal relationship, each daily to sub-daily scaling measure was regressed against day of year (i.e. the series from 1 to 365/366). The results are shown in Fig. 4 for all cases where the predictor 'day of year' was significant. The few stations where this predictor was not significant included Adelaide across each of the daily to sub-daily scaling measures, and Melbourne and Hobart just for the fraction of day with no rainfall. In the case of Adelaide, the lack of significance may be due to the very limited rainfall occurring in the summer months, making it difficult to evaluate the effects of the seasonal cycle on the scaling relationship. In the case of Melbourne and Hobart, it is less clear why the seasonal cycle could not be detected. The seasonal cycle for the other measures (fraction of rain falling in the 1 h storm burst and fraction of day with no rainfall) also was less pronounced at these two stations compared with other locations, indicating that the seasonal cycle at these locations has a generally lower influence on daily to sub-daily scaling.
For all the stations where a statistically significant seasonal cycle could be detected (defined as the predictor 'day of year' having a p value of 0.05 or less, although in almost all cases p ( 0.01), the seasonal cycle typically progressed from a maximum in the summer months to a minimum in the winter months. The relationships were not only statistically significant but also practically important, with many of the stations showing seasonal variations of up to 50% or more from the seasonal minima to the seasonal maxima in each of the metrics. The direction of change for each of the three measures was also consistent: during the times of the year with warmer temperatures, the amount of rain falling as shorter and more intense storm bursts increases, and this is accompanied by an increase in the length of dry periods. The exception to this result was for Darwin, which had the maximum for each of the metrics in the winter months, however these results should be viewed in light of the highly seasonal nature of rain at this location as shown in Fig. 2 , with almost all the rain falling in the summer half year. Furthermore, compared to the seasonal cycle of rainfall, there is a very limited seasonal cycle for temperature at this location, with the average daily temperature of 33.3°C in November and 30.5°C in July (http://www.bom.gov.au). Therefore, combined with the case of Adelaide for which the seasonal cycle was not significant, it is likely that using seasonality as the basis for evaluating the implications of atmospheric temperature is only robust in cases where the precipitation itself occurs across all the seasons.
To what extent does atmospheric temperature provide a surrogate measure for these effects? We answer this question by regressing the fraction of rain falling in the maximum 6 min burst against both the day of year and the maximum 2 m near-surface temperature, to see whether the results in Fig. 4 can be accounted for by temperature. The other measures of daily to sub-daily scaling were also evaluated and found to be consistent; furthermore other metrics of surface temperature (e.g. average daily surface temperature) were considered and once again led to similar results.
The results are shown in Fig. 5 , presented as a contour plot for each station, with the contours representing the fraction of daily rainfall in the maximum 6 min storm burst. In almost all cases the results show much stronger gradients in the direction of temperature, and smaller gradients in the direction of the day of year, highlighting that most of the seasonal variation in the daily to sub-daily scaling is accounted for by the single metric of daily temperature.
These results are consistent with the results of Beuchat et al. (2011) , who also found that seasonality could be accounted for by regressing against a range of atmospheric covariates including temperature. In the case of Sydney, Brisbane and Hobart the seasonal cycle after correcting for temperature differences has been almost entirely eliminated. In the case of Perth and Melbourne, the corrected seasonal cycle becomes somewhat obscured and no longer clearly interpretable, with the maxima in both locations conditional to a constant temperature occurring around day 250 (September) and a local maxima for Perth around April, whereas for Melbourne the fraction of rainfall occurring as the maximum 6 min burst is similar in both mid-winter and mid-summer. Similarly, Canberra shows its minima in late spring, which no longer reflects the seasonality shown in Fig. 4 . Once again since the day of year was not significant for Adelaide, the results for Adelaide were not shown here. The only two locations which still have a seasonal cycle are the tropical locations of Darwin and Cairns, which as discussed earlier are highly seasonal and do not have significant rain falling in the winter months. Interestingly for the case of Cairns, the impact of the seasonal cycle conditional to a constant atmospheric temperature now shows a higher fraction of rain falling in the maximum 6 min burst during winter, which is the reverse of what was shown in Fig. 4 . These results support the hypothesis which forms the basis for this paper: namely that information on atmospheric temperature (and, later, other atmospheric variables) can be used to infer the likely scaling properties between daily and sub-daily precipitation. In particular, despite the diversity of precipitation generating mechanisms which occur during the course of a year (Evans and Westra, 2012) , much of the information important to disaggregating daily rainfall is contained within the single predictor of atmospheric temperature. This suggests that a similar logic might also be useful for inference about changes in the daily to sub-daily scaling relationship as the temperature warms under a future climate.
To further test this hypothesis, we examine the extent to which the different daily to sub-daily rainfall scaling relationships at each location can be accounted for by atmospheric temperature. This is done by setting up a GAM as a function of three predictors: the station (represented as a factor variable in the model), the maximum daily temperature, and the daily total rainfall amount. This latter predictor was included because of the significant difference in total daily rainfall between the different stations, and the fact that the proportion of rain falling in the maximum 6 min storm burst itself varies with daily rainfall . The results are then presented: (a) conditional to the maximum daily temperature averaged at each station; and (b) conditional to the maximum daily temperature averaged across all the stations. The daily rainfall was held at its average value across all stations to eliminate the effect of variability in this predictor on the results. The results are shown in Fig. 6 together with error bars representing ± two standard errors from the point estimate. As can be seen, the upper panel, which represents the results conditional to 20°C; lower panel), the results show a much more consistent predicted response, with most of the point estimates being within the confidence intervals of the other locations. Furthermore, the change in the scaling relationship no longer shows any obvious relationship with latitude, with Hobart still having the lowest scaling relationship but with Cairns showing the second lowest, whereas Perth has the highest scaling relationship. The convergence in the daily to sub-daily rainfall scaling relationships by conditioning on the same atmospheric temperature at each location is remarkable, given the distinct climatology and seasonality of each region, and once again adds support to the hypothesis that much of the information on daily to subdaily scaling relationships can be accounted for by a small subset of atmospheric predictors.
Effect of incorporating additional atmospheric predictors in the model
In the previous section it was shown that much of the variability between seasons and stations can be accounted for by a single predictor representing atmospheric temperature. However, as suggested by other studies (Hardwick-Jones et al., 2010; Utsumi et al., 2011) , a range of atmospheric covariates such as the availability of atmospheric moisture may also play an important role, and thus a more complete analysis is now provided.
The flexibility of the GAM framework enables the formulation of a large number of plausible models, and a diversity of predictor selection techniques exist for identifying statistically significant covariates. In this study we use two predictor selection techniques to obtain two different predictor sets, and evaluate the sensitivity of our results to the predictor selection approach. The first technique is backwards selection, in which we begin with the full model and remove the least significant predictor (measured by the predictor's p value). The model is then refitted with all the remaining predictors, and the process of removing predictors is repeated until all predictors have a p value <0.05. The second technique is available as part of the mgcv R statistical package, and uses the restricted maximum likelihood approach (REML) described in Wood (2006) , which accounts for biases in the variance parameters as the number of model parameters increases.
The results are summarised in Table 3 . In addition to comparing the results of two predictor selection approaches, we use three 'pools' of covariates for the model. The first pool includes only the daily rainfall total, and the model was fitted using this covariate to provide a 'benchmark' level of model performance. The reason for commencing with this covariate is that the daily to subdaily rainfall scaling is known to co-vary with the total daily rainfall amount , and the inclusion of this predictor in all the models will ensure that emphasis is placed on the model improvement after accounting for daily rainfall. The second pool of predictors uses all the atmospheric temperature covariates to evaluate the influence of atmospheric temperature on daily to sub-daily rainfall scaling. The final pool uses all the available atmospheric predictors.
The model was fitted using tensor product smooths based on thin plate smoothing splines. It is noted that all the models shown in Table 3 only consider the additive effects of each of the predictors, such that their interactions were not simulated. The reason for this was largely computational, since simulating the interactions of more than five predictors resulted in significant computer memory limitations. To ensure that this assumption did not significantly impact on our results, for several of the stations analysed we continued with our backwards predictor selection by excluding all variables with a stricter threshold p value of 0.001, resulting in five or less predictors. We then fitted the joint model using the multivariate tensor product smooth, and found that this did not substantially improve the model performance, or result in different conclusions to those presented later in this paper. Therefore focusing on the additive effects of each predictor appears to be reasonable.
Finally we summarise our model performance using the adjusted R 2 (with the adjustment accounting for the effective degrees of freedom of the model), and the proportion deviance explained is a generalisation of the R 2 statistic. These statistics are also provided in Table 3 , and a large improvement in model performance can be observed by going from the daily rainfall-only model to the model which includes all the temperature covariates, while moving from the temperature-only covariates to the full model yields a much smaller improvement. Although the question of the 'optimal' predictor selection approach can be refined further, in this paper we take the approach of retaining the multiple models, and evaluating the sensitivity of model predictions to the individual model specification.
GAM-MoF model evaluation
In the previous sections we fitted the GAM model to a range of atmospheric covariates, and showed that these covariates are able to account for a significant portion of the information on daily to sub-daily scaling of rainfall. We now use the fitted GAM as the basis for applying the MoF algorithm given in Section 3.3 in generating the full sub-daily temporal pattern conditional on historical atmospheric state. We evaluate the performance of this model by generating the full sub-daily temporal pattern of rainfall for each day by using the historical (reanalysis) data on atmospheric covariates for each wet day, and sampling the sub-daily rainfall pattern from the next most similar day in terms of those covariates. For example we might be interested in the sub-daily rainfall pattern on the 3rd of February 1979 at a particular location. We then use the GAM to identify the similarity between that day and all the other days over the historical record, and we might find that the next most similar day (in terms of the atmospheric temperature, relative humidity, sea level pressure and so on) was the 23rd of December 2000. We then sample from this day, and repeat the analysis for all remaining days of the record.
We conducted this analysis for each location, using the models obtained after conducting backward selection as summarised in Table 3 . The results are provided in Table 4 , for a range of scales of aggregation from 6 min through to 12 h. The data is presented conditional to total daily rainfall, and therefore results at longer time-scales will be identical to the historical record by construction. The results are presented for the median of both the historical and simulated data, and are generally in good agreement. Results for the 5% and 95%iles were also evaluated (not shown), and were found to be similar, indicating that the model is capable of reproducing the historical sub-daily rainfall patterns at each location conditional to the atmospheric covariates being sufficiently similar.
Evaluating the sensitivity to changes in atmospheric temperature
We now test the implications of changing the temperaturebased covariates identified above to understand the sensitivity of the scaling relationship. We focus on the relationship between the daily rainfall and the fraction of rain falling in the maximum 6 min storm burst, and evaluate the sensitivity to the covariates by increasing each of the atmospheric temperature variables by a specified amount while holding all other variables constant.
The results are summarised in Table 5 for all three models, and Figs. 7 and 8 for the temperature-only model and the full model using the mgcv predictor selection algorithm, respectively. The results are provided both for the GAM-only model, in which the value of the covariate is obtained directly from the model, and from Table 3 Predictor selection using a generalised additive model with tensor product splines as the smoothing function. Predictor selection was conducted separately for each station, using the fraction of daily total rain falling in the maximum 6 min burst as the response variable. Backward selection was used for variable selection, with three pools of variables: daily rainfall only (serving as the 'benchmark' for comparison purposes), daily rainfall and atmospheric temperature variables only, and all variables. The following covariate pools were used: A (daily rainfall only), B (temperature variables and daily rainfall only, using backwards selection), C (all variables, using backwards predictor selection) and D (all variables, using mgcv algorithm with REML for predictor selection). Station the GAM-MoF model, in which the GAM model is used to identify 'similar' days over the historical record, and one of those days is selected for resampling. In the latter case the metrics (fraction of rainfall occurring in the maximum 6 min and 1 h storm bursts, and the fraction of the day with no rainfall) are then re-calculated from this full sub-daily temporal distribution. Referring firstly to the temperature-only covariates using the GAM-only model, there was an increase in the fraction of rainfall occurring in the maximum 6 min burst by between 2% (Melbourne) and 8% (Cairns) per degree change in atmospheric temperature, with a mean of 5% across all the stations. This implies a corresponding decrease in the rainfall occurring throughout the rest of the day, expressed either as a lower rainfall intensity during the remainder of the day or as a greater proportion of the day being dry. Comparing these results with those using the full GAM-MoF model for the 6 min rainfall, the results are fairly comparable, although the GAM-MoF scaling is slightly less sensitive to temperature compared with the GAM-only scaling. For example, the mean sensitivity was found to be 4.1% using only the temperature covariates compared with 5% using the GAM directly. Similar results can be observed by comparing Fig. 7b with Fig. 7a , with the absolute magnitude of the scaling being slightly lower, but the stations which show higher (lower) scaling for the GAM also show higher (lower) scaling for the GAM-MoF approach.
These results can be contrasted to the results using the complete pool of predictors listed in Table 2 . We again test the sensitivity of changes to atmospheric temperature, but this time hold the remaining variables at their mean values. This yields a substantial increase in the percentage change in rainfall occurring in the maximum 6 min burst across all stations, with the backwards selection algorithm for the GAM-only model showing a mean/median increase of 13.4%/9.0% per degree, respectively, while the mgcv predictor selection algorithm gives increases of 9.5%/11.0%. This is approximately double the case for the temperature only predictor, Table 4 Validation statistics for the fraction of rain falling in the maximum 6 min, 1 h, 3 h and 12 h storm bursts, as well as the fraction of the day with no rainfall. The left figure represents the median of the observed data, and the right figure (in parentheses) represents the median of the simulated data. Table 5 Percentage change in three attributes of daily to sub-daily rainfall scaling: fraction of rain falling in the maximum 6 min and 1 h bursts, and fraction of day with no rainfall, all represented per degree of atmospheric warming. The change in attributes were evaluated both using the output directly from the GAM, and using a modified method of fragments approach to generate more complete daily to sub-daily rainfall statistics. The models based on the covariate pools described in Table 3 were used to evaluate sensitivity of model selection. and highlights that even though the improvement of model performance as indicated by the adjusted R 2 statistic or deviance statistic in Table 3 is relatively small, the impacts on model predictions can be significant. In addition to an increase in the average across all stations, the range of results between stations also increased dramatically, ranging from À6% in Canberra to +38% in Adelaide. Considering the remaining metrics using the GAM-MoF algorithm, the fraction of rain falling in the maximum 1 h burst has a scaling which is about two thirds the scaling for the maximum 6 min burst, while fraction of day with no rainfall only increases by about 1.5% per degree change in temperature for the temperature-only covariates, and 3.1%/2.4% for the backwards selection and mgcv predictor selection approaches, respectively. This suggests that although the full distribution of sub-daily rainfall is expected to change as a result of anthropogenic climate change, the greatest sensitivity is for the intensity of rainfall over very short timescales.
Station
The decrease of 3% and 6% per degree for the backwards selection and mgcv approach, respectively, in Canberra represents the only case where the sensitivity to temperature was negative. This was not observed for the temperature-only model, for which the fraction of daily rainfall occurring in the maximum 6 min burst increased by 5%, suggesting that interactions with non-temperature covariates are causing the change in sign. We repeated the predictor selection using the mgcv default predictor selection algorithm, but removing individual covariates from the pool of predictors to determine what is causing the observed decline. It was found that removing the relative humidity covariates but retaining all other non-temperature atmospheric covariates yielded results which were once again consistent with the results Fig. 7 . Change in different metrics of daily to sub-daily scaling as a function of changes in atmospheric temperature, simulating directly from the fitted GAM (left panel) or extracted after running the method of fragments approach but conditionally sampling on different atmospheric temperatures. Results using temperature-only covariates. Fig. 8 . Change in different metrics of daily to sub-daily scaling as a function of changes in atmospheric temperature, simulating directly from the fitted GAM (left panel) or extracted after running the method of fragments approach but conditionally sampling on different atmospheric temperatures. Results using covariates fitted via the mgcv predictor selection algorithm. using temperature-only covariates: namely an increase of 5% per degree. Interestingly, the R 2 and deviance statistics were 0.279% and 37.7%, respectively, compared with 0.281% and 38.2% for the full model, suggesting that removing relative humidity had only marginal impact on overall model performance, with this being partly attributable to the significant co-variation between temperature and relative humidity at all the locations analysed. The fact that the selection of different predictors can lead to very different projections is an issue which does not just affect this disaggregation algorithm but affects statistical downscaling algorithms more generally (Fowler et al., 2007; Timbal et al., 2008) , and we return to this issue in Section 5. Lastly, we examine changes to the average annual maximum rainfall intensity for both the 6 min and 1 h storm bursts. Annual maximum rainfall is often used as the basis for flood frequency estimation, and therefore we are interested in how this might change in the future. To derive the annual maximum intensities, the re-sampled fraction of rainfall occurring in the maximum 6 min and 1 h bursts is simply multiplied by the original sequence of daily rainfall amounts, to recover the rainfall as a depth falling over that time increment. For each year of record, the maximum intensity is selected, and this is repeated for the 28 years of record (from 1979 to 2006) . This is repeated for changes to atmospheric temperature from À3°C to +3°C, and the average sensitivity per degree change in temperature is then calculated. It is important to note that these results are presented conditional to daily rainfall intensity staying the same; as discussed in the introduction, to develop complete projections of annual maximum rainfall will require coupling to a daily rainfall downscaling algorithm.
These results are shown in Table 6 . Only the results using the mgcv/REML predictor selection algorithm are presented, and the results for changes to annual maximum rainfall show very strong consistency with the results from Table 5, suggesting that -at least according to the results of this statistical disaggregation algorithm -the climate sensitivity is more clearly related to the timescale of the precipitation event, rather than to how extreme it is. However it should be cautioned that this may partly be due to the fact that the GAM was fit to all the data rather than just the extremes, such that it is more likely to reflect changes in average daily to sub-daily behaviour rather than just the highest percentiles.
To conclude, we emphasise that the overarching result of this sensitivity analysis is that, with the possible exception of Canberra, all the models consistently show increases in the 6 min rainfall intensity with temperature, even if the magnitude of increase differed between models and locations. This conforms with our general expectations of changes in precipitation characteristics under a future climate, which Trenberth (2011) refers to as the 'it never rains but it pours' syndrome of a future climate having more intense rainfall interspersed by longer dry periods. The interesting result of this research is the extent to which this translates to the sub-daily timescale, with potential increases of around 5-10% or more in the intensity of very short storm bursts per degree change in atmospheric temperature, independent of any change to daily rainfall. If changes to daily rainfall characteristics also conform to this general pattern of fewer wet days and increased intensity per wet day, then this will compound the effect, highlighting the significant sensitivity of the shortest-duration rainfall events to changes in atmospheric temperature.
Discussion and conclusions
This paper provides a framework for disaggregating daily rainfall into sub-daily rainfall fragments, which can be estimated for any temporal resolution of interest provided that historical records are available at that resolution. In Australia, the sub-daily data was digitised at a resolution of 0.1 h (6 min), and thus this was the finest resolution considered here. Conceptually the algorithm presented in this paper can be made to work at any location for which adequate sub-daily rainfall is available, and this potentially can be generalised to any location regardless of the availability of sub-daily information using the algorithm described in Westra et al. (2012) and Mehrotra et al. (2012) .
The basis of the algorithm is that the scaling relationships between daily and sub-daily rainfall can be accounted for by knowing the daily rainfall amount, and the historical and future values of a set of atmospheric predictors. As discussed in the introduction, it is difficult to 'validate' any downscaling model given the limited temperature changes over the historical record compared with what is projected in the future. As an alternative, we hypothesise that if the daily to sub-daily scaling relationship -which is known to vary seasonally and from one location to another -can be accounted for largely by the atmospheric covariates, then this suggests that future changes in daily to sub-daily scaling as a result of climate change can also be described by changes in these covariates. This hypothesis was found to be reasonable using three metrics of daily to sub-daily scaling, with almost all the seasonality eliminated at many of the locations, and the scaling relationships at very different locations such as Darwin and Hobart were found to converge substantially after accounting for atmospheric temperature.
We examined different generalised additive model structures, and found that reasonable model performance occurred simply as a function of daily rainfall amount and a set of atmospheric temperature-based covariates. We also fitted other atmospheric covariates including dew point temperature, relative humidity, wind strength and direction, mean sea level pressure and geopotential height, and found a small but significant additional improvement (i.e. a small increase in the adjusted R 2 or the deviance explained) in model performance. The sensitivity to a change in atmospheric temperature was evaluated by adjusting all the atmospheric temperature covariates by between À3°C and +3°C, and then calculating the average change in daily to sub-daily scaling metrics per degree temperature change. The sensitivity was found to be highest for the shortest duration rainfall, of about 5% per degree using the temperatureonly covariates, and about double this using all covariates. This latter result is due to the strong negative correlation between atmospheric temperature and relative humidity, so that future projections of atmospheric moisture will have an important impact on projections of changes to rainfall intensity. The conclusion that the intensity of the shortest-durations rainfall events will increase as temperature increases appears to be robust for a wide range of choices of covariates, although the absolute magnitude of the change varied depending on the model specification. The only Table 6 Change in annual maximum 6 min and 1 h storm burst per degree change in the atmospheric temperature covariates, represented as a percentage. Results are shown for the mgcv algorithm predictor selection with REML only.
Station
Annual maximum 6 min storm burst
Annual maximum 1 h storm burst exception was for Canberra due to interactions with the relative humidity covariate, although further research, perhaps using dynamical model outputs, is required to better understand this anomaly. Finally, we demonstrated the extension to the MoF logic to disaggregate daily rainfall under a future climate. The algorithm uses the fitted GAM as the basis for selecting days with 'similar' atmospheric covariates compared to what is expected in the future, and this was trailed through a sensitivity assessment by changing atmospheric temperature while holding all the other atmospheric covariates constant. The results were found to be consistent with using the GAM directly, with the benefit of using the disaggregation logic being that the full distribution of rainfall over the course of the day can be simulated. In this case only the fraction of rain falling in the maximum 6 min and 1 h bursts, and the fraction of the day with no rainfall, were evaluated. However, a diversity of other sub-daily rainfall statistics can easily be assessed as well, including information of other storm burst durations, the temporal pattern, and information on the diurnal cycle of rainfall.
In the future, we intend to couple the disaggregation algorithm described here with a daily downscaling algorithm, to develop projections for sub-daily rainfall under a future climate. Given the sensitivity to different predictor sets in the present analysis, such an algorithm must be developed to account both for GCM uncertainty as well as uncertainty in the GAM predictor selection algorithm. In terms of the disaggregation algorithm, such uncertainty could be estimated by generating an ensemble of projections based on different plausible predictor sets that were found to perform well in precipitation hind-casts.
Despite this uncertainty, it is clear from the results presented in this paper that the temporal distribution of sub-daily rainfall is highly sensitive to changes in atmospheric temperature and other atmospheric covariates such as relative humidity, resulting in averaged increases across all stations of between 4.1% and 13.4% per degree change in temperature for the maximum 6 min burst, between 3.1% and 6.8% for the maximum 1 h burst, and between 1.5% and 3.5% for the fraction of the day with no rainfall. Furthermore, results from some of the individual stations showed changes to the scaling relationships much greater than this. Assuming a temperature change of between 1.1°C and 6.4°C by the end of the 21st Century as indicated by (IPCC, 2007) , this indicates that we can expect potentially major changes to the intensities and temporal patterns of sub-daily rainfall, with potentially significant implications on a vast number of hydrological systems.
