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Abstract
Our goal is to study the genetic composition of a population in which each indi-
vidual has 2 parents, who contribute equally to the genome of their offspring. We
use a biparental Moran model, which is characterized by its fixed number N of in-
dividuals. We fix an individual and consider the proportions of the genomes of all
individuals living n time steps later, that come from this individual. We first prove
that when n goes to infinity, these proportions all converge almost surely towards the
same random variable. We then rigorously prove that when N then goes to infinity,
this random variable multiplied by N (i.e. the stationary weight of any ancestor in
the whole population) converges in law towards the mixture of a Dirac measure in
0 and an exponential law with parameter 1/2, and that the weights of several given
ancestors are independent.
1 Introduction
The inference of population dynamics parameters (population size and its dynamics, gener-
ation duration, individuals lifespan, law of number of offspring per individual or per couple
of individuals, joint law of offspring numbers of different couples of individuals, migration
and mutation rates and kernels, mating choice law, ...) from samples of genetic material
is a fundamental and current question in ecology and conservation biology. Genome-wide
sequencing datasets indeed allow to now consider simultaneously a very large number of
loci, that are not independent, notably because most of them are located on the same
chromosome, and because their genealogy necessary lies within the pedigree of individuals.
As mentionned by Wakeley in several articles ([10, 11, 12]), biparental genetic transmis-
sion and in particular the role of pedigree in the genetic composition of a population is an
essential and underconsidered aspect of this question. Population genetics models gener-
ally consider the dynamics and genealogy of genes corresponding to a single haploid locus
(portion of the genome coding for a specific trait). When several loci are considered, they
are classically assumed to be independent, which largely simplifies calculations. However,
selection and reproduction are essential ingredients of evolution, and are experienced by
individuals and not directly by genes or by alleles. Even when focusing only on neutral
alleles, because of the way genome is read and transmitted, it is not realistic to neglect
selection phenomena (notably due to hitch-hiking effets,introduced in [9]). This is why it
is essential (as noted by [10]), in order to better understand the genetic evolution of pop-
ulations experiencing sexual reproduction, to introduce the notion of individuals, who are
characterized by their entire genome. Taking into account the inclusion of genes geneal-
ogy within individuals pedigree will have significative impact on parameter and dynamics
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Figure 1: Graph representing the pedigree of a population with 8 individuals, during 7
time steps.
estimation ([12, 13]). Biparental genealogies have received some interest, notably in [3, 4],
in which some properties of biparental trees and genetic transmission through them are
studied for a Wright-Fisher biparental model. Some of these properties are also studied for
the biparental Moran model, in [7]. [8] and [1] study the link between pedigree, individual
reproductive sucess and genetic contribution. Finally, in [6], recombination between loci
in populations with sexual reproduction is studied.
In this particle we consider a Moran biparental model and study the stationary genetic
contribution (weight) of a finite number of ancestors in the population. We prove (Theorem
2.2) that the respective weights of l given ancestors after n time steps converge almost
surely when n goes to infinity towards a random variable, that converges in law when the
number of individuals goes to infinity, to a vector of l independent random variables, that
are equal to 0 with probability 1/2, or follows an exponential law with parameter 1/2.
2 Biparental Moran model
We consider a population of N individuals following a neutral biparental Moran model.
More precisely, individuals are numbered by {1, 2, ..., N} = I and at each discrete time step
t ∈ N = {0, 1, 2, ...}, a triplet of distinct individuals (pit, µt, κt) ∈ I3 is chosen uniformly
at random among the population. The first two individuals, pit (father) and µt (mother),
produce one new offspring that replaces the individual κt ∈ I. This forms the population
at time t + 1 (note that one could alternatively chose the three individuals pit, µt and κt
uniformly and independently at random in the population, at any time t. The difference
between these two models will be negligible when N is large and all the results stated from
now remain true for this second model, though some calculations are simpler for the first
model that we now consider).
This reproduction dynamics defines an oriented random graph on I ×N (as represented in
Figure 2), denoted G, representing the pedigree of the population, such that between time
t + 1 and time t, two arrows are drawn from (κt, t + 1) to (pit, t) and (µt, t) respectively
and N − 1 arrows are drawn from (x, t+ 1) to (x, t) for each x ∈ I \ {κt}.
Now let us consider a gene (portion of genome) of an individual i present in the population
at time n. The genealogy of this gene (i.e. the individual in which a copy of this gene
was present, assuming no mutation and no recombination, at each time t = n − k ≤ n),
denoted by (X(n)k , n− k)0≤k≤n, is a random walk on this random graph, starting from the
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position (i, n). One can then consider the random variable
An(i, j) = P(X(n)n = j|X(n)0 = i) (2.1)
which is a deterministic function of the random graph G. If we consider the genome as
an infinite set of independent genes, this quantity measures the proportion of genes of
individual i living at generation n that come from individual j, living n time steps before.
This quantity will also be called the weight of the ancestor j in the genome of individual
i. It is also natural to consider the random variable
Mn(j) =
N∑
i=1
An(i, j)
that measures the weight of the ancestor j, in the population living n time steps later.
Note that Mn(j) ∈ [0, N ] and that
∑N
j=1Mn(j) = N for all n.
We than have the following lemma:
Lemma 2.1. The stochastic process (Mn(j))n∈N is a martingale whose law is independent
from j.
Proof. Let us denote by Fn the filtration associated to Gn, defined as the restriction of G
to I × {0, ..., n}.
Mn+1(j) =
N∑
i=1
An+1(i, j)
=
N∑
i=1
P(X(n+1)n+1 = j|X(n+1)0 = i)
=
N∑
i=1
N∑
i′=1
P(X(n+1)n+1 = j,X
(n+1)
1 = i
′|X(n+1)0 = i)
=
N∑
i=1
N∑
i′=1
P(X(n+1)n+1 = j|X(n+1)1 = i′, X(n+1)0 = i)P(X(n+1)1 = i′|X(n+1)0 = i)
=
N∑
i=1
N∑
i′=1
An(i
′, j)P(X(n+1)1 = i
′|X(n+1)0 = i) by Markov property.
Therefore since An(i′, j) ∈ Fn and P(X(n+1)1 = i′|X(n+1)0 = i) is independent from Fn, if
we denote by U(I) the uniform law on I,
E(Mn+1(j)|Fn) =
N∑
i′=1
An(i
′, j)E
(
N∑
i=1
P(X(n+1)1 = i
′|X(n+1)0 = i)
)
=
N∑
i′=1
An(i
′, j)NE
(
P(X(n+1)1 = i
′|X(n+1)0 ∼ U(I))
)
=
N∑
i′=1
An(i
′, j) by exchangeability.
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As Mn(j) ∈ [0, N ] for all n and j, the martingale (Mn(j))n∈N is bounded and therefore
converges almost surely to some random variableM∞(j) when n goes to infinity. Our main
result is now the following
Theorem 2.2. (i) For all j ∈ I, there exists a random variable A∞(j) such that
An(i, j) −−−→
n→∞ A∞(j) a.s.
In particular,
M∞(j) = NA∞(j) a.s.
(ii) For any l ≤ N and any k1, ..., kl ∈ Z+,
E
(
Mk1∞ (1)...M
kl∞(l)
)
−−−−→
N→∞
l∏
i=1
2ki−1ki! . (2.2)
A corollary of the second point of this theorem is
Corollary 2.3. For l ≤ N , let us define X1, ..., Xl, independent random variables, with
probability density 12δ0(t) +
1
4e
− 1
2
t on R+ (i.e. Xi is equal to 0 with probability 1/2 or
follows an exponential law with parameter 1/2):
(M∞(1), ...,M∞(l)) ====⇒
N→∞
(X1, ..., Xl).
Remark 1. Note that similar results hold when considering a multi-parental genealogy
and yields a similar explicit limiting distribution, provided that all genes are distributed
uniformy among parents. This limiting random variable is equal to 0 with probability
(m − 1)/m where m is the number of parents of each child, or (with probability 1/m)
follows an exponential law with parameter 1/m.
3 Proofs
Proof of Theorem 2.2. (i) The dynamics of An defined in Equation (2.1) is the following:{
An+1(i, j) = An(i, j) if i 6= κn
An+1(κn, j) =
1
2 (An(pin, j) +An(µn, j))
Therefore if we define Ln(j) = maxi∈I An(i, j) and ln(j) = mini∈I An(i, j) for all n ∈ Z+
and j ∈ I, the sequences (Ln(j))n and (ln(j))n are respectively decreasing and increasing
in n, for all j ∈ I. Then for all j ∈ I, Ln(j) −−−→
n→∞ L∞(j) and ln(j) −−−→n→∞ l∞(j) almost
surely. If l = l∞(j) < L∞(j) = L then when n is large enough, ln(j) ∈ [l − , l + ] and
Ln(j) ∈ [L− , L+ ] where  > 0 can be chosen as small as possible.
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Then, with positive probability, after N − 1 time steps (consisting, if we define iM =
argmaxAn(i, j)
i
and im = argminAn(i, j)
i
, in successively replacing each individual differ-
ent from iM and im by an offspring of iM and im, and then replace im by an offspring the
individual iM and any other individual),the stochastic process ln(j) will be in the interval[
3L+l
4 − , 3L+l4 + 
]
=
[
l − + 3L−l4 , l + + 3L−l4
]
, which is absurd, if  is small enough.
This implies that l∞(j) = L∞(j) for all j, so An(i, j) converges to A∞(j) = L∞(j) almost
surely, when n goes to infinity.
(ii) Recall that
Mn(j) =
N∑
i=1
An(i, j) = NP
(
X(n)n = j|G
)
where X(n)0 follows the uniform law on I. For each j ∈ I, Mn(j) is a deterministic
function of the random pedigree graph G, and the quantities Mn(1), Mn(2), ..., Mn(N)
are random variables adding up to N that all depend on the same random graph G. Let
(X
(1,n)
i , n− i)i≤n, (X(2,n)i , n− i)i≤n, ..., (X(k,n)i , n− i)i≤n be k independent random walks
on G starting at generation n, such that for all j, the positions X(j,n)0 are independent and
follow the uniform law on I. For each k1, k2, ..., kl ∈ Z+ such that
∑l
j=1 kj = k, we have
Mk1n (1)...M
kl
n (l) = N
kP
(
X(1,n)n = 1|G
)
P
(
X(2,n)n = 1|G
)
...P
(
X(k1,n)n = 1|G
)
× P
(
X(k1+1,n)n = 2|G
)
...P
(
X(k1+...+kl,n)n = l|G
)
= NkP
(
X(1,n)n = ... = X
(k1,n)
n = 1, ...,
X
(k1+...+kl−1+1,n)
n = ... = X
(k1+...+kl,n)
n = l|G
)
,
hence after integrating on the random pedigree graph G,
E
(
Mk1n (1)...M
kl
n (l)
)
= NkP(X(1,n)n = ... = X(k1,n)n = 1, ..., X
(k1+...+kl−1+1,n)
n = ... = X
(k1+...+kl,n)
n = l).
After integrating on the graph, the sequence (X(1,n)n , ..., X
(k,n)
n )n∈N is a Markov chain on the
finite space Ik. We can think of it as the (non independent) motion of k particles on I. This
Markov chain is irreducible and aperiodic. Indeed, at each time step, (X(1,n)n , ..., X
(k,n)
n )n∈N
stays in the same state with positive probability (at least when the number of occupied
sites is strictly lower than N), which gives aperiodicity. Next, starting from any element of
Ik, it can reach the state (1, 1, ..., 1) with positive probability, for example by successively
choosing on of the occupied sites as child, and sending all the particles present at that
site on the site 1 which is chosen as parental position. Conversely, starting from the state
(1, 1, ..., 1), the Markov chain (X(1,n)n , ..., X
(k,n)
n )n∈N can reach any state of Ik with positive
probability, by successively sending individuals present at site 1 into appropriate parental
sites. Therefore its law converges when n goes to infinity, to a stationary law on Ik, denoted
νN,k. Then for each k1, k2, ..., kl ∈ Z+ such that
∑l
j=1 kj = k,
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E
(
Mk1∞ (1)...M
kl∞(l)
)
= NkνN,k(1, ..., 1, 2, ..., 2, ..., l, ..., l)
where in the right hand side term the number i ∈ [[1, l]] is repeated ki times. Our aim is
then to prove that
NkνN,k(1, ..., 1, 2, ..., 2, ..., l, ..., l) −−−−−→
N→+∞
l∏
i=1
2ki−1ki!,
which will give Equation (2.2) in Theorem 2.2.
Note that νN,k is invariant under any permutation of its k entries and any permutation on
I, therefore it is determined by its value on vectors of the form (1, ..., 1, 2, ..., 2, ..., l, ..., l).
This invariance leads naturally to the following change in state space: for any x ∈ Ik, let us
define and denote the configuration associated to x by the multiset {x} = {k1, k2, ..., kl},
where k1, ..., kl are the number of repetitions of each element of I present in x. The number
l, also denoted L({x}) will be called the size of the configuration {x} (which will sometimes
be called an l-configuration). As an example, if N ≥ 4, k = 4 and x = (3, 1, 4, 4) then
{x} = {1, 1, 2} which has size 3, and if N ≥ 2, k = 4 and x = (1, 1, 2, 1), then {x} = {1, 3}
which has size 2.
As mentionned previously, by exchangeability of all sites of I and all entries of νN,k, if we
denote by
νN,k({x}) =
∑
y∈Ik, {y}={x}
νN,k(y)
the limiting (when n goes to infinity) probability that the Markov chain (X(1,n)n , ..., X
(k,n)
n )n∈N
is in configuration {x} = {k1, ..., kl}, then we have
νN,k(y) =
νN,k({x})
N !
(N−l)!
for each y ∈ Ik such that {y} = {x}.
So when N goes to infinity,
νN,k(x) ∼ νN,k({x})
NL({x})
, (3.1)
and we now study νN,k({x}).
Let us consider the projection (Y (k)n )n∈N of the Markov chain (Xn(1), ..., Xn(k))n∈N on
the space of configurations, i.e. on the space Sk = {{k1, ..., kl} : ki ∈ Z+,
∑l
i=1 ki = k}.
Thanks to the symmetries of the construction, this projection (Y (k)n )n∈N is in fact an
irreducible Markov chain whose transition probabilities are studied now, assuming that
N > k.
At each time step the Markov chain (Y (k)n )n∈N can, starting from {k1, ..., kl}, either stay
at the same point, or jump to a different configuration, which has size l− 1, l, or l+1. By
considering each possible events occurring to the population, one obtains (details are given
in Appendix A) that for any given positive integers k1, k2, ..., kl such that
∑l
i=1 ki = k and
any positive integers k′1, k′2, ..., k′l+1,
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P(Y (k)n+1 = {k′1, k′2, ..., k′l+1|Y (k)n = {k1, k2, ..., kl}) = O
(
1
N
)
or 0 for all N,
P(Y (k)n+1 = {k′1, k′2, ..., k′l−1|Y (k)n = {k1, k2, ..., kl}) = O
(
1
N2
)
, O
(
1
N3
)
or 0 for all N,
P(Y (k)n+1 = {k′1, k′2, ..., k′l} 6= {k1, k2, ..., kl}|Y (k)n = {k1, k2, ..., kl}) = O
(
1
N2
)
or 0 for all N,
P(Y (k)n+1 = Y
(k)
n |Y (k)n = {k1, k2, ..., kl}) =
{
1− CN +O
(
1
N2
)
, if l < k,
1− k(k−1)
N2
+O
(
1
N3
)
, if l = k.
(3.2)
where C is a strictly positive constant. From Lemma 3.1 p. 177 of [5], for each {x} ∈ Sk,
νN,k({x}) =
∑
g∈G({x}) pi(g)∑
{x}∈Sk
∑
g∈G({x}) pi(g)
(3.3)
where G({x}) is the set of oriented trees rooted in (and directed to) {x}, included in the
transition graph of Y (k) and spanning all points of Sk, and pi(g) is the weight of the oriented
tree g, i.e. the product of the transition probabilities of all arrows in g, for the Markov
chain Y .
Let us consider any configuration {x} = {k1, ..., kl} ∈ Sk. One can find in the transition
graph of the Markov chain (Y (k)n )n∈N a directed path from {1, ..., 1} to {x} with exactly k−l
steps, for example by removing one entry and adding it to another entry at each step. The
probability of this path is of order O(1/N2(k−l)) when N goes to infinity, from Equation
(3.2) and Appendix A. Now for each configuration {x′} = {k′1, k′2, ...k′l} 6= {1, ..., 1} that
is not in this path, we chose another configuration {x′′} = {k′′1 , k′′2 , ...k′′l+1} such that an
arrow from {x′} to {x′′} exists in the transition graph of (Y (k)n )n∈N). Such a configuration
{x′′} exists, since, assuming without loss of generality that k1 > 1, (Y (k)n )n∈N jumps from
{k′1, k′2, ...k′l} to {k′1 − 1, k′2, ..., k′l, 1} with positive probability. The transition probability
from {x′} to {x′′} is of order C/N from Equation (3.2). We now have a set of #Sk − 1
arrows forming an oriented tree such that there is a path from each configuration {x′} ∈ Sk
to the configuration {x}. The weight of this oriented tree is of order
O
(
1
N2(k−l)
1
N#Sk−1−(k−l)
)
= O
(
1
N#Sk−1+(k−l)
)
.
This is also the highest order of magnitude of weight for an oriented tree pointing at {x}
since it contains only (k−l) arrows from an l′-configuration to an l′−1-configuration which
is the minimum amount of such transitions.
Therefore for each configuration {x} ∈ Sk,∑
g∈G({x})
pi(g) = O
(
1
N#Sk−1+(k−L({x}))
)
. (3.4)
The term of highest order of the first sum in the denominator of (3.3) is then for the
configuration {x} = {1, 1, ..., 1} for which L({x}) = k, therefore Equations (3.3) and (3.4)
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yield that
νN,k({x}) = O
(
NL({x})
Nk
)
when N goes to infinity. (3.5)
Let us now come back to the Markov chain (X(1,n)n , ..., X
(k,n)
n )n∈N, i.e. the annealed dis-
tribution of the k particles Markov chain, and denote by Q(N,k) its transition matrix. We
know from Equations (3.1) and (3.5) that its stationary law satisfies that for all x ∈ Ik:
νN,k(x) ∼ K({x})
Nk
when N goes to infinity,
where K({x}) does not depend on N .
We will now prove that K({x}) =∏li=1 2ki−1ki!.
The stationary law νN,k of (X
(1,n)
n , ..., X
(k,n)
n )n∈N is the unique probability solution of
νNk = νN,kQ
(N,k).
This equation can be decomposed as follows, as explained below :
νN,k(1, ..., 1, 2, ..., 2, ..., l, ..., l) =
N∑
κ=l+1
νN,k(1, ..., 1, 2, ..., 2, ..., l, ..., l)× 1
N
+
N∑
κ=l+1
∑
µ∈[[1,l]]
pi∈[[1,l]]
µ6=pi
1
N(N − 1)(N − 2)
×
kµ∑
i=0
kpi∑
j=0
i+j 6=0
(
1
2
)i+j∑
C2
νN,k(1, ..., 1, ..., (µ, κ), ..., (µ, κ), ..., (pi, κ), ..., (pi, κ), ..., l, ..., l)
+ 2
N∑
κ=l+1
l∑
µ=1
N∑
pi=l+1
pi 6=κ
1
N(N − 1)(N − 2)
κµ∑
i=1
(
1
2
)i∑
C1
νN,k(1, ..., 1, ..., (µ, κ), ..., (µ, κ), ..., l, ..., l).
(3.6)
Note first that chosing a child position among {1, .., l} yields a 0 transition probability to
the state (1, ..., 1, 2, ..., 2, ..., l, ..., l). The first term in Equation (3.6) corresponds to the
case where the children position κ was chosen among non occupied sites. The second term
corresponds to the case where κ was an occupied site (different from 1, ...,l), and both
parental positions µ and pi belong to [[1, l]]. The sum over C2 is a sum over all possible
choices of i particles in the position µ among the kµ and j particles in the position pi
among the kpi, that were in the child position κ at the previous step, and the notation
(µ, κ) (resp. (pi, κ)) means either µ (resp. pi) or κ, depending on this choice. The term
(1/2)i+j is the probability that the i chosen particles go to the maternal site µ while the
j others go to the paternal site pi. The third term corresponds the case where κ was an
occupied site (different from 1, ...,l), the mother was chosen among {1, ..., l} and the father
among {l+ 1, ..., N} (or conversely, which leads to the "2" factor). As previously the sum
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over C1 is a sum over all possible choices of i particules in the position µ among the kµ,
that were at κ at the previous step, and the notation (µ, κ) means either µ or κ, depending
on this choice. The term (1/2)i is the probability that the i chosen particles all go to the
maternal site.
Taking the first order in N in this equation we get from (3.5),
K({k1, ..., kl})×
l − 2 l∑
µ=1
(
1
2
)kµ = 2 l∑
µ=1
kµ−1∑
i=1
(
1
2
)i(
kµ
i
)
K({k1, ..., kµ − i, ..., kl, i}).
(3.7)
The left term l − 2∑lµ=1 (12)kµ is non nul as long as {k1, ..., kl} 6= {1, ..., 1} so Equation
(3.7) gives the value of K for any l-configuration as a function of the values of K for l+1-
configurations, so Equation (3.7) admits only one solution once K({1, ..., 1}) is fixed, by
induction. Therefore all solutions of Equation (3.7) are proportional. We now prove that
K({x}) = C ×∏li=1 2ki−1ki! is solution to this equation. On the right side we get
C × 2
l∑
µ=1
kµ−1∑
i=1
(
1
2
)i kµ!
i! (kµ − i)!
 l∏
j=1,j 6=µ
kj ! 2
kj−1
 i! 2i−1(kµ − i)! 2kµ−i−1
= C × 2
l∑
µ=1
kµ−1∑
i=1
(
1
2
)i+1 l∏
j=1
kj ! 2
kj−1

= C ×
 l∏
j=1
kj ! 2
kj−1
 l∑
µ=1
1
2 −
(
1
2
)kµ
1− 12
= C ×
 l∏
j=1
kj ! 2
kj−1
 l∑
µ=1
1−
(
1
2
)kµ−1
which is equal to the left-side term of Equation (3.7).
Since, from Lemma 2.1, (Mn(j))n∈N is a martingale,
E(M∞(1)) = 1 = K({1}),
which gives that C = 1, therefore K({x}) =∏li=1 2ki−1ki!
Proof of Corollary 2.3. First, if X is a random variable with probability density 12δ0(t) +
1
4e
− 1
2
t on R+, then
αk = E(Xk) = 2k−1k!
and the power series
∑
k αkr
k/k! has a positive radius of convergence. From Theorem 2.2,
E(M∞(1)k) → αk for all k ∈ N when N → ∞. Then from Theorems 30.1 and 30.2 of [2],
M∞(1) ====⇒
N→∞
X, and the limiting independence between the random variables M∞(1),...,
M∞(l) follows similarly, from the product decomposition in the right-hand side of Equation
(2.2).
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A Transition matrix of the configuration Markov chain
In this section we give the equivalent of the transition probabilities of the Markov chain(
Y
(k)
n
)
n∈N
, whose states are configurations of the form {k1, k2, ..., kl} where ki ∈ Z+,∑l
i=1 ki = k and l is called the size of the configuration. We distinguish 4 types of events
occurring to this chain: jumping from a configuration with size l to a configuration with
size l+1, jumping from a configuration with size l to a configuration with size l−1, jumping
from a configuration with size l to a different configuration with size l, and staying in the
same configuration.
The size of the configuration is increased by 1 during one time step if one of the l occupied
sites is chosen as position of the child and all the Markov chains present at that site are
sent on exactly two parental positions that are distinct from the already occupied sites
(both new parental positions must be occupied after the repartition of the Markov chains
present at the children site). This gives that the probability to jump from {k1, ..., kl} to a
given state {k′1, ..., k′l+1} is equal to
(N − l)(N − l − 1)
(N − 1)(N − 2) ×
l∑
i=1
1
N
C(i, {k1, ..., kl}, {k′1, ..., k′l+1}) = O
(
1
N
)
(or 0), (A.1)
where the quantity C(i, {k1, ..., kl}, {k′1, ..., k′l+1}) is the probability that {k′1, ..., k′l+1} =
{k1, ..., ki−1, ki+1, ..., kl, a, ki − a} if a follows a binomial law with parameters ki and 1/2.
This probability C(i, {k1, ..., kl}, {k′1, ..., k′l+1}) is independent from N when N is large
enough which gives the equivalence result in Equation (A.1).
The size of the configuration is decreased by 1 if one of the occupied sites is chosen as child
position and all the Markov chains present at that site are sent on one or two already oc-
cupied sites (which can happen either when both parental positions were already occupied,
or when one parental position was not already occupied but no Markov chains present at
the child position are sent to this parent). This gives that the probability for the Markov
chain
(
Y
(k)
n
)
n∈N
to jump from {k1, ..., kl} to a given state {k′1, ..., k′l−1} is equal to
1
N(N − 1)(N − 2)
∑
1≤κ6=pi 6=ρ≤l
C1(κ, pi, ρ, {k1, ..., kl}, {k′1, ..., k′l−1})
+
2(N − l)
N(N − 1)(N − 2)
∑
1≤κ6=pi≤l
C2(κ, pi, {k1, ..., kl}, {k′1, ..., k′l−1})),
(A.2)
where the quantity C1(κ, pi, ρ, {k1, ..., kl}, {k′1, ..., k′l−1}) is the probability that {k′1, ..., k′l−1} =
{k1, ..., kκ−1, kκ+1, ..., kpi−1, kpi+1, ..., kρ−1, kρ+1, ..., kl, kρ+a, kpi+kκ−a} if a follows a bino-
mial law with parameters kκ and 1/2, and the quantity C2(κ, pi, {k1, ..., kl}, {k′1, ..., k′l−1}) is
the probability that {k′1, ..., k′l−1, 0} = {k1, ..., kκ−1, kκ+1, ..., kpi−1, kpi+1, ..., kl, kpi+a, kκ−a}
if a follows a binomial law with parameters kκ and 1/2. These probabilities are indepen-
dent from N when N is large enough, and note that if there exist κ 6= pi in [[1, l]] such that
k′pi = kpi+kκ and k′i = ki otherwise, then the quantity given in Equation (A.2) is equivalent
to O(1/N2).
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To keep exactly l occupied sites while changing state, we need to chose one parental site
among the occupied sites and one parental site among the non already occupied sites, and
at least one Markov chain present at the child site must chose the last one. This gives that
the probability for the Markov chain
(
Y
(k)
n
)
n∈N
to jump from {k1, ..., kl} to a given state
{k′1, ..., k′l−1} 6= {k1, ..., kl} is equal to
2(N − l)
N(N − 1)(N − 2)
∑
1≤κ6=pi≤l
C(κ, pi, {k1, ..., kl}, {k′1, ..., k′l}) = O
(
1
N2
)
, (A.3)
where the quantity C(κ, pi, {k1, ..., kl}, {k′1, ..., k′l+1}) is the probability that {k′1, ..., k′l} =
{k1, ..., kκ−1, kκ+1, ..., kpi−1, kpi+1, ..., kl, a, kpi + kκ − a} if a follows a binomial law with pa-
rameters kκ and 1/2. This probability is independent from N when N is large enough
which gives the equivalence result in Equation (A.3).
The last event is when the Markov chain
(
Y
(k)
n
)
n∈N
stays on the same state {k1, ..., kl}.
From previous calculations we get that this probability is equal to{
1− CN +O
(
1
N2
)
if l 6= k
1− k(k−1)
N2
+O
(
1
N3
)
if l = k
(A.4)
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