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QUANTUM SYMMETRIC STATES ON FREE PRODUCT
C∗-ALGEBRAS
KENNETH J. DYKEMA∗, CLAUS KO¨STLER†, AND JOHN D. WILLIAMS
Abstract. We introduce symmetric states and quantum symmetric states on uni-
versal unital free product C∗-algebras of the form A = ∗∞
1
A for an arbitrary unital
C∗-algebra A, as a generalization of the notions of exchangeable and quantum
exchangeable random variables. We prove existence of conditional expectations
onto tail algebras in various settings and we define a natural C∗-subalgebra of
the tail algebra, called the tail C∗-algebra. Extending and building on the proof
of the noncommutative de Finetti theorem of Ko¨stler and Speicher, we prove a
de Finetti type theorem that characterizes quantum symmetric states in terms of
amalgamated free products over the tail C∗-algebra, and we provide a convenient
description of the set of all quantum symmetric states on A in terms of C∗-algebras
generated by homomorphic images of A and the tail C∗-algebra. This description
allows a characterization of the extreme quantum symmetric states. Similar results
are proved for the subset of tracial quantum symmetric states, though in terms of
von Neumann algebras and normal conditional expectations. The central quantum
symmetric states are those for which the tail algebra is in the center of the von
Neumann algebra, and we show that the central quantum symmetric states form a
Choquet simplex whose extreme points are the free product states, while the tracial
central quantum symmetric states form a Choquet simplex whose extreme points
are the free product traces.
1. Introduction
Classical random variables x1, x2, . . . are said to be exchangeable if their joint dis-
tribution is unchanged by permuting the variables. The classical de Finetti theorem
characterizes exchangeable random variables as those that are identically distributed
and conditionally independent over their tail σ-algebra (see, e.g., [6]) and Hewitt and
Savage [5] rephrased this theorem in terms of symmetric measures on the infinite
Cartesian product of a compact Hausdorff space. Størmer [14] extended the purview
and the result to the realm of C∗-algebras; he considered the minimal tensor product
B =
⊗∞
1 A of a unital C
∗-algebra A with itself infinitely many times and defined
a state on B to be symmetric if it is invariant under all automorphisms of B that
result from permuting the tensor factors (it is clearly equivalent for this purpose to
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speak of either finite permutations or arbitrary permutations of the natural num-
bers). He showed that symmetric states correspond to mixtures of infinite tensor
product states; ⊗∞1 φ, where φ is a state on A. In other words, these infinite tensor
product states are the extreme points of the compact convex set of symmetric states
on B, and, therefore, every symetric state on B is an integral with respect to a prob-
ability measure of infinite tensor product states. Furthermore, Størmer showed that
the symmetric states on B form a Choquet simplex, so this probability measure is
unique.
The noncommutative de Finetti theorem was discovered by Ko¨stler and Speicher
in [8]. It concerns random variables x1, x2, . . . in a W
∗-noncommutative probability
space (M, φ), which consists of a possibly noncommutative unitalW ∗-algebraM and
a normal state φ onM, which in [8] was assumed to be faithful; the random variables
are elements xj ∈ M, and are often called noncommutative random variables to
emphasize that they need not commute with each other. These noncommutative
random variables are said to be exchangeable (or classically exchangeable) if the
joint distribution of them is invariant under permutations, namely, if
φ(xi1xi2 · · ·xin) = φ(xiσ(1)xiσ(2) · · ·xiσ(n))
for all n ∈ N, i1, . . . , in ∈ N and all permutations σ of N. They are said to be
quantum exchangeable if they are invariant under quantum permutations (see [8] or
§2 below), namely, under the natural co-action of the quantum permutation group of
S. Wang [17]. Ko¨stler and Speicher showed that noncommutative random variables
are quantum exchangeable if and only if they are free with amalgamation over the
tail algebra of the sequence. In [3], the first two authors showed that every countably
generated von Neumann algebra arises as the tail algebra of a quantum exchangeable
sequence of random variables. In [7] and [4], exchangeable sequences and the more
general notions of spreadability and braidability, respectively, are investigated in the
context of a von Neumann algebra equipped with a normal faithful state.
In this paper, we investigate exchangeability and quantum exchangeability for
sequences of representations of a unital C∗-algebra A. This naturally results in the
notion of symmetric states and of quantum symmetric states on the universal unital
C∗-algebra free product A = ∗∞i=1A of A with itself infinitely many times (see §2
for definitions). For a symmetric state ψ, we consider the natural notion of a tail
algebra (see §5), which is a certain von Neumann subalgebra Tψ of the von Neumann
algebra Mψ generated by the image of A under Gelfand–Naimark–Segal (or GNS)
representation of ψ. We prove (§5.1) the existence of a conditional expectation from
a certain weakly dense C∗-subalgebra of Mψ onto Tψ and we investigate when this
extends to a normal conditional expectation fromMψ onto Tψ. We show (§5.2) that
we can always find a normal conditional expectation whose domain is a slightly larger
von Neumann algebra Nψ. We also define (§5.3) the tail C∗-algebra, which is the
smallest C∗-subalgebra of Tψ for which the conditional expectation can exist. We
also partially characterize (§5.4) the extreme symmetric states.
We prove an analogue of the noncommutative de Finetti theorem (see §3 and §6),
namely, that the images of the copies of A in the Gelfand–Naimark–Segal construction
of the quantum symmetric state are free with amalgamation over the tail algebra, in
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both C∗- and W ∗-versions. These are all natural extensions of the notions discussed
above and many of our proofs follow closely those of [8]. Ko¨stler and Speicher’s
noncommutative de Finetti theorem can be seen as a special case of ours, by taking
A to be a suitable abelian C∗-algebra and requiring faithfulness of the state.
A similar extension of the noncommutative de Finetti theorem was obtained by
Curran [2]. He considered quantum exchangeability of ∗-representations of a ∗-
algebra and proved that, for an infinite sequence of such, freeness with amalgamation
over a tail algebra holds. He actually considered the more delicate situation of quan-
tum exchangeability of finite sequences of ∗-representations and obtained the result
for infinite sequences as a limiting case. However, he did assume faithfulness of the
state in the W ∗-noncommutative probability space. Although our results up to this
point overlap with and are similar in spirit to Curran’s, we have included our proof
because (a) it is different from that contained in [2] (and closer to the proof of [8])
and (b) we must allow the states on the relevant W ∗-algebras to be non-faithful.
To summarize, our results on quantum symmetric states as described up to this
point are an extension to the realm of unital C∗-algebras of previous results about
quantum exchangeable random variables, analogous to what Størmer did in [14] for
the classical de Finetti theorem. An advantage of this extension is that it allows for
treatment of the situation of non-faithful states in the C∗-noncommutative probability
spaces (thus, overcoming a limitation of [8], [2] and [3]).
Investigating further, we obtain a nice classification of quantum symmetric states
on A; they are in bijection with the quintuples (B,D, F, θ, ρ), where D ⊆ B is a unital
inclusion of C∗-algebras, F : B → D is a conditional expectation with faithful GNS
representation, θ : A → B is a unital ∗-homomorphism so that certain generation
and minimality properties are satisfied, and ρ is a state on D (see §7). In this
correspondence, D plays the role of the tail C∗-algebra of the quantum symmetric
state. For tracial quantum symmetric states, we also have a similar characterization
using von Neumann algebras.
One of our main goals in this paper is the characterization of extreme points of the
compact convex sets of quantum symmetric states and of tracial quantum symmetric
states, which is accomplished in Theorems 8.1 and 8.2 using the aforementioned
classification found in §7.
Finally, in §9, we consider the quantum symmetric states whose tail algebras are in
the center of the von Neumann algebra generated by the image of the GNS represen-
tation. We call these the central quantum symmetric states, and show that they form
a Choquet simplex, whose extreme points are the free product states. We show that
also the central quantum symmetric states that are tracial form a Choquet simplex,
and its extreme points are the free product tracial states.
Acknowledgement. The authors thank Weihua Liu for pointing out a mistake in an
earlier version of this paper (regarding existence of normal conditional expectations)
and for showing us Example 5.2.1.
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2. Preliminaries and Definitions
The quantum permutation group (on k letters) was found by S. Wang [17]. It is
the universal unital C∗-algebra As(k) generated projections uij (for 1 ≤ i, j ≤ k)
satisfying
∑k
i=1 uij = 1 for all j and
∑k
j=1 uij = 1 for all i. The abelian C
∗-algebra
C(Sk) of continuous functions on the symmetric group Sk on k letters is a quotient of
As(k) under the map (the standard “abelianization” representation) that sends uij
to the characteristic function of the set of permutations that send j to i.
Definition 2.1. Let A be a unital C∗-algebra and let (B, φ) be a C∗-noncommutative
probability space, namely, a unital C∗-algebra B equipped with a state φ. For every
i ∈ N let πi : A → B be a unital ∗-homomorphism. We say (πi)∞i=1 is exchangeable
(or classically exchangeable) with respect to φ if for all permutations σ of N, all
n ∈ N, all i(1), . . . , i(n) ∈ N and all a1, . . . , an ∈ A, we have
φ(πi(1)(a1) · · ·πi(n)(an)) = φ(πσ(i(1))(a1) · · ·πσ(i(n))(an)). (1)
We say (πi)
∞
i=1 is quantum exchangeable with respect to φ if for all k ∈ N, the
∗-homomorphisms π˜1, . . . , π˜k have the same distribution with respect to id ⊗ φ on
As(k)⊗B as the ∗-homomorphisms π1, . . . πk do with respect to φ on B, where
π˜i =
k∑
j=1
ui,j ⊗ πj : A→ As(k)⊗B. (2)
This means that for all n ∈ N, all i(1), . . . , i(n) ∈ {1 . . . , k} and all a1, . . . , an ∈ A,
we have
φ(πi(1)(a1) · · ·πi(n)(an))1 = (id⊗ φ)(π˜i(1)(a1) · · · π˜i(n)(an)). (3)
Remarks 2.2. (a) In (2), the minimal tensor product C∗-algebra is indicated.
(b) Looking at (1), we see that in Definition 2.1, it suffices to take σ belonging to
the group S∞ of all permutations of N that fix all but finitely many elements.
(c) If (3) holds, then composing with the standard “abelianization” representation
As(k) → C(Sk), we get (1). Thus, quantum exchangeability implies exchange-
ability.
Throughout this paper, we let A = ∗∞i=1A be the universal, unital free product
of infinitely many copies of A an let λi : A → A (i ∈ N) denote the canonical
injective ∗-homomorphisms arising from this construction. (Thus, given any unital
∗-homomorphisms πi from A to a C∗-algebra B, there is a unital ∗-homomorphism
π = ∗∞i=1 πi : A→ B such that π ◦ λi = πi.)
Definition 2.3. A state ψ on A is called symmetric if (λi)
∞
i=1 is exchangeable with
respect to ψ and quantum symmetric if (λi)
∞
i=1 is quantum exchangeable with respect
to ψ. Let SS(A) be the set of all symmetric states on A. Let QSS(A) be the set
of all quantum symmetric states on A and let TQSS(A) be the set of all quantum
symmetric states on A that are traces. Furthermore, if φ is a state on A, let QSS(A, φ)
be the set of quantum symmetric states ψ on A such that ψ ◦ λi = φ for some (and,
thus, for all) i; if τ is a tracial state on A, let TQSS(A, τ) = QSS(A, τ) ∩ TQSS(A).
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From the compactness of the state space of A in the weak∗-topology, we immedi-
ately have the following:
Proposition 2.4. For any unital C∗-algebra A and any state φ on A and any tracial
state τ on A, the sets SS(A), QSS(A), TQSS(A), QSS(A, φ) and TQSS(A, τ) are
compact, convex subsets of the Banach space dual of A in the weak∗-topology.
3. Quantum symmetric states arising from freeness
The following proposition says that if a state ψ on A is equidistributed on the
copies of A and if it arises from a situation of freeness with amalgamation, then it is
quantum symmetric. It is analogous to Prop. 3.1 of [8], and the proof is quite the
same. So we will outsource part of the proof, below, to [8].
Proposition 3.1. Let B be a unital C∗-algebra, D ⊆ B a unital C∗-subalgebra
with E : B → D a conditional expectation (i.e., a projection of norm one) onto D.
Suppose πi : A→ B (i ∈ N) are ∗-homomorphisms such that E ◦ πi is the same for
all i and the family (πi(A))
∞
i=1 is free with respect to E. Let π = ∗∞i=1 πi : A → B be
the resulting free product ∗-homomorphism. Let ρ be any state of D and consider the
state ψ = ρ ◦ E ◦ π of A. Then ψ is quantum symmetric.
Proof. Considering the state ρˆ = ρ◦E of B, and using π◦λi = πi, we must show that
(πi)
∞
i=1 is quantum exchangeable with respect to ρˆ. Fixing k, n ∈ N, i(1), . . . , i(n) ∈
{1, . . . , k} and a1, . . . , an ∈ A and working in As(k)⊗ B, we have
(id⊗ ρˆ)(π˜i(1)(a1) · · · π˜i(n)(an)) = (4)
=
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · ρˆ(πi(1)(a1) · · ·πi(n)(an))
=
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · ρ(E(πi(1)(a1) · · ·πi(n)(an)))
=
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · ρ
( ∑
σ∈NC(n)
κEσ [πi(1)(a1), . . . , πi(n)(an)]
)
=
∑
σ∈NC(n)
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · ρ
(
κEσ (πi(1)(a1), . . . , πi(n)(an))
)
,
where NC(n) denotes the lattice of noncrossing partitions of {1, . . . , n} and κEσ de-
notes Speicher’s free D-valued cummulant [13] associated to σ and the conditional
expectation E (see [8] for more information about these). Now fixing σ ∈ NC(n)
and arguing as in the proof of Prop. 3.1 of [8], by the freeness assumption we have
that κEσ (πi(1)(a1), . . . , πi(n)(an)) vanishes unless ker j ≥ σ, where j = (j(1), . . . , j(n));
furthermore, by the assumption that E ◦ πi is the same for all i, it follows that the
value of the cummulant κEσ (πi(1)(a1), . . . , πi(n)(an)) is the same for all j with ker j ≥ σ
and we denote this quantity simply by κEσ . At this point, the proof proceeds almost
precisely as in the proof of Prop. 3.1 of [8] (starting at the last displayed equation on
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p. 480 of [8], but with σ replacing π and ρ or ρˆ replacing φ). Thus, we obtain that
the quantity (4) is equal to
ρ
( ∑
σ∈NC(n)
ker i≥σ
κEσ
)
= ρ
( ∑
σ∈NC(n)
ker i≥σ
κEσ [πi(1)(a1), . . . , πi(n)(an)]
)
=
= ρ
(
E(πi(1)(a1), . . . , πi(n)(an))
)
= ρˆ
(
πi(1)(a1) · · ·πi(n)(an)
)
,
as required. 
4. Two results on amalgmated free products of C∗-algebras
In this section, we collect two technical results on an amalgamated free product
of infinitely many copies of a C∗-algebra. (This construction was introduced by
Voiculescu in [15]; see also the book [16].) We let B be a unital C∗-algebra, D be
a unital C∗-subalgebra of B, E : B → D be a conditional expectation whose GNS
representation is faithful (on B). We let
(A, F ) = (∗D)∞i=1(B,E)
be the C∗-algebra free product with amalgamation of infinitely many copies of (B,E),
and we denote by Bi the i-th copy of B inA arising from the free product construction.
We let ρ be a state on D and let π = πρ◦F denote the GNS representation of A
corresponding to the state ρ ◦ F .
Proposition 4.1. The formula G(π(a)) = π(F (a)) defines a conditional expectation
G from π(A) onto π(D).
Proof. Consider the dense ∗-subalgebra A0 = ∗ -alg(
⋃∞
i=1Bi) of A. We need only
show ‖π(F (a))‖ ≤ ‖π(a)‖ for all a ∈ A0. For this, it will suffice to show∣∣〈π(F (a))vˆ, wˆ〉∣∣ ≤ ‖π(a)‖ ‖vˆ‖2 ‖wˆ‖2
for all v, w ∈ A0, where as usual, v 7→ vˆ denotes the defining linear mapping A 7→
L2(A, ρ ◦ F ) and ‖ · ‖2 denotes the norm in L2(A, ρ ◦ F ). Fixing such v and w, let N
be so large that v, w ∈ ∗ -alg(⋃Ni=1Bi).
For σ ∈ S∞, we have the ∗-automorphism βσ of A that sends Bi to the Bσ(i) for
all i, and we have the ∗-endomorphism α of A that sends Bi to Bi+1 for all i. Both
βσ and α leave F invariant. By Theorem 6.1 of [1],
F (a) = lim
n→∞
1
n
N+n∑
k=N+1
αk(a),
where the limit is in norm. So it will suffice to show∣∣〈π(αk(a))vˆ, wˆ〉∣∣ ≤ ‖π(a)‖ ‖vˆ‖2 ‖wˆ‖2 (k > N),
where the inner product and last two norms are taken in L2(A, ρ ◦ F ). But fixing
k > N and letting σ ∈ S∞ be such that βσ ◦ αk(a) = a, we have∣∣〈π(αk(a))vˆ, wˆ〉∣∣ = |ρ ◦ F (w∗αk(a)v)| = |ρ ◦ F (βσ(w)∗aβσ(v))|
=
∣∣〈π(a))(βσ(v))ˆ , (βσ(w))ˆ 〉∣∣ ≤ ‖π(a)‖ ‖(βσ(v))ˆ ‖2 ‖(βσ(w))ˆ ‖2 = ‖π(a)‖ ‖vˆ‖2 ‖wˆ‖2.
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
Proposition 4.2. Let
T =
⋂
N≥1
W ∗(
⋃
j≥N
π(Bi)).
Then T =W ∗(π(D)).
Proof. The inclusion ⊇ is clear. For the reverse includion, let z ∈ T . We use the
same notation as in the last proof. Suppose v1, . . . , vp ∈ A0 satisfy ‖vˆj‖2 ≤ 1 for
all j. Let N ≥ 2 be such that v1, . . . , vp ∈ ∗ -alg(
⋃N−1
i=1 Bi) and let ǫ > 0. Using
z ∈ W ∗(⋃j≥N(π(Bj))), by Kaplansky’s density theorem, there is y ∈ ∗ -alg(⋃i≥N Bi)
such that ‖π(y)‖ ≤ ‖z‖ and ‖(z − π(y))vˆj‖2 < ǫ for all j. By freeness, we have
F (v∗j yvi) = F (v
∗
jF (y)vi) and this implies
〈π(y)vˆi, vˆj〉 = 〈π(F (y))vˆi, vˆj〉, (1 ≤ i, j ≤ p).
Thus, letting x = π(F (y)) we have∣∣〈(z − x)vˆi, vˆj〉| < ǫ, (1 ≤ i, j ≤ p).
By Proposition 4.1, we also have
‖x‖ = ‖π(F (y))‖ ≤ ‖π(y)‖ ≤ ‖z‖.
Finding in this way such an x for every finite subset vˆ1, . . . vˆp as above and every
ǫ > 0, we get a net in π(D) that converges in weak-operator topology to z. (The
inequalities ‖x‖ ≤ ‖z‖ allow us to take vectors from only the dense subspace of
L2(A, ρ ◦ F ) spanned by the vˆ.) Thus, z ∈ W ∗(π(D)). 
Remark 4.3. It is natural to ask: how much more general is the property demon-
strated in Proposition 4.1? For example, let D be a unital C∗-subalgebra of a C∗-
algebra A and suppose F : A→ D is a conditional expectation whose GNS represen-
tation is faithful; let ρ be a state of D and let π = πρ◦F be the GNS representation
of the state ρ ◦F of A; let x ∈ A. Must we have ‖π(F (x))‖ ≤ ‖π(x)‖? The following
easy example shows that the answer is “no.” Take
D = C⊕C⊕C →֒ M2(C)⊕M2(C) = A
a⊕ b⊕ c 7→
(
a 0
0 b
)
⊕
(
b 0
0 c
)
and let F : A→ D be the conditional expectation(
a11 a12
a21 a22
)
⊕
(
b11 b12
b21 b22
)
7→ a11 ⊕
(
a22 + b11
2
)
⊕ b22.
Let ρ be the state on D given by ρ(a⊕ b⊕ c) = a. Then
ker(πρ◦F ) = 0⊕M2(C),
and identifying D with its embedded image in A, we have
ker πρ◦F ∋
(
0 0
0 0
)
⊕
(
2 0
0 0
)
F7→
(
0 0
0 1
)
⊕
(
1 0
0 0
)
/∈ ker πρ◦F .
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5. Tail algebras of symmetric states
This section has four parts and is about general symmetric states.
5.1. The tail algebra and a conditional expectation. Let ψ be a symmetric
state on A. Let πψ : A → B(L2(A, ψ)) be the GNS representation associated to ψ.
Thus, Hψ = L
2(A, ψ) is the Hilbert space and, as is usual, a 7→ aˆ denotes the linear
mapping onto a dense subspace of L2(A, ψ), with 〈aˆ, bˆ〉 = ψ(b∗a) for all a, b ∈ A,
norm ‖aˆ‖2 = ψ(a∗a)1/2 and πψ(a)bˆ = (ab)ˆ . Let Mψ = πψ(A)′′ be the von Neumann
algebra generated by the image of πψ. Consider the vector state ψˆ = 〈·1ˆ, 1ˆ〉 on Mψ;
we have ψˆ ◦ πψ = ψ.
Definition 5.1.1. The tail algebra of ψ is the von Neumann subalgebra
Tψ =
∞⋂
N=1
W ∗
( ∞⋃
i=N
πψ ◦ λi(A)
)
of Mψ.
Definition 5.1.2. Let ψ be a symmetric state on A. With S∞ =
⋃∞
n=1 Sn denoting
the group of finite permutations of N, we have the ψ-preserving action S∞ ∋ σ 7→
βσ ∈ Aut(A) defined by βσ ◦ λi = λσ(i). This yields a unitary Uσ on Hψ given by
Uσxˆ = (βσ(x))ˆ . Conjugation with Uσ yields an automorphism βˆσ of Mψ such that
σ 7→ βˆσ is an action of S∞ on Mψ and
βˆσ ◦ πψ = πψ ◦ βσ, ψˆ ◦ βˆσ = ψˆ. (5)
The fixed point algebra of ψ is the fixed point subalgebra Fψ =Mβˆψ of this action. It
is a von Neumann subalgebra of Mψ.
Lemma 5.1.3. Let ψ be a symmetric state on A. Then Tψ ⊆ Fψ.
Proof. Let σ ∈ Sn ⊂ S∞. Then βˆσ(x) = x for all x ∈ W ∗(
⋃
j>n πj(A)). This implies
βˆσ(x) = x for all x ∈ Tψ. 
There are many cases where Tψ = Fψ (see Example 5.2.1 and Proposition 5.2.4,
below). However, the example described in the next proposition shows that equality
need not always hold, even when ψ is quantum symmetric.
Example 5.1.4. Let A =M2(C) and let φ be the non-faithful state on A given by
φ(( a11 a12a21 a22 )) = a11.
Let ψ = ∗∞1 φ : A → C be the free product state of φ with itself infinitely many
times. (Thus, by Proposition 3.1, ψ is quantum symmetric.) We will show that the
tail algebra Tψ is trivial, i.e., Tψ = C1, while Fψ 6= C1.
Letting (eij)1≤i,j≤2 be the usual system of matrix units, L
2(A, φ) has orthonormal
basis {eˆ11, eˆ21} with 1ˆ = eˆ11. Realizing Hψ = L2(A, ψ) as the free product of Hilbert
spaces, we naturally see that L2(A, ψ) has orthonormal basis
{ξ} ∪ {eˆ(p1)21 ⊗ · · · ⊗ eˆ(pn)21 | n, p1, . . . , pn ∈ N, pj 6= pj+1},
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where eˆ
(p)
21 represents the element eˆ21 in the p-th copy of L
2(A, φ). Letting e
(p)
ij =
πψ ◦ λp(eij), by the free product construction we have that e(p)22 is the projection onto
span {eˆ(p1)21 ⊗ · · · ⊗ eˆ(pn)21 | p1 = p, n, p2, . . . , pn ∈ N, pj 6= pj+1}.
We see that the sum
∑∞
p=1 e
(p)
22 converges in strong-operator-topology to 1 − Pξ,
where Pξ is the rank one projection onto Cξ. So Pξ ∈ Mψ. Since ξ is cyclic for the
representation πψ, we find
Mψ = B(Hψ). (6)
Considering now the action of σ ∈ S∞, the unitary Uσ leaves ξ fixed and satisfies
Uσ : eˆ
(p1)
21 ⊗ · · · ⊗ eˆ(pn)21 7→ eˆ(σ(p1))21 ⊗ · · · ⊗ eˆ(σ(pn))21 .
Thus,
Pξ ∈ Fψ.
In particular, Fψ is nontrivial.
An application of Proposition 4.2 showsTψ = C1. Indeed, the GNS representation
πψ maps A onto the free product C
∗-algebra ∗∞1 (A, φ), with amalgamation over the
scalars. So Proposition 4.2 implies Tψ ⊆W ∗(πψ(C)) = C1.
We continue, letting ψ be an arbitrary symmetric state on A, with associated
constructions as described above. The next lemma shows that exchangeability passes
from ψ on A to ψˆ, with Fψ included too.
Lemma 5.1.5. If n, i1, . . . , in ∈ N, a1, . . . , an ∈ A, d0, d1, . . . , dn ∈ Fψ and σ ∈ S∞,
then
ψˆ(d0πi1(a1)d1 · · ·πin(an)dn) = ψˆ(d0πσ(i1)(a1)d1 · · ·πσ(in)(an)dn).
Proof. This follows immediately from the properties (5) of βˆ. 
Let
R0 = ∗ -alg(Fψ ∪ πψ(A0)).
We let α ∈ End(A) be the shift ∗-endomorphism, defined by α ◦ πi = πi+1.
Lemma 5.1.6. There is a ∗-endomorphism α0 : R0 → R0 satisfying
(i) α0 ◦ πi = πi+1 (i ∈ N)
(ii) ∀x ∈ R0, ‖α0(x)‖ = ‖x‖
(iii) α0↾Fψ = idFψ
(iv) ψˆ ◦ α0 = ψˆ↾R0.
Proof. Taking the m-cycle cm = (1, 2, . . . , m) ∈ S∞, we easily see that for all x ∈ R0,
βcm(x) is constant in m for m large enough, and we let
α0(x) = lim
m→∞
βˆcm(x) = βˆcM (x) (7)
for M large depending on x. Clearly, α0 is a ∗-endomorphism and (i)-(iv) hold. 
Lemma 5.1.7. Let σ ∈ Sk and take n ≥ k. Then βˆσ ◦ αn0 = αn0 .
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Proof. The image of αn0 lies in the ∗-algebra generated by Fψ ∪
⋃
j>n πj(A), which,
under the hypothesis n ≥ k, lies in the fixed point algebra of the automorphism
βˆσ. 
Lemma 5.1.8. For all x ∈ R0, all y, z ∈ A0 and all σ ∈ S∞, there is N ∈ N and
there is w ∈ C such that for all n ≥ N , we have
〈αn0 (x)yˆ, zˆ〉 = 〈αn0 (βˆσ(x))yˆ, zˆ〉 = 〈βˆσ(αn0 (x))yˆ, zˆ〉 = w.
Proof. We may without loss of generality assume x, y and z are monomials, i.e.,
x = d0πi1(a1)d1 · · ·πip(ap)dp (8)
y = πj1(a
′
1)πj2(a
′
2) · · ·πjq(a′q)
z = πk1(a
′′
1)πk2(a
′′
2) · · ·πkr(a′′r)
for some p, q, r ∈ N, d0, . . . , dp ∈ Fψ and (for all indices f , g and h in the appropriate
ranges) if , jg, kh ∈ N and af , a′g, a′′h ∈ A. Then we have
〈αn0 (x)yˆ, zˆ〉 = ψˆ
(
πkr(a
′′
r)
∗ · · ·πk1(a′′1)∗ d0πi1+n(a1)d1 · · ·πip+n(ap)dp πj1(a′1) · · ·πjq(a′q)
)
.
From the exchangeability result of Lemma 5.1.5, we see that this quantity is inde-
pendent of n so long as
n ≥ max(j1, . . . , jq, k1, . . . , kr). (9)
Let w be the common value of 〈αn0 (x)yˆ, zˆ〉 for n satisfying (9). We also have
〈αn0 (βˆσ(x))yˆ, zˆ〉
= ψˆ
(
πkr(a
′′
r)
∗ · · ·πk1(a′′1)∗ d0πσ(i1)+n(a1)d1 · · ·πσ(ip)+n(ap)dp πj1(a′1) · · ·πjq(a′q)
)
and again invoking exchangeability, we get 〈αn0 (βˆσ(x))yˆ, zˆ〉 = w for n satisfying (9).
Finally, the equality
〈αn0 (x)yˆ, zˆ〉 = 〈βˆσ(αn0 (x))yˆ, zˆ〉
for all n large enough follows from Lemma 5.1.7. 
Let
Q0 = ∗ -alg(Tψ ∪ πψ(A0))
and note that the endomorphism α0 of R0 maps Q0 into Q0. Consider the weakly
dense C∗-subalgebras
Rψ = R0
‖·‖
, Qψ = Q0
‖·‖
of Mψ. From Lemmas 5.1.6 and 5.1.7, we immediately have the following.
Lemma 5.1.9. There is a unique ∗-endomorphism α of Rψ satisfying
(i) α ◦ πi = πi+1 (i ∈ N)
(ii) α↾Fψ = idFψ
Moreover, we have
(iii) ∀x ∈ Rψ, ‖α(x)‖ = ‖x‖
(iv) ψˆ ◦ α = ψˆ↾Rψ
(v) α(Qψ) ⊆ Qψ
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(vi) if σ ∈ Sk and n ≥ k, then βˆσ ◦ αn = αn.
Theorem 5.1.10. There is a conditional expectation Gψ (i.e., a projection of norm 1)
from Rψ onto Fψ given by
Gψ(x) = WOT− lim
n→∞
αn(x), (10)
where the above limit is in weak operator topology. This satisfies the following:
(i) ψˆ ◦Gψ = ψˆ↾Rψ
(ii) Gψ ◦ α = Gψ
(iii) for all σ ∈ S∞, Gψ ◦ βˆσ↾Rψ = Gψ
(iv) the restriction Fψ of Gψ to Qψ is a conditional expectation from Qψ onto Tψ.
Proof. Let x ∈ Rψ and ξ, η ∈ Hψ and take ǫ > 0. Take x0 ∈ R0 such that ‖x−x0‖ < ǫ
and y, z ∈ A0 such that ‖ξ − yˆ‖2 < ǫ and ‖η − zˆ‖2 < ǫ. Then, for every n ∈ N,
|〈αn(x)ξ, η〉 − 〈αn(x0)yˆ, zˆ〉| (11)
≤ |〈αn(x− x0)ξ, η〉|+ |〈αn(x0)(ξ − yˆ), η〉|+ |〈αn(x0)yˆ, η − zˆ〉|
≤ ǫ‖ξ‖2‖η‖2 + ǫ(‖x‖ + ǫ)‖η‖2 + ǫ(‖x‖+ ǫ)(‖ξ‖2 + ǫ).
But by Lemma 5.1.8, 〈αn(x0)yˆ, zˆ〉 is constant for large enough n. We deduce that the
quantity 〈αn(x)ξ, η〉 is Cauchy in n, and, therefore, the limit on the right-hand-side
of (10) exists. Hence, (10) defines Gψ as a linear function from Rψ into Mψ. Since
α is isometric, Gψ is contractive.
Let σ ∈ S∞. We have the same upper bound for the quantity
|〈βˆσ ◦ αn(x)ξ, η〉 − 〈βˆσ ◦ αn(x0)yˆ, zˆ〉|
as in (11). But by Lemma 5.1.8, 〈βˆσαn(x0)yˆ, zˆ〉 = 〈αn(x0)yˆ, zˆ〉 for all n sufficiently
large. This implies βˆσ ◦Gψ(x) = Gψ(x). So Gψ(Rψ) ⊆ Fψ.
On the other hand, if x ∈ Fψ, then from Lemma 5.1.9(ii) we deduce Gψ(x) = x.
Thus, Gψ is a projection of norm 1 from Rψ onto Fψ. Now properrty (i) follows from
Lemma 5.1.9(iv). while property (ii) is apparent from the definition.
For (iii), it will suffice to show
〈Gψ(βˆσ(x))yˆ, zˆ〉 = 〈Gψ(x)yˆ, zˆ〉
for every x ∈ R0 and y, z ∈ A0. However, this follows because Lemma 5.1.8 shows
〈αn0 (βˆσ(x))yˆ, zˆ〉 = 〈αn0 (x)yˆ, zˆ〉
for all n sufficiently large.
To prove (iv) we claim that it will suffice to show Gψ(x) ∈ Tψ for every x ∈ Q0.
Indeed, because Gψ is contractive and Q0 is norm dense in Qψ, it will follow that
Gψ(Qψ) ⊆ Tψ; moreover, since Tψ ⊆ Qψ and Gψ is the identity on Tψ, we will also
have that Gψ(Qψ) = Tψ. We may without loss of generality assume x is a monomial
of the form (8) but with d0, . . . , dp ∈ Tψ. Now
αn(x) = d0πi1+n(a1)d1 · · ·πip+n(ap)dp ∈ ∗ -alg
(
Tψ ∪
⋃
j>n
πj(A)
)
,
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so
Gψ(x) ∈ W ∗
(
Tψ ∪
⋃
j>N
πj(A)
)
⊆W ∗
( ⋃
j>N
πj(A)
)
for every N ∈ N. Thus, Gψ(x) ∈ Tψ. 
Remark 5.1.11. We record here for future reference the fact that follows from the
exchangeability result of Lemma 5.1.5, as used in the above proof: for all x, y, z ∈ R0,
there is N sufficiently large that for all n ≥ N , we have
ψˆ(z∗αn(x)y) = ψˆ(z∗Gψ(x)y).
As an immediate consequence of property (iii) of the above theorem, we have that
Gψ is exchangeable, also with elements of Fψ added in:
Corollary 5.1.12. For all n, i1, . . . , in ∈ N, a1, . . . , an ∈ A, d0, . . . , dn ∈ Fψ and all
σ ∈ S∞
Gψ(d0πi1(a1)d1 · · ·πin(an)dn) = Gψ(d0πσ(i1)(a1)d1 · · ·πσ(in)(an)dn).
5.2. A normal conditional expectation. To summarize the earlier notation and
constructions:
• ψ is a symmetric state on A = ∗∞i=1A,
• πψ is the GNS representation of ψ on Hψ = L2(A, ψ),
• Mψ is the von Neumann algebra generated by πψ(A),
• Fψ is the fixed point algebra of the permutation action on Mψ,
• Tψ ⊆ Fψ is the tail algebra of ψ,
• Rψ is the C∗-algebra generated by πψ(A) ∪ Fψ,
• Qψ is the C∗-algebra generated by πψ(A) ∪ Tψ,
• Gψ : Rψ → Fψ is the conditional expectation onto Fψ constructed in Theo-
rem 5.1.10.
• Fψ : Qψ → Tψ is the conditional expectation onto Tψ that is the restriction of
Gψ.
The following example is due to Weihua Liu [10]. It has Fψ = Tψ and shows that
the conditional expectation Fψ need not have an extension to a normal conditional
expectation Mψ → Tψ.
Example 5.2.1. Let A = C3 and let a = 1 ⊕ −1 ⊕ 0 ∈ A. Let H be a Hilbert
space with orthonormal basis (vn)n≥0 and with corresponding system of matrix units
(eij)i,j≥0 that densely span the compact operators K(H) on H. For every n ∈ N let
πn : A→ B(H) be the unital ∗-homomorphism so that πn(a) = e0n + en0.
Let π = ∗∞n=1πn : A → B(H) be the unital free product representation. The C∗-
algebra generated by π(A) is easily seen to be K(H)+C1, where K(H) is the algebra
of compact operators on H.
Let ψ be the state on A that is the composition of π and the vector state 〈· v0, v0〉.
Let S∞ ∋ σ 7→ Uσ be the unitary representation given by
Uσ(vj) =
{
vσ(j), j > 0
v0, j = 0.
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Then Uσπn(·)U∗σ = πσ(n). Since Uσv0 = v0 for all σ, we see that ψ is a symmetric state
on A. Moveover, v0 is cyclic under the action of π(A), so that (π,H, v0) is equivalent
to the GNS representation (πψ,Hψ, 1ˆ).
The action βˆ of S∞ is given by βσ = Ad(Uσ) and the fixed point algebra Fψ is the
set of all operators that commute with all Uσ. We see that Fψ is the two-dimensional
C∗-algebra Ce00+C(1−e00). Since e00 = πn(a2)πn+1(a2) for every n ≥ 1, we see that
the tail algebra, Tψ, contains e00 and is equal to Fψ. In particular, Tψ = Fψ ⊆ πψ(A)
and Qψ = Rψ = πψ(A).
The conditional expectation Gψ : Rψ → Fψ is given by
Gψ(x) = e00xe00 + τ(x)(1 − e00),
where τ : Rψ → C is the character of Rψ. The von Neumann algebraMψ is generated
by Rψ and, thus, is equal to all of B(H). Note that e00 + · · ·+ enn is increasing and
converges in strong-operator topology to 1 as n→∞, but that Gψ(e00+ · · ·+ enn) =
e00 for all n while Gψ(1) = 1. Thus, we see that Gψ has no extension to a normal
conditional expectation from B(H) to Fψ.
We now build on the constructions performed in Section 5.1 to construct normal
conditional expectations from possibly larger von Neumann algebras onto the fixed
point algebra Fψ and the tail algebra Tψ. For the most part, we will be more interested
in the tail algebra than in the fixed point algebra, and our exposition will reflect this.
Proposition 5.2.2. Given a symmetric state ψ on A = ∗∞1 A, there is a von Neu-
mann algebra Nψ and an injective, unital ∗-homomorphism σψ : Qψ → Nψ such
that
(i) Nψ is generated as a von Neumann algebra by σψ(Qψ),
(ii) the restriction of σψ to Tψ ⊆ Qψ is an injective, normal ∗-homomorphism,
(iii) upon identifying Qψ and Tψ with their images under σψ, the conditional expecta-
tion Fψ : Qψ → Tψ extends to a normal conditional expectation Eψ : Nψ → Tψ,
whose GNS representation is faithful on Nψ,
(iv) the image of Nψ under the GNS representation πψˆ◦Eψ of the normal state ψˆ↾Tψ ◦
Eψ is the von Neumann algebra Mψ, so Mψ may be identified with RNψ for a
central projection R of Nψ and the GNS representation πψˆ◦Eψ itself with Nψ ∋
x 7→ Rx.
Proof. Let πFψ denote the GNS representation of Qψ on the right Hilbert Tψ-module
L2(Qψ, Fψ). Since ψˆ↾Qψ = ψˆ ◦ Fψ and since the GNS representation of ψˆ is faithful
on Qψ, we see that πFψ is faithful. Moreover, the projection Fψ splits off a copy of
Tψ from L2(Qψ, Fψ) as a complemented submodule:
L2(Qψ, Fψ) = L
2(Qψ, Fψ)
o ⊕ Tψ. (12)
Let κ be a normal, faithful ∗-representation of Tψ on a Hilbert space V. Let
W = L2(Qψ, Fψ)⊗κ V (13)
be the interior tensor product of Hilbert modules (see, e.g., [9]); thus, W is a Hilbert
space and the action πFψ of Qψ on L
2(Qψ, Fψ) gives rise to a ∗-representation σψ :=
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πFψ ⊗ 1 of Qψ on W, given by σψ(x) = πFψ(x) ⊗ idV . We let Nψ denote the von
Neumann algebra generated by σψ(Qψ). The Hilbert module projection Fψ that
projects onto the summand Tψ in (12) induces the Hilbert space projection P = Fψ⊗1
on W, whose range space is Tψ ⊗κ V, which is just a copy of V. The action of Tψ on
W via πFψ ⊗ 1 commutes with the projection P and we have
σψ(x)P = κ(x), (x ∈ Tψ).
Moreover, we have
Pσψ(x)P = σψ(Fψ(x))P (x ∈ Qψ).
Since κ is faithful, we may identify Tψ ⊆ Qψ with σψ(Tψ)P and, doing so, we find
that the compression by P implements the conditional expectation Fψ : Qψ → Tψ.
Thus, compression by P realizes a normal conditional expectation
Eψ : Nψ → Tψ
that extends the conditional expectation Fψ.
The vector 1ˆ ∈ L2(Qψ, Fψ) is cyclic for the left action of Qψ, we see that the
image of the projection P is cyclic for the action of Nψ on W, in the sense that
span
⋃
x∈Nψ
xP (W) is dense in W. Thus, the GNS representation of the conditional
expectation Eψ is faithful on Nψ.
Since any two normal, faithful ∗-representations of a von Neumann algebra Tψ can
be obtained, one from the other, by (a) inducing, i.e., tensoring with the identity
on an infinite dimensional Hilbert space and (b) reducing, i.e., compressing by a
projection in the commutant, and since these operations when performed on κ above
carry over to the representation of Nψ, we find that the constructions of the von
Neumann algebra Nψ and of the normal conditional expectation Eψ are independent
of the choice of κ.
The composition ψˆ↾Tψ ◦ Eψ is a normal state on Nψ, and the composition ψˆ↾Tψ ◦
Eψ ◦ σψ ◦ πψ equals the original state ψ on Qψ. Thus, we find that Mψ is the image
of Nψ under the GNS representation of ψˆ↾Tψ ◦ Eψ and may, therefore, be identified
with RNψ for some central projection R ∈ Z(Nψ), and the GNS representation itself
with the map Nψ ∋ x 7→ Rx. 
A precisely analogous result with Fψ and Rψ replacing Tψ and Qψ, respectively,
can be obtained by repeating the above construction, mutatis mutandis. We now
state this result in order to introduce notation that will be needed below.
Proposition 5.2.3. Given a symmetric state ψ on A = ∗∞1 A, there is a von Neu-
mann algebra Pψ and an injective, unital ∗-homomorphism ηψ : Rψ → Pψ such that
(i) Pψ is generated as a von Neumann algebra by ηψ(Rψ),
(ii) the restriction of ηψ to Fψ ⊆ Rψ is an injective, normal ∗-homomorphism,
(iii) upon identifying Rψ and Fψ with their images under ηψ, the conditional expecta-
tion Fψ : Rψ → Fψ extends to a normal conditional expectation Hψ : Pψ → Fψ,
whose GNS representation is faithful on Pψ,
(iv) the image of Pψ under the GNS representation πψˆ◦Fψ of the normal state ψˆ↾Fψ ◦
Hψ is the von Neumann algebra Mψ, so Mψ may be identified with RPψ for a
QUANTUM SYMMETRIC STATES, 16:57 o’clock, 26 September 2018 15
central projection R of Pψ and the GNS representation πψˆ◦Fψ itself with Pψ ∋
x 7→ Rx.
We now show that the above constructions, in the case that restrictions of ψˆ to Tψ
or Fψ have faithful GNS representations, yield normal conditional expectations from
Mψ itself, and we give sufficient conditions for Fψ = Tψ.
Proposition 5.2.4. (i) If the restriction of of ψˆ to Tψ has faithful GNS represen-
tation, then Nψ =Mψ. Thus, the conditional expectation Fψ : Qψ → Tψ has an
extension to a normal conditional expectation Eψ :Mψ → Tψ onto Tψ.
(ii) If the restriction of of ψˆ to Fψ has faithful GNS representation, then Pψ =Mψ.
Thus, the conditional expectation Gψ : Rψ → Fψ has an extension to a normal
conditional expectation Hψ :Mψ → Fψ onto Fψ.
(iii) If the restrictions of of ψˆ to Fψ and to Tψ both have faithful GNS representations,
(for example, if the restriction of ψˆ to Fψ is faithful), then Tψ = Fψ.
Proof. If the restriction ψˆ↾Tψ of ψˆ to Tψ has faithful GNS representation, then in the
construction found in the proof of Proposition 5.2.2, we may take κ to be the GNS rep-
resentation of ψˆ↾Tψ . Thus, V = L2(Tψ, ψˆ↾Tψ). Using (13), we findW = L2(Qψ, ψˆ↾Qψ),
and, thus, W is naturally identified with L2(A, ψ), and the ∗-homomorphism σψ
is identified with the inclusion of Qψ into B(L
2(A, ψ)) as Qψ was defined. Hence,
Nψ =Mψ. This proves (i).
If the restriction of ψˆ to Fψ has faithful GNS representation, then by the same
argument as above but applied in the case of the construction described in Proposi-
tion 5.2.3 proves (ii).
If the restrictions of of ψˆ to Fψ and to Tψ both have faithful GNS representations,
then we may apply (i) and (ii) to obtain normal conditional expectations Eψ and Hψ
as described. However, these must agree when restriced to Qψ. Since Qψ is weakly
dense in Mψ, we have, in fact, Eψ = Hψ. Therefore, Tψ = Fψ. This proves (iii). 
Example 5.2.5. In the case of Liu’s Example 5.2.1, we have that Qψ = K˜ = K(H)+
C1 is the unitization of the compact operators on a Hilbert spaceH with orthonormal
basis (vn)n≥0 and, letting (eij)i,j≥0 be a corresponding system of matrix units for the
compact operators, we have Tψ = Ce00+C(1−e00) and Fψ(x) = e00xe00+τ(x)(1−e00),
where τ is the nonzero character of K˜. We find W = H ⊕C and
σψ(x)(ξ ⊕ z) = xξ ⊕ τ(x)z (x ∈ Qψ, ξ ∈ H, z ∈ C),
where xξ denotes the action of Qψ on the Hilbert space H. Thus,
B(H) =Mψ ( Nψ = B(H)⊕C.
The projection R in part (iv) of Proposition 5.2.2 is 1⊕ 0.
5.3. The tail C∗-algebra. Again, we let ψ be a symmetric state on A and we refer
to the items at the start of Section 5.2 for a summary of the constructions related to
the tail algebra Tψ.
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Definition 5.3.1. The tail C∗-algebra of ψ is the smallest unital C∗-subalgebra Dψ
of Tψ, with the property that for every n ∈ N, x1, . . . , xn−1 ∈ Dψ, a1, . . . , an ∈ A and
i1, . . . , in ∈ N, we have
Fψ
(
πi1(a1)x1 · · ·πin−1(an−1)xn−1πin(an)
) ∈ Dψ. (14)
Observation 5.3.2. The restriction of Fψ to the C
∗-algebra generated by πψ(A)∪Dψ
is a conditional expectation onto Dψ, and Dψ is the smallest unital C
∗-subalgebra of
Tψ having this property.
Observation 5.3.3. Let Dψ,0 = C1 and for n ≥ 1 let Dψ,n be the C∗-algebra
generated by all expressions of the form appearing on the left-hand-side of (14)
where x1, . . . , xn−1 ∈ Dψ,n−1. Then Dψ,n ⊆ Dψ,n+1 and Dψ is the closure of the
union
⋃∞
n=1Dψ,n. Thus, if A is separable, then so is Dψ.
The following question is all the more interesting in light of Proposition 5.4.3,
below. It is answered affirmatively for quantum symmetric states in Proposition 6.7.
Question 5.3.4. Do we have Dψ ⊆ πψ(A) for every symmetric state ψ?
The following question is answered affirmatively for quantum symmetric states in
Theorem 7.3.
Question 5.3.5. Does Dψ generate Tψ as a von Neumann algebra?
5.4. Extreme symmetric states.
Definition 5.4.1. An extreme symmetric state of A = ∗∞1 A is an extreme point of
the closed convex set SS(A) of symmetric states on A.
The following lemma is a collection of observations about a convex combination of
symmetric states, arising from the definitions found in Sections 5.1 and 5.3.
Lemma 5.4.2. Suppose ψ1 and ψ2 be symmetric states on A, let 0 < t < 1 and let
ψ = tψ1 + (1− t)ψ2. Then there is an inner-product-preserving embedding
L2(A, ψ) →֒ L2(A, ψ1)⊕ L2(A, ψ2), (15)
where the right-hand-side is equipped with the norm ‖η1⊕η2‖2 = ‖η1‖2+‖η2‖2, given
by
aˆ 7→ t1/2aˆ⊕ (1− t)1/2aˆ,
which yields an embedding
πψ(A) →֒ πψ1(A)⊕ πψ2(A) (16)
given by
πψ(x) 7→ πψ1(x)⊕ πψ2(x). (17)
This, in turn yields embeddings
Mψ →֒ Mψ1 ⊕Mψ2 (18)
Fψ →֒ Fψ1 ⊕Fψ2 (19)
Rψ →֒ Rψ1 ⊕ Rψ2 (20)
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Tψ →֒ Tψ1 ⊕ Tψ2 (21)
Qψ →֒ Qψ1 ⊕ Qψ2 (22)
Dψ →֒ Dψ1 ⊕Dψ2 (23)
and the identities
Gψ = (Gψ1 ⊕Gψ2)↾Rψ (24)
Fψ = (Fψ1 ⊕ Fψ2)↾Qψ . (25)
Letting χ1 and χ2 be the vector states on Mψ corresponding to the vectors 1ˆ⊕ 0 and
0⊕ 1ˆ, respectivly, in L2(A, ψ1)⊕ L2(A, ψ2), we have, for j = 1, 2,
χj↾Qψ = χj ◦ Fψ, (26)
χj ◦ πψ = ψj (27)
ψˆ = tχ1 + (1− t)χ2. (28)
Proof. The exposition in the lemma pretty much spells out how it goes. Only some
minor comments are in order. The embeddings (15), (16) and (18) are clear. The
unitary Uσ on the Hilbert space L
2(A, ψ) corresponding to σ ∈ S∞ is the restriction
to the embedded copy as in (15) of the direct sum U
(1)
σ ⊕ U (2)σ of the anaolgous
unitaries on L2(A, ψ1) and L
2(A, ψ2). Thus, the automorphism βσ = AdUσ ofMψ is
the restriction of the direct sum
βσ = (β
(1)
σ ⊕ β(2)σ )↾Mψ (29)
of the corresponding automorphisms of Mψ1 and Mψ2 . From this we see (19)
and (20).
The embedding (21) follows by noting
Tψ =
⋂
N≥1
W ∗(
⋃
j≥N
πψ(λj(A))) ⊆
⋂
N≥1
W ∗(
⋃
j≥N
πψ1(λj(A))⊕ πψ2(λj(A))) = Tψ1 ⊕ Tψ2 .
Now (22) follows from (21) and (17).
To prove (24), note that (29) implies that the shift endomorphism α of Rψ is the
restriction of the direct sum α(1)⊕α(2) of corresponding shifts. Taking the weak limit
of powers of this shift yields (24), and (25) follows by restriction.
The vector state for 1ˆ⊕ 0 when restricted to Mψ1 ⊕ 0, yields the state ψˆ1 which,
by virtue of Theorem 5.1.10, satisfies ψˆ1↾Qψ1
= ψˆ1 ◦ Fψ1 , and similarly for 0 ⊕ 1ˆ, ψˆ2
and Fψ2 . From these facts, (26) and (27) follow. Since ψˆ is the vector state for the
vector 1ˆ ∈ L2(A, ψ), (28) follows as well. 
Proposition 5.4.3. Let ψ ∈ SS(A). Let ρ denote the restriction of ψˆ to the tail
C∗-algebra Dψ. Then
ψ = ρ ◦ Fψ ◦ πψ. (30)
Moreover,
(i) if ρ is a pure state of Dψ, then ψ is an extreme point of SS(A),
(ii) if ψ is an extreme point of SS(A) and if Dψ ⊆ πψ(A), then ρ is a pure state of
Dψ.
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Proof. The identity (30) is apparent from the fact (Theorem 5.1.10(i)) that Fψ is
ψˆ-preserving.
Suppose ψ is not an extreme point of SS(A). We may write ψ = 1
2
(ψ1 + ψ2) for
ψ1, ψ2 ∈ SS(A), ψ1 6= ψ2. Let χ1 and χ2 be the states onMψ defined in Lemma 5.4.2
(with t = 1
2
), and let ρj be the restriction of χj toDψ. By (28), we have ρ =
1
2
(ρ1+ρ2).
By (27), we must have χ1 6= χ2. But by (26), this implies ρ1 6= ρ2. Thus, ρ is not a
pure state of Dψ, and (i) is proved.
For (ii), suppose ρ is not a pure state. Then ρ = 1
2
(ρ1 + ρ2) for states ρ1 and ρ2
of Dψ that are not equal to each other. Letting ψj = ρj ◦ Fψ ◦ πψ, from (30), we
have ψ = 1
2
(ψ1 + ψ2). By the exchangeability for Fψ (Corollary 5.1.12), we have
ψj ∈ SS(A). Since Dψ ⊆ πψ(A), ρj can be recovered from ψj by restriction, and we
must have ψ1 6= ψ2. Thus, ψ is not an extreme point of SS(A). 
6. Freeness with amalgamation over the tail algebra
In this section, we show that given a quantum symmetric state, we have freeness
with respect to the conditional expectations Fψ and Eψ, constructed in the last
section, i.e., freeness with amalgamation over the tail algebra.
We assume ψ is a quantum symmetric state on A and we continue using the
notation of the previous section. Let
Bi = C∗(πi(A) ∪ Tψ) ⊆Mψ,
Ci =W ∗(σψ(Bi)) ⊆ Nψ.
Theorem 6.1. If ψ is a quantum symmetric state on A, then (Bi)∞i=1 is free with
respect to Fψ and (Ci)∞i=1 is free with respect to Eψ.
The proof of this theorem follows in part Sections 4 and 5 of [8], and requires
several intermediate results, which are given below. Again, we let πi = πψ ◦ λi.
Lemma 6.2. Assume that b1, b2, . . . , bn+1 ∈ Tψ. Then, for 1 ≤ i(1), . . . , i(n) ≤ k and
a1, a2, . . . , an ∈ A, we have
ψˆ(b1πi(1)(a1)b2 · · ·πi(n)(an)bn+1)
=
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · ψˆ(b1πj(1)(a1)b2 · · ·πj(n)(an)bn+1). (31)
Proof. By Kaplansky’s density theorem, each bi is the limit in strong operator topol-
ogy of a bounded sequence in the algebra generated by
⋃
p>k πp(A). Thus, it will
suffice to prove (31) in the case where each bi is of the form
bi = πp(i,1)(ai,1) · · ·πp(i,m(i))(ai,m(i)),
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with m(i) ∈ N, ai,j ∈ A and k + 1 ≤ p(i, j) ≤ k + ℓ for all j = 1, . . . , m(i), for some
ℓ > 0. Showing (31) in this case amount to showing
ψ(c1λi(1)(a1)c2 · · ·λi(n)(an)cn+1)
=
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · ψ(c1λj(1)(a1)c2 · · ·λj(n)(an)cn+1) (32)
where
ci = λp(i,1)(ai,1) · · ·λp(i,m(i))(ai,m(i)). (33)
Consider the matrix Uk = (uij)
k
i,j=1 for the defining generators uij of the quantum
permutation group As(k). Consider the (k + ℓ) × (k + ℓ) matrix U˜k+ℓ := Uk ⊕
1ℓ = (u˜ij)
k+ℓ
i,j=1 where u˜ij = uij for i, j ≤ k and u˜ij = δij1 when either i > k or
j > k. The entries of U˜k+ℓ satisfy the defining relations of As(k + ℓ) and yield a
corresponding ∗-homomorphism from As(k+ℓ) onto As(k). We now use the quantum
exchangeability of the representations λ1, λ2, . . . with respect to ψ and compose with
the ∗-homomorphism As(k + ℓ) → A2(k) described above to obtain that the list
λ˜1, . . . , λ˜k+ℓ has the same distribution with respect to id ⊗ ψ on As(k) ⊗ A as does
λ1, . . . , λk+ℓ with respect to ψ on A, where
λ˜i =
k+ℓ∑
j=1
u˜i,j ⊗ λj : A→ As(k)⊗B.
But u˜i,j = δi,j1 if either i > k or j > k, so
λ˜i =
{
1⊗ λi, i > k∑k
j=1 ui,j ⊗ λj , i ≤ k.
Thus, when, in the expression (33) for ci, the λp(i,j) are replaced by λ˜p(i,j), we get
1⊗ ci. So applying the aforementioned equidistribution to the expression
c1λi(1)(a1)c2 · · ·λi(n)(an)cn+1,
we get (32). 
We now fix notation for the remainder of the section. Let a1, . . . , aN ∈ A and con-
sider the algebra Tψ〈X1, . . . , XN〉 of noncommutative polynomials, in noncommuting
indeterminants X1, . . . , XN that also do not commute with the coefficient algebra Tψ.
Take Pj(X1, . . . , XN) ∈ Tψ〈X1, . . . , XN〉 for j = 1, . . . , n, and for i ∈ N define
xij := Pj(πi(a1), . . . , πi(aN)). (34)
As an immediate consequence of the exchangeability of ψˆ (Lemma 5.1.5), for any
permutation σ ∈ S∞, we have
ψˆ(x
i(1)
1 · · ·xi(n)n ) = ψˆ(xσ(i(1))1 · · ·xσ(i(n))n ). (35)
The next result shows quantum exchangeability.
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Lemma 6.3. For natural numbers 1 ≤ i(1), . . . , i(n) ≤ k, we have
ψˆ(x
i(1)
1 · · ·xi(n)n ) =
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n)ψˆ(xj(1)1 · · ·xj(n)n ). (36)
Proof. It will suffice to show it when each Pi is a monomial, i.e., is of the form
d1Xf(1) · · · dpXf(p)dp+1 for some p ∈ N and d1, . . . , dp+1 ∈ Tψ. Now this case of (36)
will follow if we show that, in the setting of Lemma 6.2, whenever we have constant
blocks i(ℓq +1) = i(ℓq+2) = · · · = i(ℓq+mq) for all 1 ≤ q ≤ Q, with mq ≥ 1, ℓ1 = 0,
ℓq = m1 + · · ·+mq−1 and m1 + · · ·+mQ = n, then (31) becomes
ψˆ(b1πi(1)(a1)b2 · · ·πi(n)(an)bn+1)
=
∑
1≤j(1),...,j(n)≤k,
j(ℓq+1)=···=j(ℓq+mq), (1≤q≤Q)
ui(1),j(1) · · ·ui(n),j(n) · ψˆ(b1πj(1)(a1)b2 · · ·πj(n)(an)bn+1).
(37)
But this follows easily, because the terms in the summation on the right hand side
of (31) that don’t appear in the summation of (37) are all zero. Indeed, this follows
directly from the defining relations of As(k), which imply ui,jui,j′ = δj,j′ui,j. 
By Corollary 5.1.12, we have exchangeability with respect to Fψ: for any permu-
tation σ ∈ S∞,
Fψ[x
i(1)
1 · · ·xi(n)n ] = Fψ[xσ(i(1))1 · · ·xσ(i(n))n ]. (38)
The next result shows that we have, in a sense, also quantum exchangeability with
respect to the expectation Fψ.
Proposition 6.4. For 1 ≤ i(1), . . . , i(n) ≤ k, we have
1⊗ Fψ[xi(1)1 · · ·xi(n)n ] =
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) ⊗ Fψ[xj(1)1 · · ·xj(n)n ] (39)
Proof. It will suffice to show that for every y, z ∈ A of the form
y = λp(1)(a
′
1) · · ·λp(s)(a′s) (40)
z = λq(1)(a
′′
1) · · ·λq(t)(a′′t ) (41)
for positive integers s, t, p(j), q(j) and for a′j , a
′′
j ∈ A, we have
1 · ψ(z∗Fψ(xi(1)1 · · ·xi(n)n )y)
=
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n)ψ(z∗Fψ(xj(1)1 · · ·xj(n)n )y), (42)
since Tψ acts faithfully on L2(A, ψ), and since the linear span of the vectors yˆ for y
as in (40) is dense in this Hilbert space.
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Let R = max(p(1), . . . , p(s), q(1), . . . , q(t)). By Remark 5.1.11,
ψˆ(z∗Fψ(x
i(1)
1 · · ·xi(n)n )y)
= ψˆ
(
πq(t)(a
′′
t )
∗ · · ·πq(1)(a′′1)∗xi(1)+R1 · · ·xi(n)+Rn πp(1)(a′1) · · ·πp(s)(a′s)
)
. (43)
Using (35) and an appropriate permutation σ, we find
ψˆ(πq(t)(a
′′
t )
∗ · · ·πq(1)(a′′1)∗xi(1)+R1 · · ·xi(n)+Rn πp(1)(a′1) · · ·πp(s)(a′s))
= ψˆ(πq(t)+k(a
′′
t )
∗ · · ·πq(1)+k(a′′1)∗xi(1)1 · · ·xi(n)n πp(1)+k(a′1) · · ·πp(s)+k(a′s)). (44)
Now, using (a) Lemma 6.2, and the same quotient map As(k + R) → As(k) as
appeared in the proof of Lemma 6.2 (but with R instead of ℓ), we find
ψˆ(πq(t)+k(a
′′
t )
∗ · · ·πq(1)+k(a′′1)∗xi(1)1 · · ·xi(n)n πp(1)+k(a′1) · · ·πp(s)+k(a′s))
=
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) ψˆ
(
πq(t)+k(a
′′
t )
∗ · · ·πq(1)+k(a′′1)∗xj(1)1 · · ·xj(n)n
πp(1)+k(a
′
1) · · ·πp(s)+k(a′s)
)
,
while applying the argument used in (43) and (44) in reverse, we get
ψˆ
(
πq(t)+k(a
′′
t )
∗ · · ·πq(1)+k(a′′1)∗xj(1)1 · · ·xj(n)n πp(1)+k(a′1) · · ·πp(s)+k(a′s)
)
=
= ψˆ(z∗Fψ(x
j(1)
1 · · ·xj(n)n )y).
Thus, we have (42), as required. 
In what follows, we will abuse notation and rewrite (39) as
Fψ[x
i(1)
1 · · ·xi(n)n ] =
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · Fψ[xj(1)1 · · ·xj(n)n ]
where the tensor product structure is implicit.
Proposition 6.5. Let 1 ≤ i(1), . . . , i(n) ≤ k and assume that for fixed ℓ we have
that i(ℓ) 6= i(j) for all j 6= ℓ. Then we have
Fψ[x
i(1)
1 · · ·xi(n)n ] = Fψ[xi(1)1 · · ·Fψ[xi(ℓ)ℓ ] · · ·xi(n)n ].
Proof. It will suffice to show, for arbitrary y and z as in (40) and (41), that we have
ψˆ(z∗Fψ[x
i(1)
1 · · ·xi(n)n ]y) = ψˆ(z∗Fψ[xi(1)1 · · ·Fψ[xi(ℓ)ℓ ] · · ·xi(n)n ]y). (45)
By Remark 5.1.11, the left hand side of (45) equals
ψˆ(z∗x
i(1)+N
1 · · ·xi(n)+Nn y) (46)
while the right hand side of (45) equals
ψˆ(z∗x
i(1)+N
1 · · ·xi(ℓ−1)+Nℓ−1 Fψ(xi(ℓ)ℓ )xi(ℓ+1)+Nℓ+1 · · ·xi(n)+Nn y). (47)
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for all N sufficiently large. Applying Remark 5.1.11 again, the quantity (47) is equal
to
ψˆ(z∗x
i(1)+N
1 · · ·xi(ℓ−1)+Nℓ−1 xi(ℓ)+Mℓ xi(ℓ+1)+Nℓ+1 · · ·xi(n)+Nn y). (48)
for all M sufficiently large. Choosing N and then M large enough, choosing an
appropriate permutation and using the exchangeability result Lemma 5.1.5, we have
that the quantities (46) and (48) agree. 
The following lemma was essential in the proof of the main theorem in Section 5
of [8] and will be used in a similar way to prove Theorem 6.1. We refer to that paper
for proof of this lemma.
Lemma 6.6. Consider self-adjoint projections p and q. Assume that s ≥ 2. The
following are equivalent:
(i) (pq)s + (p(1− q))s + ((1− p)q)s + ((1− p)(1− q))s = 1,
(ii) (pq)sp+ (p(1− q))sp+ ((1− p)q)s(1− p) + ((1− p)(1− q))s(1− p) = 1,
(iii) p and q commute.
We now have all of the pieces in place to prove Theorem 6.1.
Proof of Theorem 6.1. It will suffice to show freeness of (Bi)∞i=1 with respect to Fψ.
Indeed, since Eψ is a normal extension of Fψ, freeness of (Ci)∞i=1 with respect to Eψ
will follow.
Fix n ∈ N and natural numbers i(1) 6= i(2), . . . , i(n−1) 6= i(n). Assume Fψ[xkj ] = 0
for j = 1, . . . , n. We will show Fψ[x
i(1)
1 · · ·xi(n)n ] = 0, thereby proving freeness over
the tail algebra.
Toward this end, putting i := (i(1), . . . , i(n)), we denote by ker i the partition of the
set {1, 2, . . . , n} whereby j and ℓ belong to the same block if and only if i(j) = i(ℓ). If
ker i were non-crossing, then one of its blocks would have to be an interval block; but
by assumption, i(p) 6= i(p+1) for all p, so this interval would have to be a singleton.
If ker i has a block consisting of only one element, then by Proposition 6.5 we have
Fψ[x
i(1)
1 · · ·xi(n)n ] = 0, as desired.
We proceed by induction on the number r of blocks in ker i, starting with r = n
and decreasing from there. If r = n then ker i must have a singleton block and this
case is done. Now we introduce the induction hypothesis for ker i with at least r + 1
blocks and use this to address the case where ker i has r blocks.
Utilizing Proposition 6.4, we have
Fψ[x
i(1)
1 · · ·xi(n)n ] =
k∑
j(1),...,j(n)=1
ui(1),j(1) · · ·ui(n),j(n) · Fψ[xj(1)1 · · ·xj(n)n ]
=
∑
π∈P(n)
∑
ker(j)=π
1≤j(1),...,j(n)≤k
ui(1),j(1) · · ·ui(n),j(n) · Fψ[xj(1)1 · · ·xj(n)n ]. (49)
Observe that if j(ℓ) = j(ℓ+1) then ui(ℓ),j(ℓ)ui(ℓ+1),j(ℓ+1) = 0, since i(ℓ) 6= i(ℓ+1). Thus,
we may restrict to the cases where j(1) 6= j(2), . . . , j(n − 1) 6= j(n). If the number
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of blocks is at least r + 1, then Fψ[x
j(1)
1 · · ·xj(n)n ] = 0 by the induction hypothesis, so
we may restrict to the cases where π has at most r blocks.
We will chose a particular representation of As(n) and apply it to (49). It will be
convenient to assume that i takes values only in the set {1, 3, 5, . . . , 2r−1}, which we
can do by the exchangeability found in equation (38). Now let {qm}rm=1 be a family
of self-adjoint projections in M2(C), to be specified later, and consider the unitary
matrix
u˜m =
(
qm 1− qm
1− qm qm
)
∈M4(C).
Consider the 2r × 2r block matrix u˜ =⊕rm=1 u˜m ∈ M4r(C) and let (u˜i,j)1≤i,j≤2r be
the corresponding entries. Thus, we have
u˜i,j =

qm, i = j ∈ {2m− 1, 2m}
1− qm, {i, j} = {2m− 1, 2m}
0, otherwise.
It is easy to check that the u˜i,j satisfy the defining relations for As(2r), so there is
a ∗-representation from As(2r) sending ui,j to u˜i,j. We apply this ∗-representation
to (49).
By assumption, the indices for i = (i(1), . . . , i(n)) take on only odd numbers. Thus,
for non-vanishing u˜i,j, the j value determines the i value since there are only 2 non-
zero entries in the j-th row of u˜, only one of which is odd. Therefore, ker j ≤ ker i.
Thus, in the sum resulting from applying this ∗-representation, we may assume that
π ≤ ker i. As we have already discarded the cases where |π| > r we are left with one
choice, namely π = ker i. Under these conditions, we have
Fψ[x
i(1)
1 · · ·xi(n)n ] =
∑
1≤j(1),...,j(n)≤k
ker(j)=ker(i)
u˜i(1),j(1) · · · u˜i(n),j(n) · Fψ[xj(1)1 · · ·xj(n)n ]
=
( ∑
1≤j(1),...,j(n)≤k
ker(j)=ker(i)
u˜i(1),j(1) · · · u˜i(n),j(n)
)
· Fψ[xi(1)1 · · ·xi(n)n ],
where the last equality follows easily by the exchangeability found in equation (38).
Thus, if the sum ∑
1≤j(1),...,j(n)≤k
ker(j)=ker(i)
u˜i(1),j(1) · · · u˜i(n),j(n) (50)
is not equal to 1, then we may conclude Fψ[x
i(1)
1 · · ·xi(n)n ] = 0, proving our theorem.
As observed at the start of the proof, we may assume ker i is crossing, and we
choose two blocks that maintain this crossing. The values of i on these two crossing
blocks are 2ℓ− 1 and 2m− 1 for some distinct ℓ,m ∈ {1, . . . , r}. We now choose our
projections qi, taking qℓ and qm that do not commute, and letting qi = 1 for all other
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values of i. Now a careful analysis shows that (50) reduces to one of the following:
(qmqℓ)
s + (qm(1− qℓ))s + ((1− qm)qℓ)s + ((1− qm)(1− qℓ))s
(qmqℓ)
sqm + (qm(1− qℓ))sqm + ((1− qm)qℓ)s(1− qm) + ((1− qm)(1− qℓ))s(1− qm)
(qℓqm)
sqℓ + (qℓ(1− qm))sqℓ + ((1− qℓ)qm)s(1− qℓ) + ((1− qℓ)(1− qm))s(1− qℓ)
for some s ≥ 2. By Lemma 6.6, these are all three distinct from 1, and our theorem
is proved. 
The first part of the next result answers Question 5.3.4 affirmatively in the case
of a quantum symmetric state. The second part is a careful phrasing of the fact,
now essentially obvious from Theorem 6.1, that π(A) is the free product with amal-
gamation over the tail C∗-algebra of the images of A. It gives a sort of converse to
Proposition 3.1.
Proposition 6.7. Let ψ be a quantum symmetric state on A. Then Dψ ⊆ πψ(A).
Moreover, there are
• a unital C∗-algebra B,
• a conditional expectation F : B → D onto a unital C∗-subalgebra D of B
whose GNS representation is faithful (on B),
• a unital ∗-homomorphism θ : A→ B
• a state ρ of D
such that
• B is generated by θ(A) ∪D,
and, letting
(Y,G) = (∗D)∞i=1(B,F ) (51)
be the C∗-algebra free product of infinitely many copies of (B,F ) with itself, amalga-
mated over D, there is an identification
(πψ(A), Fψ↾πψ(A)) = (Y,G),
where Fψ is the conditional expectation constructed in Theorem 5.1.10 (see also Ob-
servation 5.3.2) with this free product pair, in such a way that
(i) the tail C∗-algebra Dψ in πψ(A) is identified with the copy of D over which the
amalgamation is performed in (51)
(ii) the ∗-homomorphism πψ corresponds to the free product ∗∞1 θ of infinitely many
copies of θ
(iii) the state ψˆ restricted to πψ(A) corresponds to the state ρ ◦G of Y .
Proof. Let Bi = C
∗(Dψ ∪ πi(A)) ⊆ Mψ. By Theorem 6.1 and Observation 5.3.2,
the family (Bi)
∞
i=1 is free with respect to Fψ. Moveover, we have C
∗(
⋃∞
i=1Bi) =
C∗(πψ(A) ∪ Dψ). Denoting this C∗-algebra by Y , the GNS representation of the
restriction of ψˆ to Y is, of course, faithful. Since Fψ is ψˆ-preserving, alse the GNS
representation of the restriction of Fψ to Y is faithful. Thus, (Y, Fψ↾Y ) is isomorphic
to the amalgamated free product of C∗-algebras
(Y, Fψ↾Y ) = (∗Dψ)∞i=1(Bi, Fψ↾Bi). (52)
QUANTUM SYMMETRIC STATES, 16:57 o’clock, 26 September 2018 25
By the exchangeability found in equation (38), each (Bi, Fψ↾Bi) isomorphic (B1, Fψ↾B1)
by an isomorphism that is the identity on Dψ and intertwines λi and λ1. Thus, we
may write D for Dψ, (B,F ) for (B1, Fψ↾B1) and θ : A→ B for the ∗-homomorphism
π1 = πψ ◦ λ1.
Letting α denote the shift ∗-endomorphism of Y , that sends Bi to Bi+1, that we
have, thanks to the free product realization (52) and Theorem 6.1 of [1], that for
every y ∈ Y , the averages
1
n
n∑
k=1
αk(y)
converge in norm to Fψ(y). But this ∗-endomorphism α agrees with the one con-
structed on Lemma 5.1.9 (when the latter is restricted to Y ). Since α(πψ(A)) ⊆
πψ(A), the inclusion Fψ(πψ(A)) ⊆ πψ(A) follows. Thus, using the recursive descrip-
tion of the generation of Dψ from Observation 5.3.3, we get Dψ ⊆ πψ(A).
Now, letting ρ be the restriction of ψˆ to D = Dψ, the assertions of the proposition
follow easily. 
7. Description of quantum symmetric states
Now we combine Proposition 3.1 and Proposition 6.7 to formulate a description
of quantum symmetric states on A in terms of amalgamated free products of von
Neumann algebras. Part of this result is a more complete version of Proposition 3.1
of [3].
Definition 7.1. For a unital C∗-algebra A, let V(A) be the set of all equivalence
classes of quintuples (B,D, F, θ, ρ), such that
(i) B is a C∗-algebra
(ii) D is a unital C∗-subalgebra of B,
(iii) F : B → D is a conditional expectation onto D,
(iv) the GNS representation of F is a faithful representation of B,
(v) θ : A→ B is a unital ∗-homomorphism,
(vi) θ(A) ∪D generates B as a C∗-algebra,
(vii) D is the smallest unital C∗-subalgebra of B that satisfies
F
(
x0θ(a1)x1 · · · θ(an)xn
) ∈ D (53)
whenever n ∈ N, x0, . . . , xn ∈ D and a1, . . . , an ∈ A,
(viii) ρ is a state on D,
(ix) letting (Y,G) = (∗D)∞i=1(B,F ) denote the amalgamated free product of C∗-
noncommutative probability spaces and letting πρ◦G be the GNS representation
of Y corresponding to the state ρ ◦ G of Y , we have ker πρ◦G ∩ D = {0}, i.e.,
πρ◦G is faithful when restricted to D,
and where quintuples (B,D, F, θ, ρ) and (B′, D′, F ′, θ′, ρ′) are defined to be equivalent
if there is a ∗-isomorphism π : B → B′ sending D onto D′ and so that π ◦F = F ′ ◦π,
π ◦ θ = θ′ and ρ′ ◦ π↾D = ρ.
Remarks 7.2. (a) In order to avoid set theoretic difficulties, instead of speaking of
about the set of equivalence classes of all quintuples, we should note that for a
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given A, conditions (vii) and (vi) impose a limit on the cardinality of a dense
subset of B, so we may choose a particular Hilbert space H and work with the
set of all equivalence classes of quintuples where B is a C∗-algebra in B(H).
However, in practice we will ignore this issue and use the sloppy language “all
quintuples.”
(b) In practice, we will surpress notation for equivalence classes, and just write
(B,D, F, θ, ρ) ∈ V(A); implicitly, we will identify two such quintuples as being
the same if there is a ∗-isomorphism π as described in the definition above.
(c) The condition (ix) is slightly subtle, as it may be satisfied even when the GNS
representation πρ◦F of the state ρ ◦ F of B fails to be faithful when restricted
to D. Note that, by hypothesis (iv) and the free product construction, the GNS
representation of Y (on the Hilbert C∗-module L2(Y,G)) arising from G is faith-
ful. Moreover, by Proposition 4.1, condition (ix) is equivalent to faithfulness of
πρ◦G itself.
Here is the classification of quantum symmetric states.
Theorem 7.3. There is a bijection
V(A)→ QSS(A) (54)
that assigns to V = (B,D, F, θ, ρ) ∈ V(A) the state ψ = ψV given as follows: letting
(Y,G) = (∗D)∞i=1(B,F ) (55)
be the amalgamated free product and letting ∗∞1 θ : A→ Y be the free product (arising
from the univeral property) of the homomorphisms from the copies of A into the
respective copies of B, we set ψ = ρ ◦G ◦ (∗∞1 θ).
We let πρ◦G denote the GNS representation of the state ρ ◦G on Y . Then we have
the correspondence shown in Table 1 between objects defined in Section 5 and objects
associated to (Y,G), where Bi denotes the i-th copy of B in Y and where, (since by
Table 1. Correspondence between (B,D, F, θ, ρ) ∈ V(A) and ψ ∈ QSS(A).
from (Y,G) from Section 5 label
L2(Y, ρ ◦G) L2(A, ψ) (a)
Y πψ(A) (b)
πρ◦G(Y )
′′ Mψ (c)
πρ◦G(D)
′′ Tψ (d)
G Fψ↾πψ(A) (e)
D Dψ (f)
Bi C
∗(πψ(λi(A)) ∪Dψ) (g)
condition 7.1(ix) and Proposition 4.1, πρ◦G is faithful on Y ) in the left column of
Table 1, we implicitly identify Y and C∗-subalgebras of Y with their corresponding
images under πρ◦G.
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Proof. Given V = (B,D, F, θ, ρ) ∈ V(A), it follows from Proposition 3.1 that ψ = ψV
as described is a quantum symmetric state on A. We will now verify the identifications
indicated in Table 1.
By choice of ψ, we have
L2(A, ψ) = L2(A, ρ ◦G ◦ (∗∞1 θ)). (56)
An argument used in the proof of Proposition 6.7 shows that C∗((∗∞1 θ)(A)) is closed
under G. Indeed, it is clearly closed under the “free right shift” endomorphism α of
Y , and by Theorem 6.1 of [1], G(y) is the norm limit
G(y) = lim
n→∞
1
n
n∑
k=1
αk(y). (57)
Now condition 7.1(vii) yields that C∗((∗∞1 θ)(A)) contains D, so condition 7.1(vi)
shows that C∗((∗∞1 θ)(A)) is all of Y . This implies (b) and also allows us to make the
identification L2(A, ρ ◦G ◦ (∗∞1 θ)) = L2(Y, ρ ◦G), which yields (a).
Taking von Neumann algebra closures yields a normal ∗-isomorphism πψ(A)′′ →
πρ◦G(Y )
′′, which is (c).
From the free product construction (55), we see that the identification (56) of
Hilbert spaces identifies Tψ with the von Neumann algebra⋂
N≥1
W ∗(
⋃
j≥N
πρ◦G(Bi)). (58)
Proposition 4.2 implies that the von Neumann algebra (58) is contained in πρ◦G(D)
′′,
while the opposite inclusion is implied by the formula
G(y) = lim
n→∞
1
n
N+n∑
k=N+1
αk(y),
which follows from (57). Thus, we have shown (d).
Comparing the definition of Fψ (i.e., (10) of Theorem 5.1.10) with (57) shows the
identification of Fψ↾πψ(A) with G, namely (e).
When we consider Definition 5.3.1 of Dψ and the identifications from Table 1 that
have already been verified, and taking into account that we have, from Proposi-
tion 6.7, Dψ ⊆ πψ(A), we find that the identification of Hilbert spaces (56) yields an
identification of Dψ with the smallest unital C
∗-subalgebra Z of Y that satisfies
G(z0θi1(a1)z1 · · · θin(an)zn) ∈ Z for all n, i1, . . . , in ∈ N, z0, . . . , zn ∈ Z, aj ∈ A,
(59)
where θi is θ followed by the mapping from B onto the i-th copy of B in Y . We
aim to show Z = D. By contrast, from the condition 7.1(vii), we have that D is the
smallest unital C∗-subalgebra of Y that satisfies
G(x0θ(a1)x1 · · · θ(an)xn) ∈ D for all n ∈ N, x0, . . . , xn ∈ D, a1, . . . , an ∈ A. (60)
Since G maps Y into D, we have Z ⊆ D. However, since the conditions in (60) are
more restrictive than those in (59), (requiring all ij to be the same), we have D ⊆ Z.
This proves the (f).
The identification (g) is apparent, because B is generated by θ(A) ∪D.
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We have shown that V = (B,D, F, θ, ρ) ∈ V(A) yields ψ = ψV ∈ QSS(A) making
the identifications of Table 1 hold. In the reverse direction, Proposition 6.7 shows
that given ψ ∈ QSS(A), there is V = Vψ = (B,D, F, θ, ρ) so that ψ = ψV as in
the construction performed above and where D = Dψ, B = C
∗(Dψ ∪ πψ ◦ λ1(A)),
θ = πψ ◦ λ1, F = Fψ↾B and ρ = ψ↾Dψ .
We must show that the quintuple V satisfies the conditions of Definition 7.1. Once
we have done so, we will be able to conclude that the map (54) is onto QSS(A). We
will also be able to conclude that it is injective, because by Proposition 6.7 and its
proof and by the identifications in Table 1, if ψ = ψV ′ for some V
′ ∈ V(A), then V ′
is recovered as Vψ.
Of the conditions in Definition 7.1 all are clearly satisfied by Vψ, except per-
haps (vii). However, from Definition 5.3.1, we know that D = Dψ is the smallest
unital C∗-subalgebra Z of πψ(A) that satisfies
Fψ(z0πi1(a1)z1 · · ·πin(an)zn) ∈ Z for all n, i1, . . . , in ∈ N, z0, . . . , zn ∈ Z, aj ∈ A,
(61)
where πi = πψ ◦ λi, and we must show that it is the smallest unital C∗-subalgebra D˜
of B that satifies
F (x0θ(a1)x1 · · · θ(an)xn) ∈ D˜ for all n ∈ N, x0, . . . , xn ∈ D˜, a1, . . . , an ∈ A. (62)
Clearly, D˜ ⊆ Dψ. To show the reverse inclusion, it will suffice to show that if
we assume (61) holds when i1 = i2 = · · · = in, then it also holds in full generality.
However, this follows by freeness of the algebras ∗ -alg(πi(A)∪Dψ) with respect to Fψ,
either by appeal to the moment-cumulant formula of Speicher [13], or by elementary
considerations and arguing by induction on n. 
Corollary 7.4. The bijection from (54) restricts to bijections
TV(A)→ TQSS(A) (63)
V(A, φ)→ QSS(A, φ) (64)
TV(A, τ)→ TQSS(A, τ), (65)
for a state φ on A and a tracial state τ on A, where
TV(A) = {(B,D, F, θ, ρ) ∈ V(A) | ρ ◦ F is a faithful trace on B}
V(A, φ) = {(B,D, F, θ, ρ) ∈ V(A) | ρ ◦ F ◦ θ = φ}
TV(A, τ) = TV(A) ∩ V(A, τ).
Proof. To show that the map (63) is into TQSS(A), we use the fact that if
(Y,G) = (∗D)i∈I(Bi, Fi)
is an amalgamated free product of von Neumann algebras and if there is a tracial
state τ on D so that for each i ∈ I, τ ◦ Fi is a trace on Bi, then τ ◦ G is a trace on
Y . This is a well known fact that is not difficult to verify; it can be proved similarly
to the case when D = C, (i.e., showing that the free product of traces is a trace); for
this latter fact see, for example, [16].
To see that the map (63) is onto TQSS(A), take ψ ∈ TQSS(A) and let V =
(B,D, F, θ, ρ) ∈ V(A) be such that ψ = ψV . Then ρ ◦ F arises as the restriction of
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the trace ψˆ on Mψ to a C∗-subalgebra identified with B and is, therefore, a trace.
However, since ψˆ has faithful GNS representation, being a trace, it must be faithful
on Mψ. Thus, ρ ◦ F is a faithful trace, and V ∈ TV(A).
That the other maps (64) and (65) are bijections, is now clear. 
Because traces whose GNS representations are faithful must themselves be faithful,
we can use a von Neumann algebra version of TV(A) to describe TQSS(A).
Definition 7.5. For a unital C∗-algebra A, let TW(A) be the set of all equivalence
classes of quintuples W = (B,D, E, θ, ρ) where
(i) B is a von Neumann algebra
(ii) D is a unital von Neumann subalgebra of B,
(iii) E : B → D is a normal, faithful conditional expectation onto D,
(iv) θ : A→ B is a unital ∗-homomorphism,
(v) θ(A) ∪ D generates B as a von Neumann algebra,
(vi) D is the smallest unital von Neumann subalgebra of B that satisfies
E
(
x0θ(a1)x1 · · · θ(an)xn
) ∈ D (66)
whenever n ∈ N, x0, . . . , xn ∈ D and a1, . . . , an ∈ A,
(vii) τ is a normal faithful tracial state on D, such that τ ◦ E is a trace on B.
Theorem 7.6. There is a bijection
TW(A)→ TQSS(A) (67)
that assigns to W = (B,D, E, θ, τ) ∈ TW(A) the tracial state ψ = ψW given as
follows: letting
(M, H) = (∗D)∞i=1(B, E) (68)
be the amalgamated free product of von Neumann algebras and letting ∗∞1 θ : A→M
be the free product (arising from the univeral property) of the homomorphisms from
the copies of A into the respective copies of B, we set ψ = τ ◦H ◦ (∗∞1 θ).
We have the following correspondence between objects defined in Section 5 and
objects associated to (M, H):
from (M, H) from Section 5
L2(M, τ ◦H) L2(A, ψ)
M Mψ
D Tψ
Bi W ∗(πψ(λi(A)) ∪ Tψ)
(69)
where Bi denotes the i-th copy of B in M.
Proof. We use Corollary 7.4. Since ψˆ is a trace on Mψ whose GNS representation is
faithful, ψˆ itself must be faithful and Proposition 5.2.4 applies. 
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8. Extreme quantum symmetric states
In this section, we characterize the extreme points of the compact convex set
QSS(A) in terms of the corresponding elements of V(A).
Theorem 8.1. Let ψ ∈ QSS(A) and let V = Vψ = (B,D, F, θ, ρ) ∈ V(A) be the
corresponding quintuple under the bijection of Theorem 7.3. Then the following are
equivalent:
(i) ρ is a pure state of D,
(ii) ψ is an extreme point of SS(A),
(iii) ψ is an extreme point of QSS(A),
Proof. The implication (i) =⇒ (ii) is from Proposition 5.4.3, while (ii) =⇒ (iii) is
trivially true. To show (iii) =⇒ (i), we expand on the proof of Proposition 5.4.3(ii).
If ρ is not a pure state of D, then in the decomposition ψ = 1
2
(ψ1 + ψ2) constructed
there, the states ψ1 and ψ2 are, in fact, quantum symmetric. They are quantum
symmetric by Proposition 3.1, because the family (Dψ ∪ πψ ◦ λi(A))∞i=1 is free with
respect to Fψ. 
Theorem 8.2. Let ψ ∈ TQSS(A) and let W = (B,D, E, θ, τ) ∈ TW(A) be the
quintuple corresponding to ψ under the bijection of Theorem 7.6. Let R(E) be the
set of all normal tracial states τ of D such that τ ◦ E is a trace of B. Then ψ is an
extreme point of TQSS(A) if and only if τ is an extreme point of R(E).
Proof. The proof is quite similar to that of Theorem 8.1. If τ is not an extreme point
of R(E), then there are distinct elements τ1 and τ2 of R(E) such τ =
1
2
(τ1 + τ2).
Replacing τ1 by (3τ1+ τ2)/4 and τ2 by (τ1+3τ2)/4, if necessary, we may without loss
of generality assume that both τ1 ◦ E and τ2 ◦ E are faithful on B. Thus, we have
Wi := (B,D, E, σ, τi) ∈ TW(A). For i = 1, 2, letting ψi ∈ TQSS(A) be the state
corresponding to Wi under the bijection from Theorem 7.6, we have ψ =
1
2
(ψ1 +ψ2).
Since W1 6= W2, we have ψ1 6= ψ2, and ψ is not an extreme point of TQSS(A).
Suppose ψ is not an extreme point of TQSS(A). By Lemma 5.4.2, there are normal
states χi onMψ satisfying (26), (27) and (28), and density of the range of πψ inMψ
implies that χ1 and χ2 are traces. By Proposition 5.2.4, Fψ has a (unique) normal
extension Eψ to Mψ. Let τi be the restriction of χi to Tψ = D. Then τ = 12(τ1 + τ2).
Since ψj = τj ◦ Fψ ◦ πψ, we have τ1 6= τ2. Moreover, the restriction of τi ◦ Eψ to
B1 (which is the state τi ◦ E on B) is a trace. Thus, τ1, τ2 ∈ R(E) and τ is not an
extreme point of R(E). 
Remark 8.3. In the above theorem, if either B or D is a factor, then ψ is an extreme
point of TQSS(A).
Here is an example of an extreme tracial quantum symmetric state for A = C⊕C
where the tail algebra is noncommutative.
Example 8.4. We describe an element (B,D, E, θ, τ) of TW(A) where A is the two-
dimensional C∗-algebra. Let B = M2(C)⊕M2(C), identified with (C⊕C)⊗M2(C),
and let D ⊆ B be the copy of M2(C) identified with 1⊗M2(C). Let E : B → D be
the conditional expectation E = φ⊗ idM2(C), where φ is the state on C⊕C given by
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φ(a⊕ b) = (2a+ b)/3. Let θ : A→ B be the unital ∗-homomorphism determined by
θ(1⊕ 0) = p, where
p =
(
1 0
0 0
)
⊕ 1
2
(
1 1
1 1
)
.
Then
E(p) = 1⊗ 1
6
(
5 1
1 1
)
while
pE(p) p =
1
6
(
5 0
0 0
)
⊕ 1
3
(
1 1
1 1
)
, E(pE(p) p) = 1⊗ 1
9
(
6 1
1 1
)
.
Clearly, E(p) and E(pE(p) p) together generate D as an algebra, while D and p
together generate B. Thus, conditions (v) and (vi) of Definition 7.5 are satisfied and
(B,D, E, θ, tr2) ∈ V(A), where tr2 is the normalized trace on D. Since D ∼= M2(C)
is a factor, this quintuple yields an extreme point of TQSS(A), by Theorem 8.2.
Here is an example of an extreme tracial quantum symmetric state where neither
B nor D in the corresponding element of TW(A) is a factor.
Example 8.5. Let A = C ⊕ C with q = 1 ⊕ 0 ∈ A, let B = M2(C) ⊕M2(C), let
D ∼= C⊕C be the subalgebra
D =
{(
λ 0
0 µ
)
⊕
(
λ 0
0 µ
) ∣∣∣∣ λ, µ ∈ C} (70)
of B and let E : B → D be the trace-preserving conditional expectation that sends(
a11 a12
a21 a22
)
⊕
(
b11 b12
b21 b22
)
to the element as indicated in (70) with λ = 1
2
(a11 + b11) and µ =
1
2
(a22 + b22).
Clearly, the unique state τ on D making τ ◦E a trace on B is the one assigning equal
weights of 1/2 to the minimal projections of D, and then τ ◦ E is a faithful trace.
Let θ : A→ B be the ∗-homomorphism that sends q to
θ(q) =
1
3
(
1
√
2√
2 2
)
⊕ 1
4
(
1
√
3√
3 3
)
.
Then E(θ(A)) = D, so condition (vi) of Definition 7.5 is fulfilled. Now we easily see
that D and θ(q) together generate B, so condition (v) of Definition 7.5 is fulfilled.
Thus, the quintuple W = (B,D, E, θ, τ) belongs to TW(A) and, by Theorem 8.2, the
corresponding ψ ∈ TQSS(A) is an extreme point of TQSS(A).
Størmer [14] found that all of the extreme symmetric states on the minimal tensor
product C∗-algebra
⊗∞
1 A are tensor product states ⊗∞1 φ for φ in the state space
S(A) of A. The analogy of this in our setting is the natural embedding of S(A)
into the set of extreme points of QSS(A), using the free product construction (with
amalgamation over the scalars) but the image of this embedding is, of course, far
from being the set of all the extreme points of QSS(A). This situation is summarized
in the following proposition.
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Traditionally, when we take the reduced free product
(A, ϕ) = ∞∗
i=1
(A, φ) (71)
of C∗-algebras, we insist that the GNS representation of φ be faithful, which ensures
that we have embeddings of A into A (one for each i ∈ N). However, we will continue
to use the notation (71) when the GNS representation of φ is not faithful, to mean
the reduced free product
(A, ϕ) = ∞∗
i=1
(A˜, φ˜)
where A˜ is the quotient of A by the kernel Iφ of the GNS representation of φ, and
φ˜ is the state on A˜ whose composition with the quotient map yields the state φ on
A. Now instead of embeddings of A into A, we have ∗-homomorphisms qi : A→ A,
one for each i ∈ N, from A into A, whose kernels are Iφ. For φ ∈ S(A), let ∗∞1 φ
be the reduced free product state on A, obtained by taking the reduced free product
(A, ϕ) = ∗∞i=1(A, φ) of C∗-algebras and composing the canonical quotient map A→ A
(sending the i-th copy of A in A into A by the ∗-homomorphism qi), with the free
product state ϕ on A.
Proposition 8.6. The map φ 7→ ∗∞1 φ sends S(A) onto the set of all states in
QSS(A) whose tail C∗-algebras are copies of C. The latter are extreme points of
QSS(A). Furthermore, the restriction of this map to the set TS(A) of all tracial
states of A, maps TS(A) onto the set of all traces in TQSS(A) whose tail algebras
are copies of C, and the latter are extreme points of TQSS(A).
Proof. The first two sentences follow easily from the details of the proof of Theo-
rem 7.3. The last sentence follows from the first assertion and the well known fact
that the free product of traces is a trace. 
Another embedding of S(A) into QSS(A) is the affine embedding that corresponds
to taking “maximal amalgamation,” as follows. Let qˇ : A → A be the quotient map
resulting from the univeral property that sends each copy of A in A identically to A.
Given φ ∈ S(A), let φˇ be the state on A that is φˇ = φ ◦ qˇ.
Proposition 8.7. The map φ 7→ φˇ is an affine embedding of S(A) into QSS(A)
and, φˇ is an extreme element of QSS(A) if and only if φ is a pure state of A. The
restriction of this map to the tracial state space TS(A) yields an affine embedding of
TS(A) into TQSS(A) and for τ ∈ TS(A), τˇ is an extreme point of TQSS(A) if and
only if τ is an extreme point of TS(A).
Proof. That φ 7→ φˇ is an affine embedding is clear. Thus, if φ is not a pure state of A,
then φˇ is not an extreme point in QSS(A). The element V = (B,D, F, θ, ρ) ∈ V(A)
corresponding to the quantum symmetric state φˇ has
• B = A
• D = B,
• F the identity map,
• θ the identity map
• ρ = φ.
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Thus, ρ is extreme if and only if φ is pure. 
The tracial state space of a unital C∗-algebra, if nonempty, forms a Choquet sim-
plex (see, for example, Theorem 3.1.18 of [12]). So the following question seems
natural.
Question 8.8. Is TQSS(A) a Choquet simplex for every unital C∗-algebra A that
has a tracial state?
We also have the following results, whose proofs are similar to those of Theorems 8.1
and 8.2.
Theorem 8.9. Let φ be a state on A, let ψ ∈ QSS(A, φ) and let v = (B,D, F, θ, ρ) ∈
V(A, φ) be the quintuple corresponding to ψ under the bijection of Corollary 7.4. Let
S(F, φ) be the set of all states η on D so that η ◦ F ◦ θ = φ. Then ψ is an extreme
point of QSS(A, φ) if and only if ρ is an extreme point of S(F, φ).
Theorem 8.10. Let τ be a tracial state on A, let ψ ∈ TQSS(A, τ) and let W =
(B,D, E, θ, ρ) ∈ TW(A, τ) be the quintuple corresponding to ψ under the bijection of
Theorem 8.2. Let R(E, τ) be the set of all normal, tracial states η on D so that η ◦E
is a trace on B and η ◦ E ◦ θ = τ . Then ψ is an extreme point of TQSS(A, τ) if and
only if ρ is an extreme point of R(E, τ).
9. Central quantum symmetric states
Definition 9.1. Let ψ ∈ QSS(A) be a quantum symmetric state on A = ∗∞1 A.
With reference to Definition 5.1.1, we say that ψ is central if the tail algebra of ψ
lies in the center of Mψ. We let ZQSS(A) denote the set of all central quantum
symmetric states on A. The tracial central quantum symmetric states are those in
the set ZTQSS(A) := TQSS(A) ∩ ZQSS(A).
With reference to Proposition 8.6, we see that for every φ ∈ S(A), the free prod-
uct state ∗∞1 φ is a central quantum symmetric state. The next result is related to
Proposition 4.7 of [3], though it is not precisely a generalization of it (since the states
considered in Proposition 4.7 of [3], including the free product states, are faithful).
Theorem 9.2. The sets ZQSS(A) and ZTQSS(A) are compact, convex subsets of
QSS(A) and and both are Choquet simplices. Their extreme points are the free product
states and free product tracial states, respectively:
∂e(ZQSS(A)) = {∗∞1 φ | φ ∈ S(A)}, (72)
∂e(ZTQSS(A)) = {∗∞1 τ | τ ∈ TS(A)}. (73)
Proof. We will focus first on ZQSS(A) and we will show
ZQSS(A) = conv{∗∞1 φ | φ ∈ S(A)}. (74)
To show the inclusion ⊆, let ψ ∈ ZQSS(A) By Theorem 7.3, ψ = ρ ◦G ◦ (∗∞1 θ) where
(Y,G) = (∗D)∞1 (B,F )
and θ : A → B a unital ∗-homomorphism. By hypothesis, the tail algebra D lies
in the center of Y ; in particular D is commutative, isomorphic to C(X) for some
34 DYKEMA, KO¨STLER, AND WILLIAMS, 16:57 O’CLOCK, 26 SEPTEMBER 2018
compact Hausdorff space X , and ρ is in the weak∗-closed convex hull of the set of
point evaluation maps evx, (x ∈ X). By Lemma 4.2 of [3], each of the compositions
evx◦G◦(∗∞1 θ) is a free product state ∗∞1 φx on A, where φx = evx◦F ◦θ. Thus, taking
a net of finite convex combinations of the evx that converges in weak
∗-topology of
C(X)∗ to ρ, we get that the net of the corresponding convex combinations of the
free product states ∗∞1 φx converges in the weak∗-topology on A∗ to ψ. This proves
⊆ in (74).
We will now show the inclusion ⊇ in (74). The mapping
S(A) ∋ φ 7→ ∗∞1 φ ∈ S(A) (75)
is continuous with respect to the respective restrictions of weak∗-topologies. This
follows from the facts that the ∗-subalgebra, A0, of A that is generated by
⋃∞
i=1 λi(A)
is norm dense in A, and, by freeness, for each element x ∈ A0 there is a list a1, . . . , ak
of elements of A and a polynomial p such that (∗∞1 φ)(x) = p(φ(a1), . . . , φ(ak)). Thus,
{∗∞1 φ | φ ∈ S(A)} is a compact subset of S(A) and the mapping (75), since it is
clearly injective, is a homeomorphism onto its image.
By a classical result (see, for example, Proposition 1.2 of [11]) using the compact-
ness of the set
{∗∞1 φ | φ ∈ S(A)}, (76)
an arbitrary element ψ of the right-hand-side of (74) is the barycenter of a Borel
probability measure on the set (76), which under the mapping (75) corresponds to a
Borel probability measure µ on S(A). Thus, for all x ∈ A we have
ψ(x) =
∫
S(A)
(∗∞1 φ)(x) dµ(φ). (77)
We will use this to show that the tail algebra of ψ lies in the center of Mψ.
Let C(S(A))⊗A denote the (minimal) C∗-algebra tensor product. Identify C(S(A))
with the unital C∗-subalgebra C(S(A))⊗ 1 of C(S(A))⊗A. Let E : C(S(A))⊗A→
C(S(A)) be the conditional expectation given by
E(f ⊗ a)(φ) = f(φ)φ(a), (f ∈ C(S(A)), a ∈ A, φ ∈ S(A)).
Let B be the quotient of C(S(A)) ⊗ A under the GNS representation associated to
E, namely, on the Hilbert C(S(A))-module L2(C(S(A)) ⊗ A,E). Then C(S(A)) is
contained in the center of B. We have a conditional expectation F : B → C(S(A))
arising from E, that we can view as compression with respect to the projection
L2(C(S(A)) ⊗ A,E) → C(S(A)). In fact, (though we will not use this description)
B is a continuous field of C∗-algebras over S(A), and the fiber over φ ∈ S(A) is
isomorphic to the image of A under the GNS representation of φ. Let
(Y,G) = (∗C(S(A)))∞i=1(B,F ) (78)
be the reduced amalgamated free product of C∗-algebras, with amalgamation over
C(S(A)). Then C(S(A)) lies in the center of Y .
Let θ : A → B be the unital ∗-homomorphism that is the composition of the
mapping A → C(S(A)) ⊗ A given by a 7→ 1 ⊗ a and the quotient mapping of
C(S(A))⊗ A to B.
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We consider the ∗-homomorphism ∗∞1 θ : A→ Y sending λi(A) to the i-th copy of
B in Y via θ. Then ψ = ρ ◦ G ◦ (∗∞1 θ), where ρ is the state on C(S(A)) given by
integration with respect to µ.
Note that θ(A)∪C(S(A)) generates B as a C∗-algebra. Moreover, since the family
E(1⊗A) separates points of C(S(A)), by the Stone-Weierstrass Theorem, E(1⊗A)
generates C(S(A)), so F (B) generates C(S(A)). Thus, (∗∞1 θ)(A) = Y . Consequently,
we may identify L2(A, ψ) and L2(Y, ρ ◦ G) and thereby identify the images πψ(A)
and πρ◦G(Y ) of the GNS representations. Furthermore, the tail algebra Tψ of ψ is
identified with
Tρ◦G :=
⋂
N≥1
W ∗(
⋃
j≥N
πρ◦G(Bi)).
By Proposition 4.2, Tρ◦G lies the von Neumann algebra generated by πρ◦G(C(S(A))),
which is in the center of πρ◦G(Y )
′′. Consequently, ψ is a central quantum symmetric
state. This completes the proof of (74); in particular, ZQSS(A) is a closed, convex
subset of QSS(A) and is, thus, compact.
From Proposition 8.6, we have that every free product state ∗∞1 φ is an extreme
point of QSS(A) and is, therefore, an extreme point of ZQSS(A). From (74), we
deduce that there are no other extreme points of ZQSS(A), and (72) is proved.
To show that ZQSS(A) is a Choquet simplex, we suppose µ and ν are Borel prob-
ability measures on S(A) and∫
S(A)
(∗∞1 φ)(x) dµ(φ) =
∫
S(A)
(∗∞1 φ)(x) dν(φ)
for all x ∈ A, and we will show µ must equal ν. Taking x = λ1(a1)λ2(a2) · · ·λn(an)
for a1, . . . , an ∈ A, we have (∗∞1 φ)(x) =
∏n
j=1 φ(aj). Thus,
∫
f dµ =
∫
f dν for
all functions f in the subalgebra of C(S(A)) generated by the set of all functions
S(A) ∋ φ 7→ φ(a) as a ranges over A. This subalgebra contains the constants and
separates points of S(A), so, by the Stone–Weierstrass theorem, it is dense with
respect to the uniform norm in C(S(A)). We deduce µ = ν, so ZQSS(A) is indeed a
Choquet simplex.
Now we focus on ZTQSS(A). From ZTQSS(A) = ZQSS(A)∩TQSS(A), we see that
ZTQSS(A) is a closed, convex subset of ZQSS(A), and the free product traces are
extreme points of ZTQSS(A). From what we have already shown about ZQSS(A),
in order to show that ZTQSS(A) is a Choquet simplex whose extreme points are the
free product traces as in (73), it will suffice to show that if µ is a Borel probability
meaure on S(A) and if ψ ∈ ZQSS(A) given by (77) is a trace, then µ is supported in
TS(A). Let a ∈ A have ‖a‖ ≤ 1 and let ω be the push-forward measure of µ under
the map
S(A)→ [0, 1]2, φ 7→ (φ(a∗a), φ(aa∗)).
It will suffice to show that ω is supported in the diagonal of [0, 1]2. Recall the standard
notation |a| = (a∗a)1/2 and |a∗| = (aa∗)1/2. Letting
x = λ1(|a|)λ2(a), y = λ1(|a∗|)λ2(a∗),
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we get
(∗∞1 φ)(x∗x) = φ(a∗a)2, (∗∞1 φ)(xx∗) = φ(a∗a)φ(aa∗),
(∗∞1 φ)(y∗y) = φ(aa∗)2, (∗∞1 φ)(yy∗) = φ(a∗a)φ(aa∗).
Thus, we have ∫
[0,1]2
s2 dω(s, t) = ψ(x∗x) = ψ(xx∗) =
∫
[0,1]2
st dω(s, t),∫
[0,1]2
t2 dω(s, t) = ψ(y∗y) = ψ(yy∗) =
∫
[0,1]2
st dω(s, t).
From these identities, we get
∫
(s− t)2 dω(s, t) = 0 and we conclude that the support
of ω lies in the diagonal of [0, 1]2. 
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