Abstract. Let A be a unital Banach algebra. Several characterizations of continuous derivations of A having only elements with finite spectrum in their ranges are obtained. In particular, if A is semisimple, then such derivations map A into its socle.
Introduction
In a recent paper [4] several characterizations of inner derivations of Banach algebras having only elements with finite spectrum in their ranges were obtained. The goal of this paper is to extend these to general (continuous) derivations. In particular, we will show that the following three conditions are equivalent for a continuous derivation d on a unital semisimple Banach algebra A:
(a) d(x) has a finite spectrum for every x ∈ A; (b) d(x) is algebraic for every x ∈ A; (c) d(x) lies in the socle of A for every x ∈ A. Our main result, Theorem 3.2, is somewhat more general. We remark that implications (c)⇒(b)⇒(a) are trivial since every element in the socle is algebraic, and every algebraic element has a finite spectrum. The bulk of the paper will be devoted to the proof of (a)⇒(c).
We refer to [4] for an explanation of the motivation for studying conditions (a), (b), and (c).
When considering continuous derivations of a Banach algebra A one often applies the well-known fact that these maps leave primitive ideals of A invariant, and by considering irreducible representations one thereby arrives at derivations of algebras acting densely on Banach spaces. It seems quite obvious that it is much easier to use density when dealing with inner derivations rather than with general ones. We believe that this is the reason why the proofs in the present paper are quite more involved than the proofs in [4] , where only inner derivations are treated.
The main result is proved in Section 3. In Section 2 we obtain some preliminary results which (especially Theorem 2.3) might be of independent interest. This section is almost entirely algebraic-except for the last few lines we consider only outer derivations of algebras acting densely on a vector space over an arbitrary field. We should mention that in this paper we use an approach similar to one used in recent papers [2, 3] , in which in some places outer derivations are also treated separately.
Outer derivations of dense algebras
Throughout this section, X will be a vector space over a field F , A will be an algebra of linear operators on X acting densely on X, and d will be a derivation of A (i.e., a linear map of A into itself satisfying d(xy) = d(x)y + xd(y) for all x, y ∈ A). We shall say that d is inner if there is a linear operator a on X such that d(x) = [x, a] for every x ∈ A (we do not require that a lies in A). If d is not inner, it will be called outer.
Our approach is based on the following two results: (I) If there exist linearly independent vectors ξ 1 , ξ 2 ∈ X such that xξ 1 = d(x)ξ 1 = 0 with x ∈ A implies xξ 2 = 0, then d is inner; (II) if there exists a nonzero ξ ∈ X such that xξ = 0 with
The first result is due to Sinclair and it even characterizes inner derivations [7, Theorem 3.3] . The second result is easier to prove (see, e.g., the proofs of [2,
Step 5] or [3, Lemma 2.3]).
We first slightly sharpen (I) and (II). In the next theorem we generalize both lemmas. 
Proof. There is no loss of generality in assuming that η 1 = η 2 = 0. Namely, if the theorem holds true whenever η 1 = η 2 = 0 (or, analogously, η 3 = η 4 = 0), then, given any η i ∈ X, i = 1, 2, 3, 4, there are x , x ∈ A such that
But then x = x + x satisfies the conclusion of the theorem. Thus, assume that
Similarly, without loss of generality we may assume that η 3 = 0, for knowing that the theorem holds under this assumption we can find x 1 , x 2 ∈ A which, for instance, satisfy
By Lemma 2.1 there is x 0 ∈ A such that
Let L be a left ideal generated by x 0 . Clearly, every element x in L satisfies xξ 1 = d(x)ξ 1 = 0. Therefore, it suffices to prove that there is an x ∈ L satisfying xξ 2 = η 3 and d(x)ξ 2 = η 4 . Suppose first that the vectors d(x 0 )ξ 2 and η 3 are linearly dependent, that is, d(x 0 )ξ 2 = αη 3 for some α ∈ F . Applying Lemma 2.2 we see that there is a y 0 ∈ A satisfying
Thus, the theorem is proved when this situation occurs.
Assume, therefore, that d(x 0 )ξ 2 and η 3 are linearly independent. Using Lemma 2.1 again we get an element y 1 ∈ A satisfying
Consequently, setting x = y 1 x 0 + x 0 ∈ L we have
The proof is now complete.
It seems reasonable to conjecture that the theorem can be extended to the situation where we have n > 2 linearly independent vectors ξ 1 , . . . , ξ n . We leave this as an open problem. Lemma 2.4. Suppose that d is outer. Let ξ, ξ 1 , . . . , ξ k be linearly independent vectors in X and η ∈ X. Then there is x ∈ A such that
Proof. Pick x 0 ∈ A such that x 0 ξ = ξ and x 0 ξ i = 0.
Suppose first that d(x 0 )ξ and ξ are linearly independent. Applying Theorem 2.3 we see that there is y ∈ A such that yξ = η, d(y)ξ = 0 and yd(x 0 )ξ = 0. It is immediate then that x = yx 0 has the desired properties.
Assume, therefore, that d(x 0 )ξ = αξ for some α ∈ F . Using Theorem 2.3 again we can find z ∈ A such that zξ = η and d(z)ξ = −αη. But then x = zx 0 is the right element.
Let us point out that the next lemma holds for all, not necessarily outer, derivations. However, in the case of inner derivations we have to assume that F = C. In the course of the proof we shall apply the following result due to Amitsur [1, Lemma 1]: if T 1 , . . . , T n are linear maps such that for every vector ξ, the vectors T 1 ξ, . . . , T n ξ are linearly dependent modulo some (fixed) finite dimensional subspace U 0 , then some nontrivial linear combination of the T i 's is an operator of finite rank.
Lemma 2.5. Let F = C. Suppose that d does not map A into the algebra of finite rank operators. Then for every m ∈ N there exist x ∈ A and linearly independent vectors ξ 1 , . . . , ξ m ∈ X such that
Proof. We first treat the case when d is outer. Proceed by induction on m. If m = 1, then, in view of Lemma 2.2, we can choose any nonzero ξ 1 ∈ X. Thus, let m > 1. By the induction assumption, there exist linearly independent ξ 1 , . . . , ξ m−1 ∈ X and x 0 ∈ A such that Therefore, we may assume that there is a vector in X, which we denote by ξ m , such that ζ 1 = x 0 ξ m , ζ 2 = d(x 0 )ξ m , ξ 1 , . . . , ξ m−1 are linearly independent vectors. Then ξ 1 , . . . , ξ m−1 , ξ m are linearly independent too. Namely, assuming that they are dependent it follows that ξ m lies in the linear span of ξ 1 , . . . , ξ m−1 , which further yields ζ 1 = x 0 ξ m = 0. By Lemma 2.4, there is a y ∈ A such that
Set x = zyx 0 + zx 0 and note that
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This proves the lemma for the case when d is outer. Now, assume that d is inner, that is, there is a linear operator a on X such that d(x) = [x, a], x ∈ A. It is clear that a cannot be written as a sum of a scalar multiple of the identity and a finite rank operator, for otherwise d(x) would have finite rank for every x ∈ A. But then there exist ξ 1 , . . . , ξ m ∈ X such that the vectors ξ 1 , . . . , ξ m , aξ 1 , . . . , aξ m are linearly independent [4, Lemma 3.1]. Pick x ∈ A such that xξ j = 0, xaξ j = jξ j , j = 1, . . . , m. But then d(x)ξ j = xaξ j − axξ j = jξ j . The proof of the lemma is thereby completed.
Characterizing derivations mapping into the socle
We first fix the notation. In this section, A denotes a complex Banach algebra. By Prim(A) we denote the set of primitive ideals of A. We write σ(x) for the spectrum of x ∈ A, and σ(x) for its cardinality.
Suppose that A is semisimple. Then the sum of all minimal left ideals of A coincides with the sum of all minimal right ideals of A, and is called the socle of A. It will be denoted by soc A. If A does not contain minimal one-sided ideals, we define soc(A) = {0}.
We begin with an auxiliary result.
Lemma 3.1. Let d be a continuous derivation of a Banach algebra A.
Suppose that P 1 , . . . , P m ∈ Prim(A) (P i = P j whenever i = j) are such that d(A) P j , j = 1, . . . , m. Let π 1 , . . . , π m be irreducible representations of A on Banach spaces X 1 , . . . , X m , respectively, such that Ker π j = P j , j = 1, . . . , m. Then there exist nonzero vectors ξ j ∈ X j , j = 1, . . . , m, and x ∈ A such that
Proof. We proceed by induction on m. Let m = 1.
Thus, we actually have to prove the following: if d 1 is a nonzero derivation on a dense algebra of linear operators on X 1 , then there exist nonzero ξ 1 ∈ X 1 and 
for some linear operator a on X 1 . As d 1 = 0, there exists ξ 1 ∈ X 1 such that ξ 1 and aξ 1 are linearly independent. By density, there is x 1 ∈ A 1 such that x 1 ξ 1 = 0 and
Now, let m > 1. As P 1 , . . . , P m are distinct, at least one of them, say P m , satisfies P j P m , j = 1, . . . , m − 1. By the induction hypothesis, there exist x 0 ∈ A and nonzero vectors ξ j ∈ X j , j = 1, . . . , m − 1, such that
As above, we define a derivation
Since every primitive ideal is also a prime ideal, P j P m , j = 1, . . . , m − 1, yields P 1 · · · P m−1 P m , which in turn implies P 1 ∩ · · · ∩ P m−1 P m . Whence I = π m (P 1 ∩ · · · ∩ P m−1 ) is a nonzero ideal of A m , and therefore a dense algebra of operators on X m [5, Theorem 4, p. 33].
We claim that the lemma will be established by showing that there are z ∈ I and a nonzero vector ξ m ∈ X m satisfying
Suppose that such z and ξ m exist. We have z = π m (z 0 ) for some z 0 ∈ P 1 ∩· · ·∩P m−1 . Set x = x 0 + z 0 . Then we have
Thus, x has all the desired properties and the lemma is proved. Now let us find such z ∈ I and ξ m ∈ X m . Suppose first that d m is inner, i.e., d m (x) = [x, a], x ∈ A m , for some linear operator a on X m . As d m = 0, there exists ξ m ∈ X m such that ξ m and aξ m are linearly independent. Recall that I acts densely on X m . Thus, there is z ∈ I such that zξ m = −π m (x 0 )ξ m and
Thus, we may assume that d m is outer. Since
We claim that this is an outer derivation of I. Indeed, assuming that it is inner, that is, d m (u) = [u, a], u ∈ I, for some linear operator a on X m , we see that for any u ∈ I and x ∈ A m we have (ii) there is n ∈ N such that σ(d(x)) ≤ n for every x ∈ A; (iii) d(x) + P ∈ soc(A/P ) for every x ∈ A and every P ∈ Prim(A), and d(A) ⊆ P for all but finitely many P ∈ Prim(A).
Moreover, if A is semisimple, then the above conditions are equivalent to the following two equivalent conditions: Assume that (ii) is true. Pick P ∈ Prim(A). Let π P be an irreducible representation of A on a Banach space X such that Ker π P = P . As above, define a derivation d P on π P (A) by d P π P = π P d. Suppose that the range of d P does not lie in the algebra of finite rank operators. Then, by Lemma 2.5, there exist x ∈ A and nonzero vectors ξ 1 , . . . , ξ n+1 ∈ X such that d P (π P (x))ξ j = jξ j , j = 1, . . . , n+ 1. This means that {1, 2, . . . , n + 1} ⊆ σ(d P (π P (x))) = σ(π P (d(x))) ⊆ σ(d(x)), contrary to the assumption. Thus, d P (π P (x)) = π P (d(x))) has a finite rank for every x ∈ A. This means that π P (d(x)) ∈ soc(π P (A)), which is equivalent to d(x) + P ∈ soc(A/P ). Thus, we have proved the first part of (iii). In order to prove the second part, we assume that there exist n + 1 distinct primitive ideals P 1 , . . . , P n+1 such that d(A) P j , j = 1, . . . , n + 1. Let π 1 , . . . , π n+1 be irreducible representations of A on Banach spaces X 1 , . . . , X n+1 , respectively, such that Ker π j = P j . According to Lemma 3.1 there are nonzero vectors ξ j ∈ X j , j = 1, . . . , n + 1, and x ∈ A such that π j (d(x))ξ j = jξ j , j = 1, . . . , n + 1. Thus, again we arrive at the contradiction {1, 2, . . . , n + 1} ⊆ σ(d(x)). This means that there exist at most n primitive ideals not containing the range of d. The proof of the implication (ii)⇒(iii) is thus complete.
Recall that where the P i 's are the only primitive ideals not containing the range of d. Also, d(x) + P j has a finite spectrum in A/P j for it lies in its socle. But then (i) holds true.
We have thereby proved that (i), (ii), and (iii) are equivalent. Now assume that A is semisimple. By [4, Proposition 2.2] we see that (iii)⇒(iv). As already mentioned in the introduction, the implications (iv)⇒(v) and (v)⇒(i) are trivial. The proof is complete.
