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Abstract 
We define the statistical quadrature evolution (QE) method for multicarrier continuous-
variable quantum key distribution (CVQKD). A multicarrier CVQKD protocol uses 
Gaussian subcarrier quantum continuous variables (CVs) for information transmission. 
The QE scheme utilizes the theory of mathematical statistics and statistical information 
processing. The QE model is based on the Gaussian quadrature inference (GQI) frame-
work to provide a minimal error estimate of the CV state quadratures. The QE block 
evaluates a unique and stable estimation of the non-observable continuous input from 
the measurement results and through the statistical inference method yielded from the 
GQI framework. The QE method minimizes the overall expected error by an estimator 
function and provides a viable, easily implementable, and computationally efficient way 
to maximize the extractable information from the observed data. The QE framework can 
be established in an arbitrary CVQKD protocol and measurement setting and is imple-
mentable by standard low-complexity functions, which is particularly convenient for ex-
perimental CVQKD. 
 
Keywords: quantum key distribution; continuous variables; CVQKD; AMQD; AMQD-
MQA; GQI; statistical information processing; quantum Shannon theory. 
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1  Introduction 
Continuous-variable quantum key distribution (CVQKD) provides a method to realize uncondi-
tional secure communication over standard, currently established telecommunication networks 
[10–22]. A significant attribute of CVQKD is that, in contrast to DV (discrete variable) QKD, it 
does not require single-photon sources and detectors and can be implemented by standard de-
vices [1], [9–26], [30–37]. In a CVQKD setting, the information is carried by a continuous-
variable quantum state that is defined in the phase space via the position and momentum quad-
ratures. In a practical CVQKD implementation, the CV quantum states have a Gaussian ran-
dom distribution, and the quantum channel between the sender (Alice) and receiver (Bob) is 
also Gaussian, because the presence of an eavesdropper (Eve) adds a white Gaussian noise into 
the transmission [19-21].  
The CVQKD protocols have several attractive properties. However, the relevant perform-
ance attributes, such as secret key rates and transmission distances, still require significant im-
provements. For this purpose, the multicarrier CVQKD has been recently introduced through 
the adaptive quadrature division modulation (AMQD) scheme [2]. The multicarrier CVQKD 
injects several additional degrees of freedom into the transmission, which are not available for a 
standard, single-carrier CVQKD setting. In particular, these extra benefits and resources allow 
the realization of higher secret key rates and a higher amount of tolerable losses with uncondi-
tional security. These innovations opened a door to the establishment of several new phenomena 
for CVQKD that are unrealizable in standard CVQKD, such as single layer transmission [4], 
enhanced security thresholds [5], multidimensional manifold extraction [6], characterization of 
the subcarrier domain [7], adaptive quadrature detection and sub-channel estimation techniques 
[8], and an extensive utilization of distribution statistics and random matrix formalism [9]. The 
benefits of multicarrier CVQKD have also been proposed for multiple access multicarrier 
CVQKD via the AMQD-MQA (multiuser quadrature allocation) [3]. A statistical information 
processing model of multicarrier CVQKD and the Gaussian quadrature inference (GQI) methods 
were proposed in [10]. The GQI provides an optimal statistical estimation of the non-observable 
Gaussian subcarrier input quadratures from the observed noisy Gaussian subcarriers using the 
theory of statistical information processing [25-28].  
In this work, we propose the statistical quadrature evolution (QE) method for multicarrier 
CVQKD. The QE extends the results of the GQI to evolve a minimal error estimate of the con-
tinuous input regime from noisy discrete variables and estimates. The QE method utilizes the 
theory of mathematical statistics and the fundamentals of statistical information processing. 
While the GQI operates on the measured noisy subcarrier CVs to estimate the continuous spec-
trum of the non-observable input subcarriers, the QE scheme functionally builds on the GQI 
output and on the measured discrete noisy subcarrier variables to evolve the continuous regime 
of the non-observable single-carrier inputs. The QE method achieves a theoretically minimized 
magnitude error to evolve the non-observable single-carrier continuous variable Gaussian quad-
ratures from the observed discrete variables. The theoretical minimum error of QE is function-
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ally provided by the GQI method [10] and by an optimal estimator function applied to the 
measurement results.  
The QE block evaluates a unique estimation of the non-observable continuous input regime 
via the noisy subcarrier variables yielded from the measurements and by the subcarrier estima-
tions yielded from the GQI. Precisely, the QE model utilizes a corresponding estimator function 
that provides an optimal least-square formulation (optimal least-squares estimator). In fact, the 
estimator function is a linear operator whose coefficients depend on the GQI output. The QE 
framework also solves the problem of the optimal least-square estimate being a non-linear func-
tion of the observed data (e.g., discrete subcarrier variables and GQI output). Particularly, it is 
explained by the mathematical fact that the optimal least-square estimator is a linear function 
of the observed data if both the non-observable input (Gaussian CV states) and the observed 
data (measured CV states) are jointly Gaussian [28-29], which is exactly the case in a CVQKD 
setting. 
The QE framework provides a viable, easily implementable, and computationally efficient 
way to maximize the extractable information from the observed data. Using the fundamental 
theory that stands behind the GQI and QE blocks, the proposed QE output provided by the 
least-square formulation is always a unique and stable solution, which minimizes the overall 
expected estimation error for each individual component of the input vector. Specifically, by 
exploiting the statistical framework of multicarrier CVQKD, we prove that QE in a multicarrier 
CVQKD setting achieves a vanishing error as the number of subcarriers dedicated to a given 
user increases. We derive the corresponding expected error and expected variance using the sta-
tistical model of multicarrier CVQKD and demonstrate the results through numerical evidence. 
The error and error variances and the corresponding covariances are derived via computationally 
efficient, easily implementable functions. 
This paper is organized as follows. In Section 2, preliminary findings are summarized. Sec-
tion 3 discusses the QE method for multiple access multicarrier CVQKD, and derives the 
achievable statistical secret key rates. Finally, Section 4 concludes the results. A numerical evi-
dence is included in the Supplemental Information. 
 
2  Preliminaries 
In Section 2, the notations and basic terms are summarized. For further information, see the 
detailed descriptions of [2–10].  
 
2.1   Multicarrier CVQKD 
The following description assumes a single user, and the use of n Gaussian sub-channels i  for 
the transmission of the subcarriers, from which only l sub-channels will carry valuable informa-
tion.    
In the single-carrier modulation scheme, the j-th input single-carrier state j j jx pj = +i  is a 
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Gaussian state in the phase space  , with i.i.d. Gaussian random position and momentum 
quadratures  
( )
0
20,jx wsÎ  , ( )020,jp wsÎ  ,                                     (1) 
where 
0
2
ws  is the modulation variance of the quadratures. In the multicarrier scenario, the in-
formation is carried by Gaussian subcarrier CVs, i i ix pf = +i , via quadratures 
( )20,ix wsÎ  , ( )20,ip wsÎ  ,                                        (2) 
where 2ws  is the modulation variance of the subcarrier quadratures, which are transmitted 
through a noisy Gaussian sub-channel i . Precisely, each i  Gaussian sub-channel is dedi-
cated for the transmission of one Gaussian subcarrier CV from the n subcarrier CVs. (Note: in-
dex i refers to a subcarrier CV, index j to a single-carrier CV, respectively.)  
The single-carrier CV state jj  in   can be modeled as a zero-mean, circular symmetric com-
plex Gaussian random variable 20,
z j
jz ws
æ ö÷çÎ ÷ç ÷çè ø , with a variance 
 
0
22 22
z j
jzw ws s
é ù= =ê úë û ,                                             (3) 
and with i.i.d. real and imaginary zero-mean Gaussian random components  
( ) ( )
0
2Re 0,jz wsÎ  , ( ) ( )02Im 0,jz wsÎ  .                             (4) 
In the multicarrier CVQKD scenario, let n be the number of Alice’s input single-carrier Gaus-
sian states. Precisely, the n input coherent states are modeled by an n-dimensional, zero-mean, 
circular symmetric complex random Gaussian vector  
( ) ( )0 1, , 0,Tnz z -= + = Î zz x p K i ,                               (5) 
where each jz  is a zero-mean, circular symmetric complex Gaussian random variable  
20,
z j
jz ws
æ ö÷çÎ ÷ç ÷çè ø , j j jz x p= + i .                                      (6) 
In the first step of AMQD, Alice applies the inverse FFT (fast Fourier transform) operation to 
vector z  (see (5)), which results in an n-dimensional zero-mean, circular symmetric complex 
Gaussian random vector d , ( )0,Î dd K , ( )0 1, , Tnd d -=d  , precisely as 
( )
( )2 2 20 1
0
2 21
d dnT T
F e e
sw + + --= = =d AA dd z

,                               (7) 
where  
i ii d d
d x p= + i , ( )20,
i
i d
d sÎ  ,                                    (8) 
where 22 22
di
id wws s
é ù= =ê úë û , thus the position and momentum quadratures of if  are i.i.d. 
Gaussian random variables with a constant variance 2ws  for all , 0, , 1i i l= -  sub-channels: 
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( ) ( )2Re 0,
ii d
d x ws= Î  , ( ) ( )2Im 0,ii dd p ws= Î  ,                      (9) 
where †é ùê úë û=dK dd , e eg gé ùé ù é ù= =ê úë û ë ûë ûd d di i   , ( )TT Te e eg g gé ùé ù é ù= =ê úê ú ê úë û ë ûê úë ûdd d d ddi i i2    for 
any 0,2g pé ùÎ ë û .  
The ( )T   transmittance vector of   in the multicarrier transmission is 
( ) ( ) ( )0 0 1 1, , T nn nT T - -é ù= Îë ûT     ,                            (10) 
where 
( ) ( )( ) ( )( )Re Imi i i i i iT T T= + Î   i ,                         (11) 
is a complex variable, which quantifies the position and momentum quadrature transmission 
(i.e., gain) of the i-th Gaussian sub-channel i , in the phase space  , with real and imaginary 
parts  
( )0 Re 1 2 ,i iT£ £  and ( )0 Im 1 2i iT£ £ .                  (12) 
Particularly, the ( )i iT   variable has the squared magnitude of  
( ) ( ) ( )2 2 2Re Imi i i i i iT T T= + Î    ,                          (13) 
where  
( ) ( )Re Imi i i iT T=  .                                       (14) 
The Fourier-transformed transmittance of the i-th sub-channel i  (resulted from CVQFT op-
eration at Bob) is denoted by  
( )( ) 2i iF T  .                                               (15)  
The n-dimensional zero-mean, circular symmetric complex Gaussian noise vector 
( )20,
n
sDD Î  , of the quantum channel  , is evaluated as  
( ) ( )0 1, , 0,Tn- DD = D D Î K  ,                                (16) 
where  
†
D é ùê úë= D ûDK  ,                                             (17) 
with independent, zero-mean Gaussian random components  
( )20,
i i
x sD Î   , and ( )20,i ip sD Î   ,                              (18) 
with variance 2
i
s , for each iD  of a Gaussian sub-channel i , which identifies the Gaussian 
noise of the i-th sub-channel i  on the quadrature components ,i ix p  in the phase space  . 
Thus ( ) ( )20,
i
F sDD Î  , where 
2 22
i i
s sD =  .                                                  (19) 
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The CVQFT-transformed noise vector can be rewritten as 
( ) ( ) ( )( )0 1, , TnF F F -D = D D ,                                   (20) 
with independent components ( ) ( )20,
i i
xF sD Î    and ( ) ( )20,i ipF sD Î    on the quadra-
tures, for each ( )iF D . Precisely, it also defines an n-dimensional zero-mean, circular symmetric 
complex Gaussian random vector ( ) ( )( )0, FF DD Î K . The complex ( )j jA Î   single-
carrier channel coefficient is derived from the l Gaussian sub-channel coefficients as   
( ) ( )( )11 0lj j i iilA F T-== å  .                                    (21) 
 
2.1.1   Multiuser Quadrature Allocation (MQA) 
In a MQA multiple access multicarrier CVQKD, a given user , 0, , 1kU k K= - , where K is 
the number of total users, is characterized via m subcarriers, formulating an 
kU
  logical chan-
nel of kU ,   
,0 , 1, ,k k k
T
U U U m-é ù= ê úë û   ,                                       (22) 
where ,kU i  is the i-th sub-channel of kU . For a detailed description of MQA for multicarrier 
CVQKD see [3].  
The general model of AMQD-MQA is depicted in Fig. 1 [3], [5].  
 
  
1f¢1j
Kj (AWGN)
1z
nf¢

1j¢
Kj¢
CV 
single-
carriers
( )CVQFT
U
Alice 1
Alice K

( )†CVQFT
1U-
CV subcarriers

1f
nfKz
AMQD
Bob 1
Bob K

Rate
selection

 
Figure 1. The AMQD-MQA multiple access scheme with multiple independent transmitters 
and multiple receivers [3]. The modulated Gaussian CV single-carriers are transformed by a uni-
tary operation (inverse CVQFT) at the   encoder, which outputs the n Gaussian subcarrier 
CVs for the transmission. The parties send the kj  single-carrier Gaussian CVs with variance 
2
0,kws  to Alice. In the rate-selection phase, the encoder determines the transmit users. The data 
states of the transmit users are then fed into the †CVQFT  operation. The if  Gaussian sub-
carrier CVs have a variance 2ws  per quadrature components. The Gaussian CVs are decoded by 
the CVQFT unitary operation. Each kj¢  is received by Bob k. 
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2.2   Gaussian Quadrature Inference (GQI) 
In this section we summarize the basic terms of GQI, for the further details see [10].  
According to the GQI framework, the m ,kU ix ¢ , 0, , 1i m= - , noisy subcarrier CVs of kU , 
0, , 1k K= - , yield the ( )( )1 ,kU jE U x-  estimate of ( )1 ,kU jU x- , where ,kU jx  is the quadra-
ture component of ,kU jj , ,kU jj  is the j-th input CV of kU , , , ,ik k kU j U j U jx pj = + , { }, ,,k kU j U jx p  
are Gaussian random quadratures, as  
( )( ) , 2i11 , 01 U jkk m iU j iiE U x e jq l-- = æ ö÷ç= - ÷ç ÷çè øå  ,                        (23) 
where function ,
i
U jk
i e
jqæ ö÷ç ÷ç ÷çè ø  evaluates ( ), ,k kU i U iT   of ,kU i , ,kU i  is the i-th sub-channel of 
kU , while il  are optimal Lagrange multipliers. 
Let  
0
2 2
, ,0, 2k kU j U j wj j s
æ ö÷çÎ = ÷ç ÷çè ø  ,                                    (24) 
where ( )
0
2
, 0,kU jx wsÎ  , ( )02, 0,kU jp wsÎ   are Gaussian random quadratures, 02ws  is the single-
carrier modulation variance [2], and let the m subcarrier CVs of kU  be referred via 
 ,0 , 1k k k
T
U U U mf f f -é ù= ê úë û

 ,                                          (25) 
where  
, , ,ik k kU i U i U ix pf = + ,
2 2
, ,0, 2k k iU i U i wf f s
æ ö÷çÎ = ÷ç ÷çè ø  ,                     (26) 
while ( )2, 0,k iU ix wsÎ  , ( )2, 0,k iU ip wsÎ   are the subcarrier quadratures, 2iws  is the quadrature 
modulation variance (chosen to be constant 2 2
i
wws s=  for i" , see [2]), while kU  is the logical 
channel (a set of m sub-channels) of kU , see (22).  
The output of ,kU i  is  ( )( )
,
2 2
, 0,2k i U ikU i w
f s s¢ Î +  ,                                      (27) 
where 
,
2
U ik
s  is the noise variance of ,kU i , and  
,0 , 1k k k
T
U U U mf f f -é ù¢ ¢ ¢= ê úë û

 ,                                       (28) 
where , , ,ik k kU i U i U ix pf¢ ¢ ¢= +  and , ,,k kU i U ix p¢ ¢  are noisy Gaussian random quadratures, 
( )2 2, 0,k iU ix ws s¢ Î +  , ( )2 2, 0,k iU ip ws s¢ Î +  .                  
Let n  be the number of single-carriers, n  ¥ , and let 
,U jk
jq p= W ,                                                  (29) 
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where  
0
2 2
wws sW = ,                                              (30) 
and where 
0
2
ws , 2ws  are the single-carrier and multicarrier modulation variances, respectively.  
Statistically, in a multicarrier CVQKD setting, the following relation can be written between a 
single-carrier ,kU jx  and subcarrier ,kU ix  Gaussian quadrature component: 
,
i
, ,
U jk
k k
j
U i U j
j
x x e
jq¥
=-¥
= å ,                                          (31) 
and 
,
,
i
1
, ,2
j U jk
k k U jk
t
U j U ix x e d
j
p q
jp
p
q-
-
= ò .                                     (32) 
Specifically, for any 
0
2 2
w ws s< , it follows that  
1W ¹                                                      (33) 
and  
,U jk
jq p< ,                                                  (34) 
therefore ,kU ix  in (31) can be rewritten as 
1
,
i
1
, , .
U jk
k k
j
U i U j
j
x x e
jq W
¥
W =-¥
= å                                         (35) 
Note that in (31) it is assumed that the integral of (32) exists and is invertible, thus ,kU jx  is 
either square-integrable or absolutely integrable [28].  
The ,kU ix ¢  noisy version of (31) is available for Bob via a corresponding M measurement operator 
(e.g., homodyne or heterodyne measurement) performed on the noisy if¢  CV state, as 
( )
( )( ), , .k k
U i i
U i i
x M
M
f
f
¢ ¢=
=                                             (36) 
In particular, the ,
i
U jke
jq-æ ö÷ç ÷ç ÷çè ø  spectral density of ,kU jx  can be defined via the 
2
,kU i
x ¢  expecta-
tion value of ,kU ix ¢ , as 
,
2i
,
U jk
kU i
e x
jq-æ ö÷ç ¢=÷ç ÷
æ ö÷ç ÷ç ÷ççè ø è ø  ,                                         (37) 
which is a statistical measure of the strength of the fluctuations of the subcarrier components 
[2], [28].  
It can be verified that (37) is analogous to the power spectrum ,
i
U jke
jq-æ ö÷ç ÷ç ÷çè ø  of ,kU jx , 
, ,
i i
U j U jk ke e
j jq q- -æ ö æ ö÷ ÷ç ç=÷ ÷ç ç÷ ÷ç çè ø è ø  ,                                        (38) 
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where ,
i
0U jke
jq-æ ö÷ç ³÷ç ÷çè ø  is a real function of ,U jkjq ,  
( ), ,
,
i i
U j U jk k
U jk
g
x
g
e g e
j jq q¥- -
=-¥
æ ö÷ç =÷ç ÷çè ø å  ,                                (39) 
such that  
, ,
i i
U j U jk ke e
j jq q-æ ö æ ö÷ ÷ç ç=÷ ÷ç ç÷ ÷ç çè ø è ø  ,                                         (40) 
where ( )
,U jk
x ⋅  is the autocorrelation function (autocorrelation sequence [25-28]) of ,kU jx , ex-
pressed as 
( ) ( )
, , ,U j k kk
x U j g U jg x x+=  .                                      (41) 
Without loss of generality, (37) and (39), allow us to write 
,
i
,
2
U jk
kU i
e x
jqæ ö÷ç ¢=÷ç ÷
æ ö÷ç ÷ç ÷çèçè ø ø   .                                          (42) 
Using (42), the estimation of ( )1 ,kU jU x- , where ( )1U- ⋅  is the inverse CVQFT unitary opera-
tion, is expressed as 
( )( ) ,
,
i
1
,
i
,
U jk
k
U jk
U jE U x e
e
j
j
q
q
- æ ö÷ç= ÷ç ÷çè ø
æ ö÷ç= ÷ç ÷çè ø


                                        (43) 
which, by using (39) can be further evaluated as 
( )( ) ( ) ,
,
i
1
2
,
, .
U jk
k U jk
k
g
U j x
g
U i
E U x g e
x
jq¥ --
=-¥æ ö÷ç ÷ç ÷çè ø
=
¢=
å 

                              (44) 
In particular, ( )( )1 ,kU jE U x-  allows us to uniquely specify ( ),U ikx g¢  of a noisy subcarrier quad-
rature ,kU ix ¢  as follows.  
For a noisy subcarrier quadrature ,kU ix ¢  of the i-th subcarrier CV ,kU if¢  of kU , 
 ( ) ( )
, ,U i U jk k
x xg g¢ = W  ,                                         (45) 
where W  is defined in (30), while ( )
,U jk
x g  of ,kU jx  is as 
( ) ( )( ) , ,
, ,
, , ,
,
, , ,
,
i i
11
,2
i i i
1
2
i i i
1
2
,
U j U jk k
U j k U jk k
U j U j U jk k k
U jk
U j U j U jk k k
U jk
g
x U j i
g
i
g
i
g E U x e e d
e e e d
e e e d
j j
j j j
j j j
p q q
jp
p
p q q q
jp
p
p q q q
jp
p
q
q
q
-
-
-
-
-
æ ö÷ç= ÷ç ÷çè ø
æ ö æ ö÷ ÷ç ç= ÷ ÷ç ç÷ ÷ç çè ø è ø
æ ö æ ö÷ ÷ç ç= ÷ ÷ç ç÷ ÷ç çè ø è ø
ò
ò
ò
 
 
 
                     (46) 
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where ,
i
U jk
i e
jqæ ö÷ç ÷ç ÷çè ø  is defined as 
, ,
i
,
i i
1U j U jk k
U jk
i i i
e
e e
j j
qj
q q æ öæ ö æ ö ÷÷ ÷ çç ç= ÷÷ ÷ çç ç ÷÷ ÷ç ç çè ø è ø è ø   ,                                  (47) 
where 
( ), ,i , ,  if ,
0,  otherwise.                
U jk k U jk
i U i
i
T
e
j
pq jq W
ìï £æ ö ïï÷ç = í÷ç ÷ç ïè ø ïïî
                              (48) 
Note that ( ),ki U iT   can be determined via a pilot CV state-based channel estimation proce-
dure; for details, see [8].  
The ( ),kU jH x  entropy rate of the Gaussian quadrature component ,kU jx  of ,kU jj  is evaluated as 
 ( ) ,
,
i
1 1 1
, 2 2 4
ln 2 ln .U jk
k U jk
U jH x e d
j
p q
jp
p
p q-
-
æ ö÷ç= + + ÷ç ÷çè øò                       (49) 
The GQI scheme for multicarrier CVQKD is briefly summarized in Fig. 2. For further details see 
[10]. 
  
kU

(AWGN)
,kU j
j
( )ICVQFT
1U- GQI ( )( )
1
,kU j
E U j-
Gaussian 
Quadrature 
Inference

,0kU
f
, 1kU m
f -

,0kU
f¢
, 1kU m
f -¢
M
 
Figure 2. The Gaussian Quadrature Inference (GQI) for multicarrier CVQKD. User kU  is 
equipped with a logical channel ,0 , 1, ,k k k
T
U U U m-é ù= ê úë û   , which has m sub-channels. The 
input of kU  is , , ,ik k kU j U j U jx pj = + , which is transformed via the 1U-  ICVQFT operation. The 
( )( )1 ,kU jE U j-  estimate of the j-th input CV of kU , , , ,ik k kU j U j U jx pj = +  is yielded from the 
m noisy Gaussian subcarrier CVs, , , ,ik k kU i U i U ix pf¢ ¢ ¢= + , 0, , 1i m= - . (ICVQFT – inverse 
continuous-variable quantum Fourier transform, operation M refers to a heterodyne or homo-
dyne measurement, respectively). 
 
Note that for a Gaussian WSS ( )x n , 
( ) ( )xH x H=  ,                                                (50) 
since ( )H ⋅  is a functional of ( )x ⋅  [25-28], and 
( ) ( ) ( )x xH H x H= =  .                                         (51) 
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3  Quadrature Evolution by GQI 
Theorem 1 (Quadrature evolution by Gaussian quadrature inference). Let 
, , ,ik k kU j U j U jx pj = +  be the j-th input CV of user kU , 0, , 1k K= - , let ( )( )1 ,kU jE U j-  be 
the output of GQI, and let ( )( ), ,k kU j U iF Mk f¢= , 0, , 1i m= -  be the F-transformed m noisy 
subcarrier CVs of kU  at a measurement M. The ( ),kU jE j  estimate of ,kU jj  is 
( ), ,k kU j j U jE j x k= , where jx  is an optimal least-squares estimator yielded from 
( )( )1 ,kU jE U j- . 
  
Proof.  
Let 
( ),0 , 1, ,k k k TU U U dj j j -=                                         (52) 
be a d-dimensional input of user kU , 0, , 1k K= - , where ,kU jj  refers to the j-th single-
carrier CV, 0 1j d£ £ - , where , , ,ik k kU j U j U jx pj = + , { }, ,,k kU j U jx p  are Gaussian random 
quadratures.  
For simplicity, in later parts we refer only to the quadrature component ,kU jx  of ,kU jj , which 
formulates the d-dimensional vector 
kU
x
  as  
( ),0 , 1, ,k k k TU U U dx x x -=  .                                     (53) 
Let ,kU ix ¢  be the i-th subcarrier quadrature component,  
( ), ,k kU i U ix M f¢ ¢=                                               (54) 
resulting from a measurement M , where ,kU if¢  is the i-th noisy Gaussian subcarrier CV of kU .  
Let  
( ), , , 0, , 1,k kU j U iF x i mk ¢ = -=                                (55) 
refer to the F-transformed (FFT) m noisy subcarrier CVs of kU  associated to ,kU jj .  
Applying the F-operation for the ,kU ix ¢ , 0 1i m£ £ - , subcarriers of each j of kUx
  yields the d-
dimensional vector  
( ),0 , 1, ,k k TU U dk k k -=  .                                        (56) 
The QE block uses the GQI output ( )( )1 ,kU jE U x- , the ,kU jk  elements, and an optimal least-
squares estimator jx , evaluated via the covariances , , ,,cov , covU U j U j U jk j k k kx k k k  as 
, , ,,
1cov cov ,
U U j U j U jk j k k k
j x k k kx -=                                        (57) 
from which ( ),kU jE x  is defined as 
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( ), ,k kU j j U jE x x k= .                                           (58) 
Let ( ),kU jE x  refer to the estimate of ,kU jx , and let error component je  be defined as 
( ), ,k kj U j U jx E x= -e ,                                       (59) 
with an expected error variance ( )2
j
E xs , 
( ) ( )2 2
j
jE Exs = e .                                           (60) 
In particular, to determine the d-dimensional estimator x , we introduce the covariance matrices  
cov , cov
U Uk k
x x kk                                                  (61) 
and the cross-correlation [29] matrix  
cov
Uk
x k .                                                   (62) 
Specifically, based on a d-dimensional 
kU
x
 , the covariance matrix cov
U Uk k
x x
   is a d d´  dimen-
sional matrix, evaluated as  
( )
,
ˆcov
U U U jk k k
x x x
qr
q ré ù = -ê úë û   , 1 , ,q r d£ £                           (63) 
where ( )
,
ˆ
U jk
x g  is the autocorrelation coefficient [29] associated with input ,kU jx , 
( ) ( )( ) ,
, ,
i
11
,2
ˆ U jk
U j k U jk k
g
x U jg E U x e d
j
p q
jp
p
q-
-
= ò ,                       (64) 
where ( )( )1 ,kU jE U x-  is the GQI output.                                     
Based on the d-dimensional k , and a GQI output ( )( )1 ,kU jE U x- , the covkk   covariance matrix 
is expressed as  
( )
,
cov
U jkqt
q tkk ké ù = -ë û   , 1 , ,q t d£ £                                (65) 
where  
( ) ( )( ) , ,
, ,
i i
11
,2
U j U jk k
U j k U jk k
g
U j jg E U x e e d
j j
p q q
k jp
p
q-
-
æ ö÷ç= ÷ç ÷çè øò  ,                 (66) 
where ,
i
U jk
j e
jqæ ö÷ç ÷ç ÷çè ø  is as 
, ,
i
,
i i
1U j U jk k
U jk
j j j
e
e e
j j
qj
q q æ öæ ö æ ö ÷÷ ÷ çç ç= ÷÷ ÷ çç ç ÷÷ ÷ç ç çè ø è ø è ø   ,                                 (67) 
and where 
( ), ,i , ,  if ,
0,  otherwise                
U jk k U jk
j U j
j
T
e
j
pq jq W
ìï £æ ö ïï÷ç = í÷ç ÷ç ïè ø ïïî
                               (68) 
such that for a noisy observation ,kU jk ,  
( ), 1kj U jT < .                                            (69) 
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Without loss of generality, the cross-correlation matrix cov
Uk
x k  is evaluated as  
( ) ( )( )( )
( ) ( )( )
,
,
ˆcov 1 1
ˆ 1 ,
U U jk k
U jk
x j x
qt g
j x
g
g q t g
g t q g
k t
t
¥
=-¥
¥
=-¥
é ù = - - W - -ê úë û
= W - W + - -
å
å
   

                      (70) 
where ( )
,
ˆ
U jk
x ⋅  is given in (64), while ( )jt ⋅  is determined via (45) as 
( ) ( ) ( )( ) ( )
, ,
ˆ
U j U jk k
x j j xg g g gt t= * - *  ,                            (71) 
where *  is the linear convolution, and  
( ) ( )
, ,
ˆ ˆ
U j U ik k
x xg gW =  ,                                         (72) 
while ( )
,
ˆ
U ik
x ⋅  refers to the autocorrelation coefficient associated with the ,kU ix  subcarrier of 
user kU .  
As follows, (70) can be rewritten as 
( ) ( )( ) ( )( ) ,
,
i 1
11
,2
cov ,U jk
U k U jk k
t q g
x j U j
qt g
g E U x e d
j
p q
k jp
p
t q
¥ W-W + - --
=-¥ -
é ù =ê úë û å ò     (73) 
by fundamental theory [28-29]. 
Particularly, from (65) and (70), the x  optimal least-squares estimator for d-dimensional vectors 
is defined via cov
Uk
x k  and covkk   as  
1cov cov
Uk
x k kkx -=    ,                                            (74) 
from which ( )
kU
E x
  is defined precisely as 
( )
kU
E x xk=  .                                               (75) 
Specifically, the estimation ( )
kU
E x
  in (75) provides a d-dimensional error vector  
( )
k kU U
x E x- e = ,                                           (76) 
which has a covariance covee  as 
1
cov cov cov
cov cov cov cov ,
U U Uk k k
U U U Uk k k k
T
x x x
T
x x x x
k
k kk k
x
-
= -
= -
  
     
ee
                        (77) 
such that the overall expected estimation error, { }E e , is minimal, 
{ } ( )2min covE Tr= eee ,                                      (78) 
by some fundamental theory [28-29].  
The ( )i g  autocorrelation coefficients are determined via the inference method of the GQE 
framework [10], as 
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( ) ( )
2i i
, ,
2 ,i
,
0 0 ,
1
2
cos
,
g
U j U jk k
i
U jkU jk
U jk
e e
i
e
g d
q qj j
qj
j
p
jp
l qp
q
æ ö÷ç ÷ç ÷ç ÷çè ø
æ ö÷ç ÷ç- ÷ç ÷÷çè ø
= ò


                             (79) 
where 0l  is a Lagrangian coefficient.  
■ 
 
The QE quadrature evolution scheme is depicted in Fig. 3. 
 
kU

(AWGN)
,kU j
j
( )ICVQFT
1U- 
,0kU
f
, 1kU m
f -

,0kU
f¢
, 1kU m
f -¢
M
( ),kU jE j
GQI
Gaussian 
Quadrature 
Inference
FFT
F
QE
( )( )1 ,kU jE U j-
,kU j
k
Quadrature 
Evolution
 
Figure 3. Quadrature evolution (QE) by Gaussian quadrature inference (GQI). The Gaussian 
subcarrier CVs that are output from 
kU
  of kU  are measured by M, and fed into the GQI 
module. The measurement result is also transformed by the F (fast Fourier transform) opera-
tion. The QE module gets inputs ( )( )1 ,kU jE U j-  produced by GQI and ( )( ), ,k kU j U iF Mk f¢= , 
0, , 1i m= - , and outputs the ( ),kU jE j  estimate of ,kU jj  with a theoretical error minimum. 
 
3.1   Statistical Secret Key Rate from QE 
Lemma 1. The ( )( )
k
m
U
S   statistical secret key rate converges to the ( )
kU
P   statistical pri-
vate classical information of 
kU
 , as m  ¥ . 
 
Proof. 
To derive the statistical secret key rate from the statistical quadrature evolution, we can directly 
apply the results to the achievable secret key rates of the GQI block from [10].  
Let sub-index ( ), ,j Z m  refer to the j-th optimal single-carrier at Z autocorrelation coefficients 
and m sub-channels in 
kU
  dedicated to kU . Recalling the results of Theorem 3 and Lemma 1 
from [10], the following relation holds at m and 1m +  sub-channels in 
kU
 : 
( ) ( )
, , , ,
; , , , ; , 1 , ,
, ,
, ,
i i i i
ˆ ˆ ˆ ˆ
i i
ˆ ˆ
U j U j U j U jk k k k
j Z m U j U j Z m U j Uk k k k
U j U jk k
j U j Uk k
AB x x AB x x
AB x x
D e e D e e
D e e
j j j j
j j
q q q q
q q
+¢ ¢
¢
æ æ ö æ öö æ æ ö æ öö÷ ÷÷ ÷ ÷÷ç ç ç ç ç ç£÷ ÷÷ ÷ ÷÷ç ç ç ç ç ç÷ ÷÷ ÷ ÷÷ç ç ç ç ç çè è ø è øø è è ø è øø
æ æ ö æ öö÷ ÷ç ç ç£ ÷ ÷ç ç ç÷ ÷ç ç çè è ø è ø
   
  ,÷÷÷ø
            (80) 
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where ( )ABD ⋅  is the relative entropy between Alice and Bob, while ( ) ( ); ,ˆ j Z Ukx ¢ ⋅  and ( ) ( ); ,ˆ j Z Ex ¢ ⋅  
refer to the spectral densities of Bob and Eve.  
Therefore, without loss of generality, 
( ) ( )
, , ,
; , , ; , 1 , ,
i i i
ˆ ˆ ˆ
U j U j U jk k k
j Z m U j Z m U j Uk k k
x x xH e H e H e
j j jq q q
+¢ ¢ ¢
æ æ öö æ æ öö æ æ öö÷÷ ÷÷ ÷÷ç ç ç ç ç ç³ ³÷÷ ÷÷ ÷÷ç ç ç ç ç ç÷÷ ÷÷ ÷÷ç ç ç ç ç çè è øø è è øø è è øø   .            (81) 
Let ( )( )
k
m
U
S   refer to the statistical secret key rate of kU  at m sub-channels in ( )
k
m
U
 . For the 
GQI method, it is proven [10] that at Z  ¥ , 
( )( ) ( )( )1 ,
k k
m m
U U
S S
+£                                           (82) 
where ( )
k
m
U
  and ( )1
k
m
U
+  refer to the logical channel of kU  at m and 1m +  sub-channels, and 
( ), , ,ˆ kj Z m Ux , ( ), , ,ˆ kj Z m Ux ¢  are the optimal quadratures of Alice and Bob, respectively.  
Therefore, at a reverse reconciliation, for Z  ¥  and m  ¥ ,  
( )( ) ( ) ( )( ) ( ) ( )( )( )
( ) ( )
, ,
; , ; , ,
; , ; , ; , ; ,
i i
1
ˆ ˆ4
ˆ
1
ˆ ˆ ˆ ˆlim lim max
1
lim lim max ln 1
                
k k kk
U j U jk k
j Z U j Z U U jk k k
m
AB j Z U j Z U BE j Z E j Z UU n Z x
x xn Z x
x
S D x x D x x
n
e e d
n
j j
p q q
jp
p
q
¥ ¥ "
¢ ¢¥ ¥ " -
¢
¢ ¢ ¢= -
æç æ æ ö æ ö öç ÷ ÷ ÷ç ç ç= - -ç ÷ ÷ ÷ç ç ç÷ ÷ ÷ç ç çç è è ø è ø øçè
-
ò

 
 ( ) ( ), ,; , ; , ,
i i
ˆln 1 ,
U j U jk k
j Z E j Z E U jk
xe e d
j j
p q q
j
p
q¢
-
æ öö÷÷ç æ æ ö æ ö ö ÷÷ç ÷ ÷ ÷ç ç ç ÷÷- -ç ÷ ÷ ÷ç ç ç ÷÷÷ ÷ ÷ç ç çç ÷÷è è ø è ø øç ÷÷è øøò 
(83) 
where ( )BED ⋅  is the relative entropy between Bob and Eve. 
■ 
 
4  Conclusions 
We defined the QE method for multicarrier CVQKD. The QE scheme extends the results of the 
GQI to evolve a minimal error estimate of the continuous input regime from noisy discrete vari-
ables and estimates. The QE model achieves a theoretically minimized magnitude error, allowing 
one to evolve the non-observable, single-carrier, continuous variable Gaussian quadratures from 
the discrete variables with a vanishing error. The QE output is always a unique and stable solu-
tion, which minimizes the overall expected estimation error for each individual component of the 
input. We proved that in a multicarrier CVQKD setting the QE method achieves a vanishing 
error as the number of subcarriers increases. We derived the corresponding expected error and 
expected variance via the statistical model. The QE scheme provides a viable, easily implement-
able, and computationally efficient way to maximize the extractable information from the ob-
served data. The QE framework can be established in an arbitrary CVQKD protocol and meas-
urement setting and is implementable by standard low-complexity functions, which is particu-
larly convenient for experimental CVQKD scenarios. 
 
 16
Acknowledgements 
This work was partially supported by the GOP-1.1.1-11-2012-0092 (Secure quantum key distri-
bution between two units on optical fiber network) project sponsored by the EU and European 
Structural Fund, by the Hungarian Scientific Research Fund - OTKA K-112125, and by the 
COST Action MP1006.  
 
References 
[1] S. Imre and L. Gyongyosi. Advanced Quantum Communications - An Engineering 
Approach. Wiley-IEEE Press (New Jersey, USA), (2012). 
[2] L. Gyongyosi, Adaptive Multicarrier Quadrature Division Modulation for Continuous-
variable Quantum Key Distribution, arXiv:1310.1608 (2013). 
[3] L. Gyongyosi, Multiuser Quadrature Allocation for Continuous-Variable Quantum 
Key Distribution, arXiv:1312.3614 (2013). 
[4] L. Gyongyosi, Singular Layer Transmission for Continuous-Variable Quantum Key 
Distribution, arXiv:1402.5110 (2014). 
[5] L. Gyongyosi, Security Thresholds of Multicarrier Continuous-Variable Quantum Key 
Distribution, arXiv:1404.7109 (2014). 
[6] L. Gyongyosi, Multidimensional Manifold Extraction for Multicarrier Continuous-
Variable Quantum Key Distribution, arXiv:1405.6948 (2014). 
[7] L. Gyongyosi, Subcarrier Domain of Multicarrier Continuous-Variable Quantum Key 
Distribution, arXiv:1406.6949 (2014). 
[8] L. Gyongyosi, Adaptive Quadrature Detection for Multicarrier Continuous-Variable 
Quantum Key Distribution, arXiv:1408.6493 (2014). 
[9] L. Gyongyosi, Distribution Statistics and Random Matrix Formalism for Multicarrier 
Continuous-Variable Quantum Key Distribution, arXiv:1410.8273 (2014). 
[10] L. Gyongyosi, Gaussian Quadrature Inference for Multicarrier Continuous-Variable 
Quantum Key Distribution, arXiv:1504.05574 (2015). 
[11] L. Gyongyosi, S. Imre, Geometrical Analysis of Physically Allowed Quantum Cloning 
Transformations for Quantum Cryptography, Information Sciences, Elsevier, pp. 1-
23, DOI: 10.1016/j.ins.2014.07.010 (2014). 
[12] S. Pirandola, R. Garcia-Patron, S. L. Braunstein and S. Lloyd. Phys. Rev. Lett. 102 
050503. (2009). 
[13] S. Pirandola, A. Serafini and S. Lloyd. Phys. Rev. A 79 052327. (2009). 
[14] S. Pirandola, S. L. Braunstein and S. Lloyd. Phys. Rev. Lett. 101 200504 (2008). 
[15] C. Weedbrook, S. Pirandola, S. Lloyd and T. Ralph. Phys. Rev. Lett. 105 110501 
(2010). 
[16] C. Weedbrook, S. Pirandola, R. Garcia-Patron, N. J. Cerf, T. Ralph, J. Shapiro, and 
S. Lloyd. Rev. Mod. Phys. 84, 621 (2012). 
 17
[17] Wi. Shieh and I. Djordjevic. OFDM for Optical Communications. Elsevier (2010). 
[18] L. Gyongyosi, Scalar Reconciliation for Gaussian Modulation of Two-Way Continu-
ous-variable Quantum Key Distribution, arXiv:1308.1391 (2013). 
[19] P. Jouguet, S. Kunz-Jacques, A. Leverrier,  P. Grangier, E. Diamanti, Experimental 
demonstration of long-distance continuous-variable quantum key distribution, 
arXiv:1210.6216v1 (2012). 
[20] M. Navascues, F. Grosshans, and A. Acin. Optimality of Gaussian Attacks in Con-
tinuous-variable Quantum Cryptography, Phys. Rev. Lett. 97, 190502 (2006). 
[21] R. Garcia-Patron and N. J. Cerf. Unconditional Optimality of Gaussian Attacks 
against Continuous-Variable Quantum Key Distribution. Phys. Rev. Lett. 97, 190503 
(2006). 
[22] F. Grosshans, Collective attacks and unconditional security in continuous variable 
quantum key distribution. Phys. Rev. Lett. 94, 020504 (2005). 
[23] M R A Adcock, P Høyer, and B C Sanders, Limitations on continuous-variable quan-
tum algorithms with Fourier transforms, New Journal of Physics 11 103035 (2009) 
[24] S. Pirandola, S. Mancini, S. Lloyd, and S. L. Braunstein, Continuous-variable Quan-
tum Cryptography using Two-Way Quantum Communication, arXiv:quant-
ph/0611167v3 (2008). 
[25] L. Hanzo, H. Haas, S. Imre, D. O'Brien, M. Rupp, L. Gyongyosi. Wireless Myths, 
Realities, and Futures: From 3G/4G to Optical and Quantum Wireless, Proceedings 
of the IEEE, Volume: 100, Issue: Special Centennial Issue, pp. 1853-1888. (2012). 
[26] D. Tse and P. Viswanath. Fundamentals of Wireless Communication, Cambridge 
University Press, (2005). 
[27] D. Middlet, An Introduction to Statistical Communication Theory: An IEEE Press 
Classic Reissue, Hardcover, IEEE, ISBN-10: 0780311787, ISBN-13: 978-0780311787 
(1960) 
[28] S. Kay, Fundamentals of Statistical Signal Processing, Volumes I-III, Prentice Hall, 
(2013) 
[29] O. S. Jahromi, Multirate Statistical Signal Processing, ISBN-10 1-4020-5316-9, 
Springer (2007). 
[30] G. Heinzel, A. Rudiger, R. Schilling, Spectrum and spectral density estimation by the 
Discrete Fourier transform (DFT), including a comprehensive list of window functions 
and some new at-top windows, http://hdl.handle.net/11858/00-001M-0000-0013-
557A-5 (2002). 
[31] W. H. Press, S. A. Teukolsky, W. T. Vetterling and B. P. Flannery, Numerical Reci-
pes in C: The Art of Scientific Computing, ISBN : 0-521-43108-5, Cambridge Univer-
sity Press (1993). 
[32] S. Imre, F. Balazs: Quantum Computing and Communications – An Engineering Ap-
proach, John Wiley and Sons Ltd, ISBN 0-470-86902-X, 283 pages (2005). 
[33] D. Petz, Quantum Information Theory and Quantum Statistics, Springer-Verlag, Hei-
delberg, Hiv: 6. (2008). 
 18
[34] R. V. Meter, Quantum Networking, John Wiley and Sons Ltd, ISBN 1118648927, 
9781118648926 (2014). 
[35] L. Gyongyosi, S. Imre: Properties of the Quantum Channel, arXiv:1208.1270 (2012). 
[36] K Wang, XT Yu, SL Lu, YX Gong, Quantum wireless multihop communication 
based on arbitrary Bell pairs and teleportation, Phys. Rev A, (2014). 
[37] Babar, Zunaira, Ng, Soon Xin and Hanzo, Lajos, EXIT-Chart Aided Near-Capacity 
Quantum Turbo Code Design. IEEE Transactions on Vehicular Technology (submit-
ted) (2014). 
[38] Botsinis, Panagiotis, Alanis, Dimitrios, Ng, Soon Xin and Hanzo, Lajos  Low-
Complexity Soft-Output Quantum-Assisted Multi-User Detection for Direct-Sequence 
Spreading and Slow Subcarrier-Hopping Aided SDMA-OFDM Systems. IEEE Access, 
PP, (99), doi:10.1109/ACCESS.2014.2322013 (2014). 
[39] Botsinis, Panagiotis, Ng, Soon Xin and Hanzo, Lajos Fixed-complexity quantum-
assisted multi-user detection for CDMA and SDMA. IEEE Transactions on Commu-
nications, vol. 62, (no. 3), pp. 990-1000, doi:10.1109/TCOMM.2014.012514.130615 
(2014). 
[40] L. Gyongyosi, S. Imre: Algorithmic Superactivation of Asymptotic Quantum Capacity 
of Zero-Capacity Quantum Channels, Information Sciences, Elsevier, ISSN: 0020-
0255; (2011). 
[41] L. Gyongyosi, S. Imre: Superactivation of Quantum Channels is Limited by the 
Quantum Relative Entropy Function, Quantum Information Processing, Springer, 
ISSN: 1570-0755, ISSN: 1573-1332, (2012). 
[42] L. Gyongyosi, S. Imre, Adaptive multicarrier quadrature division modulation for long-
distance continuous-variable quantum key distribution, Proc. SPIE 9123, Quantum 
Information and Computation XII, 912307; doi:10.1117/12.2050095, From Conference 
Volume 9123, Quantum Information and Computation XII, Baltimore, Maryland, 
USA (2014). 
 
 
 
 19
 
Supplemental Information 
S.1  Numerical Evidence 
This section proposes numerical evidence to demonstrate the results of the GQI and QE phases 
through a multiuser multicarrier CVQKD environment (AMQD-MQA [3]). The numerical evi-
dence serves demonstration purposes. 
 
S.1.1   Parameters 
The numerical evidence focuses on the probability distributions of the CV states and subcarriers 
and studies the statistical properties and effects of modulation variance. It also revises the noise 
characteristic of the sub-channels and the expected errors of the quadrature estimation proce-
dure. 
The  
( )
0
2
, 0,kU jx wsÎ                                                (S.1) 
single-carrier inputs of user kU  have a modulation variance of 
0
2
ws  and formulate a d -
dimensional input vector 
kU
x
  ((53)).  
The j-th single-carrier is dedicated to a single-carrier channel ,kU j . The single-carrier channel 
transmittance coefficient is depicted by ( ),kU jT  , 0 1j d£ £ - , where d  is the dimension of 
the input vector. 
The single-carriers are granulated into m subcarriers, where the i-th subcarrier is 
( )2, 0,kU ix wsÎ  ,                                              (S.2) 
and has a modulation variance of 2ws .  
The m sub-channels, ,kU i , 0 1i m£ £ - , formulate the kU  logical channel of user kU , 
,0 , 1, ,k k k
T
U U U m-é ù= ê úë û   . The ( ),20,i U ikx sD Î    noise variable of ,kU i  is added to the 
subcarriers, where 
,
2
U ik
s  is the noise variance of ,kU i . The transmittance coefficient of ,kU i  
is depicted by ( ),kU iT  .  
The ( ),kU iT   sub-channel transmittance coefficients are estimated in a pre-communication 
phase via the subcarrier spreading technique [8]. The subcarrier spreading is an iterative method 
that uses xp  pilot CV states (pilot: contains no valuable information) to statistically determine 
the sub-channel transmittance coefficients with minimal theoretical error. 
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The outputs of the ,kU i  sub-channels (noisy Gaussian subcarriers) are referred to as ( )
,
2
, 0,k U ikU i x
x s ¢¢ Î  ,                                           (S.3) 
where  
, ,
2 2 2
U i U ik k
x ws s s¢ = +  .                                          (S.4) 
The output of the GQI block is as 
( )( ) ( )
,
1 2
, 0,k U ikU j x
E U x s- ¢Î  ,                                  (S.5) 
which at a direct-GQI (DGQI [10]) can be rewritten as 
( )( ) ( ) ( )1 1 1, , ,k kU j U j iE U x F x F eb- - -¢= * ,                         (S.6) 
where *  is the linear convolution, while function ,i eb  provides an e  minimal magnitude error 
[10],  
maxarg mine e= ,                                              (S.7) 
where  
2 2
max , ,max ,k kU j U jx
x xe
"
¢= -                                     (S.8) 
and ,kU jx , ,kU jx ¢  are the input-output single-carrier quadratures, ( )1F- ⋅  is the inverse FFT op-
eration [10], while 
( ),
1
1 cos
P
i y i
y
C yQeb
=
= +å ,                                     (S.9) 
where 0C  is arbitrarily set to unity [29] and P is the number of yC  coefficients, while 
2 , 0, , 1ii mQ i m
p= = - .                                    (S.10) 
As follows, using (S.6), 
,
2
U ik
x
s ¢  in (S.5) is evaluated as 
( )( )
( )( ) ( ), ,
,
22 1 2
,
21 2 2
, ,
U i U ik k
U ik
ix x
i
F
F
e
e w
s b s
b s s
-
¢ ¢
-
=
= +


                               (S.11) 
where  
( ) i211 , ,
0
, 0, , 1.
ij
m
m
i i
i
F e j n
p
e eb b
-
-
=
= = -å                               (S.12) 
The F-transformed subcarriers formulate a d-dimensional vector k  ((56)), with j-th element as  
( )
,
2
, 0,k U jkU j k
k sÎ  ,                                           (S.13) 
and with variance 
, 0 ,
2 2 2
U j U jk k
k ws s s= +  .                                         (S.14) 
The output of the QE block is a d-dimensional vector, with j-th element  
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( ) ( )
0
2
, 0,kU jE x wsÎ  ,                                          (S.15) 
with variance  
  ( )
0 0 ,
2 2 2 2
, ,
U jk
i ew ws b s s= +                                        (S.16) 
where ,i eb  is given in (S.9). 
The j-th single-carrier is estimated from ( )( )1 ,kU jE U x-  and ,kU jk  as given in (58).  
The e  estimation error is a d-dimensional vector with j-th element je , see (59). The ( )2
j
E xs  
expected error variance is evaluated via (60).                             
 
S.1.2   Modulation, sub-channel noise 
This analysis focuses on the probability distributions, the statistical properties of the input CV 
states and subcarriers, and the noise characteristics. 
In Fig. S.1(a), the Gaussian single-carrier inputs ( )
0
2
, 0,kU jx wsÎ  , 0
2 225ws = , of user kU  for a 
1000d =  dimensional input vector 
kU
x
  are depicted. In Fig. S.1(b), the quadrature component 
noise ( )
,
20,
i U ik
x sD Î    of the i-th Gaussian sub-channel ,kU i  formulating the logical channel 
kU
  of kU  is depicted, 20m = , 
,
2 16
U ik
s = . The data unit index refers to single-carrier and 
subcarrier CV units, respectively.  
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             (a)                                                                          (b) 
Figure S.1. (a) Single-carrier inputs, ( )
0
2
, 0,kU jx wsÎ  , 0
2 225,ws =  0 1j d£ £ - , 1000d = . 
(b) The ( )
,
20,
i U ik
x sD Î    noise of the m sub-channels of kU , ,
2 16,
U ik
s =  0 1,i m£ £ -  
20m = .  
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In Fig. S.2, the ( )
,
2
, 0,k U ikU i x
x s ¢¢ Î  , , ,
2 2 2
U i U ik k
x ws s s¢ = +  , outputs of the ,kU i  sub-channels are 
depicted, 
,
2 264, 16, 20
U ik
mws s= = = .  
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Figure S.2. Noisy Gaussian subcarriers, ( )
,
2
, 0,k U ikU i x
x s ¢¢ Î  , , ,
2 2 2
U i U ik k
x ws s s¢ = +  , 
,
2 264, 16,
U ik
ws s= =  0 1i m£ £ - , 20m = .  
 
In the next phase, the GQI block operates on the ,kU ix ¢ , 0 1i m£ £ - , m noisy subcarriers to 
determine ( )( )1 ,kU jE U x-  with minimal theoretical error.  
 
S.1.3   GQI method 
This analysis studies the distribution statistics of the GQI output and the FFT-transformed 
subcarrier elements.   
The ( )( ) ( )
,
1 2
, 0,k U ikU j x
E U x s- ¢Î  , ( )( ), ,22 1 2,U i U ik kix xF es b s-¢ ¢= , output of the GQI block is 
shown in Fig. S.3(a). The i-th subcarrier is estimated via ( ) ( )1 1, ,kU j iF x F eb- -¢ * . 
In Fig. S.3(b), the ,kU jk  elements are depicted, ( ),2, 0,k U jkU j kk sÎ  , , 0 ,2 2 2U j U jk kk ws s s= +  . 
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      (a)                                                                             (b) 
Figure S.3. (a) The output of GQI, ( )( ) ( )
,
1 2
, 0,k U ikU j x
E U x s- ¢Î  , 0 1i m£ £ - , 20m = . 
(b) The ( )
,
2
, 0,k U jkU j k
k sÎ   elements, 0 1j d£ £ - , 1000d = . 
 
The GQI output elements provide vanishing magnitude error [10], which will be further utilized 
in the QE block, since the QE block operates on ( )( )1 ,kU jE U x-  and ,kU jk , 0 1j d£ £ - , to 
determine ( ) ( )
0
2
, 0,kU jE x wsÎ  . 
 
S.1.4   QE method 
This analysis reveals the distribution statistics of the QE output and the expected estimation 
error and expected error variance.  
In Fig. S.4(a), the output of the QE block, ( ) ( )
0
2
, 0,kU jE x wsÎ  , ( )0 0 ,2 2 2 2, ,U jki ew ws b s s= +   
where ,i eb  is given in (S.9), 1000d = . The j-th single-carrier is estimated as 
( )
, , ,, ,,
1cov cov
k j U U j k jU j U jk j k k k
U x UE x k k k k-=  via ( )( )1 ,kU jE U x-  and ,kU jk .   
In Fig. S.4(b), the elements of the estimation error vector are depicted for 1000d = , 
( ), ,k kj U j U jx E x-e = . 
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        (a)                                                                     (b) 
Figure S.4. (a) The output of QE, ( )
, , ,, ,,
1cov cov
k j U U j k jU j U jk j k k k
U x UE x k k k k-= , 0 1j d£ £ - , 
1000d = . (b) The components of error vector e , ( ), ,k kj U j U jx E x-e = , 0 1j d£ £ - ,  
1000d = . 
 
The 
, ,, ,,
1cov cov
U U j k jU j U jk j k k k
x Uk k k k-  estimate approximates the j-th input element, ,kU jx , with van-
ishing error, and the je  components converge to zero.  
 
In Fig. S.5, the ( )2
j
E xs  expected error variances of the noise vector elements je  derived from 
covee  are depicted, 1000d = . 
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Figure S.5. The ( )2
j
E xs  expected error variances, 0 1j d£ £ - , 1000d = . 
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S.1.5   QE expected error and sub-channels 
This analysis reveals the expected error variance and errors of the QE method for a d-
dimensional single-carrier input, in function of the number of sub-channels, m. For a given m, a 
40d =  dimensional input is considered.  
In Fig. S.6(a), a given je  in function of m is depicted. In Fig. S.6(b), the ( )2
j
E xs  expected error 
variance is depicted, at 20 45m£ £ , 
,
2 16
U ik
s = , 0
2 225ws =  and 40d = . 
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  (a)                                                                  (b)   
Figure S.6. (a) The je  expected error and (b) ( )2
j
E xs  expected error variance in function of 
m, 20 45m£ £ , 
,
2 16
U ik
s = , 0
2 225ws = , 40d = .   
 
The QE block provides a theoretical error minimum for the quadrature estimation, based on the 
GQE method. As m  increases, ( )2
j
E xs  converges to zero.   
 
S.2  Notations 
The notations of the manuscript are summarized in Table S.1. 
 
Table S.1. Summary of notations.  
 
i Index for the i-th subcarrier Gaussian CV, ii i ix pf = + . 
j 
Index for the j-th Gaussian single-carrier CV, 
ij j jx pj = + . 
l Number of Gaussian sub-channels i  for the transmission 
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of the Gaussian subcarriers. The overall number of the sub-
channels is n. The remaining n l-  sub-channels do not 
transmit valuable information. 
,i ix p  
Position and momentum quadratures of the i-th Gaussian 
subcarrier, ii i ix pf = + . 
,i ix p¢ ¢  
Noisy position and momentum quadratures of Bob’s i-th 
noisy subcarrier Gaussian CV, ii i ix pf¢ ¢ ¢= + . 
,j jx p  
Position and momentum quadratures of the j-th Gaussian 
single-carrier ij j jx pj = + . 
,j jx p¢ ¢  
Noisy position and momentum quadratures of Bob’s j-th 
recovered single-carrier Gaussian CV ij j jx pj¢ ¢ ¢= + . 
,A ix , ,A ip  
Alice’s quadratures in the transmission of the i-th subcar-
rier. 
if , if¢  Transmitted and received Gaussian subcarriers.  
( )0,Î zz K  A d-dimensional input CV vector to transmit valuable in-formation. 
T¢z  
A d-dimensional noisy output vector, 
( )( ) ( )† 0 1, ,TT d dF z z -¢ ¢ ¢= + D =z A z  , where 
( )( )( ) ( ) ( )( )
0
1 2 21
, ,0
0,2 .
l
j j i j i jil
z F T z F ws s
-
=¢ = + D Î +å   
 
( )x n  A WSS (wide-sense stationary) process. 
( ) ( )x n ⋅  Autocorrelation function (sequence) of ( )x n . 
Z Number of autocorrelation coefficients. 
xxC  An n n´  covariance matrix associated with ( )x n . 
( )ix e w  
Power spectrum of ( )x n , evaluated as 
( ) ( ) ( )i i lx x n
l
e l ew w
+¥
-
=-¥
= å  , where ,w p pé ùÎ -ë û . 
( )ix e w  Spectral density of ( )x n . 
( )H x  Entropy rate of ( )x n . 
( )Ef x  Empirical density function. 
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( )XD ⋅  Classical relative entropy function. 
( )D ⋅ ⋅  
Quantum relative entropy function, 
( ) ( )( ) ( )( )
( ) ( )( )
log log
log log ,
D Tr Tr
Tr
r s r r r s
r r s
= -
é ù= -ë û
 
where r  and s  are density matrices. 
( )rS  Neumann entropy, ( ) ( )( )logTrr r r= -S . 
( )( )n EN f x  
Number of n-tuples ( )1, , nnx x XÎ  with a given empiri-
cal density ( )Ef x . 
( ),p a bL  Space of Lebesgue-measurable functions. 
( ),f a b  
Functional Hilbert space, ,a bp p= - = ,  
( ) ( )2, ,f p p p p- = - L , 
with a norm 
( ) 212 2f f x dx
p
p
p-
= ò . 
kU
  
Logical channel of user , 0, , 1,kU k K= -  where K is the 
number of total users,  
,0 , 1, ,k k k
T
U U U m-é ù= ê úë û   , 
and ,kU i  is the i-th sub-channel of kU , m is the number 
of subcarriers dedicated to kU . 
( )( )1 ,kU jE U j-  Estimate of ( )
1
,kU j
U j-  where ( )E ⋅  stands for the estima-
tor function, 1U-  is the inverse CVQFT operation. 
( )( )1 ,kU jE U x-  
Estimate of ( )1 ,kU jU x- , where ,kU jx  is the quadrature 
component of ,kU jj , where ( )E ⋅  stands for the estimator 
function, 1U-  is the inverse CVQFT operation. 
M 
Measurement operator, homodyne or heterodyne measure-
ment. 
,U jk
jq  
,U jk
jq p= W , where 
0
2 2
wws sW = , and 0
2
ws , 2ws  are the 
single-carrier and multicarrier modulation variances, 
0
2 2
w ws s< , 1W ³ , ,U jkjq p£ .   
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l  
Lagrange multiplier,  
( ) ( )( )
2
2 21* *1
0
2
1 1 *1
0 0
,
ik
n
l
i iil
l l
ki kl
F T F T
T e
p
l
-
-
=
- -
= =
= =
=
å
å å
 
i  
where *T  is the expected transmittance of the l sub-
channels under an optimal Gaussian attack.  
il  Optimal Lagrange multipliers. 
,
i
U jk
i e
jqæ ö÷ç ÷ç ÷çè ø  
( ) ( ) ( )1i i ix x x-=   , where 
( ), ,i , ,  if ,
0,  otherwise                 
U jk k U jk
i U i
i
T
e
j
pq jq W
ìï £æ ö ïï÷ç = í÷ç ÷ç ïè ø ïïî
  
where ,kU i  is the i-th Gaussian sub-channel of kU  of 
user kU .  
Ã  
Set, defined as  
 
{
( )
}
, , ,
,
,
,
,
i i i
1
2
,
i
1
i
,
        , 0, , 1
            , ,
            0 .
U j U j U jk k k
U jk
k U ik
U jk
U jk
q
i
U i
e e e d
x q L
e
e
j j j
j
j
p q q q
jp
p
f
q
q
q
p p
W
-
¢
æ ö æ ö÷ ÷ç çÃ = ÷ ÷ç ç÷ ÷ç çè ø è ø
¢" Î C = -
æ ö÷ç Î -÷ç ÷çè ø
æ ö÷ç ³÷ç ÷çè ø
ò



 
  

L
 
,U ik
f¢C  
Set of the autocorrelation functions, 
{ }
, ,0 , 1
, ,
U i U U mk k k
x xf -¢ ¢ ¢C =   . 
( )i x  
Transfer function 
( )
( )
1
1
2
L
q
i iq
q L
x xl
-
-
=- -
= å ,                         
where iql  are the Lagrange multipliers, 
0, , 1, 0, , 1i m q L= - = -  . 
Q  Constraint, ( ) ( )( )
,
1 2
0
U ik
m
i x
i
w
-
¢
=
Q G = G -å  . 
G  Lagrangian set, ( )0 1, , .
T
ml l -é ùG = ê úë û  
F Fourier transform (FFT). 
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,kU j
k  
The F-transformed m noisy subcarrier CVs of kU , 
( )( ), ,k kU j U iF Mk f¢= , 0, , 1i m= - , where M is a meas-
urement operator. 
kU
j  
A d-dimensional input vector of user kU , 0, , 1k K= - , 
( ),0 , 1, ,k k k TU U U dj j j -=  , where ,kU jj  refers to the j-th 
single-carrier CV, , , ,ik k kU j U j U jx pj = + , and { }, ,,k kU j U jx p  
are Gaussian random quadratures.  
kU
x
  A d-dimensional vector of kU , ( ),0 , 1, ,k k k
T
U U U dx x x -=
  , 
where ,kU jx  is the quadrature component  of ,kU jj . 
,kU i
x ¢  
Noisy subcarrier, discrete variable, ( ), ,k kU i U ix M f¢ ¢= , where 
M  is a measurement operator, and ,kU if¢  is the i-th noisy 
Gaussian subcarrier CV of kU . 
k  
A d-dimensional vector, ( ),0 , 1, ,k k TU U dk k k -=  , resulted 
from the F-operation applied on the subcarriers for each j of 
kU
x
 . 
je  Error component, ( ), ,k kj U j U jx E x= -e . 
( )( )1 ,kU jE U x-  GQI output. 
( ),kU jE x  
QE output, ( ), ,k kU j j U jE x x k= , derived from the GQI out-
put ( )( )1 ,kU jE U x- , and ,kU jk  via an optimal estimator jx .
cov , cov
U Uk k
x x kk    Covariance matrices. 
cov
Uk
x k  Cross-correlation matrix. 
x  
Optimal least-squares estimator defined for d-dimensional 
vectors via cov
Uk
x k  and covkk   as  
1cov cov
Uk
x k kkx -=    . 
jx  
Optimal least-squares estimator defined for a j-th single-
carrier element as 
, , ,,
1cov cov
U U j U j U jk j k k k
j x k k kx -= . 
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( ),kU jE x  
Estimate of the j-th element via jx  as  
( )
,
, ,, ,,
,
1cov cov .
k j k
U U j k jU j U jk j k k k
U j U j
x U
E x
k k k
x k
k-
=
=  
( )
kU
E x
  
A d-dimensional QE output, ( )
kU
E x xk=  , where 
1cov cov
Uk
x k kkx -=    . 
e  A d-dimensional error vector, ( )
k kU U
x E x- e = . 
covee  
Covariance of error vector e ,  
1
cov cov cov
cov cov cov cov .
U U Uk k k
U U U Uk k k k
T
x x x
T
x x x x
k
k kk k
x
-
= -
= -
  
     
ee
 
( )2E xs  Expected error variance of e . 
( )2
j
E xs  Expected error variance of a j-th element, ( )2 2j jE xs = e . 
{ }E e  
Overall expected estimation error, 
{ } ( )2min covE Tr= eee . 
,
2
U ik
x
s ¢  Variance of ,kU ix ¢ , ( ),2, 0,k U ikU i xx s ¢¢ Î  , , ,2 2 2U i U ik kx ws s s¢ = +  . 
( )( )1 ,kU jE U x-  
GQI output, ( )( ) ( )
,
1 2
, 0,k U ikU j x
E U x s- ¢Î  , evaluated at a 
direct-GQI (DGQI [10]) as 
( )( ) ( ) ( )1 1 1, , ,k kU j U j iE U x F x F eb- - -¢= * , 
where *  is the linear convolution, while function ,i eb  pro-
vides an e  minimal magnitude error  
maxarg mine e= , 
where  
2 2
max , ,max ,k kU j U jx
x xe
"
¢= -  
and ,kU jx , ,kU jx ¢  are the input, output single-carrier quadra-
tures, ( )1F- ⋅  is the inverse FFT operation [10], while 
( ),
1
1 cos
P
i y i
y
C yQeb
=
= +å , 
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where 0C  is arbitrarily set to unity [29], P is the number of 
yC  coefficients, while 
2 , 0, , 1ii mQ i m
p= = - . 
,
2
U jk
ks  Variance of ( )
,
2
, 0,k U jkU j k
k sÎ  , 
, 0 ,
2 2 2
U j U jk k
k ws s s= +  . 
0
2
ws  
Variance of QE output, ( ) ( )
0
2
, 0,kU jE x wsÎ  , evaluated as 
( )
0 0 ,
2 2 2 2
, .
U jk
i ew ws b s s= +   
*  Linear convolution operator. 
f  
Function, provides an e  minimal magnitude error, for 
( )( ) ( ) ( )1 1 1, , , 0, , 1k kU j U j iE U x F x F i mb- - -¢= * = - . 
e  
Minimal magnitude error, maxarg mine e= , where 
2 2
max , ,max ,k kU j U jx
x xe
"
¢= -  ,kU jx , ,kU jx ¢  are the input, 
output single-carrier quadratures, ( )1F- ⋅  is the inverse 
FFT operation. 
,kU i
x  Input subcarrier vector, ( ), ,0 , 1, , .k k k TU i U U mx x -=x    
,kU i
¢x  Output subcarrier vector, ( ), ,0 , 1, , .k k k TU i U U mx x -¢ ¢ ¢=x    
 iA  
Operator, 22 ii mws=A , 20, ,mi =  , where 2ws  is the sub-
carrier modulation variance, m is the number of subcarriers 
of kU . 
E  
Estimator function, evaluated as 
( )
( )
( )
2
2
2
2 2
2
1
0 ,0
2 2
1
, ,2
2
1
,2
0 :                                   
1, , 1 : ,     
:  .                                
k
k k
m m
k
Um
m
i U i U m im
m
Um
i x
i x x
i x
-
ìïï ¢ï = =ïïï æ öï ÷ç ¢ ¢= - = +í ÷ç ÷çè øïïïïï ¢= =ïïî

E
E = E
E
A
A
A
 
a , ea  
1
2
0
m
i
i
ma b
-
=
= å ,  1 2,
0
m
z
z
me ea b
-
=
= å . 
ib  Parameter, defined to evaluate function ( )sf  as 
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( )
( ) ( )
i2
21
1
0
22
1 2
2
2
cos .
is
m
m
i
i
m
si m
m
m
s e
i di
p
a
p
a
b
b
-
=
-
= -
å
ò
f =
 
,i eb  
Function to minimize e , ( ),
1
1 cos
P
i y i
y
C yQeb
=
= +å , where 
0C  is arbitrarily set to unity, P is the number of yC  coeffi-
cients, while 2 , 0, , 1ii mQ i m
p= = - .                              
( )
kU
P   Statistical private classical information of kU . 
( )
kU
S   Statistical secret key rate of kU . 
( ): ,ˆ kj Z Ux , ( ): ,ˆ kj Z Ux ¢ , ( ): ,ˆ j Z Ex ¢  
Optimal quadratures of Alice, Bob and Eve, obtained at Z 
autocorrelation coefficients. 
AB  Holevo quantity of Bob’s output. 
BE  
Holevo information leaked to the Eve in a reverse recon-
ciliation. 
AB
kr  Bob's optimal output density matrix. 
BE
kr  Eve’s optimal density matrix, at a reverse reconciliation. 
ABs  Bob's optimal output average density matrix. 
BEs  Eve’s average density matrix, at a reverse reconciliation. 
outK
U  
The unitary CVQFT operation, 
2
1
ik
Kout
out out
K K
U e
p-
=
i
, 
, 0, , 1outi k K= - , out outK K´  unitary matrix. 
inK
U  
The unitary inverse CVQFT operation, 
2
1
ik
Kin
in in
K K
U e
p
=
i
, 
, 0, , 1ini k K= - , in inK K´  unitary matrix. 
( )20, zz sÎ   
The variable of a single-carrier Gaussian CV state, 
ij Î  . Zero-mean, circular symmetric complex Gaussian 
random variable, 
0
22 22z z ws s
é ù =ê úë û=  , with i.i.d. zero 
mean, Gaussian random quadrature components 
( )
0
2, 0,x p wsÎ  , where 0
2
ws  is the variance.  
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( )20,sDD Î   
The noise variable of the Gaussian channel  , with i.i.d. 
zero-mean, Gaussian random noise components on the posi-
tion and momentum quadratures ( )2, 0,x p sD D Î   , 
222 2s sD é ù =ê úë û= D  . 
( )20, dd sÎ   
The variable of a Gaussian subcarrier CV state, if Î  . 
Zero-mean, circular symmetric Gaussian random variable, 
22 22d d ws sé ù =ê úë û=  , with i.i.d. zero mean, Gaussian ran-
dom quadrature components ( )2, 0,d dx p wsÎ  , where 2ws  
is the (constant) modulation variance of the Gaussian sub-
carrier CV state.  
( ) ( )1 †CVQFTF- ⋅ = ⋅  The inverse CVQFT transformation, applied by the en-
coder, continuous-variable unitary operation. 
( ) ( )CVQFTF ⋅ = ⋅  The CVQFT transformation, applied by the decoder, con-
tinuous-variable unitary operation. 
( ) ( )1 IFFTF- ⋅ = ⋅  Inverse FFT transform, applied by the encoder. 
0
2
ws  Single-carrier modulation variance. 
2 21
illw ws s= å  Multicarrier modulation variance. Average modulation vari-ance of the l Gaussian sub-channels i .  
( )
( )
,
1
,
IFFT
.
i k i
k i i
z
F z d
f
-
=
= =  
The i-th Gaussian subcarrier CV of user kU , where IFFT 
stands for the Inverse Fast Fourier Transform, if Î  , 
( )20,
i
i d
d sÎ  , 22
i
id
ds é ù= ê úë û , i ii d dd x p= + i , 
( )20,
i F
dx wsÎ  , ( )20,i Fdp wsÎ   are i.i.d. zero-mean 
Gaussian random quadrature components, and 2
Fws  is the 
variance of the Fourier transformed Gaussian state. 
( ), CVQFTk i ij f=  
The decoded single-carrier CV of user kU  from the subcar-
rier CV, expressed as ( ) ( )( )1 , , .i k i k iF d F F z z-= =  
  Gaussian quantum channel. 
, 0, , 1i i n= -  Gaussian sub-channels. 
( )T   Channel transmittance, normalized complex random vari-
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able, ( ) ( ) ( )Re ImT T T= + Î   i . The real part 
identifies the position quadrature transmission, the imagi-
nary part identifies the transmittance of the position quad-
rature. 
( )i iT   
Transmittance coefficient of Gaussian sub-channel i , 
( ) ( )( ) ( )( )Re Imi i i i i iT T T= + Î   i , quantifies 
the position and momentum quadrature transmission, with 
(normalized) real and imaginary parts 
( )0 Re 1 2 ,i iT£ £  ( )0 Im 1 2i iT£ £ , where 
( ) ( )Re Imi i i iT T=  .  
EveT  Eve’s transmittance, ( )1EveT T= -  . 
,Eve iT  Eve’s transmittance for the i-th subcarrier CV. 
( )0 1, , Tdz z -= + =z x p i  
A d-dimensional, zero-mean, circular symmetric complex 
random Gaussian vector that models d Gaussian CV input 
states, ( )0, zK , †é ùê úë û=zK zz , where j j jz x p= + i , 
( )0 1, , Tdx x -=x  , ( )0 1, , Tdp p -=p  , ( )
0
20,jx wsÎ  , 
( )
0
20,jp wsÎ   i.i.d. zero-mean Gaussian random variables.
( )1F-=d z  
An l-dimensional, zero-mean, circular symmetric complex 
random Gaussian vector, ( )0, dK , †é ùê úë û=dK dd , 
( )0 1, , Tld d -=d  , i i id x p= + i , ( )2, 0,
F
i ix p wsÎ   are 
i.i.d. zero-mean Gaussian random variables. The i-th com-
ponent is ( )20,
i
i d
d sÎ  , 22
i
id
ds é ù= ê úë û . 
( )†0,k k kÎ é ùê úë ûy y y   A d-dimensional zero-mean, circular symmetric complex Gaussian random vector. 
,k my  
The m-th element of the k-th user’s vector ky , expressed as 
( )( ) ( ) ( ), .k m i i i ily F T F d F= + Då   
( )( )F T   
Fourier transform of 
( ) ( ) ( )0 0 1 1, T ll lT T- -é ù= Îë ûT     , the complex 
transmittance vector. 
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( )F D  Complex vector, expressed as ( )
( ) ( ) ( )
2 ,
TF FF
F e
- D DD
D =
K
 with 
covariance matrix ( ) ( ) ( )†F F FD = D Dé ùê úë ûK  . 
jé ùë ûy  AMQD block, ( )( ) ( ) ( )j F F j F jé ù é ù é ù= + Dë û ë û ë ûy T d . 
( ) 2F jt é ù= ë ûd  
An exponentially distributed variable, with density 
( ) ( ) 2221 2 ,nf e wt swt s -= 22n wt sé ù £ë û . 
,Eve iT  
Eve’s transmittance on the Gaussian sub-channel i , 
, , ,Re ImEve i Eve i Eve iT T T= + Î i , ,0 Re 1 2Eve iT£ £ , 
,0 Im 1 2Eve iT£ £ , 
2
,0 1Eve iT£ < . 
id  A id  subcarrier in an AMQD block.  
minn  
The { }0 1min , , ln n -  minimum of the in  sub-channel co-
efficients, where ( )( ) 22i i iF Tn s=    and i Even n< . 
2
ws  
Constant modulation variance, ( ) ( )2 minEve p xws n n d= -  , 
1
Eve ln = , ( ) 2
22 1 1* *1
0 0
ik
n
n n
ki kn
F T T e
pl -- -= == = å å i  and 
*T  is the expected transmittance of the Gaussian sub-
channels under an optimal Gaussian collective attack. 
 
 
S.3  Abbreviations 
 
AMQD   Adaptive Multicarrier Quadrature Division 
AWGN  Additive White Gaussian Noise 
CV    Continuous-Variable 
CVQFT  Continuous-Variable Quantum Fourier Transform 
CVQKD   Continuous-Variable Quantum Key Distribution 
DGQI   Direct Gaussian Quadrature Inference 
DV   Discrete Variable 
FFT   Fast Fourier Transform 
GQI   Gaussian Quadrature Inference 
ICVQFT  Inverse CVQFT 
IFFT   Inverse Fast Fourier Transform 
MQA    Multiuser Quadrature Allocation 
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PDF   Probability Density Function 
QE   Quadrature Estimation 
QFT   Quantum Fourier Transform 
QKD   Quantum Key Distribution 
SNR   Signal to Noise Ratio 
WSS   Wide-Sense Stationary 
 
  
 
