Freedman's inequality is a martingale counterpart to Bernstein's inequality. This result shows that the tail probability of a martingale is controlled by the quadratic characteristic and a uniform upper bound for the martingale difference sequence. Replacing the quadratic characteristic with H Dzhaparidze and van Zanten (Stochastic Process. Appl., 2001) have established a generalization of Freedman's inequality with nonbounded differences. In this paper, we refine H
Introduction
Let (ξ i , F i ) i=1,...,n be a sequence of supermartingale differences. Denote by S k = k i=1 ξ i and S k = k i=1 E(ξ 2 i |F i−1 ). The well-known Freedman's inequality [7] for supermartingales states that: if ξ i ≤ ǫ for a positive constant ǫ, then, for all x, v > 0, P S k ≥ x and S k ≤ v 2 for some k ∈ 
In particular, when (ξ i ) i=1,...,n are independent, the bounds (1) and (2) reduce to the bounds of Bennett [1] and Bernstein [3] respectively. Many generalizations of Freedman's inequality for martingales have been established. For continuous-time martingales with bounded jumps, Freedman's inequality (2) has been obtained by Shorack and Wellner [10] . Imposing the conditional Bernstein condition, van de Geer [11] and De La Peña [4] have extended inequality (2) to the martingales with non-bounded jumps. For matrix martingales, Tropp [8] has established a new version of Freedman's inequality. If the differences are bounded and conditionally symmetric, we refer to Sason [9] for a result similar to Freedman's inequality. Replacing the quadratic characteristic S k with
Dzhaparidze and van Zanten [5] have established a generalization of Freedman's inequality with non-bounded differences: for all x, y, v > 0,
In particular, if |ξ i | ≤ ǫ for all i, it holds H ǫ k = S k , and then the inequality of Dzhaparidze and van Zanten (3) reduces to Freeman's inequality (1) . However, if (ξ i ) are not all bounded from below, inequality (3) does not imply Freeman's inequality (1) . To fill this gap, we propose replacing the random variable H 
Our Theorem 2.1 states that, for all x, y ≥ 0 and v > 0,
where (4) implies the inequality of Dzhaparidze and van Zanten (3). Moreover, if ξ i ≤ ǫ for all i ∈ [1, n] (may not be bounded from below), it holds G ǫ k = S k for all k ∈ [1, n], and then (4) also implies Freeman's inequality (1) . This fills the gap.
Since
, inequality (5) implies the following result: for all x, v > 0,
This result refines an earlier inequality of Bercu and Touati [2] , where Bercu and Touati have obtained the same bound on non partial sum tail probabilities P (S n ≥ x and
In Theorem 2.2, we give a generalization of (6) to the supermartingales with non squareintegrable differences. Write
where
It is interesting to see that when β decreases to 1 in (7), the power
is increasing to infinity and the corresponding constant C(β) is decreasing to 0. This means the larger the power, the smaller the corresponding constant.
The paper is organized as follows. We present our main results in Section 2, and devote to the proofs of the main results in Sections 3 and 4.
Main results
Assume that we are given a sequence of real supermartingale differences (ξ i , F i ) i=0,...,n defined on some probability space (Ω, F , P), where ξ 0 = 0 and {∅, Ω} = F 0 ⊆ ... ⊆ F n ⊆ F are increasing σ-fields. So we have E(ξ i |F i−1 ) ≤ 0, i = 1, ..., n, by definition. Set
Let S be the quadratic characteristic and the squared variation of the supermartingale S = (S k , F k ) k=1,...,n :
The following two theorems are our main results.
Then, for all x, y ≥ 0 and v > 0,
It is worth noting that Fan et al. [6] gave an improvement of Freedman's bound (1) to Hoeffding's bound such that when x > S n , the upper bound on the tail probabilities P
Consider the non square-integrable supermartingale differences. We have the following large deviation exponential bound. Denote by x + = max{x, 0} and x − = − min{x, 0} the positive and negative parts of x respectively.
Then, for all x, v > 0,
Notice that when β = 2, inequality (13) also holds true with C(2) = 1/4. However, this result is not as good as (12), since (12) implies that inequality (13) holds true with C(2) = 1/2.
Proof of Theorem 2.1
Assume (ξ i , F i ) i=0,...,n a sequence of square integrable supermartingale differences. For any nonnegative numbers y and λ, define the exponential multiplicative martingale Z(λ) = (Z k (λ), F k ) k=0,...,n , where
If T is a stopping time, then Z T ∧k (λ), λ > 0, is also a martingale, where
Then for any nonnegative number λ, we have the following conjugate probability measure P λ on (Ω, F ):
Denote E λ the expectation with respect to P λ .
Lemma 3.1. For all y ≥ 0 and all λ > 0, it holds
where by convention
when y = 0.
Proof. Let y ≥ 0. If ξ i ≤ y, since the function
is increasing in x ∈ R (by convention g(0) = 0), we have, for all λ > 0,
If ξ i > y, since exp x − 1 2 x 2 ≤ 1 + x for all x ≥ 0, it follows that, for all λ > 0,
Combining (15) and (16) together, we find that, for all y ≥ 0 and all λ > 0,
Taking conditional expectations on both sides of the last inequality, we prove Lemma 3.1.
Proof of Theorem 2.1. For any x, v > 0 and any y ≥ 0, define the stopping time T :
with the convention that min ∅ = 0. Then it follows that
Using the change of probability measure (14), we have, for all x, λ, v > 0 and all y ≥ 0,
Since the function g(x) in increasing in x and g(0) = 1/2, we have
By Lemma 3.1 and the fact S k ≥ x and G y k ≤ v 2 on the set {T (x, y, v) = k}, inequality (17) implies that, for all x, λ, v > 0 and all y ≥ 0,
The last inequality attains its minimum at
Substituting λ = λ(x) in (18), we obtain (11) . Using the inequality
we get, for all x, v > 0 and all y ≥ 0,
This completes the proof of Theorem 2.1.
Proof of Theorem 2.2
Assume E|ξ i | β < ∞ for a constant β ∈ (1, 2) and for all i ∈ [1, n]. For any nonnegative numbers λ, define the exponential multiplicative martingale Z(λ) = (Z k (λ), F k ) k=0,...,n , where
If T is a stopping time, then Z T ∧k (λ), λ ≥ 0, is also a martingale, where
Then for any nonnegative number λ, we introduce the following conjugate probability measure P λ on (Ω, F ):
Denote by E λ the expectation with respect to P λ .
Proof. It is easy to see that, for all x ∈ R and β ∈ (1, 2),
With x = λξ i , we easily obtain, for all λ ≥ 0,
Taking conditional expectations on both sides of (20), we prove Lemma 4.1.
Proof of Theorem 2.2.
For given x, v > 0, define the stopping time T :
with the convention that min ∅ = 0. Then we have (ξ
log E exp λξ i − (λξ
From inequality (21), by Lemma 4.1 and the inequality log(1 + x) ≤ x for x ≥ 0, it follows that, for all x, λ, v > 0,
Since S k ≥ x and G 0 k (β) ≤ v β on the set {T = k}, we obtain, for all x, λ, v > 0,
Substituting λ = λ(x) in (22), we get the desired inequality.
