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ABSTRACT
Infrared avalanche photodiode (APD) arrays represent a panacea for many branches of astronomy by enabling
extremely low-noise, high-speed, and even photon-counting measurements at near-infrared wavelengths. We
recently demonstrated the use of an early engineering-grade infrared APD array that achieves a correlated double
sampling read noise of 0.73 e− in the lab, and a total noise of 2.52 e− on sky, and supports simultaneous high-
speed imaging and tip-tilt wavefront sensing with the Robo-AO visible-light laser adaptive optics (AO) system at
the Palomar Observatory 1.5 m telescope. Here we report on the improved image quality simultaneously achieved
at visible and infrared wavelengths by using the array as part of an image stabilization control loop with AO-
sharpened guide stars. We also discuss a newly enabled survey of nearby late M-dwarf multiplicity, as well as
future uses of this technology in other AO and high-contrast imaging applications.
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1. INTRODUCTION
Solid-state infrared detectors have made major contributions
to our understanding of the universe over the past several
decades (Low et al. 2007). Recent innovations in infrared
avalanche photodiode (APD) detectors, wherein the avalanche
gain of photo-generated electrons occurs within the HgCdTe
substrate, have reduced the effective read noise of sizable pixel
arrays to below the critical 1 e− threshold (Feautrier et al. 2014;
Finger et al. 2014). When paired with correspondingly low
dark currents, there is the potential to drastically improve the
many current and future applications of infrared arrays in
astronomy, e.g., infrared photon counting (Beletic et al. 2013;
Rauscher et al. 2015), improving the sky coverage of laser-
guided star adaptive optics (AO) systems using sharpened
infrared tip-tilt stars (McCarthy et al. 1998; Dekany et al. 2008;
Wang et al. 2008; Wizinowich et al. 2014), increasing the
sensitivity of pyramid wavefront sensors (Peter et al. 2010) and
interferometers, e.g., S. Guieu et al. (2015, in preparation),
decreasing noise in post-coronagraphic and speckle nulling
wavefront sensors in high-contrast systems (Martinache et al.
2012; Cady et al. 2013), and improving temporal bandwidth
and sensitivity for IR photometric observations (Rafelski
et al. 2006; Mereghetti 2008). To prove this maturing
technology in a challenging observing environment, we
demonstrate the use of a Selex ES Advanced Photodiode for
High-speed Infrared Array (SAPHIRA) with the Robo-AO
visible-light laser AO system (Baranec et al. 2014) mounted to
the robotic Palomar Observatory 1.5 m telescope (Cenko
et al. 2006). During observations, the full 320 × 256 pixel
SAPHIRA array was operated in the 32-output mode at a
265 kHz pixel rate. This allowed the array to be read out (and
recorded) at 100 frames per second. The position of a star in the
infrared ﬁeld was calculated and used to stabilize image
displacement with a beam-steering mirror in the Robo-AO
system. In this paper, we describe the experimental setup that
integrated a camera with a SAPHIRA detector with the Robo-
AO system (Section 2), describe the initial results and the
delivered image quality, including a pilot survey of very red
nearby stars for multiplicity (Section 3), and detail future work
and plans for the SAPHIRA technology (Section 4).
2. EXPERIMENTAL SETUP
The Robo-AO system offers a ﬂexible testing environment
for new cameras and instruments requiring visible and infrared
diffraction-limited capability. The system operates under Linux
with the control software source code written in the C++
language (Riddle et al. 2012). The Robo-AO Cassegrain
instrument package has two ports for external instruments: one
visible port fed by a manually installed visible beamsplitter in
front of the main EMCCD science camera (previously used
with an eyepiece; Baranec et al. 2012), and another infrared
port fed by transmission through a dichroic mirror passing λ
> 950 nm and subsequent reﬂection off of a gold mirror
(Baranec et al. 2013). Both external ports have an unvignetted
ﬁeld-of-view of 2′, with a telecentric F/41 output. A fast beam-
steering mirror is incorporated into the AO relay ahead of the
visible-infrared dichroic mirror and is used for global tip-tilt
correction of the science ﬁeld.
2.1. Infrared APD Array Camera
In this experiment, we used an engineering-grade non-anti-
reﬂection-coated Mark 3 Selex ES Infrared SAPHIRA detector
(Atkinson et al. 2014; Finger et al. 2014). The detector was a
metal organic phase epitaxy (MOVPE) HgCdTe APD array
comprising 24 μm square pixels in a 320 × 256 format. The
detector was located at the Robo-AO F/41 focus with a plate
scale of 0″. 079 and installed into a GL Scientiﬁc Stirling Cooler
Cryostat that maintained an equilibrium temperature of 85 K.
The cryostat was attached to the Robo-AO infrared port with a
sliding interface plate to position the detector on the optical
axis and shimmed to achieve optimal focus. A Mauna Kea
Observatories H-band ﬁlter (l̲ = 1.635 μm; Tokunaga
et al. 2002) that also blocks longer wavelength radiation
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beyond the sensitivity of the detector was mounted inside the
cryostat, in front of and in thermal contact with the detector
array.
The SAPHIRA detector was controlled by a commercially
available third-generation controller system that is produced by
Astronomical Research Cameras (ARC), mounted adjacent to
the cryostat. Clock voltages and detector readouts were
provided by an ARC-32 Clock Driver Board and four eight-
channel ARC-46 IR Video Boards, respectively. An ARC-22
Timing Board provided ﬁber optic communication with a PC
and regulated timing within the controller. Alongside the
standard ARC boards was a custom analog board that provided
stable, low-noise supply and bias voltages, designed and
developed at Australian National University and reproduced
(and modiﬁed) for use with the SAPHIRA detector. The
controller behavior was dictated by code loaded from the
connected PC, and was written and compiled in a Motorola
DSP56000 assembly.
The SAPHIRA detector was operated with a detector bias
voltage of 11.5 V, corresponding to an avalanche gain of 22.
Prior laboratory testing of the detector in a dark cryostat at this
bias voltage (Atkinson et al. 2014) showed an effective rms
read noise of 0.73 e− after avalanche gain for a single
correlated double sampling (CDS) read and 72 e− s−1 of dark
current. When deployed on sky, we measured the total amount
of noise to be 2.52 ± 0.18 e− per CDS read. Assuming the
same read and dark noise as found in the lab, and a sky
brightness of 13.7 mag arcsec−2 (0.3 e− rms), there is a
remaining 2.2 e− rms of noise that is not accounted for. While
much of this can be attributed to instrument emissivity and the
lack of bafﬂing in front of the detector, a higher on sky read or
dark noise cannot be precluded.
We observed an mH = 10.85 star, with an expected
212,000 photons s−1 expected at the telescope aperture (Cohen
et al. 1992), and measured 25,000 ± 2400 photo-e− s−1,
leading to a total system throughput of 11.8% ± 1.1%. This
is consistent with a throughput estimate of 10.1%–11.8%,
based on the estimated throughput of the telescope of ∼72%
(two bare aluminum reﬂections), the AO system in the H-band
of 55% (from measured reﬂection and transmission data from
all optical components), an average in-band transmission of the
H-band ﬁlter of 85%, and the quantum efﬁciency of SAPHIRA
of 30%–35% (limited by Fresnel reﬂection of uncoated
HgCdTe).
2.2. Integration with the Robo-AO AO System
The device driver for the ARC PC interface card was
incompatible with the Robo-AO Fedora 13 operating system,
necessitating a separate computer to host the SAPHIRA camera
with inter-computer communications running over gigabit
ethernet, taking advantage of the multiple computer commu-
nication routines previously developed. The Robo-AO/
SAPHIRA control software was adapted from the control
software for the Robo-AO EMCCD camera. The lower level
software integrated the SAPHIRA driver into the Robo-AO
architecture to control basic functions (e.g., opening the camera
connection, setting parameters, taking an image). A second
layer of the software created a generalized control system for
all cameras between the hardware interface and the daemon
control system common to all Robo-AO subsystems; this layer
was modiﬁed to control the new functionality of the SAPHIRA
detector.
The Robo-AO/SAPHIRA control software provided full
control over the SAPHIRA detector for operations as a science
detector and a tip-tilt sensor. In both cases, the full array was
read out at 100 frames per second, limited by the 265 kHz pixel
rate of the ARC electronics. The reading of the array is a non-
destructive process, and to avoid a possible nonlinear response
or the saturation of pixels, the array needs to be reset, taking the
same time as a read, well before the full-well depth of any pixel
is exceeded. The array reset rate, measured as the number of
frames to read prior to a reset, is uploaded to the ARC
electronics as part of the camera conﬁguration process. For this
experiment we selected a ﬁxed reset rate of 32 frames; this
proved to be too long for the bright star in the experiment in
Sections 3.1–3.2. In practice the reset rate should be tailored to
accommodate the brightest source expected to be observed,
with additional overhead for uncertainties. During an image
acquisition sequence, both raw pixel reads and calibrated
difference frames were recorded. The calibration of individual
frames comprised subtracting a sky background, normalizing
by a ﬂat-ﬁeld and applying a static hot-pixel mask (totaling
approximately 3% of pixels) wherein hot-pixel values were
replaced by a median of the surrounding eight pixel values. In
the calibrated data, frames recorded immediately after an array
reset included very negative values and were ignored by the
tip-tilt system.
Observations with the SAPHIRA camera system required
manually starting each sub-system of the observation sequence
as opposed to being fully integrated into the Robo-AO robotic
operations and queue system. When the SAPHIRA camera was
used as a tip-tilt sensor, an initial image was taken with the
camera with the high-order AO control loop operating, which
sharpened the instantaneous stellar point-spread function
(PSF). Once a tip-tilt reference star was identiﬁed in the ﬁeld,
an 8 × 8 pixel, 0″. 63 × 0″. 63 window (∼3 λ/D) centered on
the star was deﬁned in the tip-tilt conﬁguration ﬁle. The tip-tilt
compensation sub-system was started independently of other
processes; as each calibrated output frame was recorded, the
position of the star was calculated using a center-of-mass
algorithm on the windowed pixels. The displacement of the star
from the center of the pixel window was transmitted to the
Robo-AO control computer. New fast-steering mirror-actuator
position commands were calculated to recenter the star with a
loop gain of 0.5 and were applied during the next cycle of the
asynchronous 1.2 kHz high-order AO control loop. The latency
of the tip-tilt compensation was dominated by the 10 ms read-
time of the infrared array, followed by ∼1 ms for inter-
computer communication and <4 μs for the frame calibration
and center-of-mass calculation.
3. RESULTS
3.1. Technical Observations
The SAPHIRA camera was paired and tested with the Robo-
AO system on 2014 September 3, 08:13-09:12 UT. Through-
telescope seeing was measured to be ∼1″. 0 in a long-exposure
open-loop image in the Sloan i′-band (l
̲
= 765 nm) at the
beginning of the testing period. To conﬁrm the stability of the
seeing measurements, we monitored the image width on the
nearby Palomar 48 inch telescope; the seeing remained very
steady, with an rms of 0″. 10 over the entire night. All
observations reported here were 2 minutes in duration.
Observations with the visible-light EMCCD camera were
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taken as a series of full-frame reads at the maximum rate of 8.6
frames per second in the i′-band. The FWHW were determined
from a calculated best-ﬁt two-dimensional (2D) Gaussian, with
random errors typically on the order of 0″. 04. Strehl ratios were
calculated by ﬁrst simulating a perfect PSF and normalizing the
peak intensity by the ﬂux within a 3″. 0 square aperture,
accounting for 98% and 96% of the total energy in the i′- and
H-bands respectively. The peak of the stellar PSF was
normalized to the ﬂux within the same sized aperture and the
ratio of the ﬂux normalized peaks in both PSFs produced the
Strehl ratio. Systematic errors on the Strehl ratio are due to
pixel-grid alignment errors, not accounting for 100% of the
scattered light in the stellar halo, and were typically on the
order of 10% of the calculated value.
We observed the triple star system WDS J18092+4314,
where the A component has a brightness of mV = 9.2 (Høg
et al. 2000) and mH = 7.9 (Cutri et al. 2003). Figure 1 shows
the star system geometry along with a series of observations
performed with different parts of the AO system in operation.
During the ﬁrst observation with the main EMCCD camera, the
deformable mirror was set to correct for static error only in the
telescope in order to measure natural seeing (a). The second
observation entailed observing with the EMCCD camera while
the high-order AO correction was enabled. We present images
from the EMCCD camera that are simply co-added ((b); laser
AO correction only), as well as images that have been
processed with our standard post-facto image registration
techniques ((c); e.g., Law et al. 2014b). The third observation
was taken with simultaneous operation of the high-order AO
loop and the infrared tip-tilt correction. Again we present
images from the EMCCD camera that are co-added (d), as well
as with post-facto image registration (e). During this last
observation with the infrared tip-tilt correction, full frames
from the SAPHIRA were also recorded and co-added (f).
Table 1 presents the measured image metrics from each of
the observations. The image with high-order correction and
post-facto registration is representative of the typical perfor-
mance achieved with the Robo-AO system (Baranec
et al. 2014). When using infrared tip-tilt correction, the
achieved Strehl ratio in the visible was identical to the standard
performance within the measurement precision; additional
post-facto registration of these images marginally improved
the achieved image quality. The achieved Strehl ratio in the
infrared of the tip-tilt star, A, 32%, was lower than the second
brightest star in the ﬁeld, B, 56%. Upon inspection of the raw
SAPHIRA frames, it was discovered that the tip-tilt star was
saturating for approximately the last 10% of frames before a
reset, affecting the ultimate image and adding noise to the tip-
tilt correction. Using the unsaturated frames, we calculate a
Strehl ratio for A of 48%, and if we use just the 14 frames after
each reset, keeping the peak signal at half of the full-well
capacity, we calculate a Strehl ratio for A of 57%.
Using the Maréchal approximation and propagation of
typical systematic errors, we were able to check for the
consistency of the achieved image correction for star B where
there was no detector saturation; the H-band Strehl ratio
corresponds to a wavefront error of 199 ± 16 nm rms,
consistent with the i′-band wavefront error of 192 ± 4 nm rms.
3.2. Analysis of Tip-tilt Correction
We analyzed the position of the image of star A on the
individual EMCCD camera frames with the high-order AO
loop closed and with and without infrared tip-tilt correction.
Without active tip-tilt compensation the rms displacement in
orthogonal detector coordinates x and y were 0″. 284 and
0″. 184, respectively. Infrared tip-tilt correction reduced the rms
displacement to less than the size of a pixel, 0″. 033 in x and
0″. 035 in y. The total tip-tilt tracking error is the root-sum-
square of the measurement and temporal errors. The signal-to-
noise ratio (S/N) of the tip-tilt measurement was 36, which,
when propagated through an estimate of the residual tip-tilt
error (e.g., Hardy 1998; Equation (5.15)), should have resulted
in a one-dimensional (1D) measurement displacement error of
0″. 004 rms, negligible compared to the 0″. 11 diffraction-limited
core size in i′-band.
Figure 1. Images of the WDS J18092+4314 triple star system, taken with Robo-AO in i′-band unless otherwise noted. The left panel shows the geometry and
orientation of the stars. The right six panels show cropped images with different adaptive optics and post-facto registration modes being used. Linear scaling is used
for i′-band images, and square-root scaling is used for H-band images.
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The power spectrum of the image position on the EMCCD
camera with and without tip-tilt correction is plotted in Figure 2
and shows a crossover rejection frequency of approximately
3 Hz, lower than the 10 Hz expected with a loop rate of 100 Hz
and a gain of 0.5. To investigate this discrepancy we analyzed
the calculated center-of-mass position values from the AO
system telemetry. Upon visual comparison of the calculated
position with the image in the tip-tilt window we found that
while the position angle was consistent, the algorithm under-
estimated the magnitude of the stellar displacement from the
center of the tip-tilt window. We then calculated the stellar
position based on the peak tracking via cross-correlation with a
Gaussian kernel (Baranec 2007) that more closely matched a
visual approximation of the stellar position; we found the
magnitude of displacement using this method was a factor of
2.35 larger. In practice, this under-calculation of the magnitude
of the stellar displacement by using the center-of-mass
algorithm lowered our effective loop gain to 0.2, and
manifested as a temporal error. When calculating the position
of the star on the infrared camera using the more robust
centroiding method, we found rms displacements of 0″. 068 in
both axes. This converts to an effective two-axis image width
of 0″. 25, after convolving with the diffraction-limited core size,
closely matching the 0″. 26 FWHM measured on the EMCCD
camera (Table 1, d). When the positions of the star on the
infrared camera are binned in time to match the frame rate of
the visible camera, essentially a low-pass ﬁlter, we found the
rms displacements to be 0″. 036 and 0″. 038 in x and y, closely
matching the stellar position error observed on the EMCCD
camera.
3.3. Pilot Survey of the Multiplicity Rate of Faint M-dwarf
Stars within 33 pc
M-dwarfs are the most common type of star in our galaxy
and also the most varied class: they span a factor of six in
stellar mass and stellar radius (Leggett et al. 1996). M-dwarf
multiplicity properties are windows into stellar formation
processes at a wide range of masses and even potentially
different formation environments from solar-type stars (e.g.,
Reipurth et al. 2014). As more planets are found around
M-dwarfs (e.g., Charbonneau et al. 2009; Muirhead et al. 2012;
Bonﬁls et al. 2013) our understanding of their planetary
formation environments will also be informed by their stellar
multiplicity properties.
For these reasons, M-dwarfs have been extensively studied
by recent high angular resolution surveys covering hundreds of
targets (e.g., Law et al. 2008; Bergfors et al. 2010; Janson et al.
2012; Ziegler et al. 2015), taking advantage of the relatively
high time-efﬁciency of Robo-AO and Lucky Imaging methods.
However, these large-sample surveys have been necessarily
limited to the higher-mass M-dwarfs because their wavefront
sensing (or guide-star-measurement) is conducted in the
optical; current large-telescope laser-guided star systems can
reach fainter targets but cannot efﬁciently observe the
hundreds-of-targets sample sizes required to perform statisti-
cally signiﬁcant comparisons across the M-dwarf mass range.
Table 1
Image Metrics from Observations of WDS J18092+4314 in Figure 1
WDS J18092+4314 A B C
Observing Mode SR (%) FWHM (″) SR (%) FWHM (″) SR (%) FWHM (″)
a. Seeing limited L 1.02 L 0.98 L 1.02
b. Laser AO correction only 4.3 0.54 4.4 0.56 L 0.52
c. With post-facto image registrationa 10.2 0.20 8.4 0.32 8.2 0.28
d. With infrared tip-tilt correction 9.6 0.26 8.3 0.30 9.9 0.28
e. With IR tip-tilt and post-facto registrationa 10.3 0.20 8.6 0.28 8.8 0.30
f. Infrared observation, SR at λ = 1635 nm 57b (32) 0.26 56 0.26 L L
Notes. Strehl ratio at λ = 765 nm unless otherwise noted. A “…” denotes low conﬁdence measurement.
a Images are up-scaled by a pixel factor of 2 as part of the image registration processing.
b The reported Strehl ratio includes only data frames with a less than half full-well capacity. The parenthetical Strehl ratio includes all saturated and non-saturated
frames.
Figure 2. Power spectra of x and y stellar displacement on the visible EMCCD camera with (dashed) and without (solid) infrared tip-tilt correction.
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Mid- and late-M-dwarfs have extreme optical/NIR colors,
reaching -m mR H = 7.5 at M9, compared to -m mR H = 4.1
at M3 (Kraus & Hillenbrand 2007). For M-dwarfs later than
M5, there are only a few hundred targets across the sky nearby
enough for optically based high angular resolution surveys to
reach (e.g., Law et al. 2006; Janson et al. 2014).
Robo-AO is currently engaged in a high angular resolution
survey of the optically brightest 3000 M-dwarfs (Law et al.
2014a). Although we homogeneously cover a much larger
sample than previous surveys, allowing a careful comparison of
stellar multiplicity properties at varying stellar masses, we need
to push to the lowest-mass M-dwarfs to properly cover the
entire M-dwarf parameter space. The new infrared capabilities
described here give us the ability to address a much larger
sample of late M-dwarfs than would otherwise be possible—
covering several thousand more late M-dwarfs (Lépine &
Shara 2005) than can be covered with an optical wavefront
sensor.
To validate our ability to undertake this large survey, we
attempted to observe four M-dwarf stars from the Lépine and
Shara Proper Motion catalog (Lépine & Shara 2005) that were
otherwise too faint for effective visible-light post-facto
registration techniques and required the use of infrared tip-tilt
sensing—typical R-band magnitudes of 16–17 and H-band
magnitudes of 10–11. Figure 3 shows the resulting images and
image metrics from the EMCCD and SAPHIRA camera with
all exposures co-added. The achieved Strehl ratio in the H-band
was more modest than that for the brighter star in Section 3.1.
Given the very stable seeing, we assume that the temporal error
remains the same, with any additional error resulting from
increased measurement error. The fainter tip-tilt guide sources
resulted in a per-frame S/N of ∼10 which should only increase
the 1D measurement displacement error to 0″. 013 rms. We
again investigated the calculated stellar center-of-mass position
in each frame from telemetry with the cross-correlation method.
We found no clear correlation in position angle and the mean
difference between the two position calculations over all frames
ranged from 0″. 059 for J1606+0454 to 0″. 067 for J1943
+4518. This additional measurement error accounts for the
greater image width and lesser PSF structure in the visible
images presented in Figure 3. Despite this, we were able to
achieve visible-light image widths 3–4 times more acute than
possible without AO compensation.
We identiﬁed a D ¢mi = 1.4 optical companion to J1925
+0938 in the EMCCD image that is 5″. 1 away at a position
angle of 134°. When compared to 2MASS J-band data from
1999, J1925+0938 appears to have changed position compared
to all of the other stars in the ﬁeld, including the optical
companion that then appeared to be separated by ∼9″. J1925
+0938 has a proper motion of −0″. 257 yr−1 in decl. and
+0″. 075 yr−1 in R.A. (Lépine & Shara 2005); its new position
as well as new angular separation with the optical companion,
likely a background object, are consistent with the published
proper motion.
4. SUMMARY AND FUTURE PLANS
We demonstrated the use of a sub-electron read noise
infrared APD array as a simultaneous high-speed imaging and
tip-tilt wavefront sensing detector and presented preliminary
results. We plan to explore the optimization of the infrared tip-
tilt control system to achieve improved imaging performance,
e.g., by using fewer pixels and guiding just on the core of the
stellar PSF, using more robust centroiding routines, and
employing more optimal control algorithms (e.g., Sivo
et al. 2014). In the immediate future, the Robo-AO system
will be transferred to the Kitt Peak 2.1 m telescope for a
three year deployment; we plan to fully integrate an anti-
reﬂection-coated science-grade version of the SAPHIRA
detector. An updated robotic queue system will be developed
to include both the EMCCD and SAPHIRA cameras, with the
option to use infrared tip-tilt correction during observations.
Subsequently, we intend to execute the multiplicity study of
nearby M-dwarfs as presented in Section 3.3.
We are currently using the same camera demonstrated here as
an upgrade to the infrared speckle nulling camera (Martinache
et al. 2014) behind the SCExAO system (Jovanovic et al. 2014)
of the Subaru telescope to improve the achievable contrast at
infrared wavelengths and test dark speckle techniques (e.g.,
Figure 3. Robo-AO adaptive optics images in the visible (i′-band) and infrared (H-band) of four M-dwarfs with infrared tip-tilt correction with corresponding image
metrics. Each image is 1″. 5 × 1″. 5 and displayed with a linear scale. H magnitudes are from the 2MASS All-Sky Point Source Catalog and V magnitudes are from
Lépine & Shara (2005).
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Labeyrie 1995). SAPHIRA-based camerascan also be used to
drastically improve the sensitivity of other post-coronagraphic
wavefront sensors, e.g., replacing the InGaAs Shack-Hartmann
wavefront sensor in the P1640 spectrograph (Cady et al. 2013;
Vasisht et al. 2014) behind the PALM-3000 exoplanet AO
system (Dekany et al. 2013) at Palomar Observatory. Addition-
ally we are investigating using SAPHIRA as an alternative low-
order wavefront sensor technology to increase sky coverage at
the Keck II telescope, similar to the HAWAII-2RG detector at
the Keck I telescope (Wizinowich et al. 2014). We also intend to
explore using the SAPHIRA devices as detectors for infrared
pyramid wavefront sensors where the <1 e− read noise will
mitigate the need for pixel binning to optimize the spatial
sampling of the wavefront for faint targets and where the fast
read rates would support extreme AO.
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physics, and supported by the National Science Foundation
under grant Nos. AST-0906060, AST-0960343, and AST-
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Robo-AO is provided by the California Institute of Technology
and the University of Hawai‘i. C.B. acknowledges support
from the Alfred P. Sloan Foundation. D.A. is supported by a
NASA Space Technology Research Fellowship, grant #NNX
13AL75H. This research has made use of the VizieR catalogue
access tool, CDS, Strasbourg, France.
Facility: PO:1.5m (Robo-AO)
REFERENCES
Atkinson, D., Hall, D., Baranec, C., et al. 2014, Proc. SPIE, 9154, 915419
Baranec, C. 2007, PhD thesis, Univ. Arizona
Baranec, C., Riddle, R., Law, N. M., et al. 2013, Journal of Visualized
Experiments, 72, e50021
Baranec, C., Riddle, R., Law, N. M., et al. 2014, ApJL, 790, L8
Baranec, C., Riddle, R., Ramaprakash, A. N., et al. 2012, Proc. SPIE, 8447,
844704
Beletic, J. W., Martin, R., & Amico, P. (ed.) 2013, in Proc. Scientiﬁc Detector
Workshop 2013, http://www.sdw2013.org/index.html
Bergfors, C., Brandner, W., Janson, M., et al. 2010, A&A, 520, A54
Bonﬁls, X., Delfosse, X., Udry, S., et al. 2013, A&A, 549, A109
Cady, E., Baranec, C., Beichman, C., et al. 2013, Proc. SPIE, 8664, 86640K
Cenko, S. B., Fox, D. B., Moon, D.-S., et al. 2006, PASP, 118, 1396
Charbonneau, D., Berta, Z. K., Irwin, J., et al. 2009, Natur, 462, 891
Cohen, M., Walker, R. G., Barlow, M. J., & Deacon, J. R. 1992, AJ, 104, 1650
Cutri, R. M., Skrutskie, M. F., van Dyk, S., et al. 2003, yCat, 2246
Dekany, R., Neyman, C., & Flicker, R. 2008, Proc. SPIE, 7015, 701525
Dekany, R., Roberts, J., Burruss, R., et al. 2013, ApJ, 776, 130
Feautrier, P., Gach, J.-L., Guieu, S., et al. 2014, Proc. SPIE, 9148, 914818
Finger, G., Baker, I., Alvarez, D., et al. 2014, Proc. SPIE, 9148, 914817
Hardy, J. W. 1998, Adaptive Optics for Astronomical Telescopes (New York:
Oxford Univ. Press)
Høg, E., Fabricius, C., Makarov, V. V., et al. 2000, A&A, 355, L27
Janson, M., Bergfors, C., Brandner, W., et al. 2014, ApJ, 789, 102
Janson, M., Hormuth, F., Bergfors, C., et al. 2012, ApJ, 754, 44
Jovanovic, N., Guyon, O., Martinache, F., et al. 2014, Proc. SPIE, 9147,
91471Q
Kraus, A., & Hillenbrand, L. 2007, AJ, 134, 2340
Labeyrie, A. 1995, A&A, 298, 544
Law, N. M., Baranec, C., & Riddle, R. L. 2014a, Proc. SPIE, 9148, 91480A
Law, N. M., Hodgkin, S. T., & Mackay, C. D. 2006, MNRAS, 368, 1917
Law, N. M., Hodgkin, S. T., & Mackay, C. D. 2008, MNRAS, 384, 150
Law, N. M., Morton, T., Baranec, C., et al. 2014b, ApJ, 791, 35
Leggett, S. K., Allard, F., Berriman, G., Dahn, C. C., & Hauschildt, P. H. 1996,
ApJS, 104, 117
Lépine, S., & Shara, M. M. 2005, AJ, 129, 1483
Low, F. J., Rieke, G. H., & Gehrz, R. D. 2007, ARA&A, 45, 43
Martinache, F., Guyon, O., Clergeon, C., & Blain, C. 2012, PASP, 124, 1288
Martinache, F., Guyon, O., Jovanovic, N., et al. 2014, PASP, 126, 565
McCarthy, D. W., Burge, J. H., & Angel, J. R. P. 1998, Proc. SPIE, 3354, 750
Mereghetti, S. 2008, A&ARv, 15, 225
Muirhead, P. S., Hamren, K., Schlawin, E., et al. 2012, ApJL, 750, L37
Peter, D., Feldt, M., Henning, T., & Hippler, S. 2010, PASP, 122, 63
Rafelski, M., Ghez, A. M., Hornstein, S. D., Lu, J. R., & Morris, M. 2006,
JPhCS, 54, 316
Rauscher, B. J., Domagal-Goldman, S., Greenhouse, M. A., et al. 2015, AAS
Meeting, 225, 33825
Reipurth, B., Clarke, C. J., Boss, A. P., et al. 2014, in Protostars and Planets VI,
ed. H. Beuther et al. (Tucson, AZ: Univ. Arizona Press), 267
Riddle, R. L., Burse, M. P., Law, N. M., et al. 2012, Proc. SPIE, 8447, 84472O
Sivo, G., Kulcsár, C., Conan, J.-M., et al. 2014, OExpr, 22, 23565
Tokunaga, A. T., Simons, D. A., & Vacca, W. D. 2002, PASP, 114, 180
Vasisht, G., Cady, E., Zhai, C., et al. 2014, Proc. SPIE, 9148, 914822
Wang, L., Ellerbroek, B., Véran, J.-P., & Sinquin, J.-C. 2008, Proc. SPIE,
7015, 70155X
Wizinowich, P., Smith, R., Biasi, R., et al. 2014, Proc. SPIE, 9148, 91482B
Ziegler, C., Law, N. M., Baranec, C., Riddle, R. L., & Fuchs, J. T. 2015, ApJ,
804, 30
6
The Astrophysical Journal, 809:70 (6pp), 2015 August 10 Baranec et al.
