INTRODUCTION
With the development of power market, the demand of forecasting precision is higher than before. At home and abroad, power system workers have accumulated a lot of experiences which has formed many economical and practical conventional forecasting methods. But typically, influenced by various uncertainties, load forecasting data will produce large deviation.
At present, traditional forecasting methods have not been widely accepted in engineering application because of many shortcomings such as massive history data, low forecasting precision. On the contrary, back propagation neural network and grey theory become new trend of load forecasting which can overcome all above shortcomings. But both of them have deficiencies. Some studies have pointed out that exponential solution of differential equation of grey model (GM for short) was suitable for load index with exponential growth trend [1, 2] . For other growth trends, it was sometimes more difficult to improve forecasting precision because of large fitting grey. Reference [3] concluded many deficiencies of BP neural network which includes low convergence speed in learning process, easy vibrating in training process and resulting in the network non-convergence. To solve these problems, in recent years, many scholars have thorough research and put forward lots of improved algorithms. As to grey theory, same dimension new information replacement forecasting and grey hierarchical forecasting methods are detailed presented [4, 5] . Specific to BP neural network, improved additional momentum [6] , elastic BP algorithm [7] , adaptive learning rate method [8] and parallel quasi-Newton method [9] are represented in succession. But because of uncertainty of load change, there is no one way to guarantee obtaining satisfactory prediction results in any case. Furthermore, when rashly discards those methods which owned large prediction error, it will lose some useful information.
So, the weighted combination method has been employed so as to improve the forecasting results. Reference [10] has proved that it is workable by using combined model of BP neural network theory and grey model to predict demand of electric power per person in China. Reference [11] introduced a combined forecasting method and proved that the error of the combined model is less than that of any single model. However, many studies only focus on the combination of several traditional forecasting model.
To obtain best forecasting results, the residual grey theory and improved BP network model built by additional momentum-adaptive learning rate (AMALR for short) are introduced to combine in the study. The combination forecasting model with optimal weighted coefficient can use various prediction sample information at utmost. Compared with single forecasting model, it is more systematically, more comprehensive and can effectively reduce the influence of random factors, which can result in high forecasting precision and lower forecasting risk. 
Where,
The forecasting absolute error and relative error of weighted combination forecasting model can be expressed as respectively:
The key problem of weighted combination forecasting method is to determine the weight coefficients of various forecasting models. Often it requires ε t and η t under all weight coefficients to be as small as possible. So, the norm performance indices are introduced:
Supposed the absolute error ε t as the optimization criterion, the optimal weighted combination(OWC for short) forecasting problem can be turn into the conditional extreme problem, like:
III. OWC FORECASTING MODEL

A. Residual grey theory model
Let residual sequence be ε
(1)
} is named as residual tail section which can build.
As to original sequence x 0 (k), forecasting sequence can be written as follows after building GM(1,1) model and counting down:
Where, k=0, 1, 2…n. Residual sequence can be obtained by difference between original and forecasting sequence and expressed as:
Take part of sequence of ε
(k) and write as:
After building GM(1,1) model of ε (0) (k′) and counting down, forecasting sequence is expressed as:
Taking ε′ (0) (k′+1) as modified model of x′ (0) (k+1), then formula (7) changes to following form:
The parameters including a′，u′，a′′ and u′′ which present in formula (7) to (11) represent whiten differential equation parameters.
B. BP neural network model with AMALR
Combining of additional momentum method and adaptive learning rate algorithm, it makes full use of their respective advantages. BP algorithm can find the global optimal solution using momentum method and the training time of BP network can be shorten while using adaptive learning rate. Thus combining the two algorithms, it will not only effectively inhibit the network into a local minimum but improve the efficiency of learning.
If BP network has L+1 layers, the first layer is named as input layer and the (L+1)th layer output layer. All of layers between input layer and output layer are called hidden layer. P denotes training sample number. Output variant of the jth of the first layer neuron uses the sign O pj (l) . W ij (l) denotes the neuron weight between the jth of the lth layer neuron and the ith of the (l+1)th layer neuron. Therefore, the input/output relation of neurons can represent as follows:
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()
Where, f l represents non-linear differentiable nondecreasing function. Generally, its form is S-form function:
Adjustment formulas introduced with additional momentum factor weights and thresholds are written as follows:
Where, k represents training times and mc represents momentum factor which empirical value is about 0.95. η represents learning step. δ represents node error and p represents neuron input. In training program design, determining conditions of momentum method is described as: 0 ( ) 1.04 ( 1) 0.95 ( )
Where, E(k) represents error square sum of the kth step.
Adjustment formula of adaptive learning rate is described as:
C. OWC forecasting model
Supposing that f 1 (x) is residual grey theory model forecasting value and f 2 (x) is BP neural network forecasting value with AMALR, the weighted combination forecasting model can be expressed as:
Where, f(x) represents combination forecasting value, w 1 and w 2 represent the weighted coefficients of f 1 (x) and f 2 (x) respectively.
In order to obtain the optimal weighted coefficient, w 1 is set a certain step increasing. Combination forecasting value in each kind of weighted coefficient can be calculated by Matlab. Then mean square error between combination forecasting value and the actual value will be computed in each weighted coefficient to measure the fitting degree of forecasting value and the actual value. It can obtain the optimal weighted coefficient when the mean square error reaches the minimum.
IV. SIMULATION EXPERIMENTS
The power consumption original data of a power supply company in 2001-2011 for load forecasting and analysis is presented in table 1. It is obviously increasing trend year by year. But the growth rate is different and has no rule to conclude. In order to predict the annual power consumption after the 2011, residual grey theory method, BP neural network method with AMALR and the optimal weighted combination forecasting method are used. According to the formula (19), each weighted combination forecasting value can be calculated by f 1 and f 2 weighted combination which w 1 ranges from 0 to 1 and the step length is set at 0.05. Then the mean square error between combination forecasting values and the actual values will be computed to determine the regression level between forecast values and actual values in each corresponding weighted coefficient. Fig. 1 shows the mean square error curve in different weighted coefficients. Obviously, when w 1 equals 0.1, namely w 2 equals 0.9, the mean square error between combination forecasting values and the actual values is 0.2225, which reaches minimum. Fig. 2 and fig. 3 
