INTRODUCTION
This paper reports on the work on active contour models (or snakes) undertaken as part of the SAMMIE project (AIM project A2032) on the development of advanced segmentation aids for object demarcation in MR and CT images [Davis et al (1) ].
Active contour models (or snakes) are a special form of deformable models, characterised by their property of dynamic deformation to an image from an original given shape. This deformation is controlled through the minimisation of an energy function.
The following section gives a brief overview of the Computer Tomography (CT) and Magnetic Resonance (MR) imaging modalities. This is followed by a section introducing active contour models, or snakes. The adopted active contour model is then detailed, followed by a breakdown of the work undertaken in developing this for CT and MR images. The document finishes with a few conclusions that can be drawn from our work including what future work on active contour models for these image domains may be useful.
CT AND MR IMAGING
Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) are two very different methods for producing three-dimensional radiological image data sets. CT [Hounsfield (2) ] is a digital radiological technique using low dose X-rays which allows some degree of flexibility in use to control and manipulate the formation and presentation of images. MRI is different in that X-ray radiation is not used, but relies on very high magnetic fields and radio-frequency of a specific wavelength [Mansfield and Morris (3) ].
MRI typically gives better soft tissue definition than CT, but both are favoured in medical domains for producing volumetric image sets; the granularity of the z axis can be quite fine (1.5 mm or less). The type of images produced can be controlled in both cases to suit the type of investigation required, highlighting different aspects of the imaged body part.
MR and CT vision work has been under investigation since the early 1980s, and ranges from threshold-based techniques for extracting the MR imaged brain [Brummer et al (4) ] to a blackboard system for both CT and MR images of the head [Chen et al (5) ].
ACTIVE CONTOUR MODELS
Active contour models (or snakes) were originally proposed by Katz et al (6) for a number of image analysis tasks. Numerous researchers have developed these initial ideas, looking to improve the computational efficiency through the use of finite elements [Karaolini et al (7) ], or combining the snakes with deformable models [Cootes and Taylor (8) ].
The snake is defined as an energy minimising spline; with it's energy dependent upon its shape and local image characteristics. Typically, local energy minima correspond to desired image properties. The energy function to be minimised is a weighted combination of internal and external energy forces. Snakes lend themselves to object delineation, particularly where guided by higher level understanding processes (whether interaction with human or guidance from an automatic system). At the very least, they require a starting shape and location, preferably near to that of the desired object.
It is possible to use a snake that does not look at the overall energy of the contour, but at the effect of moving nodes (shape defining points) within the model, minimising the energy function for each node in turn, and allowing the snake as a whole to adapt dynamically through repeated iteration.
The internal energy at any given node is combination of forces controlling elasticity and stiffness, and tends to produce smooth contours. These forces are calculated using the position of the node under consideration and its neighbours. The image dependent energy of the snake is typically derived from raw image transform that is suitable for the chosen image domain.
The external forces affecting the snake are typically based on higher order constraints relating to more global strategies, such as the relation to other objects in the image or coercive forces forcing the snake towards or away from particular areas local to the snake. The provision of a means for specifying these external energy factors allows a degree of flexibility in the use of the snake for finding accurate contours in noisy or busy image areas.
SNAKES FOR CT AND MRI

Adopted Active Contour Model
The active contour model developed here was originally based on that proposed by Williams and Shah (9) . This snake works in terms of local energy functions at shape defining nodes. The adopted snake algorithm would, in its original form, provide reasonable contours for welldefined high contrast features, such as the internal ventricles in MR but would fail to provide acceptable candidates for less well defined objects such as the thalamus and other white and grey-matter structures. For this reason a number of experiments were run to find changes to the original algorithm that would produce more acceptable contours.
Development Of The Active Contour Model
There are a number of simple modifications that were tried in order to improve the efficacy of the snake for our application. These include changes in the curvature measures, changes to the gradient operators and the addition of an extra component to the image energy. We also allowed the use of attractor, repulsor and static nodes. These initial changes are grouped together under the different energy components and the functional aspects of the snake algorithm. In its final state, the snake used an energy function of the form:
The meaning and use of these terms is made clear in the following subsections.
Final Algorithm. The algorithm for the active contour model works as follows: perform initialisation including parameter selection and seed contour in approximate shape and location; perform image processing; perform node checking if selected; perform global shift; iterate over variation on Williams-Shah algorithm until either no change occurs or the iteration parameter exceeded.
Internal Energy. There are two components to the internal energy measure at any node; both take into consideration the neighbouring nodes. The effect of these positive measures (elasticity V α and stiffness V β ) is controlled by the α and β coefficients. As α is decreased, the strength of the elasticity of the contour at a node is decreased, giving nodes greater freedom in movement and so possibly producing more irregular contours. As β is decreased, the stiffness of the contour at a node is decreased, allowing sharper corners to develop. It has been found through experimentation that any change in the elasticity coefficient should typically be accompanied by a similar change in the stiffness coefficient.
Image Energy. The image energy of the snake at any given node was changed so that it combines the output of two image processing techniques (gradient and difference-of-gaussian edge images), and tends to shift nodes towards steep gradients in the image.
Five alternative processes are allowed to produce the edge gradient map: the Mero-Vassey; the Sobel edge detector; a bi-directional morphological edge operator; the Canny edge operator; and a profile based maximum likelihood detector (MLD). The user is given control over which operator to use, with the Sobel as the default. Experiments show that the Sobel always outperformed the Mero-Vassey, while the extra computational cost of the morphological operator was rewarded with better gradient information in greymatter areas. For some areas in some images (notably grey-matter areas in CT images), none of the standard operators provided reliable information, and that it normally paid to reduce the gradient coefficient (γ1).
The fifth edge operator differs in that no gradient image is used for local node migration as the MLD is one dimensional operator, but the Canny gradient image is used in the global shift algorithm. The MLD works by moving a divisor along a profile (an arbitrarily orientated line with a sampling width). Statistical-based image informatics about the likelihood of an edge at the divisors current position are amassed. A point's position along the profile gives rise to an index into the MLD statistics, and this value can then be used as a gradient image value. The DOG edge image has the effect of pulling nodes towards zero crossings and away from non-zero crossings. The γ2 coefficient controls the extent of this movement. The zero crossings operator is nominally given a lower Gaussian value, and an upper Gaussian value of 1.8 times that. It has been found that the Canny edge operator, with a SD of half the sum of the two values, acts as a good approximation but with less computational expense.
The DOG binary output image lacks the range of normalised values associated with the gradient image. Simply using a Boolean value for a DOG image point produces a fluctuating erratic contour model. Therefore two non-integer values designate the two states; χ_off (typically -0.10) for non-edge points; and χ_on (typically 0.15) for edge points.
Constraint Energy. The external constraint forces affecting the snake are attractor and repulsor forces from points in the image specified through user interaction. Attractor points are used to pull the contour towards a specific area, while repulsor points are used to ensure that the contour does not easily move towards a specific area. These two types of external force are not necessary for many features, and the snake will run without them; however they allow a degree of flexibility in the use of the snake for finding accurate contours in noisy or busy image areas.
Repulsor points are typically used to stop the contour moving towards areas of great contrast. A coefficient (δρ) controls the severity of this effect. When attempting to find highly convoluted brain structures (such as the sulci); setting up a central axis of repulsor points in the seed contour (with a low valued δρ) can be beneficial and tends to stop narrow contours crossing themselves. Attractor points are used to coerce the contour into moving towards the areas of poor contrast. A coefficient (δα) controls the severity of this effect. There is no limit to the number of constraint points that be used. Constraint points affect the movement of nodes in inverse ratio to the normalised distance between contour nodes and each constraint point.
A further feature is the possibility of fixing a node; this causes the selected point in the contour to be made static, and it will not change position irrespective of any other change in the contour.
Sampling Space. Local deformation uses a profile based sampling space for the consideration of alternative co-ordinates for node placement, rather than a n*n discrete grid (Fig. 1) . Early experiments with the original sampling method showed that ill-formed snakes were being produced too easily, so we constrained the search space. The tangent at a node is easily computed, and so is the perpendicular to the tangent. The perpendicular to the tangent provides the basis for the profile space-sampling model adopted.
Control Node
Contour
Tangent To Node
Profile Based Sampling Space Local Sampling Grid
Figure 1. Contour With Old and New Sampling Space
At each point of the profile, we consider a half profile length tangent, with the central pixel on the normal profile. This actually gives us a sampling space of (2*n+1)*n, but unlike the original scheme orientated about the tangent (and its normal) at the control node. This gave a definite improvement in the snake, at a slight computational cost. We also tried under-sampling this space, to reduce the number of possible alternative positions for a node and so improve computational efficiency; this gave poorer results.
Global Shift.
One further change that we have adopted, is the use of a global energy correspondence in the algorithm. On entry to the snake algorithm, the position of the contour is shifted over a m*m discrete grid with no change in its morphology, in an attempt to find a lower energy position for a contour of the given shape. Summing the image energy for all nodes and then normalising gives a default energy for the snake. The global shift algorithm makes no use of higher order constraints such as repulsor and attractor points. As the entire snake is shifted, the (image) energy is reevaluated at this new position and the snake shifted if a lower default energy is found at that location. The global shift algorithm uses the gradient operator nominated by the user, unless that operator happens to be the MLD when the Canny is used for the global shift as the MLD is too computational expensive.
General Behavior Parameters.
There are a number of parameters and user defined actions that affect the behaviour of the snake.
One controls the maximum number of overall contour energy minimisations that will take place; giving it a value of 0 will not cause any changes to be made. If the contour has not changed after an iteration (that is, there has been no change in the position of any contour defining node) the active contour module returns.
The window parameter controls the sample size of the profiles at each node; giving it a value of 0 will result in the contour failing to move due to local deformation, irrespective of any energy function parameters, as no alternative points for any node will be considered. A too large value may result in the contour making dramatic and erratic shapes in its morphology.
Node Cleaning.
Several algorithms have been investigated for the automatic addition and deletion of nodes. The user can cause the behaviour of the contour model to change by increasing or decreasing the number of nodes specifying the contour; too few nodes results in a poor approximation to any desired contour.
The simplest node cleaning algorithm is that of specifying a minimum and maximum (linear) distance between nodes. If the distance between two nodes is less than Min, the node is removed. If the distance between two nodes is greater than Max, a node is inserted halfway between them. However, this does not allow for any subtlety in the control over the placement of nodes. While this simple spacing requirement ensured that the nodes defining the shape and location of a contour were neither too sparse or over-close, it failed to allow for nodes to be close on contour sections of high curvature, and more sparse on areas of small curvature. Total removal of this algorithm caused the contour to become erratic in its shape, with irregular placement of nodes, particularly after a number of minimisation iterations.
The second algorithm through which we allow for the deletion (only) of nodes looks to see if the direction of the contour changes drastically in going from a node's predecessor to itself and then to its successor; so maintaining a smooth overall appearance of the contour. There is a variation on this algorithm (Spike Remove) that deletes closely spaced nodes if there is a drastic change in the distance from the contour centre of gravity in a neighbourhood of three successive nodes.
A further problem is that of controlling and in fact disallowing those deformations which cross themselves. In the current algorithm, we have to check that favouring a new position for a contour defining node does not lead to the generation of a self-crossing contour. Further work on the means of defining the nature of active contour models and controlling the displacement of nodes through energy minimisation (or convergence) may lead to a method whereby such deformations are impossible because of the very nature of the active contour model (for example sprung radial and SAT contours). It is possible to clean these type of contours using morphological techniques; this is not a totally satisfactory solution.
Local Coefficient Adaptation. We have tried, with little success, to allow the various energy coefficients to vary locally in an attempt to relax the snake at the controlling nodes. Unfortunately this meant that the algorithm simply changed the coefficients to produce a local energy minima; the resultant snake morphology did not generally fit with user expectations. However, if the expected snake energy for a particular object contour, and more specifically for local areas on those contours, could be modelled, a model driven convergence rather than minimisation would be possible. This would perhaps produce a better class of contours for any particular object. Indeed, while experimenting with this algorithm the desired contour was often displayed but as energy minimisation continued the contour diverged from the expected (hoped for) contour. If a database of contours could be produced for all objects to be found in the MR and CT imaged brains and across all relevant slices, these would provide a training data set for energy statistics and a model-driven energy convergence algorithm with local coefficient adaptation may work to high degree of satisfaction.
Local Coefficients. The energy coefficients used in calculating global and local energies are typically fixed to default values, or changed by the user to suit a particular contour. However what may be sensible coefficients for one area of the contour, may be poor for a further sections. For example consider the thalamus dex (a grey-matter object). The right side of this object abuts the high contrast left ventricle and is well defined; thus it is suitable for high coefficients for the image energy components. The left side is very much poorer in its definition, and ought to have much lower coefficients for the image energy component and so reduce their effect. We did try local adaptation (see above) to solve this problem, but this was ineffective. As a result, we devised a method for allowing the user to specify local coefficients, and so locally override the general energy coefficients in force for the contour as a whole.
RESULTS
We present as an example results using the active contour model working with two different parameter sets on the same object in a MR image; the effect of changing the main image processing parameters (lower gaussian LG, gradient operator, and the two coefficients γ 1 and γ 2 ) has a dramatic effect on the results obtained. 
FUTURE WORK
There are a number of interesting avenues of research that we have so far been unable to spend time on, but which may prove to be beneficial for this or some other image domain.
Maximum likelihood detectors were introduced above, and while they appear to detect edges much more reliably than the other edge operators tested, and have some improvement on the efficacy of the snake for certain objects, we have experienced problems in their use, particularly with sections of closed contours adjoining and containing high curvature contour sections. Further work is really required here.
Changing The Snake Definition. It is possible to change the snake definition for (some) closed contours so that they are specified in terms of radial axes (much like a deformed and deformable bicycle wheel). This would fit well with the profile-based sampling space and the use of the MLD. It would allow us to specify that no contour could be deformed in such a way as to allow a zero length radial axis. It may also help in or controlling the generation of noisy deformed contours. However it may actually cause problems where elongated and convoluted contours are required.
Another thought, that arose in experiments where the snake collapsed upon itself (or even crosses itself), was that of modelling the contour using some medial axis or skeletonised axial transform, with perpendiculars linked from the SAT to contour controlling nodes using springs. The springs could be compressed or expanded; so altering their sprung and elastic energies. This would require a more sophisticated energy model than the one presently used. Such a model would be appropriate for elongated and convoluted contours displaying high degrees of concavity and convexity such as the objects delineated at the surface of the brain (e.g. gyrus frontalis medialis). We have approximated such a model, through using a medial line of repulsor points; this does require some experimentation with the placement and number of repulsor points and the value of the repulsor coefficient.
Model-Driven Snakes.
The Brainworks suite produced by the SAMMIE project contains two and three-dimensional atlases of the brain. We have run experiments in mapping the 2D atlas to particular data sets and then using these contours as seeds to semiautomatic object delineation methods, including the snake. Our initial investigations suggest that there is much more work to be done here, particularly if a semiautomated system is to be used within the Brainworks suite.
Related to this is area of research touched on in the section on local coefficient adaptation. If we were to model the snake energy and parameters for contours fitted to objects in particular slices, the snake algorithm could be driven using these parameters until convergence on the modelled energy; which may not necessarily be a minimal energy.
Three Dimensional Snakes. One final area of research that may be particularly suitable for MR and CT imaged brains is that of three dimensional snakes. If we consider a number of successive data slices, containing different views of the same object, we can place a series of contours in each of the these two dimensional slices. The deformation of the contours may then be controlled through a set of contours that are placed in the Z dimension.
CONCLUSION
It should be stated that although the active contour model will deform to provide good matches to the required object; providing a very poor approximation to the sought object will result in a poor contour model being produced. This is particularly so where the outline includes disparate high contrast features. Even so, the contour may be improved through the use of the features such as repulsor and attractor nodes.
The snake is still essentially "dumb". However it has a real potential to work with greater efficacy if higher order constraints (even in a semi-automated system) were made available to control its seeding and nature of deformation. Such constraints are present in the 2D, 3D and statistical Brainworks atlases. However, the nature of the SAMMIE project has not really allowed us the time to research and develop these sufficiently for them to be of any real practical use.
