This paper aims at providing a global perspective on electromagnetic nonreciprocity and clarifying confusions that arose in the recent developments of the field. It provides a general definition of nonreciprocity and classifies nonreciprocal systems according to their linear time-invariant (LTI), linear time-variant (LTV) or nonlinear nonreciprocal natures. The theory of nonlinear systems is established on the foundation of the concepts of time reversal, time-reversal symmetry, time-reversal symmetry breaking and related Onsager-Casimir relations. Special attention is given to LTI systems, as the most common nonreciprocal systems, for which a generalized form of the Lorentz reciprocity theorem is derived. The delicate issue of loss in nonreciprocal systems is demystified and the so-called thermodynamics paradox is resolved from energy conservation considerations. The fundamental characteristics and applications of LTI, LTV and nonlinear nonreciprocal systems are overviewed with the help of pedagogical examples. Finally, asymmetric structures with fallacious nonreciprocal appearances are debunked. * christophe.caloz@polymtl.ca 1 Historically, the development of commercial nonreciprocal systems, following the scientific discovery of Faraday [5] and considerations of Rayleigh [6] , started in the microwave regime, following the invention of the magnetron cavity at the dawn of World War II, and experienced a peak in the period from 1950 to 1965 [1] . The development of nonreciprocal systems in the optical regime lagged its microwave counterpart by nearly 30 years, roughly corresponding to the time laps between the invention of the magnetron cavity and that of the laser. 2 Landau-Lifshitz equation: ∂m/∂t = −γm × (B 0 + µ 0 H) (m: magnetic dipole moment; γ: gyromagnetic ratio). 3 Equation of motion for the electron: (m e /e)∂v e /∂t = E+v e ×B 0 (v e : electron velocity; e: electron charge; m e : electron mass).
I. INTRODUCTION
Nonreciprocity arises in all branches of physics -classical mechanics, thermodynamics and statistical mechanics, condensed matter physics, electromagnetism and electronics, optics, relativity, quantum mechanics, particle and nuclear physics, and cosmology -underpinning a myriad of phenomena and applications.
In electromagnetics, nonreciprocity is an important scientific and technological concept at both microwave [1, 2] and optical [3, 4] frequencies 1 . In both regimes, nonreciprocal devices have been almost exclusively based on ferrimagnetic (dielectric) compounds, called ferrites, such as Yttrium Iron Garnet (YIG) and materials composed of iron oxides and other elements (Al, Co, Mn, Ni) [7] . Ferrite nonreciprocity results from electron spin precession 2 at microwaves [8, 9] and from electron cyclotron orbiting 3 in optics [9, 10] , with both effects being induced by a static magnetic field bias B 0 , which is provided by a permanent magnet or a resistive/superconductive coil.
However, ferrite-based systems tend to be bulky, heavy, costly, and non-amenable to integrated circuit technology, due to the incompatibility of ferrite crystal lattices with concepts, Secs. XVII-XX overview the fundamental characteristics and applications of LTI, LTV and nonlinear nonreciprocal systems. Finally, Sec. XXI describes a few exotic systems whose asymmetries might be erroneously confused with nonreciprocity. Conclusions are given in Sec. XXII in the form of an enumeration of the main results of the paper.
II. NONRECIPROCITY DEFINITION AND CLASSIFICATION
Nonreciprocity is the absence of "reciprocity." The adjective reciprocal itself comes from the Latin word "reciprocus" [18] , built on the prefixes re-(backward) and pro-(forward), that combine in the phrase reque proque with the meaning of "going backward as forward." Thus, "reciprocal" etymologically means "going the same way backward as forward."
In physics and engineering, the concept of nonreciprocity/reciprocity applies to systems, which encompass media or structures and components or devices. A nonreciprocal/reciprocal system is defined as a system that exhibits different/same received-transmitted field ratios when its source(s) and detector(s) are exchanged. In this definition, the notion of ratio has been added to the aforementioned etymological meaning of "reciprocity" to reflect common practice. As indicated in Tab. I, whose details will be discussed throughout the paper, nonreciprocal systems may be classified into two fundamentally distinct categories: linear and nonlinear nonreciprocal systems [19] . We shall see that in both cases nonreciprocity is based on time-reversal symmetry breaking, by an external bias in the linear case, and by a combination of self biasing and structural asymmetry in the nonlinear case 4 . We shall also see that linear nonreciprocity
III. TIME REVERSAL AND TIME-REVERSAL SYMMETRY
The etymological meaning of "reciprocal" as "going the same way backward as forward" suggests the thought experiment depicted in Fig. 1 . In this experiment, one monitors a process (temporal evolution of a physical phenomenon) occurring in a given system, with ports representing each a specific access point (or terminal), field mode and frequency range, as time is reversed. Specifically, let us monitor the process between the ports P 1 and P 2 of the system via the state -magnitude, phase, temporal frequency (ω), spatial frequency (k), polarization or spin angular momentum, orbital angular momentum -vector Ψ(t ) = [ψ P 1 (t ), ψ P 2 (t )] T (T : transpose), where ψ P 1,2 (t ) represent the signal state at P 1,2 . First, excite P 1 at t = 0 and trace the response of the system until the time t = T of complete transmission to P 2 . Then, flip the sign of the time variable in the process 5 , which results in a system, not necessarily identical to the original one (Sec. V), being excited at t = −T and evolving until the time t = 0 of been little studied and has not led to practical implementation of nonreciprocal systems to date. Using an external bias, they would anyways loose their most interesting feature of being magnet-less or magnet-free. 5 While this operation is clearly unphysical (although causal), a corresponding physical operation may be envisioned via the shifting
where the direct and reverse operations would be respectively simultaneous or successive with delay ∆t . complete transmission to P 1 : this operation is called Time Reversal, and it is a concept at the core of the works of Onsager in thermodynamics [21] [22] [23] [24] [25] 6 .
Mathematically, time reversal is represented by the operator T , defined as
when trivially applying to the time variable 7 [27] , and generally, when applying to a process, ψ(t ), as
If the system remains the same/changes under time reversal, corresponding to the red-blue/green curve pairs in Fig. 1 
it is called time-reversal symmetric/asymmetric. Since the direct and reverse parts of the process describe the response of the system for opposite transmission directions, time-reversal symmetry/asymmetry is intimately related to nonreciprocity/reciprocity. According to the definition in Sec. II, time-reversal symmetry/asymmetry is equivalent to reciprocity/nonreciprocity insofar as, in both cases, the system exhibits the/a same/different response when transmitting at P 1 and receiving at P 2 as/than when transmitting at P 2 and receiving at P 1 . Thus, timereversal symmetry/asymmetry provides a criterion for reciprocity/nonreciprocity 8 .
IV. TIME-REVERSAL SYMMETRY IN ELECTROMAGNETICS
The basic laws of physics are classically 9 invariant under time reversal, or time-reversal symmetric [28] , as may 6 The central result of these works is the Onsager reciprocity relations [22, 23] , that led to the 1968 Nobel Prize in Physics and are sometimes dubbed the "4 th law of thermodynamics" [26] . These relations establish transfer function equality relations (i.e. field ratio equality relations, as the general definition of nonreciprocity in Sec. II), such as for instance between the heat flow per unit of pressure difference and the density flow per unit of temperature difference, as a consequence of time reversibility of microscopic dynamics. This is a general result, applying to all physical processes (e.g. transport of heat, electricity and matter) and even between different physical processes, as for instance the equality between the Peltier and Seebeck coefficients in thermoelectricity. 7 This is meant as reversal of the time variable value with fixed time coordinate direction, i.e. symmetry w.r.t. axis t = 0, consistently with Fig. 1 . 8 This is a loose criterion since equivalence stricto senso requires equal direct and reverse field levels and not just equal field ratios (see Sec. XII). 9 The situation may different at the quantum level. Consider for instance two photons successively sent towards a dielectric slab from either side of it. Quantum probabilities may result in one photon being transmitted and the other reflected, i.e. a time-reversal asymmetric process. However, repeating the experiment for more photons would invariably lead to time-reversal symmetric transmission-reflection ratios quickly converging to the classical scattering coefficients of the slab. be intuitively understood by realizing that reversing time is equivalent to "flipping the movie film" of the process, as in Fig. 1 . In contrast, the physical quantities involved in the laws of physics, that we shall generically denote f (t ), may be either time-reversal symmetric or time-reversal antisymmetric, i.e.
where "+" corresponds to time-reversal symmetry, or even time-reversal parity, and "−" corresponds to time-reversal antisymmetry, or odd time-reversal parity.
The time-reversal parity of physical quantities may be easily inferred from fundamental laws. Table II presents the case of electromagnetic quantities [28] . Realizing that charges do not change as time passes, and are hence invariant under time reversal, allows one to sequentially deduce all the results of the figure by successively invoking Coulomb, Ohm, Ampère, Maxwell, Poynting, impedance and Joule laws, equations and relations. Note that time reversal reverses the direction of wave propagation, consistently with the considerations in Sec. III: T {k(t )} = −k(−t ). 
PSfrag replacements
∇ × H (′) = ∂D (′) /∂t (′) + J (′) (odd ≡ even/odd + odd) , (5b) with parity matching indicated in brackets [29] . The timereversal invariance of Maxwell equations indicates that if all the quantities of an electromagnetic system are timereversed, according to the time-reversal parity rules in Tab. II, then the time-reversal system will have the same electromagnetic solution as the direct system, whatever its complexity! V. TIME-REVERSAL SYMMETRY BREAKING AND NONRECIPROCITY Time-reversal symmetry breaking is an operation that destroys, with an external or internal (due to wave itself ) bias, the time symmetry of a process, and hence makes it time-reversal asymmetric, by violating (at least) one of the time-reversal rules, such as those of Tab. II. Since all physical quantities are either even or odd under time reversal [Eq. (4)], Time-reversal symmetry breaking requires reversing/maintaining the sign of at least one of the time-reversal even/odd quantities (bias) involved in the system. Only the latter option, viz. maintaining the sign of a time-reversal odd quantity, such as for instance v, J or B in Tab. I, is practically meaningful, since this is the only case which leaves the system the same. This fact will become more clear in Sec. IX.
The time-reversal symmetry/asymmetry criterion for determining the non/reciprocity of a given system (Sec. III) may be applied as follows. First, one fully time-reverses the system using the rules in Tab. II. As a result, the process retrieves its initial state. However, the time-reversal operation may have altered the nature of the system, resulting in different direct and reverse systems. In such a case, the time-reversal experiment is irrelevant, comparing apples and pears. So one must examine whether the reversed system is identical to the given one or not. If it is, the process is time-reversal symmetric and the system is reciprocal. Otherwise, the system must violate a time-reversal rule to maintain its nature, or break time-reversal symmetry (or become time-reversal asymmetric), and is hence nonreciprocal. This is assuming no loss/gain. The case of loss/gain (last row in the Tab. II) requires special attention and will be treated in Secs. XII and XIII.
VI. ELECTROMAGNETIC EXAMPLE
To better grasp the concepts of Secs. III, IV and V, consider Fig. 2 , involving two gyrotropic systems, a chiral system [30] [31] [32] [33] [34] [35] ] and a Faraday system [2, 5, 7, 36, 37] .
In the case of the chiral system, in Fig. 2(a) , the field polarization is rotated along the chiral medium according to the handedness of the helix-shaped particles that compose it. Upon time reversal, the direction of propagation is reversed, according to Tab. II. Thus, the field polarization symmetrically returns to its original state, as the current rewinds along the particles, without any system alteration. Chiral (unbiased) gyrotropy is thus a time-reversal symmetric process, and is therefore reciprocal. Now consider the Faraday system, in Figs. 2(b) and (c). In such a system, the direction of polarization rotation is not any more dictated by particle shape, but by a static magnetic field, B 0 , or bias, provided by an external magnet and inducing specific spin states in the medium at the atomic level.
PSfrag replacements Full time reversal requires here reversing the sign of B 0 , as in Fig. 2(b) , just as for any other time-reversal odd quantity. Then, waves propagating in opposite directions indeed see the same effective medium by symmetry. However, the system has been altered upon time reversal, since its spins have been reversed. Therefore, the time-reversal experiment is irrelevant to nonreciprocity! In order to preserve the nature of this system, and hence properly decide on its (non)reciprocity, one must preserve its spin states by keep-ing the direction of B 0 unchanged, as shown in Fig. 2 (c) and done in practice. But this violates a time-reversal symmetry rule, i.e. breaks time-reversal symmetry, or makes the process time-reversal asymmetric, revealing ipso facto that the Faraday system is nonreciprocal.
VII. LINEAR NONRECIPROCAL MEDIA
The vast majority of current nonreciprocal systems are based on LTI media or, more precisely, media whose nonreciprocity is enabled by an external bias rather than nonreciprocity with structural asymmetry (Tab. I). We shall therefore dedicate the remainder of this section and Secs. VIII-IX to the study of nonreciprocity in such media, and will later generalize the discussion to the case of the linear timevariant (LTV) and nonlinear nonreciprocal systems.
The example of Sec. VI has illustrated how nonreciprocity is achieved by breaking time-reversal symmetry with an external bias, that is a magnetic field. Alternative timereversal odd biases are the velocity or the current (Tab. II), and we therefore generically denote the bias field F 0 .
Linear nonreciprocal media (Tab. I) include a) ferromagnets (magnetic conductors) and ferrites [38] , whose nonreciprocity is based on electron spin precession (permeability tensor with same structure) [1, 7, 39] or cyclotron orbiting (permittivity tensor) [8, 28, 40] , due to a magnetic field bias, b) magnetized plasmas [10, 41] , two-dimensional electron gases (e.g. GaAs, GaN, InP) [42] [43] [44] [45] and other 2D materials, such as graphene [46] [47] [48] [49] [50] [51] [52] [53] , whose nonreciprocity is again based on cyclotron orbiting due to a magnetic field bias (permittivity tensor), c) space-time moving/modulated media, whose nonreciprocity is based on the motion of matter/propagation of a perturbation associated with a force/current bias [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] , and d) transistor-loaded metamaterials, mimicking ferrites [65] [66] [67] [68] [69] or using twisted dipoles [70] , both based on a current bias.
The constitutive relations of media are ideally expressed in the frequency domain, since molecules act as small oscillators with specific resonances. In the case of a linear time-invariant (LTI) 10 bianisotropic medium [35, 71, 72] , these relations may be written, for the given medium and its time-reversed counterpart, as
where the temporal frequency (ω) dependence is implicitly assumed everywhere, whereǫ,μ,ξ andζ are the frequency-domain medium permittivity, permeability, magneto-electric coupling and electro-magnetic coupling complex dyadic functions, respectively, and where the "+" 10 The LTV counterpart of (6) would involve convolution products. and "−" signs of the (time-reversal odd) bias F 0 correspond to the unprimed (given) and primed (time-reversal symmetric) problems, respectively. For instance, in a ferrite at mi-
, with ω 0 = γB 0 (ferrimagnetic resonance, γ: gyromagnetic ratio) and ω m = µ 0 γM s (M s : saturation magnetization) 12 , which extends to the lossy case using ω 0 → ω 0 + j ωα (α: damping factor) [1, 2, 7] .
VIII. TIME REVERSAL IN THE FREQUENCY DOMAIN
How frequency-domain fields transform under time reversal may be found via Fourier transformation with timereversal rules (Sec. IV) as
where the "+" and "−" signs correspond to time-reversal even and time-reversal odd quantities, respectively (Tab. II).
One may next infer from Eq. (7) how the frequencydomain media parameters transform under time reversal. For this purpose, compare the given (unprimed) medium in (6) and its time-reversed (primed) counterpart with timereversed field substitutions (7) . This yields [29] 
Thus, frequency-domain time reversal implies complex conjugation plus proper parity transformation. One may easily verify that inserting (7) and (8) into (5) and (6) transforms the time-reversed Maxwell and constitutive equations to equations that are exactly identical to their respective original forms, except for the substitution of all the quantities by their complex conjugate. Time reversal without ' * ' in (8), i.e. not transforming loss into gain, is called restricted time reversal [27] , and will be used in the next section to derive the generalized Lorentz (non)reciprocity theorem for LTI systems.
IX. GENERALIZED LORENTZ RECIPROCITY THEOREM AND ONSAGER-CASIMIR RELATIONS
Applying the usual reciprocity manipulations of Maxwell equations [35, [72] [73] [74] to the frequency-domain version of (5) with the time-reversal transformations (7) yields [29] V JJ
If the medium is unbounded, so that [n × E ( * ) = ηH ( * ) ] S assuming restricted time reversal (η unchanged), or enclosed by an impenetrable cavity, the surface integral in this equation vanishes [29] . In reciprocal systems, the LHS (reaction difference [35] ) also vanishes, as found by first applying Eq. (9) to vacuum, as a fundamental reciprocity condition in terms of system ports. Inserting (6) , transformed according to the restricted time reversal version of (8) (no ' * '), in the resulting relation yields [29] 
where the identity a ·χ · b = a ·χ · b T = b ·χ T · a (T : transpose), has been used to group dyadics with opposite pre-/post-multiplying fields. Equation (10) represents the generalized form of the Lorentz reciprocity theorem for LTI bianisotropic media [24, 75] . Since this relation must hold for arbitrary fields, one must havẽ
which are the electromagnetic version of the Onsager-Casimir reciprocity relations 13, , with negation corresponding to nonreciprocity. If F 0 = 0 (no bias), Eqs. (11) reduce to the conventional reciprocity relationsǫ =ǫ T ,μ =μ T and ξ = −ζ T [35] . It may be shown [29] that the transposed dyadics in (11) correspond to propagation in the reverse direction than that of the wave associated with the untransposed dyadics, as they stem from the conjugate quantitiesD * andB * in (9) and as conjugate fields (with proper parity) are equivalent to reversed fields [Eq. 7]. Thus, the Onsager-Casimir relations (11) reveal that nonreciprocity results from not reversing F 0 so that waves propagating in opposite directions see different effective media 14, 15 . For instance, consider Eq. (11b). This time-reversal symmetric relation corresponds to Fig. 2(b) with B 0 = F 0 , where the wave propagating in the direct direction (left picture) sees the mediumμ(F 0 ), and the wave propagating in the reverse direction with flipped bias (right picture) sees the same effective mediumμ T (−F 0 ) =μ(F 0 ) (although the system has been altered). The negation of Eq. (11b),μ(F 0 ) =μ T (+F 0 ), is the time-reversal asymmetric relation corresponding to Fig. 2(c) , where the wave propagating in the direct direction (left picture) still sees the mediumμ(F 0 ), whereas the wave propagating in the reverse direction with unflipped bias (right picture) sees a different effective medium µ T (+F 0 ) =μ(F 0 ) (without system alteration), consistently with the nonreciprocity of the system.
X. GENERALITY OF ONSAGER-CASIMIR RELATIONS
Although the frequency-domain derivation in Sec. IX assumed linear time-invariance, the Onsager-Casimir relations are totally general. Indeed, Onsager derived them for linear process without any other assumption than microscopic reversibility and basic theorems from the general theory of fluctuations [22] , and these relation were later extended to nonlinear systems [76] . Therefore, the Onsager-Casimir relations hold not only for LTI systems, as shown in Sec. IX, but also for LTV and nonlinear systems.
Systems that are not media, but rather inhomogeneous structures, components or devices, cannot, of course, be characterized by medium parameters, but the Onsager-Casimir relations hold then in terms of extended Sparameters and S-matrix, as will be shown in Sec. XIV, and particularly Eq. (17).
XI. FINER CLASSIFICATION OF NONRECIPROCAL SYSTEMS
Section II established a first gross classification of nonreciprocity in terms of linear and nonlinear nonreciprocal systems. However, Sec. VII has revealed the necessity to further divide the
linear category into linear time-invariant (LTI) and linear time-variant (LTV) nonreciprocal systems,
although Eq. (6) and Secs. VIII-IX apply only to the former type 16 . Table I reflects this fact while summarizing the applicability of the main concepts studied in the paper to the 14 See the example of Figs. 2(b) and (c) with the ferriteμ tensor in Sec. VII. 15 Reversing an even quantity (Sec. V), such as for instance E 0 , would have yielded relations of the kindǫ(E 0 ) =ǫ T (−E 0 ), involving bias flipping and hence forbidding simultaneous excitations from both ends, since E 0 cannot be simultaneously pointing in opposite directions. 16 Note that LTV systems are often considered as nonlinear because they generate new frequencies as nonlinear systems. However, the distingo between the two types is important in the context of nonreciprocal systems, because the former supports the principle of superposi-resulting three different categories. In addition to mentioning the most common bias field involved, it presents time reversal symmetry breaking and Onsager-Casimir relations in terms of generic S-matrix/tensor (S) relations as a common descriptor for all nonreciprocal systems, stresses that the Lorentz theorem is applicable only to LTI systems, and indicates that extended S-parameters apply to the three types of nonreciprocal systems, with increasing restriction from LTI through LTV to nonlinear. 
XII. RECIPROCITY DESPITE TIME-REVERSAL SYMMETRY BREAKING IN LOSSY SYSTEMS
We now consider the case of lossy nonreciprocal systems, and particularly how to handle time reversal and timereversal symmetry breaking in such systems, which is not trivial and possibly confusing. Figure 3 monitors the process of electromagnetic wave propagation in a simple lossy bias-less waveguide system. Let us see how this system responds to time reversal (Secs. III-IV) by applying the time reversal symmetry breaking test in Sec. V, as for the Faraday system in
In the direct part of the process, the wave is attenuated by dissipation as it propagates from port P 1 to port P 2 (red curve), say from P 0 to P 0 /2 (3 dB loss). Upon time reversal, the propagation direction is reversed, and loss is transformed into gain (Tab. II). As a result, the wave propagates tion whereas the latter does not, which leads to very distinct properties. Consider for instance a simple isotropic dielectric medium, characterized by the constitutive relation D = ǫE. Such a system is clearly nonlinear if ǫ = ǫ(E), since it excludes superposition from the fact that ǫ = ǫ(E 1 + E 2 ) [77] . However, a linear-TV system, namely a space-time modulated system, characterized by a constitutive relation of the type ǫ = ǫ(t ) = ǫ(E) clearly supports superposition, although it produces new frequency, as will be seen later. back from P 2 to P 1 and its power level is restored (green curve), from P 0 /2 to P 0 . However, the system has been altered. Maintaining it lossy leads to further attenuation on the return trip, from P 0 /2 to P 0 /4 (6 dB loss), and hence breaks time-reversal symmetry. According to Sec. V, this would imply nonreciprocity, which is at odds with the generalized reciprocity theorem (Sec. IX)! This paradox originates from the looseness 17 of the assumption that "Time-reversal symmetry/asymmetry is equivalent to reciprocity/nonreciprocity" in Sec. III. This assumption is, as pointed out in Fn. 8, stricto senso incorrect, as the equivalence only holds in terms of absolute field levels but not field ratios. In the case of loss, as just seen, the field/power ratios are equal [(P 0 /4)/(P 0 /2) = 0.5 = (P 0 /2)/P 0 ], consistently with the general definition of reciprocity in Sec. II, but the field/power levels are not (P 0 /4 = P 0 ), in contradiction with the definition of time reversal in Sec. III. In this sense, a simple lossy system is perfectly reciprocal despite breaking time-reversal symmetry. This timereversal asymmetry may be seen as an expression of thermodynamical macroscopic irreversibility 18 .
A direct corollary of these considerations is that, while 17 This looseness has been tolerated because it is the ratio definition of Sec. II, and not its restricted level form, that is commonly used in practice. 18 Consider for instance an empty metallic waveguide. The transfer of charges from the waveguide lossy walls results in electromagnetic energy being transformed into heat (Joule first law) [25] . In theory, a Maxwell demon [78] could reverse the velocities of all the molecules of the system, which would surely reconvert that heat into electromagnetic energy. In this sense, all systems are microscopically reversible, which is the fundamental assumption underpinning Onsager reciprocity relations [22] [23] [24] 79] (Fn. 6). However, such reconversion is prohibited by the second law of thermodynamics, which stipulates that the total entropy in an isolated system cannot decrease over time. It would at the least require injecting energy from the outside of the system! So, such a lossy system is macroscopically -and hence practically! -irreversible. Loss cannot be undone; it ever accumulates over time, as in Fig. 3 . time-reversal symmetry necessarily implies reciprocity, time-reversal symmetry breaking does not necessarily imply nonreciprocity.
XIII. OPEN SYSTEMS AND THEIR TIME-REVERSAL SYMMETRY "LOSSY" BEHAVIOR
Consider the two-antenna open system in Fig. 4 , showing the original [ Fig. 4(a) ], time-reversed [ Fig. 4(b) ] and reciprocal [ Fig. 4(c) ] problems. The nature of the system is clearly altered upon time reversal, where the intrinsic impedance of the surrounding medium becomes negative (Tab. II). This results from the fact that the radiated and scattered energy escaping the antennas in the original problem is equivalent to loss relatively to the two-port system. Such loss transforms into gain upon time reversal, as in Sec. XII, leading to fields emerging from infinity. Upon replacing time reversal by restricted time reversal (Sec. VIII) so as to avoid denaturing the system, one would find, as in the lossy case, reduced field levels but conserved field ratios 19 . An open system is thus time-reversal-wise similar to a lossy system (Sec. XII). 19 However, the restricted time-reversed problem is still distinct from the reciprocity problem [ Fig. 4(c) ] insofar as it does not reset the field level.
XIV. EXTENDED SCATTERING PARAMETER MODELING
The lossy/open system difficulty (Secs. XII/XIII), the common definition in Sec. II and the general reciprocity relations derived by Onsager [21] [22] [23] suggest describing non/reciprocal systems in terms of field ratios. This leads to the scattering parameters or S-parameters, introduced in quantum physics in 1937 [80] , used for over 70 years in microwave engineering for LTI systems [2, 81, 82] , extended to power parameters for arbitrary loads in the 1960ies [2, 83] , and to the cross-coupled matrix theory for topologicallycoupled resonators in the 2000s [84, 85] . We shall attempt here an extension of these parameters to LTV and nonlinear systems. Figure 5 defines an extended arbitrary P -port network as an electromagnetic structure delimited by a surface S with N waveguide terminals, T n , supporting each a number of mode-frequency 20 ports, P p =P n µ,ω with p = 1, 2, . . . , P (e.g. if T 1 is a waveguide with the M 1 = 2 modes TE 10 and TM 11 and the Ω 1 = 2 frequencies ω and 2ω, it includes the M 1 Ω 1 = 4 ports P 1 =P 1 TE 10 ,ω , P 2 =P 1 TE 10 ,2ω , P 3 =P 1 TM 11 ,ω and P 4 =P 1 TM 11 ,2ω .) The transverse fields in the waveguides have the frequency-domain form [82] , extended here to LTV and nonlinear systems,
where S (ẽ t ,p ×h t ,q ) ·nd s = 2δ pq 21 , and where a p /b p (p = 1, . . . , P ) are the port input/output complex wave amplitudes, related by the extended S-matrix, S, as
If the system is linear, and hence superposition applies, each entry of the matrix can be expressed by the simple transfer function S i j = b i /a j | a k =0,k = j , which corresponds to the conventional definition of the S-parameters, except for the frequency port definition extension in the spacetime (LTV) case. If the system is nonlinear, then S i j = S i j (a 1 , a 2 , . . . , a P ), and therefore all the (significant) input signals must be simultaneously present in the measurement of the transfer function S i j , as done in Broadband Poly-Harmonic Distortion (PHD), used in the Keysight microwave Nonlinear Vector Network Analyzer (NVNA) [86] [87] [88] 22 . 20 "Frequency" here refers to the new frequency set (possibly infinite or continuous) in LTV and nonlinear systems, practically restricted to discrete spectra. 21 This relation also applies when p and q differ only by frequency (same terminal/mode) assuming narrow-band, and hence independent, port detectors. 22 For instance, in a simple waveguide junction (without any bias), In an LTI medium, the bianisotropic reciprocity relations [35, 72] excited by the two states a ′ and a ′′ with responses b ′ and b ′′ read now 23 [29] 
Inserting the sum ( P p=1 ) of fields (12) into this equation, taking the volume integral of the resulting relation, applying the Gauss theorem and the orthogonality relation, and using the Onsager-Casimir relations [Eqs. (11) ], yields [29] 
where (13) has been used to eliminate b (′,′′) in the last equality. This leads to the reciprocity condition S = S T , and hence to the convenient scattering-parameter nonreciprocity condition
(e.g. S 21 = S 12 ) which also applies to LTV and nonlinear systems, although the current demonstration is restricted to LTI media. In the microwave regime, these S-parameters can be directly measured (magnitude and phase) with a VNA [2] or with an NVNA. In contrast, in the optical regime no specific instrumentation is available for that and a special setup, with nontrivial phase handling, is therefore required [15] .
The symmetry reciprocity relation S = S T and nonreciprocity relation S = S T [Eq. (16) ], assuming the extended tem with separate inputs. In contrast, in a mixer (or modulator), S mixer 21 = S mixer 21 (a 3 = LO), and the local oscillator (or pump) port (P 3 ) must be excited along the the signal port (P 1 ) to determine the transfer function S 21 . 23 The sources are now outside of the system and do therefore not contribute, contrary to the situation of Eq. (9). S-parameters introduced in this section, are nothing but the general Onsager-Casimir reciprocity/nonreciprocity relations [22] [23] [24] [25] , and may be explicitly written as
where the matrix S has been written in the tensor notation S for direct comparison with (11) .
XV. ENERGY CONSERVATION
In a lossless system, energy conservation requires that the total output power equals the total input power, or P p=1 |b p | 2 = P p=1 |a p | 2 in Fig. 5 , since no power is dissipated in the system. In terms of S-matrix, this requirement translates into the unitary relation
where the † symbol represents the transpose conjugate and I the unit matrix. Many fundamental useful facts on multiport systems straightforwardly follow from energy conservation (e.g. [2] specifically, a purely reflective 2-port isolator S = [0, 0; 1, 1] is impossible, since energy conservation requires |b 2 | 2 = |a 1 | 2 + |a 2 | 2 , whereas the device would exhibit b 2 2 = a 2 1 + a 2 2 + 2a 1 a 2 , with the additional term 2a 1 a 2 that may cause the total energy to be larger than the input power, depending on the relative phases of a 1 and a 2 . 
A lossless 2-port system

XVI. THE "THERMODYNAMICS PARADOX"
The case 2) in Sec. XV -the 2-port isolator -has raised much perplexity in the past, and led to the so-called "thermodynamics paradox." The paradox states that an isolator system would ever increase the temperature of the load at the passing end at the detriment of the load at the isolated end, hence violating the second law of thermodynamics, which prescribes heat transfer from hot to cold bodies.
The paradox started in 1885 with the comment by Rayleigh that the recently developed system composed of two Nicols sandwiching a magnetized dielectric would be "inconsistent with the second law of thermodynamics" [92] .
It was overruled 16 years later by Rayleigh himself [6] , who realized then, following related studies of Wiener [93] , a misunderstanding of the system, that was actually not nonreciprocal, as the wave on the presumed stop-direction could eventually exit the device after three round-trips across the device (see Fn. 26).
The paradox resurfaced in 1955, as Lax and Button pointed out the existence of lossless unidirectional eigenmodes in some ferrite-loaded waveguide structures [94] . It was eventually resolved by Ishimaru, who showed that such a waveguide would necessarily support substantial loss in its terminations, due to energy conservation (Sec. XV), even in the limit of negligible material loss [10, 95] . This loss would eventually heat up the isolator, and therefore ensure thermal balance through thermal emission towards the cold bath. The paradox was due to the resolution of Maxwell equations for a completely lossless medium, which corresponds to an "improperly posed problem," not corresponding to physical reality 24 .
XVII. OVERVIEW OF THREE FUNDAMENTAL TYPES OF NONRECIPROCAL SYSTEMS
At this point, the fundamental concepts of reciprocity have been covered to the level judged appropriate for such a review. Upon this foundation, we shall now describe the aforementioned three types of nonreciprocal systems (Tab. III), namely LTI, LTV and nonlinear nonreciprocal systems, which will be covered in Secs. XVIII, XIX and XX, respectively. In each case, we will list the fundamental characteristics, enumerate the main applications and describe a particular example.
XVIII. LINEAR-TI NONRECIPROCAL SYSTEMS
LTI nonreciprocal systems have the following fundamental characteristics:
1. Time-reversal symmetry breaking by time-reversal odd external bias F 0 , which is most often a magnetic field, B 0 , as for instance in Fig. 2(c) ; 2. applicability, by linearity, to arbitrary excitations and intensities, i.e. strong nonreciprocal, as announced in Tab. I; 24 Solving Maxwell equations for a medium with non zero conductivity and letting the conductivity go to zero completely resolves the issue [10, 95] .
3. frequency conservation, again by linearity, and hence unrestricted frequency-domain description (Secs. VII and VIII), and full applicability of the Lorentz reciprocity theorem (Sec. IX) and of the Sparameter machinery (Sec. XIV); [1, 39, 40, [96] [97] [98] [99] [100] [101] , including 2DEGs and graphene [46, [48] [49] [50] [51] [52] [53] , or metamaterials [65] [66] [67] [68] [69] [70] [102] [103] [104] [105] [106] 25 (Sec. VII).
generally based on LTI materials
The main LTI nonreciprocal systems are isolators, nonreciprocal phase shifters and circulators [1, 2, 39] . Isolators (S = [0, 0; 1, 0]) may be of Faraday, resonance, fielddisplacement or matched-port-circulator type, and may involve resistive sheets, quarter-wave plates or polarizing grids. They are typically used to shield equipment (e.g. VNA or laser) from detuning, interfering and even destructive reflections. nonreciprocal phase shifters (S = [0, e j ∆ϕ ; 1, 0]), with the gyrator (∆ϕ = π) [108] as a particular case, may be of latching (hard magnetic hysteresis) or Faraday rotation type, and may involve quarter-wave plates. They combine with couplers to form isolators or circulators, provide compact simulated inductors and filter inverters, and enable nonreciprocal pattern and scanning arrays. Circulators (S = [0, 0, 1; 1, 0, 0; 0, 1, 0]) may be of 4-port Faraday rotation or 3-port junction rotation type. They are used for isolation, duplexing (radar and communication), and reflection amplifiers. Figure 2 represents a Faraday rotator, whose operation has been described in Sec. VI. This system constitutes the key building brick of a Faraday isolator. A typical implementation of such an isolator involves a Faraday rotation angle of φ = π/4 and two linear polarizers sandwiching the magnetic (generally ferrite) medium, rotated φ = π/4 with respect to each other. In the passing direction, the electric field at P 1 is perpendicular to the first polarizer grid and therefore fully traverses it; it is next rotated in the -say clockwise -direction by π/4, so as to emerge perpendicularly to the second grid, which leads to full transmission to P 2 , corresponding to S 21 = 1. In the stopping direction, the wave enters the system at P 2 , so as to perpendicularly face the second grid and hence completely traverse it; it is then rotated, still clockwise, by π/4. As a result, it is now parallel to the first grid, and hence fully reflected by it, which leads in principle 26 to S 12 ≈ 0. 25 In the particular case of magnetic structures such as hexaferrites [107] or ferromagnetic nano-particles membranes [102] , the external bias is applied before operation (pre-magnetization) and maintained from the shape of the nano-particles constituting the magnetic material. So, these structures may be considered in a sense as "magnetless." Unfortunately, there is a fundamental tradeoff between remanence, and hence isolation strength, and loss, and such materials are therefore not competitive with magnetic materials subjected to an external bias in operation. 26 This "stopping-direction" trip of the wave may be tricky. Indeed, without proper precaution, the wave reflected by the first grid eventually reaches P 1 after an additional round trip, hence ruining the intended isolator operation of the device. This is in fact the point that was misunderstood by Rayleigh in 1885 with the functionally similar magnetized dielectric
XIX. LINEAR TIME-VARIANT SPACE-TIME NONRECIPROCAL SYSTEMS
LTV space-time 27 nonreciprocal systems have the following fundamental characteristics:
1. Time-reversal symmetry breaking by time-reversal odd external bias (F 0 ) velocity, v 0 , as will be seen in the example below;
2. strong nonreciprocity, for the same reason as LTI systems (Sec. XVIII);
3. generation of new, possibly anharmonic 28 , frequencies, and hence restricted applicability of Sparameters (Fn. 20); 4. moving medium (moving matter, e.g. opto-mechanical) [28, 35, 58, 109, 110] or moving wave (moving perturbation, e.g. electro/acousto/nonlinear-optic) 29 [4, 54] ; 5. pulse or periodic and abrupt or smooth material/perturbation modulations.
As an illustration, Fig. 6 graphically depicts, using an extended Minkowski diagram representation [113] , a step space-time modulated system with interface between media of refractive indices n 1 and n 2 (n 2 > n 1 ) moving in the −z-direction with the constant velocity v 0 = vẑ (v < 0) and excited by an incident (i) wave propagating in the +zdirection. Upon full time reversal, v 0 is reversed, which leads to identical Doppler shifts [111] in the reflected (r) and transmitted (t) waves 30 , as in Fig. 6(a) , but alters the system. The unaltered system is time-reversal asymmetric, and hence breaks time-reversal symmetry, which leads to the nonreciprocal scattering in Fig. 6(b) 31 .
A great diversity of useful space-time modulated nonreciprocal systems have been reported in recent years [59] [60] [61] [62] [117] [118] [119] [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] [131] [132] [133] . They are all based on the production of different traveling phase gradient in opposite directions and are, -Nicols device, that was in reality reciprocal and hence representing no thermodynamics paradox (Sec. XVI.) Proper precaution includes the addition of highly resistive sheets in cascade with the system, as shown in [101] . 27 As will be seen later, LTV nonreciprocity requires also spatial inversion symmetry breaking. 28 Since the modulation energy is external to the system, it can support any frequency, and hence lead to any frequency generation. 29 Moving and modulated media both produce Doppler shifts [111] and nonreciprocity. In contrast, only the former supports Fizeau drag [28, 112] and bianisotropy transformation [35] , and only the latter allows superluminality [113] . 30 Temporal frequency (ω) and spatial frequency (k) transitions follow corresponding frequency conservation lines in the moving frame [113] . 31 Purely temporal modulation (horizontal interface between the two (white and gray) media) [114] [115] [116] would clearly be insufficient for nonreciprocity; spatial inversion symmetry breaking, provided here by the moving modulation, is also required to break time-reversal symmetry:
in that sense, more or less lumped/distributed [2] variations of parametric systems developed by microwave engineers in the 1950ies 32 [134] [135] [136] [137] [138] [139] [140] , but they may lead to many novel structures and applications, especially when more than one spatial dimension is involved. Figure 7 shows such a multi-dimensional system, specifically a nonreciprocal metasurface reflector [128, 141] based on the space-time modulation n(x) = n 0 + n m cos(β m x + ω m t ), where (ω m /β m )ẑ = v 0 . The space-time modulated metasurface breaks reciprocity and hence provides a quite unique nonreciprocal device by adding the spatial and temporal momenta K MS and ω MS to those of the incident wave 33 . 
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XX. NONLINEAR NONRECIPROCAL SYSTEMS
Nonlinear nonreciprocal systems have the following fundamental characteristics:
1. Time-reversal symmetric breaking by spatial asymmetry and nonlinear self-biasing (nonlinearity triggering by wave itself) [76, 142] , as will be seen in the forthcoming example;
2. limitation to restricted excitations, intensities and isolation, i.e. weak nonreciprocity, as will also be understood from that example; Figure 8 shows a simple way to achieve nonlinear nonreciprocity by pairing a linear medium and a nonlinear lossy S n+1,n with ω n+1 > ω n (n = 1,... ∞), but its functional reduction in the figure is meaningful if the power transfer beyond P 3 is of no interest. 34 The restriction to harmonic frequencies is a consequence of the assumed self-biasing nature of nonlinear nonreciprocal systems (Fn. 4). medium. The two media are strongly mismatched, with reflection Γ. A wave injected at port P 1 experiences a transmittance of |T | 2 = 1− |Γ| 2 ≪ 1, yielding a much smaller field level in the nonlinear medium. If this level is insufficient to trigger nonlinear loss, all the power transmitted through the interface (|T | 2 ) reaches port P 2 , so that |S 21 | = |T | and |S 11 | = |Γ|. The same wave injected at P 2 , assuming sufficient intensity to trigger nonlinear loss, undergoes exponential attenuation e −αℓ NL (ℓ NL : nonlinear length), so that |S 12 | = |T |e −αℓ NL ≈ 0. The system is thus nonreciprocal, but it is a pseudo-isolator 35 : 1) it is restricted to a small range of intensities; 2) it works only for one excitation direction (P 1 → P 2 or P 2 → P 1 ) at a time, since the P 2 → P 1 wave would trigger nonlinear loss and hence also extinct the P 1 → P 2 wave 36 ; 3) it often suffers from poor isolation (|S 21 |/|S 12 | = e αℓ NL ) and poor isolation to insertion loss ratio ((|S 21 |/|S 12 /|)/|S 11 | = e αℓ NL /|Γ|) 37 ; 4) it is reciprocal to noise [16] .
Ingenious variations of the nonlinear nonreciprocal device in Fig. 8 have been reported [144] [145] [146] [147] [148] [149] [150] [151] [152] [153] [154] [155] [156] [157] . Some of them mitigate some of the aforementioned issues, but these improvements are severely restricted by fundamental limitations of nonlinear nonreciprocity [15, 16, 158] .
XXI. DISTINCTION WITH ASYMMETRIC PROPAGATION
A nonreciprocal system is a system that exhibits timereversal asymmetric field ratios between well-defined ports [Eq. (16) ], which is possible only under external biasing (linear nonreciprocity) or self-biasing plus spatial asymmetry (nonlinear nonreciprocity). Any system not satisfying this condition is necessarily reciprocal, despite possible fallacious asymmetries in transmission [11-17, 159, 160] .
For instance, the system in Fig. 9 exhibits asymmetric ray propagation, but it is fully reciprocal since only the horizontal ray gets transmitted between the array ports, the P 1 → P 2 oblique rays symmetrically canceling out on the right array due to opposite phase gradients. ; asymmetric waveguide junction (e.g. step width variation), with full transmission to larger side distributed over multi-modes and small transmission from the same mode to the smaller (single-mode) side, but reciprocal mode-to-mode transmission (e.g. S 51 = S 15 , 1: small side single-mode port, 2: large side mode/port 5) [15] ; asymmetric mode conversion (e.g. waveguide with nonuniform load), where even mode transmits in opposite directions with and without excitation of odd mode, without breaking reciprocity, since S ee 21 = S ee 12 and S oe 21 = 0 = S eo 12 [17] . In all cases, reciprocity is verified upon exchanging the source and detector.
XXII. CONCLUSION
This paper has presented, in the context of magnetless nonreciprocal systems aiming at repelling the frontiers of nonreciprocity technology, a global perspective of nonreciprocity, with the following main conclusions:
• Nonreciprocal systems are defined as systems that exhibit different received-transmitted field ratios when their source(s) and detector(s) are exchanged.
• Nonreciprocity is equivalent to time-reversal symmetry breaking, except in the case where loss and/or gain are specifically considered, in which case nonrecipocity is expressed, despite broken time-reversal symmetry, in the restricted terms of equal fields ratios, consistently with the definition of the previous point.
• Time reversal / time-reversal symmetry breaking is a fundamental and powerful common descriptor for all nonreciprocal systems.
• In the case of LTI media, the time reversal leads to generalized Lorentz reciprocity theorem for nonreciprocal systems, leading to the Onsager-Casimir relations, from which nonreiprocity is expressed by the fact that waves propagating in opposite directions see different media for a fixed time-reversal odd bias. • However, Onsager-Casimir relations are completely general, as shown by Onsager from microscopic irreversibility, applying hence also to LTV and nonlinear nonreciprocal systems; as our general definition, they are expressed in terms of field ratios, or transfer functions.
• Nonreciprocal systems may be classified into linear (TI and TV space-time modulated) and nonlinear systems, based on time-reversal symmetry breaking by external biasing and self-biasing plus spatial asymmetry, respectively.
• Nonlinear nonreciprocity is a weaker form of nonreciprocity than linear nonreciprocity, as it suffers from restricted intensities, one-way-at-a-time excitations, and often leads to poor isolation.
• S-parameters can be advantageously generalized to all types of nonreciprocal systems, with some important restrictions.
• Care must be exercised to avoid confusing asymmetric transmission with nonreciprocity in some fallacious systems.
Nonreciprocity is a rich and fascinating concept, that has and will continue to open new scientific and technological horizons.
XXIII. SUPPLEMENTARY MATERIAL
A. TRS of Maxwell equations
→ Eq. [29] . (5) • TR version of Maxwell equations:
• Applying the TR rules in Tab. [29] .II to (19) :
• Simplification of (20):
→ identical to original Maxwell equation ≡ proof of . [29] .(5)
B. Frequency-Domain Expressions of TR Constitutive Parameters
→ Eq. [29] . (8) • Frequency-domain constitutive relations for a biased LTI bianisotropic medium of [29] . (6):
• Same for the corresponding TR medium:
where the sign of F 0 has been reversed because this quantity is assumed to be TR-odd (Sec. [29] .VII).
• Applying [29] . (7) with TR rules in Tab. [29] .II to (23) :
• Simplifying (24):
• Complex conjugate of (25):
• Comparing (26) and (22):
• Complex conjugate and variable change F → −F 0 in (27):
≡ Eq. [29] . (8) • Restricted-TR version of (28) (same without * ):
C. Frequency-Domain Expressions of TR Maxwell Equations
→ Used in Eq. [29] . (9) • Fourier transforming (21):
• Substituting t ′ = −t in (19):
• Fourier transforming (31):
• Applying [29] . (7) with TR rules in Tab. [29] .II to (32) :
∇ ×H * = j ωD * +J * (33b)
• Comparing (33) and (30): The frequency-domain Maxwell equations of the TR problem are identical to those of the original problem with all the field quantities conjugated. With this result, one simply obtains Eq. [29] . (9) following the usual reciprocity theorem procedure using no stars for the first set of sources-responses and stars for the second one. 
• Same for TR fields, using the final result of Sec. XXIII C: 
• From the identity (a×b)·c = c·(a×b) = a·(b×c) = b·(c×a):
(Ẽ ×H * ) ·n =Ẽ · (H * ×n) =H * · (n ×Ẽ) (42a) (Ẽ * ×H) ·n =Ẽ * · (H ×n) =H · (n ×Ẽ * ) (42b)
• Impenetrable [Perfect Electric Conducteur (PEC) or Perfect Magnetic Conductor PMC or combination of the two] cavity:
H ×n S=PMC = H * ×n S=PMC = 0 (43a) or n ×Ẽ S=PEC = n ×Ẽ * S=PEC = 0 (43b)
• Inserted (43) into (42) and substituting the result into (41):
• In unbounded medium, at an infinite distance from the source(s), the field is a plane wave:
n ×Ẽ = ηH S=∞ and n ×Ẽ * = ηH * S=∞ (45) where the restricted-TR assumed in Sec. [29] .IX has been used in the latter equation by not changing η into η * • Inserting (45) into (42) and substituting the result into the integrand of (41):
(Ẽ ×H * −Ẽ * ×H) ·n S=∞ = H * · (n ×Ẽ) −H · (n ×Ẽ * ) S=∞ by (45) = H * · ηH −H · ηH * S=∞ = |H| 2 (η − η) = 0 (46)
• Inserting (46) inserted into (41): • Comparing (49) and (48): The frequency-domain constitutive relations of the TR problem are identical to those of the original problem with all the field (but not constitutive parameter!) quantities conjugated and F 0 changed to −F 0 .
G. Derivation of the Generalized Lorentz Theorem
→ Eq. [29] . (10) • Using the result of the vanishing of surface integral in Sec. XXIII E and the fact that the LHS (reaction difference) in [29] . (9) vanishes under reciprocity, Eq. [29] .(9) reduces to:
with X =Ẽ * ·D −Ẽ ·D * +H ·B * −H * ·B (52)
• Substituting (48) and (49) 
• Inserting (55) into (51) , and considering that the resulting relation must hold for any fields: 
• Considering that the domain of interest, i.e. integration, will not include the sources, as in Sec. [29] .XIV, and hence dropping the source terms in Eq. (57):
• Applying in (58) 
• Total field as the sum of fields at all the ports [29] . (12) , with waveguide local reference planes placed at z = 0 on the surface of the network: • There is no way, even approximate, that Eq. (79) can reduce to an equation of the type of Eq. (59) [or Eq. [29] . (14)]. So, this relation is used erroneously in [15] when referring to nonlinear systems.
