In recent years, much attention has been devoted to the development of metaheuristics and local search algorithms for tackling stochastic combinatorial optimization problems. This paper focuses on local search algorithms; their effectiveness is greatly determined by the evaluation procedure that is used to select the best of several solutions in the presence of uncertainty. In this paper, we propose an effective evaluation procedure that makes use of empirical estimation techniques. We illustrate our approach and assess its performance on the probabilistic traveling salesman problem. Experimental results on a large set of instances show that our approach can lead to a very fast and highly effective local search algorithms.
Introduction
In a large number of practically relevant combinatorial optimization problems, the objective function is affected by uncertainty. Examples include portfolio management, vehicle routing, resource allocation, scheduling, and the modeling and simulation of large molecular systems in bio-informatics (Fu, 2002) . In order to tackle these problems, it is customary that a setting is considered in which the cost of each solution is a random variable, and the goal is to find a solution that minimizes some statistics of the latter. For a number of practical and theoretical reasons, the optimization is performed with respect to the expectation (Fu, 1994 (Fu, , 2002 . In this context, two approaches have been discussed in the literature: analytical computation and empirical estimation. While the former explicitly relies on the underlying probabilistic model for computing the expectation through a complex analytical development, the latter simply estimates the expectation through Monte Carlo simulation.
Designing efficient algorithms for solving stochastic combinatorial optimization problems is a challenging task. The main difficulty is that the computational complexity associated to the combinatorial explosion of potential solutions is exacerbated by the added element of uncertainty in the data. We refer the reader to Fu (1994) and Bianchi (2006) for surveys on solution techniques for stochastic combinatorial optimization problems. Extensive computational results from the literature have shown that local search is an effective approach for stochastic combinatorial optimization (Pichitlamken and Nelson, 2003; Gutjahr, 2004; Bianchi et al., 2006) . However, a main challenge in applying local search lies in designing an effective evaluation procedure that conclusively determines if one solution is better than another.
In this paper, we focus on a very basic local search algorithm known as iterative improvement, which starts from some initial solution and then moves to an improving neighboring solution until a local optimum is found. In this algorithm, the cost of solutions can be evaluated in two ways: (i) full evaluation that computes the cost of each solution from scratch; (ii) partial evaluation that computes only the cost difference between a particular solution and every neighboring solution. The former is applicable to all classes of stochastic combinatorial optimization problems. The latter, widely known as delta evaluation, is highly profitable in terms of computation time whenever partial evaluation of solutions is feasible (Bertsimas, 1988) .
The delta evaluation strategies proposed in the literature for iterative improvement algorithms are based on analytical computation (Bertsimas, 1988; Bianchi, 2006) . In this strategy, the cost difference between two solutions is given by a closed-form expression that is obtained through problem-specific knowledge and rather heavy mathematical derivations. The main drawbacks of this techniques are that (i) they are not general-purpose; and (ii) they cannot be applied to problems in which the cost difference cannot be expressed in an analytical way (Fu, 1994) . Several research results from the simulation literature suggest that the empirical estimation approach can overcome the difficulties posed by analytical computation. Surprisingly, to the best of our knowledge, the idea of using estimation techniques in delta evaluation has never been thoroughly investigated.
The goal of this paper is to present an iterative improvement algorithm that performs delta evaluation using empirical estimation techniques. We use the probabilistic traveling salesman problem as an example to illustrate the proposed approach and to assess its performance.
The paper is organized as follows. In Section 2, we give a formal definition of stochastic combinatorial optimization problems and introduce the PTSP as an example. In Section 3, we review the state-of-the-art iterative improvement algorithms for the PTSP. In Section 4, we introduce the estimation-based iterative improvement algorithm for the PTSP and we study its performance in Section 5. In Section 6, we conclude the paper.
Stochastic Combinatorial Optimization Problems
In this paper, we consider stochastic combinatorial optimization problems that can be described as:
Minimize F (x) = E f (x, Ω) , subject to x ∈ S,
where x is a solution, S is the finite set of feasible solutions, the operator E denotes the mathematical expectation, and f is the cost function, which depends on x and on a multivariate random variable Ω. The presence of the latter makes f (x, Ω) a random variable. The goal is to find a feasible solution that minimizes the expected cost.
A paradigmatic example of a stochastic combinatorial optimization problem is the probabilistic traveling salesman problem (PTSP) (Jaillet, 1985) . Formally, an instance of the PTSP is defined on a complete graph G = (V, A, C, P ), where V = {1, 2, . . . , n} is a set of nodes, A = { i, j : i, j ∈ V, i = j} is the set of edges that completely connects the nodes, C = {c ij : i, j ∈ A} is a cost-matrix that gives the travel cost associated with each edge i, j ∈ A, and P = {p i : i ∈ V } is a set of probabilities that for each node i specifies its probability p i of requiring a visit. Hence, for the PTSP the random variable Ω is described by an n-variate Bernoulli distribution and a realization of Ω is a binary vector of size n where a 1 in position i indicates that node i requires visit and a 0 indicates that it does not. We assume that the cost matrix C is symmetric.
Usually, the PTSP is tackled by a priori optimization (Jaillet, 1985; Bertsimas et al., 1990) , which consists of two stages: In the first stage, a solution, which can be represented as a permutation of the nodes, is determined before the actual realization of the random variable Ω is available. This is the so-called a priori solution. In the second stage, after the realization of the random variable is known, an a posteriori solution is obtained from the a priori solution by visiting the nodes prescribed by the given realization in the order in which they appear in the a priori solution. The nodes that do not require visit are simply skipped. Figure 1 shows an example. 2, 3, 4, 5, 6, 7, 8 , and 1. Assume that a realization of Ω prescribes that nodes 1, 3, 4, 7, and 8 are to be visited. The resulting a posteriori solution is obtained by visiting the nodes in the order in which they appear in the a priori solution and by skipping the nodes 2, 5, and 6, which do not require visit.
The goal in the PTSP is to find an a priori solution that minimizes the expected cost of the a posteriori solution, where the expectation is computed with respect to a given n-variate Bernoulli distribution. Note that when P = {p i = p : i ∈ V }, the PTSP instance is called homogeneous, otherwise, if for at least two nodes i and j we have p i = p j , we are faced with a heterogeneous PTSP.
Local Search for the PTSP
Local search is a method for searching a given space of solutions. It consists in moving from one solution to another neighboring one according to an acceptance criterion. Many local search methods exist and the one that has received the most attention in the PTSP literature is iterative improvement. Iterative improvement algorithms start from some initial solution and repeatedly try to move from a current solution x to a lower cost neighboring solution x ′ . A solution that does not have any improving neighboring solution is a local minimum and the iterative improvement search terminates with such a solution. In the PTSP literature, mainly the following two neighborhood structures were considered:
• 2-exchange neighborhood : Two solutions are neighbors if, and only if, they differ in exactly two edges. In other words, the neighborhood of a solution is the set of solutions obtained by deleting any two edges a, b and c, d and by replacing them with a, c and b, d . See Figure 2 (a) for an example.
• Node-insertion neighborhood : Two solutions are neighbors if, and only if, they differ in the position of exactly one node. In other words, the neighborhood of a solution is the set of solutions obtained by deleting a node a and inserting it elsewhere in the solution. See Figure 2 (b) for an example.
Iterative improvement algorithms can be implemented using a first-improvement or a best-improvement rule (Hoos and Stützle, 2005) . While in the former an improving move is immediately applied as soon as it is detected, in the latter the whole neighborhood is examined and a move that gives the best improvement is chosen. Iterative improvement algorithms for the PTSP are similar to the usual iterative improvement algorithms for the TSP: the cost difference between two TSP neighboring solutions x and x ′ is computed by considering the cost contribution of solution components that are not common to x Figure 2: Plot 2(a) shows a 2-exchange move that is obtained by deleting two edges 1, 2 and 5, 6 of the solution and by replacing them with 1, 5 and 2, 6 . Plot 2(b) shows a node-insertion move obtained by deleting node 1 from its current position in the solution and inserting it between nodes 5 and 6. and x ′ . In the case of a 2-exchange move, the cost difference between the neighboring solutions is simply given by c a,c + c
. This technique is widely known as delta evaluation. The only difference between PTSP and TSP versions is that, in the former, the random variable Ω has to be taken into account in the delta evaluation. In the rest of this section, we describe how delta evaluation is performed in state-of-the-art iterative improvement algorithms for the PTSP.
State-of-the-art iterative improvement algorithms for the PTSP
For the homogenous PTSP, Bertismas (Bertsimas, 1988; Bertsimas and Howell, 1993) derived closed-form delta evaluation expressions based on analytical computation for the 2-exchange neighborhood and the node-insertion neighborhood. Equipped with these expressions, the author also proposed two iterative improvement algorithms, namely, 2-p-opt and 1-shift. For both algorithms, the total time complexity of the neighborhood exploration and evaluation is O(n 2 ). For the heterogeneous case, Chervi (1988) proposed closed-form delta evaluation expressions for 2-p-opt and 1-shift, where each algorithm explores and evaluates the neighborhood in O(n 3 ). Bianchi et al. (2005) and Bianchi and Campbell (2007) proved that the expressions derived by Bertsimas (1988); Chervi (1988) ; Bertsimas and Howell (1993) are incorrect and corrected the errors. Furthermore, for the heterogeneous PTSP, the authors showed that the neighborhoods in 2-p-opt and 1-shift can be explored and evaluated in O(n 2 ) rather than O(n 3 ). In her Ph.D. thesis (Bianchi, 2006) , Bianchi considered also the possibility of using an estimationbased approach for the delta evaluation in 2-p-opt and 1-shift. However, based on an asymptotic analysis, the author speculated that this approach might be much more computationally expensive than analytical computation techniques and for this reason, the idea of using an estimation-based approach has been abandoned without any empirical investigation. Note that the experimental results of the estimation-based approach presented in this paper contradict Bianchi's conjecture.
2-p-opt and 1-shift
The 2-p-opt algorithm comprises two phases: A first phase consists in exploring a special case of the 2-exchange neighborhood, the swap-neighborhood, where the neighbors of the current solution are all those that can be obtained by swapping two consecutive nodes. If the swap-neighborhood is fully explored and no improvement is found, a second phase explores the 2-exchange neighborhood with the first-improvement rule. It should be noted that the neighborhood is explored in a fixed lexicographic order by considering pairs of edges that are separated by a fixed number k of nodes. Starting with k = 2, the lexicographic exploration proceeds by incrementing k, and, whenever an improvement is found, the search is restarted from the first phase: the swap-neighborhood exploration. 1-shift differs from 2-p-opt only in the second phase: it uses the node-insertion neighborhood with the best-improvement rule.
We refer the reader to Bianchi et al. (2005) ; Bianchi and Campbell (2007) for the delta evaluation expressions that are used in 2-p-opt and 1-shift. Even though the time complexity is O(n 2 ) for both 2-p-opt and 1-shift, the asymptotic notation captures only the growth rates with respect to the number of neighboring solutions and does not reflect the large multiplicative constant. Indeed, a closer look at the delta evaluation expressions presented in (Bianchi et al., 2005; Bianchi and Campbell, 2007) reveals that there is a large constant of proportionality hidden in the asymptotic notation.
The final picture we reach is that the state-of-the-art iterative improvement algorithms for the PTSP use neighborhood-specific delta evaluation expressions, which are based on analytical computation techniques. The advantage of this framework is that the values of the computed cost differences are exact. However, from a practical perspective, this framework has some limitations.
3.3 Limitations of the state-of-the-art iterative improvement algorithms for the PTSP Theoretically, the delta evaluation expressions proposed in (Bianchi et al., 2005; Bianchi, 2006) for the PTSP could be applied to solve instances of any size. However, in practice, these expressions suffer from numerical precision problems when applied to large instances. In fact, to use the delta evaluation expressions in 2-p-opt, the term (1 − p) (k−n) has to be computed, where p is the probability, k is the number of nodes between two considered edges, and n is the size of the instance. For some values of p, k, and n, this term can result in an overflow. As an illustration, consider a typical 32-bit GNU system, where, according to the IEEE 754 standard (1985) , double precision floating point variables can take a maximum value of about 1e+308 (Griffith, 2002) . Given a homogeneous PTSP instance of probability p with n nodes, the condition for the numerical overflow is (1−p) (k−n) > 1e+308. From this condition, one can obtain, after basic transformations, a critical value for n, above which the computation of the delta evaluation expression is not possible: Table 1 shows the probability levels and the corresponding maximum size of instances that can be tackled by 2-p-opt without any numerical overflow in a 32-bit GNU system. Note that the very same numerical problem occurs in 1-shift. Also the analytical computation algorithms for the heterogeneous PTSP are affected by this problem. A second limitation of the state-of-the-art iterative improvement algorithms for the PTSP is that the lexicographic neighborhood exploration inhibits the adoption of the classical TSP neighborhood reduction techniques such as fixed-radius search, candidate lists and don't look bits (Martin et al., 1991; Bentley, 1992) . Based on results from the TSP literature (Johnson and McGeoch, 1997; Hoos and Stützle, 2005) , we speculate that the usage of the neighborhood reduction techniques in the PTSP iterative improvement algorithms might speedup the search significantly.
Estimation-based iterative improvement algorithms for the PTSP
The cost F (x) of a PTSP solution x can be empirically estimated on the basis of a sample f (x, ω 1 ), f (x, ω 2 ), . . . , f (x, ω M ) of costs of a posteriori solutions obtained from M independent realizations ω 1 , ω 2 , . . . , ω M of the random variable Ω:
As it can be shown easily,F M (x) is an unbiased estimator of F (x). In iterative improvement algorithms for the PTSP, we need to compare two neighboring solutions x and x ′ to select the one of lower cost. This can be achieved by determining the sign of the cost difference
. In order to increase the accuracy of this estimator, the well-known variance-reduction technique called the method of common random numbers can be adopted. In the context of PTSP, this technique consists in using the same set of realizations of Ω for estimating the costs F (x ′ ) and
In this paper, we use the same set of M realizations for all steps of the iterative improvement algorithms. Other approaches could be adopted: for example, M realizations could be sampled anew for each step of the algorithm or even for each comparison. A discussion about this issue is given in Section 5.4. Using Equation 4, given two neighboring solutions x and x ′ and a realization ω, a naïve approach to compute the cost difference between two a posteriori solutions consists in computing first the complete cost of each a posteriori solution and then the difference between them. However, a more efficient algorithm can be obtained by adopting the idea of delta evaluation: Given the a priori solutions and a realization ω, such an algorithm requires identifying the edges that are not common to the two a posteriori solutions.
For example, consider the 2-exchange move shown in Figure 3 : The edges that are not common to the a priori solutions are 1, 2 , 5, 6 and 1, 5 , 2, 6 . For a realization prescribing that nodes 1, 3, 4, 7, and 8 are to be visited, the edges that are not common to the a posteriori solutions are 1, 3 , 4, 7 and 1, 4 , 3, 7 . Therefore, the cost difference between the two a posteriori solutions is given by c 1,4 + c 3,7 − c 1,3 − c 4,7 . The delta evaluation procedure needs to identify these edges in the a posteriori solutions.
In general, for every edge i, j that is deleted from x, one needs to find the corresponding edge i * , j * in the a posteriori solution of x. We call this edge the a posteriori edge and it is obtained as follows: If node i requires visit, then i * = i, otherwise, i * is the first predecessor of i in x such that ω[i * ] = 1. If node j requires visit, then j * = j, otherwise, j * is the first successor of j such that ω[j * ] = 1. Recall that in a 2-exchange move, the edges a, b and c, d are deleted from x and replaced by a, c and b, d . For a given realization ω and the corresponding a-posteriori-edges, a * , b * , c * , d * , the cost difference between the two a posteriori solutions is given by c a * ,c Figure 4 shows the a-posteriori-edges for the example given in Figure 3 . The steps performed for finding the a-posteriori-edges. Assume that, without loss of generality, the nodes are visited in the order: 1, 2, 3, 4, 5, 6, 7, 8, and 1. The edges 1, 2 and 5, 6 are deleted and the gray colored nodes do not require visit. The first successor of node 2 that requires visit is 3; the first predecessor of node 5 that requires visit is 4; the first successor of node 6 that requires visit is 7. The a-posteriori-edges are therefore given as 1, 3 and 4, 7 .
Figure 5: In this example, the node-insertion move is obtained by deleting node 1 and inserting it between nodes 5 and 6. Consequently, the edges 8, 1 , 1, 2 , and 5, 6 are deleted from the a priori solution and replaced by 8, 2 , 5, 1 , and 1, 6 in the neighboring a priori solution. Assume that a realization of Ω prescribes that nodes 1, 3, 4, 7, and 8 are to be visited. The edges that are not common to the a posteriori solutions are 1, 3 , 4, 7 , 8, 1 and 8, 3 , 4, 1 , 1, 7 .
The procedure described can be directly extended to the node-insertion move. See Figure 5 for an example.
It is worth discussing here some degenerate cases: in a 2-exchange move that deletes the edges a, b and c, d , and where no node between the nodes b and c or between nodes a and d requires visit, the difference between the two a posteriori solutions is zero-see Figure 6 (a); in a node-insertion move, if the insertion node does not require vist, then the cost difference between the two a posteriori solutions is zero-see Figure 6 (b). In this second case, one can avoid unnecessary computations by checking whether the insertion node requires visit before finding the a-posteriori-edges.
The proposed approach has a number of advantages: First, the estimation-based delta evaluation procedure is general and can be applied to any neighborhood structure without requiring neighborhood-specific, complex and error-prone mathematical derivations. In virtue of this versatility, rather than using the node-insertion neighborhood or the 2-exchange neighborhood structure, we use a hybrid neighborhood structure that includes the node-insertion neighborhood on top of the 2-exchange neighborhood structure. In the TSP literature (Bentley, 1992) , this hybrid neighborhood is widely known as the 2.5-exchange neighborhood : when checking for a 2-exchange move on any two edges a, b and c, d , it is also checked whether deleting any one of the nodes of an edge, say for example a, and inserting it between nodes c and d results in an improved solution (Bentley, 1992) . Second, unlike 2-p-opt and 1-shift, the proposed approach does not impose any constraints on the order in which the neighborhood should be explored. This allows for an easy integration of the classical TSP neighborhood reduction techniques such as fixed-radius search, candidate lists and don't look bits (Martin et al., 1991; Bentley, 1992; Johnson and McGeoch, 1997) . We denote the proposed algorithm 2.5-opt-EEs where EE and s stand for empirical estimation and speedup, respectively. Note that 2.5-opt-EEs uses the first-improvement rule.
In order to implement 2.5-opt-EEs effectively, a specific data structure is needed. We use a data structure in which data items can be accessed both as elements of a doubly circularly linked list and as elements of a one dimensional array, both of size n. Each data item has an integer variable to store a node of the a priori solution. This structure is efficient for finding a posteriori-edges: predecessor and successor of a node are simply obtained by following the links pointing towards the previous data item and next data item, respectively. To access data items as the elements of the array, a data item representing node i is stored at position i of the array and this arrangement is kept unchanged throughout the search process. Consequently, given a node i, its data item can be accessed in O(1) time. Moreover, each data item stores an array of size M -the realization array-which is indexed from 1 to M . Element r of the realization array, 1 r M , is either 1 or 0 indicating whether the node requires visit or not in realization ω r . Figure 7 shows the data structure that is used in 2.5-opt-EEs. Whenever, an improved solution is found, only the links of the particular data items whose nodes are involved in the exchange move are modified. Furthermore, each data item comprises also two auxiliary fields for the neighborhood reduction techniques: one integer variable for the don't look bit and one integer array of size L for the candidate list of each node.
Concerning the computational complexity of the estimation-based iterative improvement algorithm, Bianchi (2006) reached the conclusion that the time complexity of a complete neighborhood scan is O(M pn 3 ). Indeed, the number of solutions in the 2.5-exchange neighborhood is O(n 2 ); the maximum number of steps for finding the a-posteriori-edges for a given realization is n; and the number of realizations considered is M . Bianchi included in the complexity also the probability p that a node requires visit, but the inclusion of this term is not completely justified and is not thoroughly discussed in her work (Bianchi, 2006) . The main result of the analysis of Bianchi is that the time complexity grows with the cube of n. On the basis of this result, Bianchi decided that the estimation-based approach does not deserve any further attention. However, the above analysis does not hold for 2.5-opt-EEs: The use of a candidate list of size L reduces the neighborhood size from O(n 2 ) to O(nL), which in turn reduces the worst-case time complexity of a neighborhood scan to O(n 2 LM ). Furthermore, it should be observed that, since we explicitly deal with a probabilistic model, a more informative average-case analysis can be derived easily: The expected number of steps for finding an a posteriori edge is (1 − p)/p. As a result, the average-case time complexity of a complete neighborhood scan is O(nLM p −1 ).
Experimental analysis
In this section, we present the experimental settings considered and our empirical results. We base our analysis on homogeneous PTSP instances that we obtained from TSP instances generated with the DIMACS instance generator (Johnson et al., 2001) . We carried out experiments with two classes of instances. In the first class, nodes are uniformly distributed in a 10 6 × 10 6 square;
Figure 7: Assume that we have an a priori solution in which the nodes are visited in the order: 1, 5, 4, 3, 2, 6, 7, 8, 1. This is encoded in the doubly circularly linked list data structure as shown in the plot. Also note that the data items can be accessed as the elements of the one dimensional array.
in the second, nodes are arranged in a number of clusters, in a square of the same size. Due to the limitations of the state-of-the-art PTSP algorithms that were discussed in Section 3.3, we compare 2.5-opt-EEs with 2-p-opt and 1-shift using instances up to 300 nodes. For each instance class, we generated 100 TSP instances of 100, 200 and 300 nodes. From each TSP instance, we obtained 9 PTSP instances by letting the probability range in [0.1, 0.9] with a step size of 0.1. Due to space limitations, we report only the results obtained on the clustered instances with 300 nodes. The general trends of the experimental results obtained on the other instances are similar; we refer the reader to Birattari et al. (2007) for the complete set of results. All algorithms were implemented in C and the source codes were compiled with gcc, version 3.3. Experiments were carried out on AMD Opteron TM 244 1.75GHz processors with 1 MB L2-Cache and 2 GB RAM, running under Debian GNU/Linux.
The nearest-neighbor heuristic is used to generate initial solutions. The candidate list is set to size 40 and is constructed with the quadrant nearest-neighbor strategy (Penky and Miller, 1994; Johnson and McGeoch, 1997) . Each iterative improvement algorithm is run until it reaches a local optimum. The number of realizations in 2.5-opt-EEs is set to 100. In order to highlight this fact, we denote the algorithm 2.5-opt-EEs-100.
For the homogenous PTSP with probability p and size n, given an a priori solution x, the exact cost F (x) of x can be computed using the formula
where x(u) and x(v) are the nodes of index u and v in x, respectively (Jaillet, 1985) . We use this formula for post-evaluation purposes: for each algorithm, whenever an improved solution is found, we record the solution. In order to compare the cost of the a priori solutions reached by the algorithms, we use Equation 5 to compute the cost of the recorded solutions obtained from each algorithm.
In addition to tables, we visualize the results using runtime development plots. These plots show how the cost of solutions develops over computation time and they can be used to compare the performance of several algorithms over time. In these plots, the x-axis indicates computation time and the y-axis indicates the cost of the solutions found, averaged over 100 instances. For comparing several algorithms, one of them has been taken as a reference: for each instance, the computation time and the cost of the solutions of the algorithms are normalized by the average computation time and average cost of the local optima obtained by the reference algorithm. For convenience, the x-axis is in logarithmic scale. We report one such plot for each probability level under consideration.
Experiments on neighborhood reduction techniques
Before presenting the results of 2.5-opt-EEs, we first show that the adoption of the 2.5-exchange neighborhood structure and the classical TSP neighborhood reduction techniques in the analytical computation framework leads to a new state-of-the-art iterative improvement algorithm for the PTSP. We denote this new iterative improvement algorithm as 2.5-opt-ACs where AC and s stand for analytical computation and speedup, respectively. The motivation behind these experiments is the following: if we compared 2.5-opt-EEs with 2-p-opt and 1-shift, it would be difficult to clearly identify whether the observed differences are due to the estimation-based delta evaluation procedure or rather to the adoption of 2.5-exchange neighborhood and neighborhood reduction techniques. Therefore, we implemented an iterative improvement algorithm based on analytical computation that uses the 2.5-exchange neighborhood and the neighborhood reduction techniques, and compared its performance to 2-p-opt and 1-shift.
A difficulty in the implementation of 2.5-opt-ACs is that, since the use of neighborhood reduction techniques prevents lexicographic exploration, the previously computed values cannot be reused. Therefore, the cost difference between two solutions is always computed from scratch. In order to compute the cost difference between 2.5-exchange neighboring solutions, we use the closed-form expressions proposed for the 2-exchange and the node-insertion neighborhood structures (Bianchi, 2006) .
The results given in Figure 8 show that 2.5-opt-ACs dominates 2-p-opt and 1-shift with the only exception being for the values of p ranging between 0.5 and 0.9: at the early stages of the search and for a very short time range, the average cost of the solutions obtained by 1-shift is slightly lower than that of 2.5-opt-ACs. Concerning the time required to reach local optima, irrespective of the probability value, 2.5-opt-ACs is faster than 2-p-opt by approximately a factor of four. In the case of 1-shift, the same tendency holds when p ≥ 0.5. However, for small values of p, the difference in speed between 2.5-opt-ACs and 1-shift is small. Concerning the average cost of local optima found, 2.5-opt-ACs is between 2% and 5% better than 2-p-opt. We can observe the same trend also in 1-shift; an exception is for p ≤ 0.3, where the difference between the average cost of the local optima obtained by 2.5-opt-ACs and 1-shift is very small. For details, see Table 2 .
In order to test that the observed difference between the cost of local optima are significant in a statistical sense, we use a Wilcoxon test. Table 3 shows the p-values. The cost of the local optima obtained by 2.5-opt-ACs is significantly lower than that of 1-shift and 2-p-opt for all probability values, the only exception being p ≤ 0.2, where the difference between the cost of the local optima obtained by 2.5-opt-ACs and 1-shift is not significant.
The increased speed of 2.5-opt-ACs also shows that the amount of computational time saved due to the use of neighborhood reduction techniques is much higher than the time that is lost in computing the cost difference from scratch. Regardless of the values of p, with respect to the cost of the local optima and the computation time, 2.5-opt-ACs is better than-and in very few cases equal to-1-shift and 2-p-opt. Therefore, in the following sections, we take 2.5-opt-ACs as a yardstick for measuring the effectiveness of 2.5-opt-EEs.
Experiments to assess the estimation approach
In this section, we compare 2.5-opt-EEs-100 with 2.5-opt-ACs. The two algorithms differ only in the delta evaluation procedure they adopt: empirical estimation versus analytical computation. The experimental results are illustrated using a run time development plot and are shown in Figure 9 . Moreover, in order to show how significant is the difference between the cost of the solutions obtained by 2.5-opt-EEs-100 and 2.5-opt-ACs over time, in Figure 10 we provide a plot of some quantiles of the distribution of the difference between the normalized values of the solution costs of 2.5-opt-EEs-100 and 2.5-opt-ACs. In this plot, a value greater than zero indicates that 2.5-opt-EEs-100 is better than 2.5-opt-ACs, and vice versa. Concerning the average cost of local optima, the two algorithms are similar with the only exception of p = 0.1, where the average cost of the local optima obtained by 2.5-opt-EEs-100 is approximately 2% higher than that of 2.5-opt-ACs. Concerning the time required to reach local optima, irrespective of the probability value, 2.5-opt-EEs-100 is approximately 1.5 orders of magnitude faster than 2.5-opt-ACs. See Tables 2 for the absolute values and Table 3 for the p-values of the Wilcoxon test.
In Table 4 , we report the observed relative difference between the cost of the local optima obtained by the two algorithms and a 95% confidence bound on this relative difference. This bound is obtained through a one-sided paired Wilcoxon test. For the sake of completeness, we also present these data for what concerns the comparison of 2.5-opt-EEs-100 with 1-shift and 2-p-opt. Table 4 confirms that, concerning the average cost of the local optima found, 2.5-opt-EEs-100 is essentially equivalent to 2.5-opt-ACs. To be more precise, for p = 0.1, 2.5-opt-ACs obtains solutions, the average cost of which is lower than the one of those obtained by 2.5-opt-EEs-100. Figure 9 , the difference between 2.5-opt-EEs-100 and 2.5-opt-ACs over time is computed and the 5%, 25%, 50%, 75%, and 95% quantiles of the distribution of the differences are plotted. For a curve, a value greater than zero indicates that 2.5-opt-EEs-100 is better than 2.5-opt-ACs and vice versa. Table 4 : Comparison of the average cost obtained by 2.5-opt-EEs-100 and by 2.5-opt-ACs, 1-shift, and 2-p-opt, on clustered instances of size 300. Each algorithm is allowed to run until it reaches a local optimum. For each level of probability, the table reports the observed relative difference and a 95% confidence bound on the relative difference. This bound is obtained through a one-side paired Wilcoxon test. Concerning the relative difference, if the value is positive, 2.5-opt-EEs-100 obtained an average cost that is larger than the one obtained by the other algorithm considered; if it is negative, 2.5-opt-EEs-100 reached solutions of lower average cost.
In both cases, a value is typeset in boldface if it is significantly different from zero according to a two-side paired Wilcoxon test, at a confidence of 95%. Concerning the bound, a positive value +d% indicates that, at a confidence of 95%, 2.5-opt-EEs-100 is not more than d% worse than the other algorithm considered; a negative value −d% indicates that, at a confidence of 95%, 2.5-opt-EEs-100 at least d% better.
p-values 2.5-opt-EEs-100 vs. 2.5-opt-ACs 2.5-opt-EEs-100
vs. 1-shift 2.5-opt-EEs-100
vs.
The difference is significant in a statistical sense but it is nonetheless relatively small: with a confidence of 95%, we can state that the average cost of the solutions obtained by 2.5-opt-EEs--100 is at most 1.98% higher than the one obtained by 2.5-opt-ACs. 1 For p = 0.2, the observed average cost obtained by 2.5-opt-EEs-100 is slightly higher than the one of 2.5-opt-ACs but the difference is not significant in a statistical sense. Moreover, the average cost obtained by 2.5-opt-EEs-100 is not more than 0.60% higher than the one of 2.5-opt-ACs. For probabilities larger than 0.2, on average, 2.5-opt-EEs-100 obtains slightly better results, even if our experiments were not able to detect statistical significance. Nonetheless, should ever the average cost obtained by 2.5-opt-EEs-100 be higher than the one obtained by 2.5-opt-ACs, the difference would be at most 0.27% for all values of probability larger than 0.2. Similar conclusions can be drawn for what concerns the comparison between 2.5-opt-EEs-100 and 1-shift. For p = 0.1, 1-shift obtains a lower average cost than that of 2.5-opt-EEs-100. The difference is significant in a statistical sense but it is relatively small: the average cost obtained by 2.5-opt-EEs-100 is within a bound of 1.86% of the one obtained by 1-shift. For p = 0.2, the difference between the two algorithms is not significant and the average cost obtained by 2.5-opt-EEs-100 is not more than 0.26% higher than the one of 1-shift. For probabilities larger than 0.2, 2.5-opt-EEs-100 performs significantly better than 1-shift and, the average cost of the solutions obtained by 2.5-opt-EEs-100 is between at least 0.53% (for p = 0.3) and at least 3.66% (for p = 0.9) lower that the one of 2.5-opt-ACs.
Concerning the last comparison, 2.5-opt-EEs-100 is significantly better than 2-p-opt across the whole range of probabilities. The average improvement obtained by 2.5-opt-EEs-100 ranges roughly between 1% and 4%.
In order to highlight the impact of the speed factor of 2.5-opt-EEs-100 on the cost of the solutions, we can observe the cost of the solutions obtained by 2.5-opt-ACs in the time needed by 2.5-opt-EEs-100 to find the local optima. From the results, irrespective of the value of p, we can observe that the average cost of the solutions obtained by 2.5-opt-EEs-100 is between 16% and 18% lower than that of 2.5-opt-ACs. Clearly, the speed factor gives 2.5-opt-EEs-100 a significant advantage over 2.5-opt-ACs. Even though 2.5-opt-ACs and 2.5-opt-EEs-100 adopt the same neighborhood exploration and neighborhood reduction techniques, the higher speed of 2.5-opt-EEs-100 is due to the simplicity of the estimation-based delta evaluation procedure.
The poorer solution cost of 2.5-opt-EEs-100 for p = 0.1 can be attributed to the number of realizations used to estimate the cost difference between two solutions. Intuitively, the variance of the PTSP cost difference estimator depends on p and M . The smaller the value of p, the higher the variance of the cost difference estimator. For p = 0.1 and M = 100, the variance of the cost difference estimator is very high, which eventually results in a misleading estimation of the cost difference between two solutions. As a consequence, 2.5-opt-EEs-100 stops prematurely. We address this issue in Section 5.3.
Experiments on large instances
In this section, we study the performance of 2.5-opt-EEs-100 when applied to large instances. We considered PTSP instances with 1000 nodes, which are generated in the same way as described before. Since algorithms based on the analytical computation techniques suffer from numerical problems for p > 0.5 (for details, see Table 1 ), we compare solution cost and computation time of 2.5-opt-EEs-100 to 2.5-opt-ACs, 1-shift and 2-p-opt only for p ≤ 0.5. In addition to these results, in the very same setting, we also study the impact of the number of realizations considered on the performance of 2.5-opt-EEs. For this purpose, we consider samples of size 10, 100, and 1000 and we denote the algorithms 2.5-opt-EEs-10, 2.5-opt-EEs-100, and 2.5-opt-EEs-1000. The results are given in Figure 11 and Table 5 .
Let us first focus on the performance of 2.5-opt-EEs-100: from the results, we can observe that the percentage difference between the average cost of the solutions obtained 2.5-opt-EEs-100 and 2.5-opt-ACs exhibits a trend similar to the one observed on instances of size 300. However, the difference between the computation times of the two algorithms is very high. Regarding the time required to reach local optima, irrespective of the value of p, 2.5-opt-EEs-100 is approximately 2.3, 2.5 and 3 orders of magnitude faster than 2.5-opt-ACs, 1-shift and 2-p-opt, respectively. Concerning the average cost of local optima, 2.5-opt-EEs-100 achieves an average cost similar to that of 2.5-opt-ACs with the exception of p = 0.1, where the average cost of local optima obtained by 2.5-opt-EEs-100 is approximately 3% higher than that of 2.5-opt-ACs. However, 2.5-opt-EEs-100 completely dominates 1-shift and 2-p-opt.
Concerning the impact of the sample size on the performance of 2.5-opt-EEs, we can observe that the use of a large number of realizations, in our case M = 1000, is indeed very effective with respect to the cost of the local optima for low probability values. Even though this improvement is achieved at the expense of computation time, the total search time is relatively short when compared to the analytical computation algorithms. On the other hand, the use of few realizations, in our case M = 10, is less effective and does not significantly reduce the computation time. Concerning the average computation time, 2.5-opt-EEs-10 is faster than 2.5-opt-EEs--100 approximately by a factor of two, while 2.5-opt-EEs-1000 is slower than 2.5-opt-EEs-100 by a factor of four. Nonetheless, an important observation is that 2.5-opt-EEs-1000 is approximately 1.5 orders of magnitude faster than 2.5-opt-ACs. Concerning the average cost of local optima, 2.5-opt-EEs-10 is worse than the algorithms that use 100 and 1000 realizations; 2.5-opt-EEs-1000 is similar to 2.5-opt-EEs-100 and 2.5-opt-ACs with the exception of p = 0.1, where the average cost of the local optima obtained by 2.5-opt-EEs-1000 is approximately 3% lower than that of 2.5-opt-EEs-100 and is comparable with the one of 2.5-opt-ACs. The plots represent the cost of the solutions obtained by 2.5-opt-EEs-10, 2.5-opt-EEs-100, 2.5-opt-EEs-1000, 1-shift, and 2-p-opt normalized by the one obtained by 2.5-opt-ACs. Each algorithm is stopped when it reaches a local optimum. Note that the algorithms based on the analytical computation techniques do not produce meaningful results for p > 0.5 due to the numerical problem (for details, see Table 1 ). The algorithms based on the empirical estimation do not suffer from this problem. Table 5 : Experimental results for 2.5-opt-EEs-10, 2.5-opt-EEs--100, 2.5-opt-EEs-1000, 2.5-opt-ACs, 2-p-opt and 1-shift on clustered instances of size 1000. Each algorithm is allowed to run until it reaches a local optimum. The table gives mean and standard deviation (s.d.) of final solution cost and computation time in seconds. The results are given for 100 instances at each probability level. The symbol × indicates that the algorithms do not produce meaningful results due to the numerical problem (for details, see Table 1 ). The algorithms based on the empirical estimation do not suffer from this problem. 
2.5-opt-EEs-10 10849469 680716 0.370 0.017 2.5-opt-EEs-100 10809915 627073 0.446 0.024 2.5-opt-EEs-1000 10782974 669036
1.280 0.108 2.5-opt-ACs 
Experiments on sampling strategies
In this section, we present empirical results on several sampling strategies. For this study, we considered the following two alternatives in addition to the one adopted by 2.5-opt-EEs, which consists in using the same set of M realizations for all steps of the iterative improvement algorithm: (i) a set of M realizations is sampled anew each time an improved solution is found; (ii) a set of M realizations is sampled anew for each comparison. We denote the former 2.5-opt-EEs-ri, where ri stands for resampling for each improvement and the latter 2.5-opt-EEs-rc, where rc stands for resampling for each comparison. Note that the sample size is set to 100. We compare 2.5-opt-EEs-100-ri and 2.5-opt-EEs-100-rc with 2.5-opt-EEs-100. Moreover, 2.5-opt-ACs is included in the analysis as a reference. In 2.5-opt-EEs-100-ri and 2.5-opt-EEs-100-rc, for p = 0.1, the search cycles between solutions due to the high variance of the cost difference estimator. To avoid this problem, we implemented a mechanism that for p = 0.1 memorizes moves in order to reject them in successive search steps. The results on clustered instances with 300 nodes are given in Figure 12 .
The results clearly show that the strategies in which the set of realizations is changed for each improvement and for each comparison are less effective: 2.5-opt-EEs-100-ri and 2.5-opt-EEs-100--rc are dominated by 2.5-opt-EEs-100. Concerning the time required to reach local optima, 2.5-opt-EEs-100 is by approximately 0.5 and 2 orders of magnitude faster than 2.5-opt-EEs-100-ri and 2.5-opt-EEs-100-rc, respectively. Moreover, 2.5-opt-EEs-100-rc is slower than 2.5-opt-ACs by a factor of approximately five. Concerning the average cost of local optima, 2.5-opt-EEs-100 is similar to 2.5-opt-EEs-100-rc and 2.5-opt-EEs-100-ri; an exception is p = 0.1, where the poor solution cost of 2.5-opt-EEs-100-ri and 2.5-opt-EEs-100-rc is due to the cycling problem and to the operations performed in order to avoid it.
Experiments with iterated local search
In this section, we study the behavior of 2.5-opt-EEs and 2.5-opt-ACs embedded into iterated local search (ILS) (Lourenço et al., 2002) , a metaheuristic on which many state-of-the-art algorithms for the TSP are based (Hoos and Stützle, 2005) . We implemented a standard ILS algorithm that accepts only improving local optima and that uses a random double-bridge move for the perturbation of local optima. We denote the two algorithms (ILS versions) ILS-2.5-opt-EEs and ILS-2.5-opt-ACs, respectively. For ILS-2.5-opt-EEs, we use 100 and 1000 realizations; we denote these algorithms ILS-2.5-opt-EEs-100 and ILS-2.5-opt-EEs-1000. Note that the set of realizations is kept unchanged throughout the search.
The stopping criteria for the considered algorithms is the following: ILS-2.5-opt-ACs is run until it performs 25 perturbations and the time needed for completion is recorded; this time is then taken as the time limit for ILS-2.5-opt-EEs. The results on clustered instances with 1000 Experimental results on clustered homogeneous PTSP instances of size 300. The plots represent the average cost of the solutions obtained by 2.5-opt-EEs-100, 2.5-opt-EEs-100-ri, 2.5-opt-EEs-100-rc normalized by the one obtained by 2.5-opt-ACs. Each algorithm is stopped when it reaches a local optimum. Table 6 : Experimental results for ILS-2.5-opt-EEs-100, ILS-2.5-opt-EEs-1000, and ILS--2.5-opt-ACs on clustered instances of size 1000. The table gives mean and standard deviation (s.d.) of final solution cost and computation time in seconds. The results are given for 100 instances at each probability level. Note that the algorithms based on the analytical computation techniques do not produce meaningful results for p > 0.5 due to the numerical problem (for details, see Table 1 ). The algorithms based on the empirical estimation do not suffer from this problem. nodes are given in Figure 13 and Table 6 . Concerning the average cost of the solutions obtained, ILS-2.5-opt-EEs-100 is between 1% and 3% better than ILS-2.5-opt-ACs, except for p = 0.1, where the average cost of ILS-2.5-opt--ACs is approximately 1% lower than that of ILS-2.5-opt-EEs-100. On the other hand, ILS--2.5-opt-EEs-1000 outperforms ILS-2.5-opt-ACs for all values of p: the average cost reached by the former is between 1% and 4% lower than that of the latter.
The results of the comparison of ILS-2.5-opt-EEs-100 and ILS-2.5-opt-EEs-1000 show that the average cost reached by the latter is between 0.2% and 2% better than that of the former for p ≤ 0.2. Since the variance of the cost difference estimator is high at this probability range, the use of a large number of realizations results in a more precise estimator, which eventually leads to solutions of lower cost. Nevertheless, for p ≥ 0.3, the average cost of ILS-2.5-opt-EEs-100 is between 0.2% and 0.6% better than that of ILS-2.5-opt-EEs-1000. Since the variance of the cost difference estimator is low at this probability range, the use of 100 realizations instead of 1000 allows ILS-2.5-opt-EEs-100 to perform more iterations than ILS-2.5-opt-EEs-1000, which in turn results in solutions of lower cost.
Note that the observed differences between the algorithms are statistically significant according to a paired Wilcoxon test with p-values adjusted by Holm's method, with a confidence of 95%. Since all the p-values obtained from the pairwise comparisons are less than 2.2e-16, we do not present them in a table.
We also implemented another sampling strategy for the estimation-based ILS in which the set of realizations is sampled anew for each iteration of ILS (after each perturbation). However, the results did not show any significant difference from the one presented in this section.
Conclusions and Future Work
We introduced an estimation-based iterative improvement algorithm for the PTSP. The main novelty of our approach consists in using the empirical estimation techniques in the delta evaluation procedure. The proposed approach is conceptually simple, easy to implement, scalable to large instance sizes and can be applied to problems in which the cost difference cannot be expressed in The plots represent the cost of the solutions obtained by ILS-2.5-opt-EEs-100 and ILS-2.5-opt--EEs-1000 normalized by the one obtained by ILS-2.5-opt-ACs. Note that the algorithms based on the analytical computation techniques do not produce meaningful results for p > 0.5 due to the numerical problem (for details, see Table 1 ). The algorithms based on the empirical estimation do not suffer from this problem.
a closed-form. Moreover, we have shown that the TSP-specific neighborhood reduction techniques are also effective for the PTSP. Furthermore, we identified a major practical limitation in applying the current state-of-the-art iterative improvement algorithms to large PTSP instances. There are a large number of avenues for further research. The performance of the proposed approach is affected by the number of realizations considered. In this context, our future work will aim at developing adaptive sampling procedures that save computational time by selecting the most appropriate number of realizations with respect to the variance of the cost difference estimator.
Given the promising results obtained by the iterated local search presented in Section 5.5, further research will be devoted to assess the behavior of the proposed approach when used as an embedded heuristic in metaheuristics such as ant colony optimization and genetic algorithms.
From the application perspective, the estimation-based iterative improvement algorithms will be applied to more complex problems such as stochastic vehicle routing, stochastic scheduling, and TSP with time windows and stochastic service time.
