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Add-UCB-DPP-BBO Algorithm
We present four variants of Add-UCB-DPP-BBO in Algorithm 1. The algorithm framework is general in that, one can plug in other acquisition and quality functions other than UCB to get different algorithms.
Additional experiments
In this section, we provide more details in our experiments.
Optimization of the Acquisition Functions
We decompose the acquisition function into M subacquisition functions, one for each part, and optimize those separately. We randomly sample 10000 points in the low dimensional space, and then choose the one with the best value to start gradient descent in the search space (i.e. the range of the box on R |Am| ). In practice, we observe this approach optimizes low-dimensional (< 5 dimensions) functions very well. As the number of dimensions grows, the known difficulties of high dimensional BO (and global nonconvex optimization) arise.
Effectiveness of Decomposition Learning
Recovering Decompositions In Table 4, Table 2 and  Table 3 , we show three quantities which may imply the quality of the learned decompositions. The first quantity , reported in Table 4 , is the Rand Index of the decompositions learned by Gibbs sampling, namely,
. The second quantity, reported in Table 2 , is the probability of two dimensions being correctly grouped together by Gibbs sam- pling in each iteration of Gibbs sampling after the burn-in period, namely,
. The third quantity, reported in Table 3 , is the probability of two dimensions being correctly separated by Gibbs sampling in each iteration of Gibbs sampling after the burn-in period, namely,
Sensitivity Analysis for α Empirically, we found that the quality of the learned decompositions is not very sensitive to the scale of α (see Table 4 ), because the log data likelihood plays a much more important role than log(|A m |+α) when α is less than the total number of dimensions. The reported results correspond to alpha = 1 for all the partitions.
BO for Synthetic Functions
We show an example of a 2 dimensional function component in the additive synthetic function in Fig. 1 . Because of the numerous local maxima, it is very challenging to achieve the global optimum even for 2 dimensions, let alone maximizing an additive sum of them, only by observing their sum. The full results of the simple and cumulative regrets for the synthetic functions comparing Add-GP-UCB with known additive structure (Known), no partitions (NP), fully partitioned with one dimension for each group (FP) and the following methods of learning partition: Gibbs sampling (Gibbs), random sampling the same number of partitions sampled by Gibbs and select the one with the highest data likelihood (PL-1), random sampling 5 partitions and select the one with the highest data likelihood (PL-2) are shown in Fig. 3 . The learning was done every 50 iterations, starting from the first iteration. For D = 20, 30, it is quite obvious that when a new partition is learned from the newly observed data (e.g. at iteration 100 and 150), the simple regret gets a boost.
BO for Real-world functions In addition to be 14 parameter robot pushing task, we tested on the walker function which returns the walking speed of a three-link planar bipedal walker implemented in Matlab (Westervelt et al., 2007) . We tune 25 parameters that may influence the walking speed, including 3 sets of 8 parameters for the ODE solver and 1 parameter specifying the initial velocity of the stance leg. To our knowledge, this function does not
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either randomly or by maximizing UCB (quality function) without replacement to get {x i } i∈ [B−1] Observe (noisy) function values for {x i } for i ∈ {0, . . . , B − 1}. end for 0.98 ± 0.00 0.98 ± 0.00 0.98 ± 0.01 0.98 ± 0.00 0.98 ± 0.01 100 0.99 ± 0.00 0.99 ± 0.00 0.99 ± 0.00 0.99 ± 0.00 0.99 ± 0.00 have an additive structure. The regrets of each decomposition learning methods are shown in Fig. 2 . In addition to Gibbs, we test learning decomposition via constrained Gibbs sampling (Gibbs-L), where the maximum size of each group of dimensions does not exceed 2. Because the function does not have additive structure, Gibbs performed poorly since it groups together many dimensions of the input. As a result, its performance is similar to that of no partition (NP). However, Gibbs-L appears to learn a good decomposition with the group size limit, and manages to achieve a slightly lower regret than other methods. Gibbs, PL-1, PL-2 and FP all performed relatively well in for this function, indicating that using the additive structure may benefit the BO procedure even if the function itself is not additive.
Diverse Batch Sampling
In Fig. 4 , we show the full results of the simple and the cumulative regrets on the synthetic functions described in Section 5.2 of the paper. Figure 2 . Simple regret of tuning the 25 parameters for optimizing the walking speed of a bipedal robot. We use the vanilla Gibbs sampling algorithm (Gibbs) and a Gibbs sampling algorithm with partition size limit set to be 2 (Gibbs-L) to compare with partial learning (PL-1, PL-2), no partitions (NP), and fully partitioned (FP). Gibbs-L performed slightly better than PL-2 and FP. This function does not have an additive structure, and as a result, Gibbs does not perform well for this function because the sizes of the groups it learned tend to be large . Averaged Cumulative Regret Simple Regret Figure 3 . The simple regrets (rt) and the averaged cumulative regrets (Rt) and for Known (ground truth partition is given), Gibbs (using Gibbs sampling to learn the partition), PL-1 (randomly sample the same number of partitions sampled by Gibbs and select the one with highest data likelihood), PL-2 (randomly sample 5 partitions and select the one with highest data likelihood), FP (fully partitioned, each group with one dimension) and NP (no partition) on 10, 20, 50 dimensional functions. Gibbs achieved comparable results to Known. Comparing PL-1 and PL-2 we can see that sampling more partitions did help to find a better partition. But a more principled way of learning partition using Gibbs can achieve much better performance than PL-1 and PL-2. 
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Figure 4. The simple regrets (rt) and the averaged cumulative regrets (Rt) on synthetic functions with various dimensions when the ground truth partition is known. Four batch sampling methods (Batch-UCB-PE, Batch-UCB-DPP, Batch-UCB-PE-Fnc and Batch-UCB-DPP-Fnc) perform comparably well and outperform random sampling (Rand) by a large gap.
