In this paper, the authors investigate the internal estimator of nonparametric regression with dependent data such as α-mixing. Under suitable conditions such as the arithmetically α-mixing and E|Y 1 | s < ∞ (s > 2), the convergence rate
for known density f (·). The term 'internal' stands for the fact that the factor
is internal to the summation, while the estimator m NW (x) has the factor
externally to the summation.
The internal estimator was first proposed by Mack and Müller []. Jones et al.
[] studied various kernel-type regression estimators, including introduced the internal estimator (.). Linton and Nielsen [] introduced 'integration method' , based on direct integration of initial pilot estimator (.). Linton and Jacho-Chávez [] studied the two internal nonparametric estimators with the estimator similar to estimator (.) but in place of an unknown density f (·), a classical kernel estimator f (x) = n - n i= K h (x -X i ) is used. Much work has been done for the kernel density estimation. For example, Masry [] gave the recursive probability density estimation for a mixing dependent sample, Roussas et al. [] and Tran et al. [] investigated the fixed design regression for dependent data, Liebscher [] studied the strong convergence of sums of α-mixing random variables and gave its application to density estimation, Hansen [] obtained the uniform convergence rates for kernel estimation with dependent data, and so on. For more work as regards kernel estimation, we can also refer to [-] and the references therein.
Let ( , F, P) be a fixed probability space.
Recently, Shen and Xie [] obtained the strong consistency of the internal estimator (.) under α-mixing data. In their paper, the process is assumed to be geometrically α-mixing sequence, i.e. the mixing coefficients α(n) satisfy α(n) ≤ β  e -β  n , where β  >  and β  > .
They also supposed that the sequence {Y n , n ≥ } is bounded, as well as the density f (x) of X  . Inspired by Hansen [], Shen and Xie [] and other papers above, we also investigate the convergence of the internal estimator (.) under α-mixing data. The process is supposed to be an arithmetically α-mixing sequence, i.e. the mixing coefficients α(n) satisfy α(n) ≤ Cn -β , C > , and β > . Without the bounded conditions of {Y n , n ≥ } and the density f (x) of X  , we establish the convergence rate and uniform convergence rate for the internal estimator (.). For the details, please see our results in Section . The conclusion and the lemmas and proofs of the main results are presented in Section  and Section , respectively. Regarding notation, for x = (x  , . . . ,
. . , denote some positive constants not depending on n, which may be different in various places. x denotes the largest integer not exceeding x. → means to take the limit as n → ∞, P − → means to convergence in probability. X d = Y means that the random variables X and Y have the same distribution. A sequence {X n , n ≥ } is said to be of second-order stationarity if (X  , X +k )
Results and discussion

Some assumptions
from a second-order stationary stochastic sequence. The sequence {(X n , Y n ), n ≥ } is also assumed to be arithmetically α-mixing with mixing coefficients α(n) such that
where A < ∞ and for some s > 
The known density f (·) of X  is upon its compact support S f and it is also assumed that inf x∈S f f (x) > . Let B  be a positive constant such as
where B  is a positive constant and f j (x  , x j+ ) denotes the joint density of (X  , X j+ ).
Assumption . There exist two positive constantsK >  and μ >  such that
is twice differentiable and there exists a positive constant b such that
The kernel density function K(·) is symmetrical and satisfies
Assumption . The kernel function satisfies the Lipschitz condition, i.e. 
Remark
Main results
First, we investigate the variance bound of estimator m n (x). For  ≤ r ≤ s and
,K , and μ are defined in Assumptions . and ..
Theorem . Let Assumption . and Assumption . be fulfilled. Then there exists a
< ∞ such that for n sufficiently large and
As an application to Theorem ., we obtain the weak consistency of estimator m n (x).
Corollary . Let Assumption . and Assumption . be fulfilled and K(·) be a density function. For x ∈ S f , m(x) is supposed to be continuous at x. If nh
Next, the convergence rate of estimator m n (x) is presented.
Theorem . For  < θ <  and s > , let Assumptions .-. hold, where the mixing exponent β satisfies
Denote a n = ln n nh d and take
Third, we now investigate the uniform convergence rate of estimator m n (x) and its convergence over a compact set. Let S f be any compact set contained in S  f .
Theorem . For  < θ <  and s > , let Assumptions .-. be fulfilled, where the mixing exponent β satisfies
Suppose that Assumption . is also fulfilled. Denote a n = ln n nh d and take
Discussion
The 
, and β > s- s- , then we choose h = n -/ in Theorem . and establish the uniform convergence rate . In this paper, we do not need the bounded conditions of {Y n , n ≥ } and f (x) of X  , and we also investigate the convergence of the internal estimatorm n (x). Under some weak conditions such as the arithmetically α-mixing and E|Y  | s < ∞, s > , we establish the convergence rate in Theorem . such as | m n (x) - 
Lemma . (Liebscher [], Proposition .) Let {X n , n ≥ } be a stationary α-mixing sequence with mixing coefficient α(k). Assume that EX i =  and |X i | ≤ S < ∞, a.s., i = , , . . . , n. Then, for n, m ∈ N ,  < m ≤ n/, and all ε > ,
where
Lemma . (Shen and Xie
For any  ≤ r ≤ s and s > , it follows from (.) and (.) that
For j ≥ j * , by (.), one has
Define the covariances γ j = Cov(Z  , Z j+ ), j > . Assume that n is sufficiently large so that h -d ≥ j * . We now bound the γ j separately for j ≤ j * , j * < j ≤ h -d , and h -d < j < ∞. First, for  ≤ j ≤ j * , by the Cauchy-Schwarz inequality and (.) with r = ,
, in view of (.) (r = ) and (.), we establish that
Third, for j > h -d , we apply Lemma ., (.) and (.) with r = s (s > ) and we thus obtain
Consequently, in view of the property of second-order stationarity and (.)-(.), for n sufficiently large, we establish
where the final inequality uses the fact that
Thus, (.) is completely proved. 
Proof of Corollary . It is easy to see that
Obviously, we have
(  .  ) Combining Markov's inequality with (.), one has
It can be seen that
Similar to the proof of (.), it can be argued that
n and using (.), h = n -θ/d , and Lemma . with ε = a n n, we obtain for n sufficiently large
, s- s- }, and
< . Consequently, by (.), (.), (.), and Lemma ., we establish the result of (.).
Proof of Theorem . We use some similar notation in the proof of Theorem .. Obviously, one has
By the proof of (.) of Shen and Xie [], we establish that
It follows from the proof of (.) that 
Taking v n = τ n h d+ a n + , we obtain 
