n e w s a n d v i e w s n e w s a n d v i e w s n e w s a n d v i e w s This demonstration is perhaps the clearest yet in a line of argument that has widespread implications for how we think about neural processing at a systems level. For over half a century, researchers have debated between two extreme models of neural processing. Functional specialization suggests that individual brain regions have responsibilities for precise aspects of neural processing. Functional integration argues that information processing occurs through complex interactions of many brain regions. This debate has been reinvigorated following recent advances in brain imaging 9 . It is perhaps appropriate that the current study focuses on the inferotemporal cortex, the center of the most heated debate [11] [12] [13] [14] , but what is most notable about this line of research is that it uses the logic of functional integration to predict functional specialization, providing a clear bridge between these two extreme positions.
This study also raises important questions about how we design experiments and interrogate our neural data. Single-unit physiologists place their electrodes according to anatomical landmarks. Imagers align functional responses across subjects on the basis of brain geometry alone. Surgeons implant stimulating electrodes on the basis of coordinates from group activation studies or successful implants in other individuals. In all of these cases, it is now clear that measurements of brain connectivity would account for an important source of variability 15 . Saygin et al. 3 bring this concept into sharp focus for brain imaging data. By mapping onto a purely spatial template, we lose a great deal of detail that is present in individual responses, and we are left to interpret only the spatial peaks that are consistent across subjects. Saygin et al. 3 show that key details are The authors measured face selectivity in a cohort of subjects and, subsequently, collected diffusion-weighted magnetic resonance images to infer probabilistic connections. In each imaging voxel in the inferior temporal cortex, they inferred connection probabilities to a set of predefined target regions and tried to establish a relationship between these connections and face selectivity. For example, face-selective voxels might, on average, have strong connections to specific prefrontal and parietal regions, but nonselective voxels might have denser connections to regions in the cingulate or somatosensory cortices. To test whether this is the case, Saygin et al. 3 used the set of connection probabilities as predictors in a linear model fitted to the map of face selectivity. Each target brain area received a regression weight that revealed the extent to which its connections predict face selectivity in inferotemporal voxels. These weights are of course exactly what we have been looking for: a model for how brain connections influence face selectivity. They tell us which Underground connections are associated with bankers and which with tourists.
The important question is, given a new subject, can we use this model to predict the functional responses? More precisely, is function better predicted by the connections than by spatial or geometrical features of the tissue? Connection strengths decay exponentially with distance 10 , making these geometric controls crucial. The authors performed a number of tests to confirm that this is indeed the case. For example, the connectivity weights for a new individual predicted functional details that were lost in the spatial group average, but could be seen in the individual's response. Such details could not be predicted by linear models that only consider geometric features of target regions. Individual differences in function are indeed predicted by individual differences in connectivity.
retained if we choose a template that is not spatial, but is instead connectional.
These results come at a time when systemslevel brain connectivity is at the forefront of many neuroscientists' minds. Major funding efforts in both the US (http://www. humanconnectome.org/) and Europe (http:// www.brain-connect.eu/) aim to make substantial improvements in in vivo techniques for measuring regional brain connections, and in understanding their effect on neural processing. Saygin et al.'s findings 3 are a clear demonstration of the importance of such endeavors and should pave the way for studies investigating the intricate interaction of structure and function across a wide range of neural processes.
wiring visual circuits, one eye at a time
Rana N El Danaf & Andrew D Huberman
A study uses light-gated ion channels to control the activity of neurons in each eye, thereby revealing how the timing of neuronal firing dictates whether visual circuits segregate from one another or stay mixed.
The most famous circuits in the brain are the ones representing the eyes. Every neuroscience student is taught Sperry's classic eye-rotation experiments that showed how neighboring cells in the retina project to neighboring portions of their targets, and their chemical affinity for one another 1 . Every card-carrying neuroscientist is also expected to know the work of Hubel and Wiesel that showed that axons representing the two eyes are segregated into non-overlapping domains in the dorsal lateral geniculate nucleus (dLGN) and visual cortex 2 . Given the prominence of these findings, it is not surprising that ever since Sperry, Hubel and Wiesel shared the Nobel Prize 30 years ago, retinotopic and eye-specific maps have been premier models for exploring how the brain wires up during development.
Three sets of findings in this field have been replicated many times and therefore stand as undisputed facts. First, the output neurons of the eyes, called retinal ganglion cells (RGCs), connect diffusely with their targets and then npg n e w s a n d v i e w s mice asynchronously. Among the asynchronous group, different cohorts of mice received stimulation with temporal offsets ranging from 20 to 200 milli seconds. The critical time window turned out to be ~100 milliseconds: if the offset was less than 100 milliseconds, RGC axons desegregated, whereas if the offset was longer than 100 milliseconds, RGC axons did not alter their connections. These experiments are reminiscent of earlier studies that used electrical stimulation of the optic nerves to modulate ocular dominance column plasticity in cats 10 . The new study from Zhang et al. 7 is unprecedented, however, because it defines the exact timing requirements for maintaining eye-specific segregation.
What are the activity-based rules for driving the initial segregation of eye-specific connections in the brain? In the mouse, axons from refine their axons into retinotopic and eyespecific connections. Second, both retinotopic and eye-specific connections undergo refinement before visual experience. Third, RGCs spontaneously fire action potentials during the period of retinotopic and eyespecific mapping, and drugs or genetic mutations that alter those firing patterns tend to perturb RGC axon refinement 3 . Those three sets of facts aside, there is surprisingly little consensus about the activity-dependent mechanisms that instruct retinotopic and, especially, eye-specific mapping. It is still unclear, for instance, whether or not cortical ocular dominance columns develop by pruning and refinement, and whether RGC activity influences that process [3] [4] [5] [6] . And although it is generally accepted that both guidance molecules and spontaneous activity are important for retinotopic and eye-specific targeting 3 , which aspects of that activity are essential remains hotly contested-to the point where some have argued that activity plays merely a permissive, secondary role to guidance molecules 3, 4, 6 .
Fortunately, the crucial experiments needed to resolve these issues and drive the field forward have become clear. To understand whether and how spontaneous retinal activity instructs the layout of visual maps, it is necessary to systematically control patterns of activity in each eye and then carefully examine how those activity patterns influence the development of RGC connections in the brain. In this issue of Nature Neuroscience, Zhang et al. describe those long-awaited experiments 7 and, in doing so, provide several insights into how the relative timing of action potentials influences visual circuit wiring.
The authors used a mouse line expressing Channelrhodopsin-2 (ChR2) in RGCs 8 and flashed blue light into the eyes of the mice to stimulate RGC firing (Fig. 1) . The authors confirmed that blue light flashes induced RGC spiking by recording RGC responses in vitro. They also beautifully confirmed that the flashinduced action potentials were communicated from RGCs to postsynaptic target neurons, by monitoring calcium transients of neurons in the superior colliculus in vivo.
Once they had control over neural activity in the developing retina, Zhang et al. 7 were positioned to carry out some key experiments to test the long-standing notion that 'neurons that fire together, wire together'. First, they alternated the timing of RGC firing in the left and the right eyes and evaluated how this manipulation modulated the pattern of RGC connections in the superior colliculus. Their first set of experiments used mice at postnatal day 9, an age when eye-specific segregation is mostly completed in mice 9 . However, synchronous stimulation of the eyes for 12 hours a day caused RGC axons to revert to an intermingled state. In contrast, asynchronous stimulation had no effect; the axons remained separated in the superior colliculus. Those results suggest that shortly after eye-specific sorting occurs, RGC axons are still malleable, but only in one direction. This phenomenon seems to have a critical period, because when the same experiments were done starting at postnatal day 14, no rewiring was observed.
The authors knew they were onto something interesting, but they wanted to pinpoint the exact parameters needed to maintain ocular segregation. Therefore, they stimulated the eyes of some mice synchronously (0 millisecond offset), and stimulated the eyes of other 4, 5 . Who instructs and how many signals are required? A new study by Endo et al. 6 now reveals an example of how a surprisingly minimalistic reiterative use of Notch, the 'fate generator' , can specify diverse olfactory neurons, including the determination of olfactory receptor choice and axonal target selection. To Notch aficionados this may sound like the same old song: Notch does it all. However, these findings 6 describe a surprising molecular mechanism and an intriguing manner in which Notch target activity can be changed without directly altering the Notch pathway itself. Drosophila ORNs are derived from single sensory organ precursor (SOP) cells via asymmetrical clonal cell divisions directed by the canonical Notch pathway 7 . In their search to better understand how a single progenitor and perhaps even to ocular dominance columns in cortex.
Another important question that Zhang et al. 7 addressed is whether the activity-based timing rules they discovered could be used to fix miswired visual connections. To address this, the authors turned to the β2 nicotinic acetylcholine receptor knockout (Chrnb2 -/-) mouse 3, [12] [13] [14] . The patterns of spontaneous RGC firing in Chrnb2 -/-mice remain contested 6, 13, 14 , but everyone agrees that Chrnb2 -/-mice have blurred retinotopy and abnormal eye-specific segregation in the superior colliculus and dLGN 3, 13 . By crossing the ChR2 mice to Chrnb2 -/-mice, Zhang et al. 7 discovered that early asynchronous activation of the two eyes greatly improved ocular segregation in the brains of ChR2;Chrnb2 -/-mice. Thus, by identifying the key parameters for normal activity-dependent refinement, Zhang et al. 7 also tapped into regimes that can rewire and rescue visual circuits.
The results of Zhang et al. 7 lend new understanding in the field of visual circuit development. They also open up several new avenues for research. For example, now that the timing rules for eye-specific segregation are known, one can quantitatively address which features of naturally occurring spontaneous activity, such as those characteristic of retinal waves 3, 13, 14 , are important for visual mapping. Using the ChR2-based approach in conjunction the two eyes sort out largely during the first postnatal week 9 , so Zhang et al. 7 injected the eyes of newborn wild-type mice with a virus encoding ChR2. Four days later, those mice expressed ChR2 in a subset of RGCs, rendering them vulnerable to blue light-induced activation. The authors then asked how synchronous versus asynchronous stimulation affects early RGC axon refinement. The results were clear: pulsing both eyes at the same time disrupted the emergence of eye-specific connections in the brain, whereas pulsing the eyes asynchronously actually enhanced it (Fig. 1) . Collectively, these data support the model of activity-dependent segregation put forth by Shatz and co-workers 11 . Indeed, the results of Zhang et al. 7 stand as clear evidence for 'fire together, wire together' in the context of early visual circuit wiring.
Most previous studies that focused on eyespecific segregation did so in the dLGN 3, 9 . Accordingly, the authors also tested whether the activity-based timing rules they saw in the superior colliculus also apply for RGC inputs to the dLGN. Indeed, the same rules applied 7 .
At some level, this is surprising given that RGC inputs to the superior colliculus mature earlier than RGC inputs to the dLGN 12 . These results suggest that the temporal constraints on activity-dependent refinement may apply broadly across different visual targets, with genetic tools to alter synaptic transmission 15 , one could also test how the activity of target neurons contributes to the plasticity rules that drive axon segregation. In the meantime, the results of Zhang et al. 7 indicate that the field of visual circuit development first defined by Sperry, Hubel and Wiesel more than four decades ago is headed into a new era in which the essential features of activitydependent wiring will be understood.
When it comes to the complexity of cell fate choice, it is hard to beat olfactory receptor neurons (ORNs). In mammals, ORNs will choose to express one of over 1,000 olfactory receptors [1] [2] [3] . But even the seemingly simpler scenario of specifying some 60 different ORNs in Drosophila poses an intriguing conceptual and numerical challenge in fate cell can give arise to different classes of ORN under the same Notch instructive cue, Endo et al. 6 found that Notch is involved in four successive and stereotyped cell divisions of a single sensory precursor cell in the Drosophila olfactory system, generating two, three or four different olfactory neurons in any given sensillum, of which there are some 21 different types in adult flies. It has been clear for a long time that Notch controls asymmetric division of the SOP cells generating two different intermediate precursor cells, termed pIIa and pIIb, with high and low Notch activity, resulting in non-neuronal and neuronal precursors, respectively 7 (Fig. 1) . In the olfactory lineage, the neuronal intermediate precursor cell divides again asymmetrically (also in a Notch-dependent fashion), generating a second generation of intermediate precursor npg
