ABSTRACT. This paper establishes sufficient conditions for the vanishing of the homology and cohomology groups of an associative algebra with coefficients in a two-sided module.
Introduction.
Algebraic homology and cohomology theory may be considered an extension of ordinary representation theory. Certain problems of the latter discipline initially motivated the definition of low-dimensional cohomology groups which subsequently was generalized to arbitrary dimension (cf. [2, 8] ). The theory of derived functors set forth by Cartan and Eilenberg in [2] provided the appropriate unifying concept for the various ramifications of cohomology theory and also layed the foundation for the study of homology groups.
Among the most notable applications of cohomology theory are Weyl's Theorem for finite-dimensional semisimple nonmodular Lie algebras, the theorem concerning the complete reducibility of finite-dimensional modules of compact topological groups as well as Maschke's theorem. The proofs of these classical results are primarily based on certain averaging techniques which produce central elements whose action forces the vanishing of the pertinent homology and cohomology groups. This paper is concerned with various generalizations of the above-mentioned classical vanishing theorems. It is conceivable that our new results may be applicable in some nonclassical contexts, notably in the cohomology theory of modular and Zgraded Lie algebras of arbitrary dimension.
In § §3 and 4 we present, in accordance with the philosophy of the theory of algebraic complexes, a treatment of the most general case, namely the homology and cohomology of associative algebras. The third section establishes conditions for the vanishing of cohomology groups of an associative algebra A in terms of the action of the enveloping algebra Ae on the A-bimodule M. By emphasizing the role of central elements of the augmentation ideal, this approach naturally extends previous results (cf. [6, Theorem 1.2; 7, Proposition C 6]). The methods of §4 sharply contrast those employed in §3. The algebra A is considered a Lie algebra which operates on Hn(A,M) in a natural fashion. In particular, we shall demonstrate that the results of [6] retain their validity if one utilizes elements that act locally nilpotently on A via their adjoint representation. Incidentally, the above mentioned Lie action appears to be useful in the study of restricted cohomology groups which hitherto were not amenable to methods from ordinary Lie cohomology theory.
The last two sections deal with some of the numerous specializations of the general theory (homology of groups and restricted homology of restricted Lie algebras have been left out of account). With regard to the theory of Lie algebras we give generalizations of results due to D. Barnes [1] and also discuss more recent work by Dzhumadil'daev [5] .
Preliminaries.
Let A be an associative algebra (not necessarily with identity) over a field F. An A-bimodule M is an .F-vector space with two bilinear operations (left and right) which, aside from satisfying the usual requirements, commute, i. respectively. The differentiation operator 6, which has degree -1 on C~ (A, M) and degree 1 on C+(A,M), is given by the following formulas (cf. [2, 8] ).
as well as
We adopt the customary notation (60 -é_1 = 0) and define Zn Hochschild showed in [8] that the operations (a * f)(a') := a ■ f(a') and (/ * a)(a') := f(aa') -f(a)a' give Cl(A,M) the structure of an A-bimodule such Note that equation (*) entails
Suppose that n > 1 and assume d" o pi™~ + pi™-' o dn-X = 6an~ holds. We then obtain by employing (1) and (4) consecutively:
-lln)opan-V+T¡;n-Vodnopa"-» as well as
Consequently, identity (2) yields d^opi-íorí-^+pi-^od^or'"-1)
= e)or6(-1).
This readily yields the assertion. Ü Throughout the remainder of this section we shall be concerned with the transfer of (2.1) to the homology and cohomology groups of the algebra A. Let M be an A-bimodule. The mappings 7a and pa of C+(A,M) corresponding to pa and 9a, respectively, are defined as follows:
The identification given on p. 175 of [2] then yields in combination with (2.1) the following identity (cf. (1.1) of [6] ). We put r_i = 0 and note that
Since, as was remarked earlier, pi") and 6a are homomorphisms of Ae-modules we may form the mappings idjv/®AePa and idM ^>Ae6an ■ An elementary computation then reveals the validity of
Now let n > 0. Proposition 2.1 yields
By applying Yn to this identity, one obtains For an element u 6 CAe(ipe(Be)) we let /" denote the left multiplication on Hn(B,M) effected by u. The canonical augmentation map Ae -> A which sends ax ® a2 to aia2 will be designated by r.
The following result generalizes (1.2) of [6] and Proposition C.6 of [7, p. 325 ].
THEOREM 3.1. Let M be an A-bimodule and suppose that ue{kerr)nCA*(<pe(Be)).
Then the following statements hold:
(1) í"oíJ=0Vn>0. Thus, we obtain
Hence la®i-i®a ° F£ = 0. Next, we write u = Y!¡=i ui ® u\', «»>«i € CA(<p(B)).
As u lies in kerr, we have u = X)J=1(1 ® «i)(ut ® 1 -1 ® ut). Then PROOF. We shall only verify the statements concerning the homology groups. Assertion (1) directly follows from (3.2) by considering <p = id^ (A = B) and observing that FndA -idHnrAtM). If M is irreducible as an A-bimodule, it is irreducible as a right Ae-module. If M • P ^ 0, then there is u 6 P such that m -> m ■ u is nontrivial.
Since the kernel and the image of this mapping are submodules of M the irreducibility of M ensures that u acts invertibly on M. Hence (1) applies. D Now suppose that M is finite dimensional and let Q c P be a subalgebra (without identity). We consider the Fitting decomposition of M relative to the abelian Lie algebra Q: M = M0(Q)® MX(Q) (cf. [10, 11] ). In contrast to the preceding section where associative operations were employed, we will now assume a more Lie theoretic point of view. This approach will yield another generalization of the results of [6] and [7] . We begin with some elementary observations from linear algebra.
DEFINITION. Let V be an F-vector space. A linear mapping x: V -► V is said to be locally nilpotent if for every v eV there is n(v) £ N such that xn^(v) -0. A sequence (fn)n>o of linear mappings from V to W is called summable if for every v eV there is n(v) £ N such that fn(v) = 0 Vn > n(v).
If (fn)n>o is summable, then ^2n>0fn{v)
is defined for every v £ V. In particular, (xn)n>o is summable if x is locally nilpotent.
It follows that id^ -x is invertiblc. Then Po(S) is a finite-dimensional A-bimodule on which the Lie set S acts nilpotently. Let L := (S) denote the Lie subalgebra of A" which is generated by S. Theorem 1.3.1 of [11] ensures that L acts nilpotently on Pq(S). 
for every left or right L-module M.
We shall now illustrate, as mentioned earlier, that certain conditions of (3.1) and (4.7) may not be weakened.
Let L be a finite-dimensional semisimple Lie algebra over a field F of characteristic 0. As is well known, L possesses a nondegenerate Killing form. The corresponding Casimir element u lies in the center of U(L)+. We let U(L) (and thereby L) act on U(L) and U(L)+ by left multiplication.
As U(L) is free of zero divisors u acts injectively on both of these spaces. like the scalar Sx(x)p -S2(x)p. The assertion therefore is a consequence of (4.4). G
