Whole-genome search of genes is an essential approach to dissecting complex traits, but a marginal one-single-nucleotide polymorphism (SNP)/one-phenotype regression analysis widely used in current genome-wide association studies fails to estimate the net and cumulative effects of SNPs and reveal the developmental pattern of interplay between genes and traits. Here we describe a computational framework, which we refer to as two-side high-dimensional genome-wide association studies (2HiGWAS), to associate an ultrahigh dimension of SNPs with a high dimension of developmental trajectories measured across time and space. The model is implemented with a dual dimension-reduction procedure for both predictors and responses to select a sparse but full set of significant loci from an extremely large pool of SNPs and estimate their net timevarying effects on trait development. The model can not only help geneticists to precisely identify an entire set of genes underlying complex traits but also allow them to elucidate a global picture of how genes control developmental and dynamic processes of trait formation. We investigated the statistical properties of the model via extensive simulation studies. With the increasing availability of GWAS in various organisms, 2HiGWAS will have important implications for genetic studies of developmental compelx traits.
Introduction
Despite their extraordinary importance to agriculture, biology and biomedicine, we still know only a little about the genetic control mechanisms of quantitative traits. A general view evidently made from both biometrical analysis [1] [2] [3] and molecular dissection [4, 5] is that most quantitative traits are polygenic, involving a large unknown number of genes, each usually with an effect too small to be detected. Genome-wide association studies (GWAS) emerging from the advent of high-throughput single-nucleotide polymorphism (SNP) genotyping techniques have provided a powerful means of identifying a complete set of genes underlying complex traits, their number, their chromosomal positions and their actions and interactions. So far, through GWAS, thousands of genetic variants have been characterized for a wide range of complex traits or diseases from cancer to drug response to human body height [6] [7] [8] [9] . However, conventional approach for analyzing GWAS data is to associate a single SNP with a single phenotype at a time, which limits the precise estimation of the collective contribution of all SNPs. It is still far away, therefore, from our original expectation that significant loci discovered from GWAS are used to build a predictive model of disease risk or trait performance for humans and other species [10, 11] .
Our effort to understand the genetic architecture of complex traits is also challenged by the dynamic pattern of phenotypic traits. In real life, no trait can be formed instaneously, rather its formation undergoes a series of developmental processes that accumulatively determine the end-point phenotype [12] . In many other situations, phenotypic performance can be better described by a dynamic process; e.g. milk production assessment on a daily basis as a breeding trait for dairy cattle [13] and the repeated measurement of a patient's response to a series of doses of medication to determine an optimal design of drug delivery [14] . Approaches for dissecting phenotypic variation at static points are too simple to capture the developmental and dynamic complexity of traits or diseases. Biologists and biomedical researchers are increasingly aware of the importance of linking development with phenotypic variation simply because gene-induced phenotypes require time to form and build.
In this study, we develop a high-dimensional varyingcoefficient model to chart a complete picture of the genetic architecture of complex traits that are dynamically expressed on a time-space scale. The idea of using high-dimensional variable selection models to simultanesouly analyze thousands and thousands of SNPs based on a much smaller sample size is not new. Li et al. [15] developed a LASSO-based Bayesian algorithm to find and estimate the most significant loci that contribute to phenotypic variation from a big pool of SNPs. By incorporating sure independence screening (SIS) into a GWAS setting, Ueki and Tamiya [16] developed a procedure to make an exhaustive search for genome-wide gene-gene interactions using SNPs. The molecular dissection of complex traits as a dynamic trajectory is not new either. Ma et al. [17] have for the first time incorporated the developmental principles underlying trait formation into a mixture-model framework to map dynamic quantitative trait loci (QTLs) in a segregated population from controlled crosses. A dynamic approach resulting from this incorporation, known as functional mapping, has been applied to a wide spectrum of growing biological areas, such as phenotypic plasticity, allometry and pharmacology [18] [19] [20] [21] .
However, integrating all SNPs and functional mapping to systematically search for loci for developmental processes has not been explored thus far. This integration can not only construct a precise developmental genotype-phenotype map that cannot be produced separately by each approach, but also contains sophistication and challenges in technical development. First, such integration needs the resolution of how significant predictors can be chosen from a high-dimensional pool of SNPs under the sparsity assumption. Many statisticians have made tremendous effort to improve computational expediency, statistical accuracy and algorithmic stability in high dimensionality [22] [23] [24] [25] [26] [27] [28] . Second, given that phenotypic data are observed in a longitudinal time series, a step of embedding the multiple response structure in a biologically meaningful way is essential. One appealing method for addressing these challenges is to develop a two-stage screening procedure for genome-wide functional mapping. In the first stage, spurious SNPs are filtered out by a fast and efficient marginal screening criterion to reduce the original dimension to a moderate scale. In the second stage, the sparse model is recovered using a penalized regression technique, from which one can determine all possible significant SNPs and estimate their net genetic effects on trait development.
To the end, the new model, named two-side highdimensional genome-wide association studies (2HiGWAS) as per its property, is equipped with a capacity to precisely characterize an entire set of genetic actions that impact on the phenotypic variation of complex traits throughout their underlying developmental processes. It presents one of the first attempts to implement the cutting edge of statistical models to a GWAS setting to address the fundamental biological question of how genes regulate growth and development in a quantitative manner, which cannot be answered by conventional GWAS approaches. To demonstrate statistical properties and relevance of the new model, we conducted simulation studies by using a range of effect-size distributions that are consistent with discoveries from previous genetic studies. The simulation focuses on the validation of how the model can correctly detect SNP actions for dynamic traits. We studied the relationship between sample size, SNP number and the number of time points for repeated measures.
The statistical performance of 2HiGWAS
The new model 2HiGWAS is based on a two-stage analytical procedure, i.e. dimension reduction by prescreening and predictor selection through penalized regression. We evaluated its statistical performance through Monte Carlo simulation.
Data structure
Suppose there is a GWAS design derived from a controlled cross or a natural population, in which there are three genotypes at each SNP. Let p denote the number of SNPs, n denote the number of subjects and M denote the number of even-spaced time points at which each subject is measured for a phenotypic trait. We conducted simulation studies under different conditions, including different sample sizes (n ¼ 200, 400, 1000), different SNP numbers (p ¼ 10 000, 100 000) and different time points (M ¼ 10, 20) . Given below is the basic information that is used to simulate the data of a developmental trait according to these conditions.
Among a huge number of SNPs genotyped, only a small portion may be significant for a dynamic compelx trait. We assume that a total of 15 SNPs contribute to phenotypic variation, of which 10 act in an additive manner and 5 act in a dominant manner. The true underlying model that determines the phneotypic value of individual i at time point t is expressed as follows:
where l(t) is the population mean curve of growth; n ij and f ik are the indicator variables that describes the genotype of the jth additive and kth dominant SNP, rexpectively; a j (t) and b k (t) are the additive effect of the jth SNP and the dominant effect of the kth SNP at time t, respectively; and e i (t) is the random error, which is i.i.d. generated from a multivariate normal distribution with mean 0 and variance r 2 (t).
We consider the complex trait as a growth trait. Thus, it is biologically meaningful to implement a growth equation, like a logistic curve, to describe growth trajectory [29] . We describe the population mean growth curve by the growth equation
where a, b and r are growth parameters each of biological interpretation, with a being the asymptotic growth, b being the initial amount of growth and r being the relative growth rate. Timevarying additive and dominant effects of significant SNPs are modeled by a nonparametric approach, such as Legendre orthogonal polynomial used in quantitative genetic studies [13, 19] , expressed as
where and Bayesian information criterion (BIC), are usually much smaller than M so that the dimension of response phenotypic data is reduced through LOP modeling. The variance maxtrix of residual errors is assumed to follow the first-order structured antedependence [SAD(1)] process [19] . The SAD(1) model has been used in previous growth modeling studies [19] [20] [21] .
Data analysis
Among a huge number of SNPs, only a small amount of them indeed contribute to the phenotype. This recognition allows us to impose the sparse assumption for our high-dimensional model; that is, the number of truly important predictors is assumed to be much smaller than the sample size. The accommodation of this assumption can be made by using a two-stage approach: in the first stage, a fast and efficient marginal screening criterion is used to filter out those nonimportant variables and reduce the dimension from 2p SNP effects (each SNP with the additive and dominant effect) to a moderate scale d under the sample size n; and in the second stage, a penalized regression technique is applied to further recover the sparse model. In the first stage, we used a conventional single SNP analysis by conducting p marginal linear regressions between each SNP and the response at every single time point. The importance of SNPs is then evaluated from the Manhattan plot of negative log(p) values at each time point. The genome-wide significance level of SNPs was adjusted by Bonferonni correction. This conventional GWAS is indeed equivalent to the pointwise SIS by Fan and Lv [27] . In the 2HiGWAS, we also implemented a better approach for SNP prescreening, i.e. the distance correlation sure independence screening (DC-SIS) criterion defined by Szekely et al. [30] . By integrating DC-SIS into variable selection, Li et al. [31] found its application to high-dimensional data analysis. We computed the distance correlation between the response and each predictor and selected the top d variables. To guarantee the screened submodel size to be under sample size but still large enough to make statistical inference, we followed Fan and Lv [27] to choose d using the hard threshold as d ¼ n=log ðnÞ. The distance correlation between two random vectors is 0 if and only if they are independent [30] , thus the nonlinear dependency can also be captured by this screening method.
In the second stage, the final sparse model is recovered from the prescreened submodel obtained in the preceding stage. Here, we used several different penalized regressions for predictor selection, including Tibshirani's LASSO penalty [22] and Fan and Li's SCAD penalty [23] . These approaches are compared, in which the tuning parameter is chosen by the BIC.
Results
The simulated data were analyzed by 2HiGWAS, whose performance was assessed using the following criteria: (i) d s , the average number of selected SNPs, (ii) P, the proportion of all true significant SNPs, (iii) C, the average number of correct zeros, i.e. the average number of unselected SNPs that are truly unimportant. The expected value of C is p À d 0 , where p is the total number of SNPs and d 0 is the number of truly significant SNPs and (iv) IC, the average of incorrect zero, i.e. the average number of unselected SNPs that are important. The expected value of IC is 0. Table 1 gives the results of simulated data analyzed by 2HiGWAS. According to the above four criteria, DC-SIS as a prescreening procedure performs much better than single SNP analysis, although two predictor selection approaches, LASSO and SCAD, produce a similar result. For a given p ¼ 10 000 to 100 000, DC-SIS needs n ¼ 400 to get a fairly large probability of including all true predictors (P) and a correct number of selected SNPs (d s ). It seems that the performance under n ¼ 200 by DC-SIS can be achieved by single SNP analysis only when a much larger sample size, i.e. n ! 1000, is used. It is observed that the model can improve its performance by increasing the number of time points, especially when the ratio of sample size to SNP number is low. For example, with DC-SIS, P increases about 11% from 76.73 to 87.33% when M increases from 10 to 20 for n ¼ 200/ p ¼ 10 000, whereas under n ¼ 200/p ¼ 100 000, the increase in P achieves about 20%. The combination of DC-SIS and single SNP analysis can slightly increase the performance of the model. As shown by low IC, the model has small false-negative rates.
We further implemented two additional penalized regressions, adaptive LASSO and adaptive elastic net [24, 25] , to 2H2GWAS for the second stage of variable selection. From the simulation with n ¼ 400, M ¼ 10, 20 and p ¼ 10 000, we found that the adaptive LASSO performs slightly better than the LASSO, but the adaptive elastic net appears to perform worse among all the approaches (Table 2) . For comparison, model trajectory plots (piece-wise path) were drawn under three different penalty functions, LASSO, adaptive LASSO and SCAD, in the penalized regression setting. As shown in Figure 1 , all three functions produce similar results. 
Model validation
To further validate the behavior of 2HiGWAS, we simulated a data set of n ¼ 400 samples, with M ¼ 10 and p ¼ 10 000, which was randomly dissolved into two sets of equal size. The first set served as a training group and was subject to the two-stage analysis of 2HiGWAS, obtaining the estimation and identification of significant loci, whereas the second group was used as a validation set whose phenotypic values were predicted from the results of the training set. We used the receiver-operating characteristic (ROC) curve to validate the optimal model by comparing the observed and predicted phenotypes in the validation set ( Figure 2 ). It can be seen that DC-SIS, also when it is combined with single SNP analysis, as a prescreening procedure produces much better results than single SNP analysis.
The area under curve (AUC) of the combined approach and the AUC of the DC-SIS alone are 0.9057 and 0.8418, respectively. Two predictor selection approaches, LASSO and SCAD, were found to perform similarly. Figure 2 presents the result from only LASSO.
Extended model
2HiGWAS has been implemented with a procedure to estimate epistatic interactions between different SNPs. We extended the model (1) to include epistatic interactions between 15 hypothesized SNPs, expressed as
where c (3) and (4) .
In the first stage, we prescreen all possible main effects from which we create candidate interactions and then make a screen for these interactions. In the second stage, variable selection is used to determine the predictor model that contains both main and interaction effects. Because interaction effects are considered, the coverage probability P is redefined as three quantities: P A , the coverage rate of all true predictors; P M , the coverage rate of all main effects; and P I , the coverage rate of all interaction effects. It can be seen from a shrunk simulation study that 2HiGWAS can reasonably well identify a small set of significant genetic interactions from a large pool of SNP-SNP pairs, when the ratio of sample size to SNP number is !10 ( Table 3) . LASSO and SCAD do not differ dramatically when interactions are included in the model. Also, in the case of interactions, the performance of the model can be improved with increasing time points.
Discussion
By integrating two genetic approaches, GWAS and functional mapping, through high-dimensional variable selection, we developed a generic model, 2HiGWAS, that can simultaneously analyze the associations of all SNPs with the developmental pattern of complex traits. We demonstrate that this model is meritorious compared with widely used single SNP analysis approaches in GWAS. First, it can entirely characterize the genetic components invovled in phenotypic variation and illustrate a complete picture of how these components act and interact to determine the end-point phenotype. Single SNP analysis can only identify marginal effects of a locus, without considering dependence of different SNPs, leading to a biased estimate of trait heritabilities explained by various loci individually or in combination. Second, 2HiGWAS dissects phenotypic formation into different processes of growth to study how and when specific loci turn on or off to affect the developing phenotype [17] [18] [19] . It is particularly powerful to study whether genes for early life time pleiotropically affect the performance of late life time [12] .
Both in plant and animal breeding and medicine, there is a pressing need to systematically identify genetic variants and estimate their potential effects on mechanistic processes of trait or disease formation. This need will increasingly be urgent as more and more GWAS experiments, deployed with longitudinal measures of complex phenotypes, become available. Repeated measures of a complex trait across a time and space scale do not only help to enhance the precision of trait phenotyping, but also gain additional insight into biological mechanisms for trait formation. Our 2HiGWAS provides a unified and scalable framework by which simultaneous associations between high-dimensional SNPs and dynamic trait measures can be estimated in a single regression model. The 2HiGWAS is expandable, which can readily incorporate common genetic variants and other types of effects, such as those due to eipgenetic markers, copy number variants and rare variants. Constructed from variable screening in nonparametric varying-coefficient models, the framework is flexible enough to reduce modeling biases and increase the precision of curve fitness [28] .
It can be expectd that 2HiGWAS has a potential to produce biologically meaningful results. After its integration with functional mapping, 2HiGWAS shows unique merits in shedding light on the mechanistic processes of genetic differentiation in growth. We further test whether significant SNPs detected are heterochronic genes that determine growth through mediating various components of molecular developmental timing mechanisms [32, 33] . Timing is a dimension of developmental regulation that may be difficult to witness from a continuous growth trajectory using conventional genetic tools. Our model opens up an avenue to reveal a genetic mechanism that underlies precisely timed switches from one developmental stage to the next. Therefore, beyond general usefulness of GWAS in genetic studies of compelx traits, there are practical and conceptual advantages to 2HiGWAS that should prove to be of major value to synthesizing genetic information into developmental, evolutionary and even pharmacological studies through dynamic modeling. We have developed the software 2HiGWAS for public use.
Key Points
• Genome-wide association studies (GWAS) have been widely applied to study the genetic control of complex traits in a variety of species.
• There are two issues emerging in GWAS. First, how to simultaneously model and analyze an ultrahigh-dimensional set of SNPs to chart a complete and precise picture of trait genetic architecture?
• Second, how to map dynamic interplay between genes and development from a high-dimensional measure of trait formation?
• We assess and describe a unifying computational platform, 2HiGWAS, to resolve these two high-dimensional issues by integrating variable selection and functional mapping into an organizing GWAS framework. Table 3 . Simulation results about the statistical behavior of identifying epistatic interaction effects of loci by 2HiGWAS, a computational procedure with two stages, first, screening a subset of SNP interactions per DC-SIS, and second, variable selection using penalized regression according to LASSO and SCAD. The ratio of sample size to SNP number is assumed to be 10:20 n, M, p d s P A (%) P M (%) P I (%) C I C 
