We prove a stability theorem for the eigenvalues of general non-negative self-adjoint linear operators with compact resolvents and by applying it we prove a sharp stability result for the dependence of the eigenvalues of second order uniformly elliptic linear operators with homogeneous Neumann boundary conditions upon domain perturbation.
Introduction
It is well known that, in case of homogeneous Dirichlet boundary conditions, the eigenvalues of uniformly elliptic linear operators vary continuously when the domain is deformed 'continuously' (see e.g. Babuška and Výborný [3] , Courant and Hilbert [9, Theorem 11, p . 423], Daners [10] ). Given two non-empty open sets Ω 1 and Ω 2 in R N and two second order uniformly elliptic linear operators H 1 and H 2 on Ω 1 , Ω 2 respectively, with homogeneous Dirichlet boundary conditions, estimates for the difference λ n,1 − λ n,2 of the eigenvalues λ n,1 , λ n,2 of H 1 , H 2 respectively, arranged in non-decreasing order and repeated according to multiplicity, are given in Davies [11, 13] , Lamberti and Lanza de Cristoforis [20] , Pang [22] . In particular, in Davies [13, Theorem 13] it is proved that if Ω 1 is a bounded open set of class C 2 then there exist c n , n > 0 such that for all open sets Ω 2 satisfying (Ω 1 ) ⊂ Ω 2 ⊂ Ω 1 , where (Ω 1 ) = {x ∈ Ω 1 : d(x, ∂Ω 1 ) > } and d(x, ∂Ω 1 ) denotes the distance of x to the boundary of Ω 1 , λ n,1 λ n,2 λ n,1 + c n (1.1) if 0 < < n . An estimate of such a type is also proved for more general open sets for which a suitable Hardy-type inequality holds: in this case in (1.1) is replaced by γ with some γ > 0 depending on the constant in the Hardy-type inequality.
In the case of second order uniformly elliptic linear operators with homogeneous Neumann boundary conditions having compact resolvents, it is known that in general there is no continuous dependence of the eigenvalues upon domain perturbation. A counter-example is given in Courant and Hilbert [9, p. 420 ] (for further investigations on singular domain perturbations, say dumbbell shaped perturbations, see Arrieta [1] and the references therein). In Courant and Hilbert [9, Theorem 10, p . 421] it is also proved that continuity holds if a bounded domain with a smooth boundary is deformed by a 'continuously differentiable transformation,' in which case the normals to the boundary are deformed continuously.
In Burenkov and Davies [6, Theorem 21] it is proved that if Ω 1 is of class C 0,γ where 0 < γ 1, then there exist c n , n > 0 such that for all Ω 2 of class C 0,γ with the same parameters describing this class (see Definition 6.8) and satisfying (Ω 1 ) ⊂ Ω 2 ⊂ Ω 1 , the inequality |λ n,1 − λ n,2 | c n γ (1.2) holds if 0 < < n .
Later, in Arrieta and Carvalho [2] some conditions ensuring the continuous dependence of the eigenvalues and also eigenfunctions of the Neumann Laplacian upon domain perturbation are given.
In Lamberti and Lanza de Cristoforis [20, 21] , for both the Dirichlet and the Neumann Laplacian, an estimate for |λ n,1 − λ n,2 | is obtained, under minimal assumptions on the open set Ω 1 , when Ω 2 = φ(Ω 1 ) and φ is a locally Lipschitz continuous homeomorphism of Ω 1 onto Ω 2 . Also we mention that, by using this approach, differentiability and analyticity properties of eigenvalues and eigenfunctions upon domain perturbation have been investigated in Lamberti and Lanza de Cristoforis [19] ; for related results and references, we refer to the extensive monographs by Henry [17] and Sokolowski and Zolésio [25] .
For a recent survey on this topic we refer to Hale [16] . The main aim of this paper is obtaining stability results for general non-negative self-adjoint linear operators with compact resolvents, with emphasis on qualified estimates for the variation of the eigenvalues. We present a general unified approach to the problem which enables us to obtain sharp estimates for the variation of the eigenvalues for a wide class of Neumann-type operators and, in particular, to improve, under appropriate assumptions, estimate (1.2) .
To do so, we introduce the notion of a 'transition operator' (Definition 3.1). By using this notion we prove Theorem 3.2 giving a unified approach to the problem of stability of eigenvalues. Theorem 3.2 states a necessary and sufficient condition ensuring the validity for some c n , n > 0 of the inequality λ n,2 λ n, 1 We give a number of examples of various transition operators T 12 and various measures of vicinity δ.
Theorem 3.2 is applied to obtaining several further theorems mostly aimed at applications to Neumann-type operators, i.e. uniformly elliptic linear differential operators with homogeneous Neumann boundary conditions.
In particular, we prove semi-continuity of eigenvalues upon inner domain perturbation for a general class of non-negative self-adjoint linear operators with compact resolvents (Theorem 4.4).
In Theorems 4.29 and 4.42, under appropriate assumptions on the regularity of the eigenfunctions, the following stability estimate is proved: there exist c n , n > 0 such that |λ n,1 − λ n,2 | c n |Ω 1 Ω 2 | 1−2/p if |Ω 1 Ω 2 | < n , where Ω 1 Ω 2 is the symmetric difference of Ω 1 and Ω 2 , and 2 < p ∞.
In Theorem 5.1 we establish some regularity properties of eigenfunctions which may be used when applying Theorem 4.42. We assume that for an operator H with Dom(H ) In the last part of the paper these results are applied to second order uniformly elliptic linear differential operators with homogeneous Neumann boundary conditions having compact resolvents. It is proved that the eigenvalues are semi-continuous upon inner domain perturbations under minimal assumptions on domains (Theorem 6.6). It is also proved that there exist c n , n > 0 such that for all open sets Ω 1 , Ω 2 in R N of class C 1,1 with fixed parameters describing this class (see Definition 6.8),
Compared with estimate (1.2), we require more assumptions on the regularity of Ω 1 and Ω 2 (C 1,1 instead of C 0,γ ), under which inequality (1.3) gives a better estimate for |λ n,1 − λ n,2 |. Also it should be noted that we do not assume Ω 2 ⊂ Ω 1 . Some of the results of this paper are stated, without proofs, in [7] .
Preliminaries and notation
In this section we introduce some notation and recall some well-known facts concerning the spectrum of non-negative self-adjoint linear operators. For standard definitions we refer to Davies [12] .
Let Ω be an non-empty open set in R N . Let H be a non-negative self-adjoint linear operator on L 2 (Ω) with domain Dom(H ) dense in L 2 (Ω), briefly a non-negative self-adjoint linear operator on L 2 (Ω). In this paper we always assume that L 2 (Ω) is the standard space of complexvalued functions. If H has compact resolvent then the spectrum of H is discrete and consists of non-negative eigenvalues of finite multiplicity. Moreover its eigenvalues can be represented by means of the celebrated Minimax Principle which we now recall (cf. Davies [12, Theorem 4.51 
We also set
2) for all n ∈ N. In the sequel we shall always assume that the eigenvalues λ n [H ] of a non-negative self-adjoint linear operator H on L 2 (Ω) with compact resolvent are arranged in non-decreasing order and repeated as many times as their multiplicity. The corresponding eigenfunctions will be denoted by ϕ n [H ] and it will always be assumed that such eigenfunctions form an orthonormal set in
Theorem 2.3 (Minimax Principle
As is well known, for a given non-negative self-adjoint linear operator H on L 2 (Ω), there exists the square root H 1/2 of H , a uniquely defined non-negative self-adjoint linear operator
The square root of an operator H provides us with another variational description of the spectrum of H , which is often very useful. Namely, for a finite-dimensional subspace L of Dom(H 1/2 ) we define
We also set 
By Theorems 2.3 and 2.6, in order to compare the eigenvalues of H 1 and H 2 , one can compare the corresponding variational quantities in (2.2) or in (2.5). However, it appears more convenient to deal with the variational quantities given by (2.5). 
respectively, with compact resolvents, and let
Moreover, let δ :
Given H 1 ∈ B 1 and H 2 ∈ B 2 , we say that T 12 :
2 ) is a transition operator from H 1 to H 2 with the measure of vicinity δ and parameters a mn , b mn , δ mn , and δ mn (briefly, a transition operator from H 1 to H 2 ), if it is linear and satisfies the following conditions: 
and a n , b n are the operator norms of the matrices
Before giving the proof, we make some comments:
• The transition operators T 12 are not required to be defined on the whole of the space Dom(H 1/2 1 ) and are not required to be bounded from
, then one can avoid using the square root of H 2 , since in this case conditions (iii) and (iv) in Definition 3.1 are equivalent to
However, the condition T 12 :
2 ) gives more flexibility in constructing operators T 12 , since Dom(H 2 ) ⊂ Dom(H 1/2 2 ). Moreover, sometimes it is easier to describe the domain of H 1/2 rather than the domain of H .
• If δ n = ∞ or δ n = ∞ or a n = 0, then in (3.4) the appropriate term in min{δ n , δ n , (2a n ) −1 } should be omitted. In particular, if (s 2 ) holds and δ n = δ n = ∞, a n = 0, then n = ∞ and inequality (3.3) is satisfied without any restrictions on δ( 
For a fixed H 1 ∈ B, inequality (3.6) gives a uniform estimate for λ n,2 for H 2 ∈ B. Moreover, if for all n ∈ N, Λ n = sup H 1 ∈B λ n,1 < ∞, then (3.6) implies that
wherec n = 2(a n Λ n + b n ), which is a uniform estimate for 
3) with c n , n as in (3.4) implies the following estimates above for the whole of the spectrum of H 2 . If a mn = 0 for all m, n ∈ N, then 
By conditions (i) and (ii) in Definition 3.1, it follows that
Similarly, by conditions (iii) and (iv) in Definition 3.1, we have
10)
2 ) and dim T 12 L n,1 = n, we have that
, (3.11) where μ n,2 is defined by (2.5) with H 2 replacing H . Let n be defined by (3.4) . Inequalities (3.9)-(3.11) imply that if δ(
which implies inequality (3.3) with c n defined by (3.4). Moreover it follows that λ n,2 λ n,1 + 2 a n sup
which completes the proof of the first part of the theorem. 2
Remark 3.12. In the proof of (s 2 ) ⇒ (s 1 ) conditions (i) and (ii) of Definition 3.1 were used to show that, for all functions
Similarly, conditions (iii) and (iv) of Definition 3.1 were used to show that, for the same f ,
The statement of Theorem 3.2 holds, mutatis mutandis, if in Definition 3.1 conditions (i)-(ii) are replaced by condition (3.13) or conditions (iii)-(iv) are replaced by condition (3.14), or conditions (i)-(iv) are replaced by conditions (3.13)-(3.14).
In particular, if condition (3.13) and conditions (iii)-(iv) of Definition 3.1 are satisfied, then inequality (3.3) holds with c n and n defined by (3.4) where now a n and δ n are defined by (3.13) and b n and δ n by (3.5).
Remark 3.15. If statement (s 2 ) holds and a n = 0, then inequality (3.3) holds with c n = b n and
1. Otherwise, for any γ > 1 inequality (3.3) holds with c n = γ (a n λ n,1
n }. This follows since (1 − x) −1 1 + γ x holds for 0 x γ −1 (γ − 1). In the proof above this inequality was used for γ = 2.
Remark 3.16. In the proof of (s 2 ) ⇒ (s 1 ) one may omit the assumption that the operator H 2 has compact resolvent. In this case, in inequality (3.3) one should replace λ n,2 by the corresponding variational quantity μ n,2 defined by (2.2). 
Then T 12 is a transition operator in the sense of Definition 3.1. The assumptions above are stronger than those in Definition 3.1, but the advantage is that they do not involve eigenvalues λ n,1 and eigenfunctions ϕ n,1 .
The idea of application of Theorem 3.2 is the use of various transition operators T 12 satisfying conditions (i )-(iv ), which allows obtaining inequalities (i)-(iv)
and hence inequality (3.3) by using only some properties of ϕ n,1 , and ϕ n,2 .
Sometimes, it may be convenient to obtain estimate (3.3) in two steps by switching first from H 1 to a suitable H 3 and then from H 3 to H 2 , in which case the following statement is helpful.
, be non-empty families of non-empty open sets in
Assume that for some Then for all n ∈ N,
, where c n and n are defined by (3.4).
Proof. By applying Theorem 3.2 to the transition operator T 13 , we get
First we observe that a n δ(
Thus, by applying Theorem 3.2 to the transition operator T 32 and using inequality (3.23), we get
24) imply the validity of inequality (3.22). 2
For H 1 ∈ B 1 and H 2 ∈ B 2 the existence of a transition operator T 12 from H 1 to H 2 does not in general imply the existence of a transition operator from H 2 to H 1 . For this reason B 1 and B 2 are often different families of operators, in which case the argument used to prove inequality (3.6) is not applicable. In this case the following variant of Lemma 3.20 may be used. Then for all n ∈ N 
Lemma 3.25. Let
, are compact. Let T 12 be the extension-by-zero operator defined by
for all m, n ∈ N. Thus T 12 is a transition operator from H 1 to H 2 with the measure of vicinity δ = 0 and parameters a mn = b mn = 0, δ mn = δ mn = ∞, for all m, n ∈ N. Therefore, the wellknown inequality λ n,2 λ n,1 is proved by applying Theorem 3.2. Moreover, the above argument is in fact a version of the standard proof in the framework of the general setting given by Theorem 3. 
. Then T 12 = I is a transition operator from H 1 to H 2 with the measure of vicinity δ = 0 and parameters a mn = b mn = 0, δ mn = δ mn = ∞, for all m, n ∈ N and the well-known inequality λ n,2 λ n,1 is also proved by applying our general Theorem 3.2. β 1 ) , where f (α 1 ) and f (β 1 ) are the traces of f at the points α 1 , β 1 respectively. It is well known that T 12 :
for all m, n ∈ N. Thus T 12 satisfies condition (3.13) with a n = 0, δ n = ∞ and conditions (iii) and (iv) of Definition 3.1 with b mn = 0, δ mn = ∞. Hence, by Theorem 3.2 and Remark 3.12, λ n,2 λ n,1 for all n ∈ N. We note that this inequality, obvious if one applies explicit formulas for λ n,1 and λ n,2 , follows without using any formulas for λ n,1 , λ n,2 , ϕ n,1 or ϕ n,2 . The same inequality can be proved in the same way if the Neumann Laplacians are replaced by the nonnegative self-adjoint uniformly elliptic one-dimensional operators H k associated with the formal differential operators
subject to homogeneous Neumann boundary conditions, where the coefficient p is a fixed func- 
, for all n ∈ N. However, it is interesting to see which result is produced by applying Theorem 3.2 to this case. To do so, for all 
for all n ∈ N. In particular, if N = 1, one can choose a n = 1, b n = η −1 λ n,1 , δ n = δ n = ∞ in Remark 3.12. In this case inequality (3.3) implies that λ n,2 λ n,
In this case inequality (3.3) implies that λ n,2 λ n,
In both cases the estimates given by Theorem 3.2 are close to equality λ n,2 = η −2 λ n,1 if Ω 2 is close to Ω 1 , i.e. η is close to 1. 
and I denotes the identity matrix. Here the euclidean modulus of a matrix A is denoted by |A|. Moreover, let 
and
, where (∇φ 12 ) −1 and (∇φ 12 ) −t denote the inverse and the transpose of the inverse of the matrix ∇φ 12 respectively. Hence by (3.29) it can be proved that there exists c > 0 depending only on N, M, such that inequalities (3.13) and (3.14) in Remark 3.12 hold with δ replacing δ, a n = c and b n = cλ n,1 . Hence by Remark 3.12, we obtain
Therefore, by passing to the limit for → 0, we obtain
It is clear that a similar argument can be carried out by interchanging the roles of H 1 and H 2 and considering the operator T 
Since Ω 1 contains a ball of radius r, the eigenvalues λ n,1 do not exceed the eigenvalues of the Dirichlet Laplacian on a ball of radius r (see Example 3.28). We also observe that each open set Ω 2 ∈ A 2 contains a ball with a fixed radiusr depending only on r, M and accordingly all the eigenvalues λ n,2 do not exceed the eigenvalues of the Dirichlet Laplacian in a ball of radiusr. Hence, by inequalities (3.39), (3.40) it follows that for all n ∈ N there exists c n > 0 depending only on n, N , M, and r such that
For a similar inequality proved by a different method, we refer to Lamberti and Lanza de Cristoforis [20] .
Example 3.42. Let Ω 1 be a domain in R N of class C 2 . We set 
for all x ∈ Ω 1 and we define
. Moreover, it can be proved that for all n ∈ N there exists a n , b n 0 depending only on n, N , and Ω 1 such that inequalities (3.13), (3.14) hold (cf. Davies [13, Lemmas 11, 12] ). By Remark 3.12, it follows that λ n,2 λ n,1 + c n δ(H 1 , H 2 ) if < (2a n ) −1 where c n is as in (3.4) . By combining the previous inequality with the monotonicity property discussed in Example 3.28, we deduce that if < (2a n ) −1 then λ n,1 λ n,2 λ n,1 + c n , for all Ω 2 ∈ A 2 , which is the estimate of Davies [13, Theorem 13] . Example 3.43. As we mentioned in the introduction, Burenkov and Davies [6] investigated the spectral stability of the Neumann Laplacian and proved inequality (1.2). From the point of view of the general approach developed in this section, the proofs in [6] were based on Lemma 3.25.
Indeed, assume that
) (see Definition 6.8) where 0 < γ 1 and > 0. Let
where
is a standard partition of unity associated with the covering {V j } s j =1 , and a constant B > 0 is sufficiently large to ensure that φ (Ω 1 ) ⊂ (Ω 1 ) . Let H k be the Neumann Laplacians on Ω k ∈ A k , k = 1, 2, 3. The measure of vicinity δ is defined by δ ≡ γ .
In [6] the transition operator T 12 from H 1 to H 2 is the restriction operator from Ω 1 to Ω 2 , the transition operator T 23 from H 2 to H 3 is again the restriction operator, now from Ω 2 to Ω 3 , and the transition operator T 31 from H 3 to H 1 is defined by T 31 f = f • φ . Similar transition operators have been used by Burenkov and Lanza de Cristoforis [8] for investigating the spectral stability of the Robin Laplacian.
In this paper we are mostly dealing with the cases in which the measures of vicinity are completely defined by Ω 1 and Ω 2 . However, in the proof of Theorem 4.4 below we consider a sequence of measures of vicinity δ n (H 1 , H 2 ) which depend not only on Ω 1 and Ω 2 , but also on the eigenfunctions ϕ n,1 of the operator H 1 . In paper [8] 
Further spectral stability theorems
In this section we derive some statements from the general Theorem 3.2, aimed at applications to Neumann-type operators, i.e. uniformly elliptic linear differential operators with homogeneous Neumann boundary conditions. Given non-empty open sets Ω 1 and Ω 2 in R N , let R 1 , R 2 be the restriction operators to Ω 1 , Ω 2 respectively.
We shall assume that H 1 , H 2 satisfy the monotonicity condition that we now introduce. If Ω 1 = Ω 2 then the condition H 2 H 1 takes the form 
Hence condition (i) in Definition 3.1 is satisfied with a nn = 1, δ nn = ∞, and δ n replacing δ. Also for all m, n ∈ N, m = n,
Hence condition (ii) in Definition 3.1 is satisfied with a mn = 1, δ mn = ∞, and max{δ m (
(4.10)
Hence inequality (3.14) is satisfied with b n = 0 and δ n = ∞. 
Then for all n ∈ N λ n,2 λ n,
(4.14)
Proof. Let in Theorem 3.
By applying Hölder's inequality to (4.7) and (4.8), it follows that for all 15) and for all m, n ∈ N, m = n
Hence conditions (i) and (ii) in Definition 3.1 are satisfied with
Moreover, inequality (4.10) holds and accordingly inequality (3.14) is satisfied with b n = 0 and δ n = ∞. Hence the desired inequality (4.13) follows by Theorem 3.2 and Remark 3.12 since
In Theorems 4.4 and 4.12, we have considered the case of non-empty open sets Ω 1 , Ω 2 in R N satisfying Ω 2 ⊂ Ω 1 . Next we consider general Ω 1 and Ω 2 in which case some further assumptions on the regularity of the eigenfunctions will be required. 
Note that the space Z p (Ω) depends not only on p and Ω but also on the operator H . We recall that, given two non-empty open sets Ω 1 , Ω 2 in R N (without assuming that one contains the other one) and given two sets of functions Z(
and that there exists a bounded linear extension operator
where L 1 is endowed with the norm (4.23) and E 12 denotes the norm of the operator E 12 .
Proof. We apply Theorem 3.2 and Remark 3.12 with .24) and by the Cauchy-Schwarz and Hölder's inequalities
Hence inequality (3.13) is satisfied with a n = n k=1 ϕ k,1 2 Z p (Ω 1 ) and δ n = ∞. Since H 2 H 1 , by inequality (4.2) and by Hölder's inequality it follows that Assume that for each
there exists a bounded linear extension operator
such that E 12 τ , where L 1 is endowed with the norm 21 , by inequalities (4.30), (4.31) which hold for any Ω ∈ A, we obtain the corresponding upper estimate for λ n,1 via λ n,2 , hence the two-sided estimate (4.33). 2 A direct application of Theorem 4.29 may be not easy because it requires a description of the spaces Z p (Ω). In order to overcome this difficulty, one can modify Definition 4.1 and consider more familiar function spaces, such as, for example, Sobolev spaces.
We consider families of normed spaces X q (Ω) of complex-valued functions defined on Ω, for all 2 q ∞ and for all non-empty open sets Ω in R N , and satisfying the following conditions:
For example Lebesgue spaces L q (Ω) and Sobolev spaces W m,q (Ω) satisfy these conditions.
Theorem 4.35. For all 2 q ∞ and for all non-empty open sets
Assume that
2 ) and such that the restriction
Moreover assume that there exists a bounded linear extension operator
where L 1 is endowed with the norm · Y (Ω 1 ) and the target space is endowed with the norm
(4.40)
Proof. We apply Theorem 3.2 and Remark 3.12 with
As in the proof of Theorem 4.20, inequalities (4.24), (4.25) hold. Hence inequality (3.13) is satisfied with a n =
Moreover, following the proof of inequality (4.26), and applying properties (A) and (B), we obtain 
Assume that for each Then for all n ∈ N
.36) and that there exists a bounded linear extension operator
Proof. The proof follows by Theorem 4.35 as in the proof of Theorem 4.29. 2
Estimates for eigenfunctions
In order to apply the theorems of Section 4 it is important to know summability and differentiability properties of eigenfunctions. In particular, it is important to know under which assumptions on Ω all eigenfunctions of an operator H belong to L p (Ω) or to Sobolev spaces W m,p (Ω) where 2 < p ∞, or to some other spaces of differentiable functions. This problem was studied e.g. in Eidus [14, 15] , Il'in and Shishmaryev [18] , Slobodetski [23] , and Smolitski [24] , Yakubov [27] .
In this section, we derive estimates for eigenfunctions from some general a priori estimates. We also mention the possibility of obtaining estimates for eigenfunctions by applying the properties of the semi-group e −H t generated by H (cf. Burenkov and Davies [6] ).
Together with Sobolev spaces W m,p (Ω) with m ∈ N 0 = N ∪ {0}, endowed with the norm
where 
where [m] denotes the integer part of m.
Recall that an open set in R N satisfies the cone condition with the parameters r > 0 and h > 0 if for all x ∈ Ω there exists a cone K x ⊂ Ω with the point x as vertex congruent to the cone 
Moreover, for all 0 μ < m there exists C μ > 0, depending only on μ, m, p 0 , r, h, N and
Proof. Assume that ϕ ∈ Dom(H ) and H ϕ = λϕ for some λ ∈ C.
Step 1 Step 2. Since ϕ belongs to L p (Ω) for all p 0 p < ∞, then by inequality (5.2) 
for all f ∈ W m,p (Ω).
Step 3 
Thus, by inequality (5.6) with p = p k+1 and q = p k and inequality (5.5) 
, and k = 1, . . . , − 1. Consequently, c 4 (p) )A p .
Step 4 Proof. By inequality (5.11)
which implies that for all s ∈ N there exists c 6 (s) depending only on s and sup 0 k m(s−1) D k such that
Let s ∈ N be such that sm > μ + 
Spectral stability of second order elliptic operators with homogeneous Neumann boundary conditions
Given a non-empty open set Ω in R N , we consider the following eigenvalue problem
in the unknowns ϕ ∈ W 1,2 (Ω) and λ ∈ R. We recall that in case Ω, ϕ and the coefficients α ij are sufficiently regular, problem (6.1) is equivalent to the following one: ϕ is a classical solution of the equation
satisfying the homogeneous Neumann boundary condition
where n(x) = (n 1 (x), . . . , n N (x)) is the exterior unit normal to ∂Ω at the point x.
We assume that the coefficients α ij are bounded measurable real-valued functions defined on Ω in R N such that α ij = α ji for all i, j = 1, . . . , N, and such that
for all x ∈ Ω and ξ ∈ R N , where θ > 0 is the ellipticity constant. Let Q Ω be the sesquilinear form on W 1,2 (Ω) defined by
for all u, v ∈ W 1,2 (Ω), and Q Ω be the quadratic form on L 2 (Ω) associated with Q Ω , defined by
By the boundedness of the coefficients α ij and by the ellipticity condition (6.2), it follows that the norm defined by 2 ). Thus, we can apply Theorem 4.4 and we obtain the following semicontinuity result. Then for all n ∈ N and for all > 0 there exists σ n > 0 such that for all non-empty open sets
As we have mentioned in the introduction, in general there is no continuity of eigenvalues. 
So the assumptions of Theorem 6.6 are satisfied and |Ω 1 \ Ω 2 | = 0. However 
We say that Ω is of class 
We observe that if a bounded open set Ω has a continuous boundary, in particular if it is of class C 0,1 , then the space
We now apply Theorem 4.42 to second order uniformly elliptic operators with homogeneous Neumann boundary conditions. 
