We present an algorithm for finding a feasible solution to a convex mixed integer nonlinear program. This algorithm, called Feasibility Pump, alternates between solving nonlinear programs and mixed integer linear programs. We also discuss how the algorithm can be iterated so as to improve the first solution it finds, as well as its integration within an outer approximation scheme. We report computational results.
Introduction
Finding a good feasible solution to a Mixed Integer Linear Program (MILP) can be difficult, and sometimes just finding a feasible solution is an issue. Fischetti, Glover and Lodi [6] developed a heuristic for the latter which they called Feasibility Pump. Here we propose a heuristic for finding a feasible solution for Mixed Integer NonLinear Programs is generated by solving MILPs. We call this procedure Feasibility Pump for MINLP and we present two versions, a basic version and an enhanced version, which we denote basic FP and enhanced FP respectively. Unlike the procedure of Fischetti, Glover and Lodi, the enhanced FP cannot cycle and it is finite when all the integer variables are bounded. The Feasibility Pump for MINLP is a heuristic in general, but when the region S :
b3 is convex, the enhanced version is an exact algorithm: either it finds a feasible solution or it proves that none exists.
The paper is organized as follows. In Section 2 we outline two versions of the Feasibility Pump for MINLP assuming that the functions g j are convex. We present the basic version of our algorithm as well as an enhanced version. In Section 3, we present the enhanced FP in the more general case where the region g x¦ y¡ 4 b is convex. In Section 4, we study the convergence of these algorithms. When constraint qualification holds, we show that the basic Feasibility Pump cannot cycle. When constraint qualification does not hold, we give an example showing that the basic FP can cycle. On the other hand, we prove that the enhanced version never cycles. It follows that, when the region g x¦ y¡
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b is convex and the integer variables x are bounded, the enhanced FP either finds a feasible solution or proves that none exists. In Section 5, we present computational results showing the effectiveness of the method. In Section 6, we discuss how the algorithm can be iterated so as to improve the first solution it finds and we report computational experiments for such an iterated Feasibility Pump algorithm. Finally, in Section 7, we discuss the integration of the Feasibility Pump within the Outer Approximation [4] approach and we report computational results.
Feasibility Pump When the Functions g j Are Convex
In this section, we consider the case where each of the functions g j is convex for j
, we use an Outer Approximation of the region g x¦ y¡ & b. This technique was first proposed by Duran and Grossmann [4] . It linearizes the constraints of the continuous relaxation of MINLP to build a mixed integer linear relaxation of MINLP.
Consider any feasible solution x¦ y¡ of the continuous relaxation of MINLP. By convexity of the functions g j , the constraints
are valid for MINLP. Therefore, given any set of points
, we can build a relaxation of the feasible set of MINLP
where J g denotes the Jacobian matrix of function g. Our basic algorithm generates 
is valid for MINLP. This is because the hyperplane that goes through Note that in the case where the region g x¦ y¡¨b is nonconvex, the method can still be applied, but the outer approximation constraints (3) are not always valid. This may result in the problem FP ¥ OA¡ i being infeasible and the method failing while there exists some integer feasible solution to MINLP.
Convergence
Consider a point x¦ y¡ such that g x¦ y¡¨b. Let 
Proof:
as the equality is derived from h x¡ 
Using (5) and (6), this implies that
which contradicts (4) and proves Theorem 1. §
The proof of Theorem 1 shows that, when the constraint qualification holds, constraint (2) 
The first and third constraints imply that y 2 $ 0. Figure 2 illustrates the feasible region of the continuous relaxation, namely the line segment joining the points 0¦ 
Therefore the outer approximation constraints (1) for the point x¦ y 1
Among these constraints, the last four are linear constraints already present in (7), and after simplification the first one yields In the next theorem, we consider the convergence of the enhanced Feasibility Pump for MINLP. In particular we prove that it cannot cycle. This is a difference with the Feasibility Pump of Fischetti, Glover and Lodi for MILP, where cycling can occur. 
OA¡
3 which is infeasible. This proves that the starting MINLP is infeasible. §
Computational Results
The Feasibility Pump for MINLP has been implemented in the COIN infrastructure [2] using a new framework for MINLP [1] . Our implementation uses and chemical engineering. Those instances are discussed in [1, 8] . In these instances, the objective function and all the functions g j are convex. The basic Feasibility Pump never cycles on the instances in our test set. This means that using the enhanced FP is not necessary for these instances. Therefore all the results reported in this paper are obtained with the basic Feasibility Pump. and "*" indicates that the value is known to be optimal; columns labeled "value" report the objective value of the solution found, where " " indicates that no solution is found; columns labeled "time" show the CPU time in seconds rounded to the closest integer (with a maximum of 2 hours of CPU time allowed); columns labeled "# iter" give the number of iterations.
In order to guarantee convergence to an optimal solution in Theorems 1 and 2 it is important to find an optimum solution Table 2 is the continuation of Table 1 . Symbol "*" indicates that the value is known to be optimal, " " indicates that no solution is found. The following comments can be made about the results of tables 1 and 2. The Feasibility Pump finds a feasible solution in less than a second in most cases. Overall, FP is much faster than OA. Although on the ¡ £ ¢ ¥ ¤ instances both FP and OA require several iterations to find a feasible solution, FP is roughly ten times faster. The ¦ since no feasible solution was known prior to this work. The column "previous best" contains the best known solution from
is an MINLP solver based on the outer approximation technique whereas £ ¥ ¤ ¦ ¤ is a solver based on branch-and-bound.
Iterating the Feasibility Pump for MINLP
In the next two sections, we assume that we have a convex MINLP, that is we assume that both the region g x¦ y¡ b and the objective function f are convex. This section investigates the heuristic obtained by iterating the FP, i.e. calling several time in a row FP, each time trying to find a solution strictly better than the last solution found.
More precisely, to take into account the cost function f x¦ y¡ of MINLP, we add to FOA¡ i a new variable α and the constraint f x¦ y¡ α. Initially, the variable α is unbounded. Each time a new feasible solution with value z U to MINLP is found, the upper bound on α is decreased to z U ¥ δ for some small δ ¥ 0. As a result, the current best known feasible solution becomes infeasible and it is possible to restart FP from the optimal solution of the relaxation of MINLP. Note that (1) is used to generate outer approximations of the convex constraint f x¦ y¡ α.
If executed long enough, this algorithm will ultimately find the optimal solution of MINLP and prove its optimality by application of Theorem 2 under the assumption that the integer variables are bounded and δ is small enough. Here, we do not use it as an exact algorithm but instead we just run it for a limited time. We call this heuristic Iterated Feasibility Pump for MINLP (or IFP for short). Table 3 compares the best solutions found by iterated FP and by OA with a time limit of 1 minute of CPU time. In our experiments, we use δ $ 10¨4. The following comments can be made about the results of Table 3 . IFP produces good feasible solutions for all but 2 of the instances within the 1-minute time limit, whereas OA fails to find a feasible solution for 15 of the instances. In terms of the quality of solutions found, OA finds a strictly better solution than IFP in 9 cases while IFP is the winner in 20 cases. OA can prove optimality of its solution in 36 instances and IFP in 30 instances.
Application to Outer Approximation Decomposition
We now present a new variation of the Outer Approximation Decomposition algorithm of Duran and Grossmann [4] which integrates the Feasibility Pump algorithm. Duran and Grossmann assume that all the functions are convex and that the constraint qualification holds at all optimal points. Our variation of outer approximation does not need the assumption that all functions are convex, provided that the region g x¦ y¡ b is a convex set and that f x¦ y¡ is convex. In this algorithm we alternate between solving four different problems. The first one is a linear outer approximation of MINLP with the original convex ob- Table 3 IFP vs. OA (at most 1 minute of CPU time). Columns labeled "value" report the objective value of the solution found; symbol "*" denotes proven optimality and " " indicates that no solution is found.
jective function f x¦ y¡ being linearized as well: 
Note that NLP¡ i is a nonlinear program. The third one is FP ¥ NLP¡ i as defined in Section 2. Recall that this is a nonlinear program. The fourth one is the following MILP which looks for a better solution than the best found so far:
where z U is the current upper bound on the value of MINLP and δ by this solution. In both cases, the algorithm reverts to solving OA¡ l with all the outer approximation constraints generated for the points
. The algorithm continues iterating between the four problems as described above. The algorithm terminates when the lower bound given by OA¡ and the best upper bound found are equal within a specified tolerance ε. replace y l by the optimal solution of The integration of Feasibility Pump into the Outer Approximation algorithm enhances the behavior of OA for instances with convex feasible sets defined by nonconvex constraints. This is shown by the following example (see also Figure  4 ).
Although the constraints of the above problem are nonconvex, the feasible region The behavior outlined by the previous example is generalized by the following theorem. Table 4 we report computational results comparing the OA with the enhanced OA coupled with FP (OA+FP). The latter is implemented as a modification of the OA algorithm implemented in [1] , which is used as the OA code. Our procedure is set as follows. We start by performing one minute of iterated Feasibility Pump in order to find a good solution. We then start the enhanced OA algorithm. Since the primary goal of the FP in the enhanced OA is to quickly find improved feasible solutions, we put a limit of two minutes and five iterations for each call to the FP inside the enhanced OA. Table 4 Comparison between OA and its enhanced version on a subset of difficult instances. Columns labeled "ub" and "lb" report the upper and lower bound values; columns labeled "tub" and "tlb" give the CPU time in seconds for obtaining those upper and lower bounds; symbol "*" denotes proven optimality and " " indicates that no solution is found.
The results of Table 4 show that OA+FP can solve 15 instances whereas the classical OA algorithm solves only 10 within the 2-hour time limit. Furthermore, OA+FP finds a feasible solution in all but one instance, whereas the classical OA algorithm fails to find a feasible solution in 5 cases. In addition to being more robust, OA+FP is also competitive in terms of computing time, on most instances.
