Let X,, X,,.
INTRODUCTION
Let X be a regular graph with vertex set { 1,2,. . . , n(X)}. As with all our graphs, X has no loops, multiple edges, or directed edges. The degree of X will be denoted by v, and the number of cycles of length k by ck( X), for each ka3.
The adjacency matrix of X is the matrix A(X)=(aij) of order n(X), where a 1 i = 1 if vertices i and i are adjacent and a ii = 0 otherwise. The eigenvalues of X are the eigenvalues of A(X). Define the cumulative distribution function F(X, x) to be the proportion of the eigenvalues of X which are less than or *Present address: Computer Science Department, Vanderbilt University, Nashville, Tennessee 37235. equal to the real number x. Eigenvalues are counted according to their multiplicities.
It is easy to see that the fmlction F( X, x) satisfies the following conditions:
(1) F(X, x)=0 if x< -0. We can now state our main result. if x& -2m.
Conversely, if F(X,, x) does not converge to F(x) for some x, then the condition (5) fails for some k. n For v=2, the theorem follows directly from the fact that the eigenvalues of the n-vertex polygon are 2cose n ' k=0,1,2 ,..., n-l.
Consequently, we will assume from now on that v&3.
EXISTENCE AND UNIQUENESS OF F(x)
Let v0 be a vertex of a graph X. A closed walk of length r>O starting at v0 is a sequence vO, vi, vs,. . . , vr of vertices of X such that vr = vO, and vi_ 1 is adjacent to v, for 1~ i < r. 
Proof
The number of closed walks of length r in Xi equals the trace of the rth power of A( Xi), and so equals the sum of the rth powers of the eigenvalues of Xi. The lemma now follows from the definition of F(X,, r). n THEOREM 2.4. There is n unique function F(x) which is rnonotonicnlly nondecreasing and right-continuous for nil x such that / x'dF=B(r) for euch r>O.
Furthermore F(X,,x)-+F(x) us i+m, for every x at which F(x) is continuous.
The theorem follows from Lemma 2.3 as a special case of Theorem C of [5] . However, it will be as easy to give a direct proof here as to prove that the requirements of the latter theorem are met. In fact we will prove a more general result, because the proof is the same.
Let I=[(Y, /3] be a finite real interval. For each finite Ma0 define RBV(1, M) to be the set of all real functions E(x) such that 
)E,)(x)-E(x)J>&
for all i. Thus E,,(x), E,,(x),... does not cdntain a subsequence which converges to E(x), providing a contradiction. n
Proof of Theorem 2.4.
The functions F(X,, x) satisfy the requirements of Theorem 2.8 with M= 1. Furthermore, they are all nondecreasing, which proves that the limit F(x) is nondecreasing. W
DERIVATIONS OF F(x)
Our first task will be to derive an asymptotic expression for e(r).
LEMMA 3.1. 8(2s)-
USS-FOO.
Proof
We need three elementary results:
(11) (m21"1 j-s as m+ca.
Assume s > 1 and define z= l/( o -1). The second formula of Lemma 2.1 can be written as 
F(x) is continuous at x= +a.

Proof Define 8=F(-a)-F(-o-O)+F(w)-F(w-0).
Then 0(2s)a wzS 6 =4"( u -1)" S, by Lemma 3.2. Comparison with Lemma 3.1 shows that 6=0. 4
Lemmas 3.2 and 3.3 together permit us to replace jxTdF by /E, x'dF. In fact it will be convenient to replace the interval [-w, w] by [ -1, 11. To accomplish this, define G( x)x F( ox). Thus (12) J 1 x'dG= e(r> for each ~20.
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Wr
We will now seek a solution of (12) such that the derivative g(x) = G'( x ) exists for -1 <x< 1. Under this assumption, (12) can be replaced by
x'g(x)dx=-for each r>O.
-1
W'
The Tchebysheff polynomials T,(X), T,(X), . . . , are defined by T,(cos 0)~ cos no. The properties which we shall require are recalled in the next lemma. Thus we can expand
Recalling that g(x)=oF'(wx), we find that for -w<x<o, The function F(x) we have obtained satisfies the requirements that G(x) be differentiable for -1 <z< 1 and that g(x) have a convergent expansion in terms of Tchebysheff polynomials. Since it is also continuous, Theorem 1.1 follows from Theorem 2.4. n Figure 1 illustrates the shape of the probability density function f(x) for various values of O. As o becomes very large, the shape approaches that of an ellipse.
RANDOM LABELED REGULAR GRAPHS
Fix ~22. Let nl <n, <n, < . . . be the sequence of possible orders of regular graphs with degree v. For each i define Ri to be the set of all labeled regular graphs with degree v and order ni. For each real x, define F,(x) to be the average value of F( X, x ), where the average is taken over all X ER,. We can think of Fi( x) as giving the expected eigenvalue distribution of a random labelled regular graph with degree v and order ni.
The following lemma appears in [7] . 
Proof.
Consider the graph Y, consisting of the disjoint union of all members of Ri. Then Fi( x) = F( Y,, x ) . Consequently, the theorem follows from Lemma 4.1 and Theorem 1.1. n A stronger version of Lemma 4.1 [4] can be used to improve on theorem 4.2. Finally, we show that a precise bound can be given on the deviation of F(X, x) from F(x) in terms of the degree and the girth.
