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Abstract
We quantise a Poisson structure on Hn+2g, where H is a semidirect product group
of the form G ⋉ g∗. This Poisson structure arises in the combinatorial description
of the phase space of Chern-Simons theory with gauge group G ⋉ g∗ on R × Sg,n,
where Sg,n is a surface of genus g with n punctures. The quantisation of this Poisson
structure is a key step in the quantisation of Chern-Simons theory with gauge group
G⋉ g∗. We construct the quantum algebra and its irreducible representations and
show that the quantum double D(G) of the group G arises naturally as a symmetry
of the quantum algebra.
1 Introduction
The aim of this paper is the quantisation of a Poisson structure which arises in the
study of Chern-Simons gauge theory with semidirect product gauge group H = G ⋉ g∗,
where G is a Lie group, g∗ the dual of its Lie algebra g viewed as an abelian group and
G acts on g∗ in the co-adjoint representation. Such gauge groups occur in the Chern-
Simons formulation of (2+1)-dimensional gravity [1], where the gauge group is the three-
dimensional Poincare´ group or Euclidean group, depending on the signature of space-time.
Besides their mathematical interest, Chern-Simons gauge theories with gauge groups of
this type are therefore of physical relevance.
The Poisson algebra studied in this article, in the following referred to as flower algebra,
was first defined by Alekseev, Grosse and Schomerus [2, 3, 4] in the context of an earlier
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work by Fock and Rosly [5]. Fock and Rosly showed that it is possible to describe
the Poisson structure of the phase space of Chern-Simons theory, the moduli space of
flat connections, on an oriented, punctured surface in terms of a graph embedded into
this surface. By assigning a classical r-matrix for the gauge group to each vertex of
the graph, they define a Poisson structure on the space of graph connections. After
Poisson reduction with respect to graph gauge transformations, this Poisson structure
agrees with the canonical Poisson structure on the moduli space [6, 7]. Alekseev, Grosse
and Schomerus specialised this description to a set of curves representing the generators
of the surface’s fundamental group as a particularly simple graph. They then obtain a
Poisson structure on the space of holonomies associated to these generating curves, which
- because this set of curves resembles a flower - we will call the flower algebra. Via Poisson
reduction with respect to simultaneous conjugation of the holonomies with elements of the
gauge group, it induces the canonical Poisson structure on the moduli space. Although
the case of surfaces with a boundary is more involved due to additional degrees of freedom
arising at the boundary, the flower algebra still remains an important ingredient.
The relevance of the flower algebra for the phase space of Chern-Simons gauge theory
makes its quantisation an important task. For the case of compact, semisimple Lie groups
this has been achieved by Alekseev, Grosse and Schomerus [2, 3, 4] with their formalism
of combinatorial quantisation of Chern-Simons gauge theories. However, the case of (non-
compact and non-semisimple) Lie groups of type H = G⋉g∗ such as the three-dimensional
Poincare´ group arising in (2+1)-dimensional gravity is less well investigated. In addition
to the need to establish a quantisation procedure, the physical relevance of this case also
calls for a more explicit description in terms of coordinates with a direct physical meaning.
In this article we show that this can be achieved for groups of type H = G ⋉ g∗, where
G is a finite-dimensional, connected, simply connected and unimodular Lie group. The
assumptions of simply-connectedness and unimodularity are made for convenience; drop-
ping them would lead to technical modifications without affecting the essence of our
results. By extending and adapting the work of Alekseev and Malkin [8] to this case, we
construct a bijective decoupling transformation which breaks up the Poisson structure of
the flower algebra into a set of Poisson-commuting building blocks, a copy of the dual
Poisson-Lie group H∗ for each puncture and a copy of its Heisenberg double D+(H) for
each handle. We quantise these building blocks and then define a quantum counterpart of
the decoupling transformation to construct the quantum algebra for the original Poisson
structure and its irreducible Hilbert space representations. After investigating the action
of the quantum symmetries on the representation spaces, we relate them to the quantum
double D(G) of the group G.
The article is structured as follows. In Sect. 2 we establish the relevant definitions and
notations and discuss various Poisson structures associated to groups G ⋉ g∗ that are
relevant for our description of the flower algebra. Extending our treatment [9] of the
universal cover ˜SO(2, 1) ⋉ R3 of the Poincare´ group in three dimensions, we introduce
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the flower algebra on a genus g surface with n punctures as defined in [2, 3, 4] and give
an explicit description of its Poisson structure for groups of type H = G⋉ g∗. We define
a bijective decoupling transformation that maps this Poisson structure onto the direct
sum of n copies of the dual Poisson-Lie group H∗ and g copies of the Heisenberg double
D+(H). Finally, we show that elements of the semidirect product group G⋉ C
∞(G) act
as Poisson isomorphisms on the flower algebra and relate this group action to the action
of the group H by global conjugation.
Sect. 3 describes the quantisation of the flower algebra. Starting from the decoupled
Poisson structure, we construct the quantum algebra and its irreducible representations
for each of the building blocks. We then define a quantum counterpart of the classical
decoupling transformation to obtain a quantisation of the original brackets of the flower
algebra.
In Sect. 4 we discuss symmetries acting on the quantised flower algebra. We determine
how the group G ⋉ C∞(G) acts on the quantum algebra and how this action can be
implemented as an action on the representation spaces. We establish the relation between
this quantum symmetry and the quantum double D(G) of the Lie group G.
Sect. 5 contains our outlook and conclusions.
2 The classical Poisson structure
2.1 Poisson structures associated to G⋉ g∗ as a Poisson Lie group
We consider groups H = G ⋉ g∗ which are the semidirect product of a Lie group G and
the dual g∗ of its Lie algebra g = LieG, viewed as an abelian group. The group G is
assumed to be connected, simply connected and unimodular. Following the conventions
of [10], we define Ad∗(g) to be the algebraic dual of Ad(g), i. e.
〈Ad∗(g)j, ξ〉 = 〈j,Ad(g)ξ〉 ∀j ∈ g∗, ξ ∈ g, g ∈ G, (2.1)
so that the coadjoint action of g ∈ G is given by Ad∗(g−1). Writing elements h ∈ H as
(u,a), the group multiplication is given by
(u1,a1) · (u2,a2) = (u1 · u2,a1 +Ad
∗(u−11 )a2). (2.2)
Often we use the parametrisation
(u,a) = (u,−Ad∗(u−1)j) with u ∈ G, a, j ∈ g∗, (2.3)
which will be interpreted geometrically further below.
All Lie algebras are considered over R unless stated otherwise, and Einstein summation
convention is used throughout the paper. Let Ja, P
a, a = 1, . . . , dimG, denote the
generators of the Lie algebra h = LieH = g ⊕ g∗, such that the generators Ja, a =
3
1, . . . , dimG, generate g = LieG and P a, a = 1, . . . , dimG, generate g∗. The commutator
is then given by
[Ja, Jb] = f
c
ab Jc [Ja, P
b] = −f bac P
c [P a, P b] = 0, (2.4)
where f cab are the structure constants of g. The Lie algebra h admits the non-degenerate
bilinear form
〈Ja, Jb〉 = 0 〈P
a, P b〉 = 0 〈Ja, P
b〉 = δba, (2.5)
which is H-invariant by virtue of (2.1). We may view h as the classical double of the
Lie bialgebra g with standard commutator and trivial cocommutator, where the pairing
between g and g∗ is given by (2.5). It has a coboundary Lie bialgebra structure with
commutator (2.4) and cocommutator δ : h→ h⊗ h
δ(Ja) = 0 δ(P
a) = f abc P
b ⊗ P c, (2.6)
which arises from the classical r-matrix
r = P a ⊗ Ja ∈ h⊗ h. (2.7)
This Lie bialgebra structure on the space h = g⊕g∗ is the infinitesimal version, the tangent
Lie bialgebra, of an associated Poisson-Lie structure on the group H . If we denote by
P˜ aL, P˜
a
R, J˜
L
a , J˜
R
a , a = 1, . . . , dimG, the right- and left-invariant vector fields on H
P˜ aRf(u,−Ad
∗(u−1)j) =
d
dt
|t=0f
(
(u,−Ad∗(u−1)j) · tP a
)
= −
∂f
∂ja
(u,−Ad∗(u−1)j)
P˜ aLf(u,−Ad
∗(u−1)j) =
d
dt
|t=0f
(
−tP a · (u,−Ad∗(u−1)j)
)
= Ad∗(u) ab
∂f
∂jb
(u,−Ad∗(u−1)j)
J˜Ra f(u,−Ad
∗(u−1)j) =
d
dt
|t=0f
(
(u,−Ad∗(u−1)j) · etJa
)
= JRa f(u,−Ad
∗(u−1)j) + f cab
∂f
∂jb
(u,−Ad∗(u−1)j)jc
J˜La f(u,−Ad
∗(u−1)j) = JLa f(u,−Ad
∗(u−1)j), (2.8)
with j = jaP
a, f ∈ C∞(H) and the left-and right-invariant vector fields JRa , J
L
a on G
JRa f :=
d
dt
|t=0f(ue
tJa) JLa f :=
d
dt
|t=0f(e
−tJau) for f ∈ C∞(G), (2.9)
this Poisson-Lie structure is given by the Poisson bivector
BH = P˜
a
L ∧ J˜
L
a − P˜
a
R ∧ J˜
R
a . (2.10)
Similarly, there is a Poisson-Lie group structure associated to the dual h∗ of the Lie
bialgebra h = g⊕ g∗, the dual H∗ of the Poisson-Lie group H . As a group, it is the direct
product G× g∗ with group multiplication (u1, j1) · (u2, j2) = (u1u2, j1 + j2). The global
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diffeomorphism H∗ → H , (u, j) 7→ (u,−Ad∗(u−1)j) [11] allows us to describe its Poisson
structure in terms of the following Poisson bivector on H
BH∗ =
1
2
(
P˜ aL ∧ J˜
L
a + P˜
a
R ∧ J˜
R
a
)
+ P˜ aR ∧ J˜
L
a . (2.11)
A more explicit formula in terms of the parametrisation (2.3) is given in Sect. 2.3, (2.27).
The symplectic leaves of this Poisson structure are the conjugacy classes in H [12, 13].
As they play an important role in the quantisation of the flower algebra, we need to
introduce some additional notation that will allow us to take a more geometric viewpoint
and relate them to the conjugacy classes in the group G. For an element u ∈ G let
Nu = {n ∈ G|nun
−1 = u} denote its stabiliser group with Lie algebra nu and dimension
νu. Pick a basis {Jα}, α = 1, . . . , νu of nu and complete it to a basis {Ja}, a = 1, . . . , dimG,
of g. If we denote the dual basis of g∗ by {Pa}, a = 1, . . . , dimG, as above and define
n∗u = Span(P1, . . . , Pνu), we have the decomposition
g∗ = Im(1− Ad∗(u))⊕ n∗u for each u ∈ G. (2.12)
This decomposition gives rise to a convenient parametrisation of the conjugacy classes
in the group H that clarifies their relation to the conjugacy classes in G. From a fixed
element (g,−Ad∗(g−1)s) ∈ H other elements (u,−Ad∗(u−1)j) in the same conjugacy class
in H are obtained by conjugation with (v,x) ∈ H and explicitly given by
u = vgv−1 (2.13)
j = Ad∗(v−1)s+ (1− Ad∗(u))x.
Equations (2.12), (2.13) allow us to characterise a conjugacy class in H by picking a
group element gµ ∈ G and an element s ∈ n
∗
gµ in the dual Lie algebra of its stabiliser.
After choosing gµ ∈ G, the remaining arbitrariness in the choice of s is parametrised
by elements n ∈ Ngµ. Under their action s sweeps out a co-adjoint orbit Os in n
∗
gµ.
Conjugacy classes Cµs in H are therefore uniquely characterised by G-conjugacy classes
Cµ = {vgµv
−1 | v ∈ G} and co-adjoint orbits Os in n
∗
gµ. With respect to fixed gµ ∈ G and
s ∈ n∗gµ, they are given as the image of the map
conjµs : H → Cµs (2.14)
(v,x) 7→ (u, j) = (v,x)(gµ,−s)(v,x)
−1.
In geometric terms, this amounts to the following. The identification T ∗uCµ = Im(1 −
Ad∗(u)) allows us to write the H-conjugacy classes Cµs locally as the product of the
cotangent bundle T ∗Cµ and Os. With the projection πu : g
∗ 7→ g∗/n∗u ≃ Im(1 − Ad
∗(u))
we then have the bundle
Cµs → T
∗Cµ (2.15)
(u,−Ad∗(u−1)j) 7→ (u, (−Ad∗(u−1))πu(j))
with typical fibre Os.
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The third Poisson structure associated to the Lie bialgebra h that we will be relevant in
this article is the so-called Heisenberg double D+(H) of the Poisson-Lie group H . It is the
Poisson structure on the direct product H ×H defined by the following Poisson bivector
BD+(H) =
1
2
(
P˜ aR1 ∧ J˜
R1
a + P˜
a
L1
∧ J˜L1a + P˜
a
R2
∧ J˜R2a + P˜
a
L2
∧ J˜L2a
)
(2.16)
+ P˜ aR1 ∧ J˜
R2
a + P˜
a
L1 ∧ J˜
L2
a ,
where P˜ aRi , P˜
a
Li
, J˜Ria , J˜
Li
a denote the left-and right-invariant vector fields on the two copies
of H . In [13, 14] it was shown that this Poisson structure is symplectic; however, it is
not a Poisson-Lie structure. We derive an explicit formula for this Poisson structure in
Sect. 2.3,(2.28) and show that in suitable coordinates it is the canonical Poisson structure
of the cotangent bundle T ∗(G×G).
2.2 The flower algebra
After introducing the relevant concepts and definitions, we are now ready to discuss the
flower algebra for semidirect product gauge groups G⋉ g∗ on a genus g surface Sg,n with
n punctures.
The phase space of Chern-Simons theory on the surface Sg,n (with any gauge group) is
the moduli space of flat connections. It can be described in terms of a graph embedded
into the surface [5]. The moduli space as a manifold with singularities is then obtained as
the quotient of the space of flat graph connections modulo graph gauge transformations.
However, as the canonical Poisson structure of the underlying Chern-Simons gauge theory
does in general not induce a Poisson structure on the space of graph connections, this
description can a priori not provide a description of the canonical Poisson structure on the
moduli space. As explained in the introduction, Fock and Rosly [5] succeeded in defining
a (non-canonical) Poisson structure on the space of graph connections that induces the
canonical Poisson structure on the moduli space. Alekseev, Grosse and Schomerus [2,
3, 4] specialised this description to the simplest graph that can be used to describe the
underlying surface: a set of curves representing the generators of its fundamental group.
The space of graph connections is then simply the set of holonomies along these curves,
and graph gauge transformations act on the holonomies via simultaneous conjugation.
The resulting Poisson structure on the space of holonomies is the flower algebra.
The case of surfaces with boundary is more involved, as gauge transformations that are
nontrivial at the boundary acquire a physical meaning and are no longer divided out of
the phase space. Depending on the boundary conditions imposed, there are additional
degrees of freedom associated to the boundary which enter into the phase space. The
Poisson structure then contains a contribution of these boundary degrees of freedom as
well as a bulk term representing the internal degrees of freedom, subject to constraints
relating the two contributions.
We can now define the flower algebra, summarising the results and definitions of [2, 3, 4].
The first ingredient is a set of generators for the fundamental group of the underlying Rie-
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mann surface. The fundamental group π1(Sg,n) of a genus g surface Sg,n with n punctures
is generated by the equivalence classes of a loop mi, i = 1, . . . , n, around each puncture
and two curves aj, bj , j = 1, . . . , g for each handle, see Fig. 1.
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Fig. 1
The generators of the fundamental group of the surface Sg,n\D with a disc removed (shaded)
For the surface Sg,n, these generators are subject to a single, defining relation
k∞ = [bg, a
−1
g ] · . . . · [b1, a
−1
1 ] ·mn · . . . ·m1 = 1, (2.17)
with group commutator [bi, a
−1
i ] = bia
−1
i b
−1
i ai. If we remove a discD from the surface, thus
obtaining the surface Sg,n \D with connected boundary shown in Fig. 1, the fundamental
group π1(Sg,n \ D) is freely generated by the n + 2g curves mi, i = 1, . . . , n and aj, bj ,
j = 1, . . . , g. Whereas the holonomies of the curves for each handle are general elements
of the gauge group H , the holonomies corresponding to the punctures are restricted to
fixed H-conjugacy classes Cµisi ⊂ H . Therefore, the space Ag,n of graph connections, or
holonomies, is given by
Ag,n =
{
(M1, . . . ,Mn, A1, B1, . . . , Ag, Bg) ∈ Cµ1s1 × . . .× Cµnsn ×H
2g | (2.18)
[Bg, A
−1
g ] · . . . · [B1, A
−1
1 ] ·Mn · . . . ·M1 = 1
}
.
The moduli space Mg,n of flat H-connections on a closed surface Sg,n is obtained from
this space by dividing out simultaneous conjugation of all holonomies by the group H
Mg,n = Ag,n/ ∼ , (2.19)
where ∼ denotes simultaneous conjugation by an element of the group H . Following the
work of Alekseev, Grosse and Schomerus [2, 3, 4], we then have the following definition
of the flower algebra (see Theorem 2 in [4]).
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Definition 2.1 (Flower algebra)
The flower algebra for gauge group H on a genus g surface Sg,n with n punctures is the
Poisson algebra C∞(Hn+2g) defined by the following Poisson bivector
BFR =
n∑
i=1
rαβ
(
1
2
RMiα ∧ R
Mi
β +
1
2
LMiα ∧ L
Mi
β +R
Mi
α ∧ L
Mi
β
)
(2.20)
+
g∑
i=1
rαβ
(
1
2
(
RAiα ∧R
Ai
β + L
Ai
α ∧ L
Ai
β +R
Bi
α ∧ R
Bi
β + L
Bi
α ∧ L
Bi
β
)
+RAiα ∧ (R
Bi
β + L
Ai
β + L
Bi
β ) +R
Bi
α ∧ (L
Ai
β + L
Bi
β ) + L
Ai
α ∧ L
Bi
β
)
+
∑
1≤i<j≤n
rαβ(RMiα + L
Mi
α ) ∧ (R
Mj
β + L
Mj
β )
+
∑
1≤i<j≤g
rαβ(RAiα + L
Ai
α +R
Bi
α + L
Bi
α ) ∧ (R
Aj
β + L
Aj
β +R
Bj
β + L
Bj
β )
+
n∑
i=1
g∑
j=1
rαβ(RMiα + L
Mi
α ) ∧ (R
Aj
β + L
Aj
β +R
Bj
β + L
Bj
β ) ,
where elements of Hn+2g are denoted by (M1, . . . ,Mn, A1, B1, . . . , Ag, Bg). The coefficients
rαβ are the components of a classical r-matrix r ∈ h ⊗ h for H with respect to a given
basis Zα, α = 1, . . . , dimH of h and L
α
X , R
α
X , X = M1, . . . ,Mn, A1, B1, . . . , Ag, Bg the
right-and left invariant vector fields corresponding to this basis.
As our notation suggests, the elements of Hn+2g should be thought of as holonomies
around the curves depicted in Fig. 1. Note, however, that we neither impose the condition
2.17 nor restrict the holonomies around the punctures in the definition of the flower
algebra.
With an expression for the classical r-matrix and the right-and left invariant vector fields
on the different copies of H , formula (2.20) determines the Poisson brackets of two func-
tions in C∞(Hn+2g). However, in the case of groups of type H = G ⋉ g∗, there is an
advantage in working with a slightly different definition of the flower algebra. We ex-
pand the vector j in (2.3) as j = jbP
b, and denote by the same symbol the maps
ja ∈ C
∞(H) : (u,−Ad∗(u−1)j) 7→ ja. Instead of C
∞(H) we then consider the algebra
generated by the functions in C∞(G) together with these maps ja. By inserting the r-
matrix (2.7) into (2.20) together with the expressions (2.8) for the left- and right invariant
vector fields, we obtain the Poisson brackets of these generating functions ja and functions
F ∈ C∞(Gn+2g), resulting in the following alternative definition of the flower algebra.
Definition 2.2 (Flower algebra for groups G⋉ g∗)
The flower algebra F for gauge group H = G ⋉ g∗ on a genus g surface Sg,n with n
8
punctures is the commutative Poisson algebra
F = S
(
n+2g⊕
k=1
g
)
⊗ C∞(Gn+2g), (2.21)
where S
(⊕n+2g
k=1 g
)
is the symmetric envelope of the real Lie algebra
⊕n+2g
k=1 g, i.e. the
polynomials with real coefficients on the vector space
⊕n+2g
l=1 g
∗. In terms of a fixed basis
B = {jMia , j
Ak
a , j
Bk
a , i=1,. . . ,n, k=1,. . . ,g, a=1,. . . ,dimG}, its Poisson structure is given
by
{jXa ⊗ 1, j
X
b ⊗ 1} = −f
c
ab j
X
c ⊗ 1
{jXa ⊗ 1, j
Y
b ⊗ 1} = −f
c
db j
Y
c ⊗ (δ
d
a −Ad
∗(uX)
d
a ) ∀X, Y ∈ {M1, . . . , Bg}, X < Y
{jAia ⊗ 1, j
Bi
b ⊗ 1} = −f
c
ab j
Bi
c ⊗ 1 ∀i = 1, . . . , g
{jMia ⊗ 1, 1⊗ F} = −1⊗ (J
RMi
a + J
LMi
a )F − 1⊗ (δ
b
a −Ad
∗(uMi)
b
a )
(∑
Y >Mi
(JRYb + J
LY
b )F
)
{jAia ⊗ 1, 1⊗ F} = −1⊗ (J
RAi
a + J
LAi
a )F − 1⊗ (J
RBi
a + J
LBi
a )F − 1⊗ Ad
∗(u−1Bi uAi)
b
a J
RBi
b
− 1⊗ (δ ba − Ad
∗(uAi)
b
a )
(∑
Y >Ai
(JRYb + J
LY
b )F
)
{jBia ⊗ 1, 1⊗ F} = −1⊗ J
LAi
a F − 1⊗ (J
RBi
a + J
LBi
a )F
− 1⊗ (δ ba − Ad
∗(uBi)
b
a )
(∑
Y >Bi
(JRYb + J
LY
b )F
)
, (2.22)
where F ∈ C∞(Gn+2g), M1 < . . . < Mn < A1, B1 < . . . < Ag, Bg and J
LX
a , J
RX
a denote
the right- and left invariant vector fields (2.9) on the different copies of G.
2.3 The decoupling transformation
We will now show how the flower algebra for groups of typeH = G⋉g∗ can be broken down
into a set of Poisson commuting building blocks. In doing this, we follow closely the work
of Alekseev and Malkin [8] who treated the case of compact, semisimple Lie groups H .
They give a bijective transformation that maps the Poisson structure on the moduli space
Mn,g to the direct sum of n symplectic forms on H-conjugacy classes and g copies of the
Heisenberg double D+(H). While, in general, this transformation is quite complicated,
which makes it difficult to obtain an explicit expression in terms of coordinates, the picture
is a lot simpler in the case H = G ⋉ g∗. Not only can the transformation of Alekseev
and Malkin be generalised to this setting, but it is then possible to obtain an explicit
expression in terms of the generators defined in Def. 2.2. This allows us to verify the
asserted properties of this transformation by direct calculation.
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Definition 2.3 (Decoupling transformation)
The decoupling transformation is the bijective transformation K : F → F
K : 1⊗ F 7→ 1⊗ F, jMia ⊗ 1 7→ j
M ′i
a , j
Aj
a ⊗ 1 7→ j
A′j
a , j
Bj
a ⊗ 1 7→ j
B′j
a (2.23)
for F ∈ C∞(Gn+2g), i = 1, . . . , n and j = 1, . . . , g. The transformed generators are given
by
j
M ′i
a = j
Mi
a − (δ
b
a − Ad
∗(uMi)
b
a )
( n∑
k=i+1
Ad∗
(
uMk−1 · · ·uMi+1
) c
b
· jMkc (2.24)
+
g∑
k=1
Ad∗
(
uKk−1 · · ·uK1 · uMn · · ·uMi+1
) c
b
· jHkc
)
j
A′i
a = j
Ai
a +Ad
∗(u−1Ai )
b
a (j
Ai
b − j
Bi
b ) + (Ad
∗(uAi)− Ad
∗(uBiu
−1
Ai
)) ba
( g∑
k=i+1
Ad∗
(
uKk−1 · · ·uKi+1
) c
b
jHkc
)
j
B′i
a = j
Bi
a +Ad
∗(u−1Ai )
b
a (j
Ai
b − j
Bi
b ) + (Ad
∗(uBi)−Ad
∗(uBiu
−1
Ai
)) ba
( g∑
k=i+1
Ad∗
(
uKk−1 · · ·uKi+1
) c
b
jHkc
)
,
where we write jXa for j
X
a ⊗1 and F for 1⊗F . The expressions Ad
∗(uX)
b
a : (uM1, . . . , uBg) 7→
Ad∗(uX)
b
a for X ∈ {M1, . . . , Bg} are to be interpreted as functions in C
∞(Gn+2g), and we
set
uKi := uBiu
−1
Ai
u−1Bi uAi (2.25)
jHia :=
(
δ ba −Ad
∗(u−1Ai u
−1
Bi
uAi)
b
a
)
jAib +
(
Ad∗(u−1Ai u
−1
Bi
uAi)− Ad
∗(u−1Bi uAi)
) b
a
jBib .
The inverse of K is given by
jMia = j
M ′i
a + (δ
b
a − Ad
∗(uMi)
b
a )
(
n∑
k=i+1
j
M ′k
b
)
(2.26)
+ (δ ba − Ad
∗(uMi)
b
a )
(
g∑
k=1
(
δ cb − Ad
∗(u−1Ak)
c
b
)
j
A′k
c +
(
Ad∗(u−1Ak)−Ad
∗(u−1BkuAk)
) c
b
j
B′k
c
)
jAia = j
A′i
a − Ad
∗(u−1Ai )
b
a (j
A′i
b − j
B′i
b )
+ (δ ba − Ad
∗(uAi)
b
a )
(
g∑
k=i+1
(
δ cb − Ad
∗(u−1Ak)
c
b
)
j
A′k
c +
(
Ad∗(u−1Ak)− Ad
∗(u−1BkuAk)
) c
b
j
B′k
c
)
jBia = j
B′i
a −Ad
∗(u−1Ai )
b
a (j
A′i
b − j
B′i
b )
+ (δ ba − Ad
∗(uBi)
b
a )
(
g∑
k=i+1
(
δ cb − Ad
∗(u−1Ak)
c
b
)
j
A′k
c +
(
Ad∗(u−1Ak)−Ad
∗(u−1BkuAk)
) c
b
j
B′k
c
)
.
With this definition, we can calculate the transformed bracket and verify that the trans-
formation does indeed decouple the mixed contributions in (2.22) into Poisson-commuting
building blocks.
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Theorem 2.4 The decoupling transformation K maps the Poisson structure (2.22) to the
direct sum of n Poisson structures on the dual H∗ and g copies of the symplectic structure
of the Heisenberg double D+(H):
{j
M ′i
a , j
M ′j
b } = −δijf
c
ab j
M ′i
c (2.27)
{j
M ′i
a , 1⊗ F} = −1⊗ (J
RMi
a + J
LMi
a )F ∀i, j = 1, . . . , n
{j
A′i
a , j
A′j
b } = −δijf
c
ab j
A′i
c (2.28)
{j
B′i
a , j
B′j
b } = −δijf
c
ab j
B′i
c
{j
A′i
a , j
B′j
b } = −δijf
c
ab j
B′i
c
{j
A′i
a , 1⊗ F} = −1⊗ J
RAi
a F − 1⊗ (1 + Ad
∗(u−1Bi uAi))
b
a J
RBi
b F
{j
B′i
a , 1⊗ F} = −1⊗ J
RBi
a F ∀i, j = 1, . . . , g
{j
M ′i
a , j
A′j
b } = {j
M ′i
a , j
B′j
b } = 0 ∀i = 1, . . . , n, j = 1, . . . , g. (2.29)
Proof: The Poisson brackets (2.27), (2.28) of the transformed generators j
M ′i
a , j
A′i
a , j
B′i
a
can be calculated directly from the Poisson brackets (2.22) of the flower algebra. We
then insert the expressions (2.8) for the vector fields on H in the Poisson bivectors (2.11)
and (2.16) of the dual H∗ and the Heisenberg double D+(H) and apply them to the
functions ja ∈ C
∞(H) : (u,−Ad∗(u−1)j) 7→ ja to verify that the result does agree with
the decoupled brackets (2.27) and (2.28). 
Note that K may also be viewed as the pullback of a map Hn+2g → Hn+2g which is the
identity on Gn+2g and leaves each of the conjugacy classes Cµisi invariant. From (2.24)
we see that this map adds to jMi respectively jM ′i an element of
⊕n+2g
k=1 g ⊗ C
∞(Gn+2g)
preceded by a factor (1 − Ad∗(uMi)). It follows from (2.13) that such transformations
map a given conjugacy class into itself.
The transformation K simplifies the Poisson structure of the flower algebra considerably
by decoupling the contributions of different punctures and handles. However, it is still
possible to simplify the resulting Poisson structure further by breaking up the Heisenberg
double Poisson structure (2.28) associated to each handle. With the transformation L :
H2g+n → H2g+n
(uAi, uBi) 7→ (w1,i, w2,i) = (uAi, u
−1
Bi
uAi) (2.30)
(jA′i, jB′i) 7→ (k1,i,k2,i) = (jA′i − jB′i, jB′i) i = 1, . . . , g
uMi 7→ uMi
jM ′i
7→ jM ′i i = 1, . . . , n,
11
we map each Heisenberg double into the cotangent bundle symplectic structure T ∗(G×G):
{k1,ia , k
1,i
b } = −f
c
ab k
1,i
c {k
2,i
a , k
2,i
b } = −f
c
ab k
2,i
c {k
a
1,i, k
b
2,i} = 0 (2.31)
{k1,ia , F}(w1,i, w2,i) = −
d
dt
|t=0F (w1,i e
tJa , w2,i)
{k2,ia , F}(w1,i, w2,i) = −
d
dt
|t=0F (w1,i , e
−tJaw2,i).
Combining the decoupling transformation K with the pull-back L∗ and using the notation
(2.14) then yields the following theorem
Theorem 2.5 The bijective map L∗ ◦K : F → F maps the Poisson structure (2.22) of
the flower algebra to the direct sum of n copies of the dual Poisson-Lie group H∗ and
2g copies of the cotangent bundle Poisson structure T ∗G. The symplectic leaves of the
Poisson manifold
(
H∗
)n
×
(
T ∗G
)2g
are of the form Cµ1s1 × . . . × Cµnsn × H
2g and the
pull-back of the symplectic structure on each leaf via the map
conjµ1s1 × . . .× conjµnsn × id
2g : Hn+2g → Cµ1s1 × . . .× Cµnsn ×H
2g (2.32)
is the exterior derivative of the symplectic potential
Θ = −
n∑
i=1
〈dvMiv
−1
Mi
, j
M ′i
a P
a〉+
g∑
i=1
〈w−11,i dw1,i , k
1,i
a P
a〉 − 〈dw2,iw
−1
2,i , k
2,i
a P
a〉. (2.33)
Proof: The expression for the pull-back of the symplectic potential on the symplectic
leaves of H∗ was derived for the case G = ˜SO(2, 1) in [9], but the derivation is valid for
any Lie group G. The expression for the symplectic potential on T ∗(G×G) is standard
and uses the identification of T ∗G with G × g∗. The identification can be made using
either the left- or the right-multiplication of G; our definition of k1,ia and k
2,i
a is such that
we use right-multiplication for one copy and left-multiplication for the other copy of G in
T ∗(G×G). The reasons for this choice are related to the natural action of the quantum
double of G in the quantum theory, and will become clear in Sect. 4.2. 
This theorem provides us with an interpretation of the map L∗ ◦ K. In the decoupled
coordinates jM ′i , uM
′
i
,kα,i and wα,i the symplectic structure on symplectic leaves has the
canonical form (2.33). We shall see in Sect. 3 that the Poisson structure expressed in
terms of the decoupled coordinates is amenable to a rather straightforward quantisation
procedure. The map L∗ ◦K thus establishes a link between two important sets of coor-
dinates, the holonomy coordinates with a direct gauge-theoretical interpretation and the
decoupled coordinates which are convenient for quantisation.
2.4 Symmetries
As the flower algebra for the group H = G ⋉ g∗ is closely related to the phase space of
Chern-Simons gauge theory with gauge group H , the moduli space of flat H-connections,
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it is to be expected that at least some of the invariance transformations of the underlying
Chern-Simons theory give rise to symmetries of the flower algebra. We identify two such
groups of symmetries of the flower algebra and show how they are related to the invariance
transformations of the underlying Chern-Simons gauge theory.
As a topological field theory, Chern-Simons theory on a surface Sg,n is invariant under
diffeomorphisms of this surface, in particular, under large diffeomorphisms, which form
the mapping class group Map(Sg,n). In [9] it was shown for the case H = ˜SO(2, 1)⋉ R
3
that the mapping class group Map(Sg,n\D) of the surface with a disc removed acts on the
flower algebra as Poisson isomorphisms. The proof can be extended to general H , but
we will not give it here. Instead we defer a full discussion of the mapping class group in
classical and in particular quantised Chern-Simons theories with gauge groups G⋉ g∗ to
a separate paper [15].
The second type of symmetry acting on the flower algebra is related to the other class of
invariance transformations in Chern-Simons theory, Chern-Simons gauge transformations.
In the description of Chern-Simons gauge theory by means of a set of curves representing
the generators of the fundamental group, Chern-Simons gauge transformations that are
nontrivial at the basepoint act on the associated holonomies by global conjugation with
an element of H . Via the identification of the holonomies with the different copies of H in
definitions Def. 2.1, Def. 2.2, this action on the holonomies induces transformations of the
flower algebra. However, these transformations are in general not Poisson isomorphisms
unless we take into account the nontrivial Poisson structure (2.10) of the group H . For
semisimple H , it was shown in [5] that, interpreted as maps H×Hn+2g → Hn+2g, they are
Poisson isomorphisms with respect to the flower algebra Poisson structure on Hn+2g and
the Poisson structure on H × Hn+2g that is the direct product of the Poisson structure
(2.10) on H and the flower algebra Poisson structure on Hn+2g. However, we will see that
there is a much larger group of Poisson symmetries of the flower algebra that generalises
the conjugation with elements of the group H . In particular, for the case where the
exponential map exp : g→ G is bijective, these Poisson symmetries give rise to a Poisson
action of H on the flower algebra that can be interpreted as a deformed conjugation.
Theorem 2.6 (Action of G⋉ C∞(G))
1. Consider the group G⋉ C∞(G) with multiplication law
(h1, f1) · (h2, f2) = (h1h2, f1 + f2 ◦ Adh−11 ) ∀h1, h2 ∈ G, f1, f2 ∈ C
∞(G). (2.34)
It acts on the flower algebra via
(h, f) : jXa ⊗ 1 7→ j
X
b ⊗ Ad
∗(h) ba + 1⊗ (Ad
∗(h) ba {j
X
b ⊗ 1, 1⊗ f ◦ Φ∞}) (2.35)
1⊗ F 7→ 1⊗ F ◦ Adn+2gh−1 ,
where Adn+2gh : (uM1, . . . , uBg) 7→ (huM1h
−1, . . . , huBgh
−1) denotes the global con-
jugation by h ∈ G , { , } the Poisson bracket (2.22) on the flower algebra and
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Φ∞ : G
n+2g → G is the map
Φ∞(uM1, . . . , uBg) = utot = uKg · · ·uK1 · uMn · · ·uM1 (2.36)
with uKi given by (2.25).
2. This action is a Poisson action. The infinitesimal generators of the action of G ⊂
G⋉ C∞(G) are the elements
jtota =
n∑
i=1
jMib ⊗ Ad
∗(uMi−1 · · ·uM1)
b
a +
g∑
i=1
1⊗ Ad∗(uKi−1 · · ·uM1)
b
a · j
Hi
b (2.37)
=
n∑
i=1
j
M ′i
a +
g∑
k=1
1⊗ (δ ba −Ad
∗(u−1Ak)
b
a ) · j
A′k
b + 1⊗ (Ad
∗(u−1Ak)− Ad
∗(u−1BkuAk))
b
a · j
B′k
b ,
with jHia given by (2.25), and the action of C
∞(G) ⊂ G ⋉ C∞(G) is generated by
functions 1⊗ (f ◦ Φ∞), f ∈ C
∞(G). We have for all elements ϕ ∈ F
d
dt
|t=0(e
−tJa , 0)(ϕ) = {jtota , ϕ}
d
dt
|t=0(1 , −t · f)(ϕ) = {1⊗ (f ◦ Φ∞) , ϕ}. (2.38)
Proof: That (2.35) defines a group action of G ⋉ C∞(G) on the flower algebra with
infinitesimal generators (2.38) can be shown by direct computation using the Poisson
brackets (2.22) or, alternatively, (2.27),(2.28) of the flower algebra. That it is a Poisson
action follows from the fact that it is infinitesimally generated via the Poisson brackets
[10], but can also be verified directly from (2.35) and the Poisson bracket of the flower
algebra. 
Note that the map Φ∞ : (uM1, . . . , uBg) 7→ utot as well as the algebra elements j
tot
a occurring
in Theorem 2.6 have a geometric meaning [9]. If we parametrise the holonomiesM1, . . . , Bg
associated to the generators m1, . . . , bg of π1(Sg,n) according to (2.3)
(uX ,−Ad
∗(u−1X )jX) = (uX ,−Ad
∗(u−1X )j
X
a P
a) ∀X ∈ {M1, . . . , Bg} (2.39)
and identify the parameters jXa with generators j
X
a ⊗ 1, then the holonomy associated to
the curve k∞ defined in (2.17) is Hol(k∞) = (utot , −Ad
∗(u−1tot)jtot) with utot and jtot given
by (2.36) and (2.37).
We will now relate this action of the group G⋉C∞(G) on the flower algebra to the trans-
formations induced by simultaneous conjugation of the holonomies with a fixed element
of G⋉g∗. From the group multiplication law (2.2), it follows that (h,x) ∈ G⋉g∗ acts on
elements of the flower algebra by conjugation with the inverse (h−1,−Ad∗(h)x) according
to
1⊗ F 7→ 1⊗ (F ◦ Adn+2gh−1 ) (2.40)
jXa ⊗ 1 7→ j
X
b ⊗Ad
∗(h) ba − 1⊗ (Ad
∗(h)−Ad∗(uXh))
b
a xb.
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This action is not a Poisson action. On the other hand, we can use (2.22) together with
the definition of the map Φ∞ to evaluate the bracket {j
X
a , f ◦Φ∞} in the definition (2.35)
of the G⋉ C∞(G)-action on the flower algebra and obtain the Poisson action
(h, f) : 1⊗ F 7→ 1⊗ (F ◦ Adn+2gh−1 ) (2.41)
jXa ⊗ 1 7→ j
X
b ⊗ Ad
∗(h) ba − 1⊗ ((Ad
∗(h)− Ad∗(uXh))
b
a (J
L
b f) ◦ Φ∞).
Comparing expressions (2.40) and (2.41), we see that the action of G⋉C∞(G) on the flower
algebra can be interpreted as a generalised conjugation: the action of G ⊂ G ⋉ C∞(G)
agrees with the action of G via global conjugation, whereas the action of C∞(G) ⊂ G ⋉
C∞(G) mimics global conjugation with g∗, only that now the transformation vector x ∈ g∗
is replaced by a function of the group element utot.
If the exponential map exp : g→ G is bijective, group elements u ∈ G can be parametrised
as u = exp(paJa) and the relation between the action of G ⋉ C
∞(G) and the action of
the group G ⋉ g∗ by global conjugation becomes more explicit. Denoting the inverse of
exp : g→ G by log : G→ g, we can define an embedding ι : g∗ → C∞(G) via
ι(q)(u) = 〈q, log(u)〉 ∀q ∈ g∗, u ∈ G, (2.42)
where 〈 , 〉 denotes the pairing (2.5). In particular, we have the coordinate functions
ι(P a) : u = exp(pbJb) 7→ p
a. Then, the group multiplication (2.34) restricted to G⋉ ι(g∗)
becomes simply the group multiplication of H , and we obtain the following lemma
Lemma 2.7 If the exponential map exp : g→ G is bijective, there is a Poisson action of
the group G⋉ g∗ on the flower algebra given by
(h, q) : 1⊗ F 7→ 1⊗ (F ◦ Adn+2gh−1 ) (2.43)
jXa ⊗ 1 7→ j
X
b ⊗Ad
∗(h) ba − 1⊗ (Ad
∗(h)−Ad∗(uXh))
b
a xb.
where qb = T
c
b (utot) xc and
T (utot) =
1− Ad∗(utot)
ad∗(patotJa)
(2.44)
is a linear map depending on the total holonomy utot.
Proof: Apply the formula (2.41) for the Poisson action of G ⋉ C∞(G) to the function
f = ι(q). The lemma then follows from the formula (JLb ι(q)) ◦ Φ∞ = (T
−1)
c
b (utot) qc,
which can be found, for example, in [16], p. 179. 
3 Quantisation
By Theorem 2.5, we have reduced the task of quantising the flower algebra to the quan-
tisation of the symplectic structure on the cotangent bundle T ∗G of the group G and the
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dual Poisson structure H∗. Both of these Poisson structures are relatively simple and
special cases of the following general situation. We have a commutative Poisson algebra
given as a tensor product
Q = S(e)⊗ C∞(E), (3.1)
where E is a finite dimensional, simply connected Lie group with Lie algebra e = LieE and
S(e) denotes the symmetric envelope of e. The Poisson structure is that of a semidirect
product: Poisson brackets of two elements of S(e) are given by the derivative extension
of the Lie bracket on e, Poisson brackets of two functions in C∞(E) vanish and Poisson
brackets of elements of S(e) with functions in C∞(E) are derived from a group action . of
E on itself
{ξ ⊗ 1, η ⊗ 1} = [ξ, η]e⊗ 1 {1⊗ F, 1⊗K} = 0 (3.2)
{ξ ⊗ 1, 1⊗ F}(d) =
d
dt
|t=0F (e
−tξ .u ) ∀ξ, η ∈ e, u ∈ E, F,K ∈ C∞(E).
In the case of the cotangent bundle T ∗G, we have E = G and the group action is the
inverse left multiplication or, alternatively, right multiplication by G. For the dual Poisson
structure H∗, it is conjugation with G. We proceed now to discuss the quantisation of a
general Poisson algebra Q = S(e)⊗ C∞(E) of this type and then apply the results to the
cotangent bundle T ∗G, the dual H∗ and the decoupled flower algebra in Sect. 3.2.
3.1 Quantisation of Poisson algebras Q = S(e)⊗ C∞(E)
Let Q = S(e)⊗ C∞(E) be a Poisson algebra with a semidirect product Poisson structure
arising from an action . of the simply connected Lie group E on itself as in (3.2). The
Poisson algebra Q inherits a N-grading from the canonical N-grading of the symmetric
envelope
Q =
∞⊕
k=0
Q(k) Q(k) = S(k)(e)⊗ C∞(E), (3.3)
where S(k)(e) is the space of polynomials of degree k in a basis Be = {ξ1, . . . , ξdimE} with
real coefficients. The multiplication of homogeneous elements adds their degrees, whereas
the Poisson bracket (3.2) adds their degrees and subtracts one
Q(k) · Q(l) ⊂ Q(k+l) {Q(k),Q(l)} ⊂ Q(k+l−1). (3.4)
In quantisation, the commutative Poisson algebra Q is to be replaced by an associative
*-algebra Q̂, which depends on a deformation parameter ~ and has to exhibit certain
structural properties relating it to the classical algebra Q. Every element of the quantum
algebra Q̂ must correspond to a unique element in the complexified classical algebra QC
and conversely, it must be possible to assign to every element of the complexified classical
algebra a quantum counterpart in Q̂. This is equivalent to the existence of a vector
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space isomorphism Q : QC → Q̂. In order to obtain an algebra Q̂ that merits the name
quantisation, we must furthermore request that the product of two of its elements is given
as the quantum counterpart of the product of the corresponding classical elements plus
a quantum correction of order O(~), and that their commutator is equal to i~ times the
quantum counterpart of the Poisson bracket of the corresponding classical elements plus
a quantum correction of order O(~2):
Q(W ) ·Q(Z) = Q(W · Z) +O(~) (3.5)
[Q(W ), Q(Z)] = i~Q({W,Z}) +O(~2) ∀W,Z ∈ Q. (3.6)
In general, the quantum corrections in (3.6) cannot be eliminated for all elements W,Z ∈
Q. (For the case of the Heisenberg algebra, this is a consequence of the no-go theorem by
Groenewold and van Hove [17, 18, 19].) But there should be a Poisson subalgebra of the
classical algebra Q containing the generating elements ξ1 ⊗ 1, . . . , ξdimE ⊗ 1 and 1 ⊗ F ,
for which this is possible.
As our Poisson algebra Q is of a particularly simple type and related to the symmetric
envelope of a Lie algebra e, a framework for the construction of the quantum algebra
is provided by the theory of universal enveloping algebras and the theorem of Poincare´-
Birkhoff-Witt [20]. We obtain the following theorem defining a quantum algebra with the
requested properties
Theorem 3.1 (Construction of the quantum algebra Q̂)
Let Q̂ be the associative algebra Q̂ = U(e)⊂×C∞(E,C) with a semidirect multiplication
defined by
(ξ ⊗ F ) · (η ⊗K) = ξ ·U η ⊗ FK + i~ η ⊗ F {ξ ⊗ 1, 1⊗K} ∀ξ, η ∈ e, F,K ∈ C
∞(E,C),(3.7)
where U(e) denotes the universal enveloping algebra of the Lie algebra e with Lie bracket
multiplied by a factor i~, ·U the multiplication in U(e) and { , } the Poisson bracket (3.2).
Then
1. Q̂ has a *-structure given by (ξ ⊗ 1)∗ = ξ ⊗ 1, (1 ⊗ F )∗ = 1 ⊗ F¯ for ξ ∈ e,
F ∈ C∞(E,C).
2. The algebra Q̂ inherits a filtration from the canonical filtration of the universal
enveloping algebra U(e)
Q̂ =
∞⋃
k=0
Q̂(k) Q̂(k) = U (k)(e)⊗ C∞(E,C) ⊂ Q̂(k+1) ∀k ∈ N (3.8)
with Q̂(0) ∼= C∞(E,C) ∼= Q
(0)
C
, Q̂(k)/Q̂(k−1) ∼= Q
(k)
C
∀k ≥ 1 and
Q̂(k) · Q̂(l) ⊂ Q̂(k+l) [Q̂(k), Q̂(l)] ⊂ Q̂(k+l−1) ∀k, l ∈ N. (3.9)
In particular, the commutator [ , ] of Q̂ defines a Lie bracket on the space Q̂(1).
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3. In terms of elements ξ1 < . . . < ξdimE of an ordered basis of e, a vector space
isomorphism Q : QC → Q̂ is defined by
Q(ξa1 . . . ξam ⊗ F ) := ξa1 ·U . . . ·U ξam ⊗ F = Q(1⊗ F ) ·Q(ξa1 ⊗ 1) · · ·Q(ξam ⊗ 1)
∀a1 ≤ . . . ≤ am, F ∈ C
∞(E,C). (3.10)
It satisfies
Π(k+l)
(
Q(W ) ·Q(Z)−Q(WZ)
)
= 0 (3.11)
Π(k+l−1)
(
[Q(W ), Q(Z)]− i~ Q({W,Z})
)
= 0 ∀W ∈ Q
(k)
C
, Z ∈ Q
(l)
C
, (3.12)
where Π(k) is the canonical projection Q̂(k) → Q̂(k)/Q̂(k−1). In particular, Q|(Q(0)⊕Q(1))C :
Q
(0)
C
⊕Q
(1)
C
→ Q̂(1) is a Lie algebra isomorphism with respect to the brackets { , }|(Q(0)⊕Q(1))C
and [ , ]|
Q̂(1)
.
Note that for general elements θ, χ ∈ U(e) of the universal enveloping algebra U(e) the
multiplication law defined by (3.7) can be written using Sweedler notation
(θ ⊗ F ) · (χ⊗K) =
∑
(θ(1) ·U χ)⊗ (F · θ
L
(2)K), (3.13)
where ∆U : U(e) → U(e) ⊗ U(e), ∆U(θ) =
∑
θ(1) ⊗ θ(2) is the co-multiplication of the
universal enveloping algebra defined inductively by ∆U(ξ) = 1 ⊗ ξ + ξ ⊗ 1 for ξ ∈ e and
∆U(θ ·U χ) = ∆U(θ) ·U ∆U(χ) for θ, χ ∈ U(e).
Proof: 1. The canonical filtration of universal enveloping algebra U(e) =
⋃∞
k=0U
(k)(e) ,
where U (k)(e) is the space of non-commutative polynomials of degree ≤ k in the generators
of the Lie algebra e, satisfies
U (k)(e) ·U U
(l)(e) ⊂ U (k+l)(e), [U (k)(e), U (l)(e)]U ⊂ U
(k+l−1)(e) ∀k, l ∈ N (3.14)
and U (k)(e)/U (k−1)(e) ∼= S(k)(e) for k ≥ 1. This implies Q̂(k)/Q̂(k−1) = (U (k)(e) ⊗
C∞(E,C))/(U (k−1)(e)⊗C∞(E,C)) ∼= (U (k)(e)/U (k−1)(e))⊗C∞(E,C) ∼= S(k)(e)⊗C∞(E,C) =
Q
(k)
C
for k ≥ 1. The identities (3.9) then follow directly from (3.14) and the multiplica-
tion law (3.7). In particular, [Q̂(1), Q̂(1)] ⊂ Q̂(1), which makes the subspace Q̂(1) with the
commutator a Lie algebra.
2. According to the theorem of Poincare´-Birkhoff-Witt, see for example [20], an ordered
basis of the vector space U(e) is given by the ordered monomials ξa1 ·. . .·ξam, a1 ≤ . . . ≤ am,
m ∈ N, in the elements of an ordered basis ξ1 < . . . < ξdimE of the Lie algebra e.
Therefore, the map Q in (3.10) defines a vector space isomorphism from QC to Q̂. From
the multiplication law (3.7) and the definition (3.2) of the Poisson bracket we have for
the commutator of two Lie algebra elements ξ, η ∈ e and the commutator of a Lie algebra
element with a function F ∈ C∞(E,C)
[ξ ⊗ 1, η ⊗ 1] = (ξ ·U η − η ·U ξ)⊗ 1 = i~{ξ ⊗ 1, η ⊗ 1} (3.15)
[ξ ⊗ 1, 1⊗ F ] = i~ 1⊗
(
−
d
dt
|t=0F (e
−tξ. ·)
)
= i~{ξ ⊗ 1, 1⊗ F}.
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For elements W ∈ Q
(k)
C
, Z ∈ Q
(l)
C
, the product Q(W ) · Q(Z) differs from Q(WZ) only
by factor ordering, which can be seen from the multiplication law (3.7) and commutators
(3.15) to give rise to a quantum correction in Q̂(k+l−1) preceded by a factor ~. The same
applies to the commutator [Q(W ), Q(Z)] and i~Q({W,Z}), only that now the quantum
correction is an element of Q̂(k+l−2) with a factor ~2. This proves identities (3.11) and
(3.12), in particular, that Q|(Q(0)⊕Q(1))C : Q
(0)
C
⊕Q
(1)
C
→ Q̂(1) is a Lie algebra isomorphism.

Theorem 3.1 provides us with a way of constructing the quantum algebra for Poisson al-
gebras Q̂ = U(e)⊂×C∞(E,C) with a semidirect product Poisson structure (3.2). The next
step is the study of their representation theory, i.e. the classification of all irreducible
Hilbert space representations. For this, we must decide which representations we want to
consider and which meaning we want to give to the requirement of irreducibility. These
questions arise in a similar way in the standard examples treated in textbooks on quan-
tum mechanics, for the case of T ∗RN see [21] and also the papers [22] for a more detailed
treatment. Physical requirements usually result in restrictions on the admissible repre-
sentations, which are reflected in the concept of integrability and a specific interpretation
of irreducibility.
The simplest case is that of a quantum algebra of observables which is the universal
enveloping algebra U(e) of a Lie algebra e. Via differentiation, representations of the
corresponding Lie group E on a Hilbert space give rise to representations of the universal
enveloping algebra U(e) on a dense, invariant subspace, the Garding space or space of C∞-
vectors [23], [24]. However, in general not all representations of the universal enveloping
algebra arise that way. Following [23] we call a representation Π of U(e) integrable if it is
derived from a unitary Hilbert space representation π of E according to the rule
Π(ξ)ψ =
d
dt
|t=0π(exp(−tξ))ψ, ξ ∈ g, (3.16)
for all C∞-vectors ψ. Because the elements of the Lie group E often correspond to physi-
cally meaningful transformations on the phase space, it is usually requested that the Lie
group E be represented on the Hilbert space and only integrable representations are con-
sidered. Similarly, irreducibility is usually understood with respect to the representation
of the Lie group E, i.e. one classifies integrable representations of the universal enveloping
algebra U(e) for which the corresponding representation of the Lie group E is irreducible.
In our case, we want to impose analogous requirements for the representations of the
subalgebra U(e) ⊂ Q̂, but we need to combine the associated representations of the
group E with representations of the function algebra C∞(E,C). To do this, we recall
that the product (3.7) in Q̂ involves the action (3.2) of e on C∞(E,C) that is derived
from the group action . of E on C∞(E,C). Thus we want to combine the group E with
the functions C∞(E,C) in such a way that the product of group elements and functions
involves the action g ∈ E which sends F ∈ C∞(E,C) to (u 7→ F (g−1.u)). Tensoring
group elements with the function algebra C∞(E,C) only makes sense at the level of
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the group algebra of E. If we realise the group algebra of E as (a certain class of)
functions on E with multiplication defined by convolution, the combination with the
function algebra C∞(E,C) can be achieved in the framework of transformation group
algebras, initiated by Dixmier [25] and continued by Glimm [26]. In the most general
definition of transformation group algebras one starts with a topological group E which
is Hausdorff, locally compact and second countable and acts on a space X . Here we only
need to consider the case where X = E, and E is a finite-dimensional Lie group. We
summarise the key results following the paper [27], which gives a treatment that is closely
related to our situation.
Definition 3.2 Let E be a unimodular Lie group acting continuously on itself via . :
E × E → E. Then the space C0(E × E,C) of continuous functions on E × E with
compact support is a transformation group algebra if it is equipped with the multiplication
and ∗-operation given by
F1 • F2(v, u) =
∫
E
F1(z, u)F2(z
−1v, z−1.u) dz (3.17)
F ∗(v, u) = F (v−1, v−1.u). (3.18)
With the norm ||F ||1 =
∫
E
||F (z, ·)||∞ dz we have the inequality ||F1•F2||1 ≤ ||F1||1||F2||1.
We now define irreducible integrable representations of Q̂ to be those which, in a sense
to be specified below, are derived from irreducible unitary and bounded representation
of C0(E × E,C). The task of classifying integrable and irreducible representations of Q̂
then reduces, by definition, to the task of classifying irreducible unitary and bounded
representations of the transformation algebra C0(E × E,C).
Following the study in [27], we make the technical but important assumption that the
orbit space of the E-action on itself is T0 in the quotient topology (A topological space
is T0 if for any two distinct points at least one of the points has a neighbourhood to
which the other does not belong). Also, we assume for simplicity the existence of an
invariant measure dm on the orbits of the group action of E on itself. Then, the bounded
irreducible representations of a transformation group algebra are characterised by the
following theorem [27].
Theorem 3.3 Let E be as above and assume that the orbit space of the E-action on
itself is T0 in the quotient topology and that there exists invariant measures dm on each
orbit. Then the irreducible || · ||1-bounded unitary representations of the transformation
group algebra C0(E × E,C) are labelled by orbits Oµ = {v.gµ | v ∈ E}, gµ ∈ E, of the
action of E on itself and irreducible unitary representations Πs of the associated stabilisers
Nµ = {n ∈ E |n.gµ = gµ} on Hilbert spaces Vs. The representation spaces Vµs are, up to
equivalence, given by the following construction. Let L2µs be the space
L2µs := {ψ : E → Vs | ψ(vn) = Πs(n
−1)ψ(v), ∀n ∈ Nµ, ∀v ∈ E,
and ‖ψ‖2 :=
∫
E/Nµ
‖ψ(z)‖2Vs dm(zNµ) <∞} (3.19)
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with the positive semi-definite inner product
〈ψ1, ψ2〉 :=
∫
E/Nµ
〈ψ1(z), ψ2(z)〉Vs dm(zNµ). (3.20)
Then one obtains a Hilbert space by taking the quotient space with respect to the subspace
of functions with norm zero:
Vµs = L
2
µs / {ψ ∈ L
2
µs | ‖ψ‖ = 0}, (3.21)
on which elements F ∈ C0(E × E,C) act via
(πµs(F )ψ) (v) =
∫
E
F (z, v.gµ)ψ(z
−1v) dz. (3.22)
It remains to show that there is a dense invariant subspace of the Hilbert space Vµs that
carries a representation of the quantum algebra Q̂ and to specify how this representation
is derived from that of C0(E × E,C). For this purpose, note that the group E acts
unitarily (and reducibly) on Vµs via
(π(g)ψ) (v) = ψ(g−1v). (3.23)
Following [24], we define C∞-vectors in a representation of E to be those for which the
map ψ 7→ π(g)ψ is infinitely often differentiable. The C∞-vectors in Vµs viewed as a
representation of E are precisely those ψ ∈ Vµs which are smooth functions E → Vs. On
these vectors the derived action of the Lie algebra e is then obtained by differentiation as
in (3.16). In order to obtain a subspace on which C∞(E,C) acts we need to impose the
additional restriction that the map ‖ψ‖2Vs : E/Nµ 7→ C has compact support. We define
V ∞µs = {ψ ∈ C
∞(E, Vs)| ψ(vn) = Πs(n
−1)ψ(v) ∀n ∈ Nµ, v ∈ E
and ||ψ||2Vs ∈ C
∞
0 (E/Nµ)} (3.24)
and have
Theorem 3.4 The space V ∞µs is a dense subspace of the Hilbert space Vµs and carries the
derived representation of the quantum algebra Q̂ defined by
Πµs(ξ ⊗ 1)ψ(v) = −i~
d
dt
|t=0ψ(e
−tξ v) Πµs(1⊗ F )ψ(v) = F (v.gµ) · ψ(v) (3.25)
for ξ ∈ e, F ∈ C∞(E,C).
Proof: The density of V ∞µs in Vµs follows from the density of C
∞
0 (M,C) in L
2(M,C) for
any domain M [24]. To see that the action (3.25) of Q̂ on V ∞µs is well-defined and leaves
V ∞µs invariant note that if ||ψ||
2
Vs has compact support so does |F (·.gµ)|
2||ψ||2Vs. Checking
that (3.25) defines a representation is an easy algebraic exercise. 
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3.2 Quantisation of the decoupled flower algebra
After constructing the quantum algebra and its representations for Poisson algebras of
type (3.1) with brackets (3.2) we can now apply these results to the cotangent bundle
symplectic structure T ∗G, the dual Poisson structure H∗ and, finally, the decoupled flower
algebra F . For the case of the cotangent bundle T ∗G with the Poisson brackets given
by (2.31), the corresponding group action is simply the inverse left multiplication or,
alternatively, the right multiplication with G. There is only a single orbit, the group G,
and its stabiliser group is trivial. We obtain the following quantum algebra
Theorem 3.5 (Quantum algebra for T ∗G)
1. The quantum algebra for the cotangent bundle Poisson structure T ∗G is the asso-
ciative algebra U(g)⊂×C∞(G,C) with the multiplication defined by
(ξ ⊗ F ) · (η ⊗K) = (ξ ·U η)⊗ (FK)− i~ η ⊗ F (ξ
LK), (3.26)
where ξ, η ∈ g, F,K ∈ C∞(G,C), ξL is the right-invariant vector field associated to
ξ and ·U denotes the multiplication in the universal enveloping algebra U(g).
2. The corresponding transformation group algebra has a single irreducible representa-
tion on the Hilbert space V = L2(G,C). Elements of U(g)⊂×C∞(G,C) act on the
dense invariant subspace C∞0 (G,C) according to
Π(ξ ⊗ 1)ψ(u) = −i~ ξLψ(u) Π(1⊗ F )ψ(u) = F (u) · ψ(u) (3.27)
for u ∈ G, ξ ∈ g, F ∈ C∞(G,C).
Of course, we could just as well have G let act on itself via the right multiplication and
simply exchanged left and right in Theorem 3.5. Combining one copy of T ∗G, where G
acts by right multiplication, and one where it acts by inverse left multiplication, we obtain
the quantum algebra associated to the Poisson structure (2.31) of each handle:
Definition 3.6 (Handle algebra Ĥ)
1. The handle algebra is the associative algebra Ĥ = U (g⊕ g)⊂×C∞(G × G,C) with
generators k1a, k
2
a ∈ g for the two copies of g and multiplication defined by
(ξ ⊗ F ) · (η ⊗K) = (ξ ·U η)⊗ (FK) + i~ η ⊗ F{ξ ⊗ 1, 1⊗K}, (3.28)
where ξ, η ∈ g ⊕ g, F,K ∈ C∞(G × G,C), ·U is the multiplication in U(g ⊕ g) and
the bracket { , } is given by (2.31).
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2. The corresponding transformation group algebra has a single irreducible represen-
tation on the space L2(G × G,C) and elements of Ĥ act on the dense subspace
C∞0 (G×G,C) via
Π
Ĥ
((k1a, k
2
b )⊗ 1)ψ(w1, w2) = −i~
d
dt
|t=0ψ(w1e
tJa , e−tJbw2), (3.29)
Π
Ĥ
(1⊗ F )ψ(w1, w2) = F (w1, w2) · ψ(w1, w2).
The case of the dual Poisson structure H∗ is slightly more complicated. Here, the group
action associated to the Poisson bracket is conjugation with G. Consequently, its orbits
are G-conjugacy classes, and its irreducible representations are labelled by G-conjugacy
classes and unitary irreducible representations of the associated stabilisers.
Theorem 3.7 (Puncture algebra P̂)
1. The quantum algebra P̂ associated to the Poisson structure (2.27) on the dual
Poisson-Lie group H∗, in the following referred to as puncture algebra, is the asso-
ciative algebra P̂ = U(g)⊂×C∞(G,C) with multiplication defined by
(ξ ⊗ F ) · (η ⊗K) = (ξ ·U η)⊗ (FK)− i~ η ⊗ F (ξ
L + ξR)K, (3.30)
where ξ, η ∈ g, F,K ∈ C∞(G,C), ξL, ξR are the right- and left-invariant vector
fields associated to ξ and ·U denotes the multiplication in the universal enveloping
algebra U(g).
2. The corresponding transformation group algebra is called the quantum double of G
and denoted D(G). Under the technical assumptions of Theorem 3.3 its irreducible
representations, classified in [27], are labelled by the G-conjugacy classes Cµ = {v ·
gµ · v
−1 | v ∈ G} and irreducible unitary representations Πs of associated stabilisers
Nµ = {n ∈ G|n · gµ · n
−1 = gµ} on Hilbert spaces Vs. The representation spaces are
Vµs = {ψ : G→ Vs | ψ(vn) = Πs(n
−1)ψ(v), ∀n ∈ Nµ, ∀v ∈ G,
and ‖ψ‖2 :=
∫
G/Nµ
‖ψ(z)‖2Vs dm(zNµ) <∞}/ ∼, (3.31)
where ∼ denotes division by zero-norm states and dm is an invariant measure on
G/Nµ. The algebra P̂ acts on the dense subspace V
∞
µs via
Πµs(ξ ⊗ 1)ψ(v) = −i~ξ
Lψ(v) Πµs(1⊗ F )ψ(v) = F (vgµv
−1) · ψ(v) (3.32)
for ξ ∈ g, F ∈ C∞(G,C).
After quantising the Poisson algebras (2.27) and (2.31) associated to each puncture and
handle, we can now combine these building blocks to construct the quantum algebra for the
decoupled flower algebra and its irreducible representations. By inverting transformation
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(2.30), we obtain the quantum algebra Fˆ associated to the Poisson algebra (2.27),(2.28).
Note that this Poisson algebra is again of type (3.1) with Poisson brackets (3.2), where
now E = Gn+2g and the action of Gn+2g on itself given by combining n copies of the
group action associated to the puncture algebra P̂ and g copies of the group action for
the handle algebra Ĥ:
(hM1 , . . . , hMn , hA1, hB1 , . . . , hAg , hBg) . (uM1, . . . , uMn, uA1, uB1, . . . , uAg , uBg)
= (hM1uM1h
−1
M1
, . . . , hMnuMnh
−1
Mn
, uA1hA1 , uA1hA1u
−1
A1
uB1hB1 , . . . , uAghAg , uAghAgu
−1
Ag
uBghBg).
Theorem 3.8 (Quantisation of the decoupled flower algebra)
1. The quantum algebra for the decoupled flower algebra in Theorem 2.4 is the asso-
ciative algebra
Fˆ = U
(
n+2g⊕
k=1
g
)
⊂×C∞(Gn+2g,C), (3.33)
with the multiplication defined by
(ξ ⊗ F ) · (η ⊗K) = ξ ·U η ⊗ FK + i~ η ⊗ F{ξ ⊗ 1, 1⊗K}, (3.34)
where ξ, η ∈
⊕n+2g
k=1 g, F,K ∈ C
∞(Gn+2g,C) and ·U denotes the multiplication in
U
(⊕n+2g
k=1 g
)
. The bracket { , } is given by (2.27),(2.28) via the identification of
the generators of the different copies of g with the elements j
M ′1
a , . . . , j
M ′n
a , j
A′1
a −
j
B′1
a , j
B′1
a , . . . , j
A′g
a − j
B′g
a , j
B′g
a in Theorem 2.4. The algebra Fˆ has a ∗-structure given
by (jX
′
a )
∗ = jX
′
a , (1⊗ F )
∗ = 1⊗ F¯ .
2. If the technical assumptions of Theorem 3.3 hold the irreducible representations
of the transformation group algebra corresponding to (3.33) are labelled by n G-
conjugacy classes Cµ1 , . . . , Cµn and irreducible unitary representations Πsi of sta-
bilisers Nµ1 , . . . , Nµn of chosen elements gµ1 , . . . gµn in those conjugacy classes on
Hilbert spaces Vsi. Let
L2µ1s1...µnsn =
{
ψ : Gn+2g → Vs1 ⊗ . . .⊗ Vsn) | ψ(vM1h1, . . . , vMnhn, uA1, . . . , uBg)
= (Πs1(h
−1
1 )⊗ . . .⊗ Πsn(h
−1
n )) ψ(vM1 , . . . , vMn , uA1, . . . , uBg) ∀hi ∈ Nµi , ||ψ||
2 <∞
}
,
with norm || · || derived from the inner product
〈ψ, φ〉 =
∫
G/Nµ1×...×G/Nµn×G
2g
(ψ , φ ) (vM1 , . . . , vMn, uA1, . . . uBg) (3.35)
dm1(vM1 ·N1) · · ·dmn(vMn ·Nn) · duA1 · · · duBg ,
where ( , ) is the canonical inner product on the tensor product of Hilbert spaces
Vs1 ⊗ . . .⊗ Vsn. The representation spaces are
Vµ1s1...µnsn = L
2
µ1s1...µnsn
/ ∼ (3.36)
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where ∼ denotes division by zero-norm states. Elements of Fˆ act on the dense
subspace V ∞µ1s1...µnsn according to
Πµ1s1...µnsn(1⊗ F )ψ(vM1, . . . , vMn, uA1, . . . , uBg) (3.37)
= F (vM1gµ1v
−1
M1
, . . . , vMngµnv
−1
Mn
, uA1, . . . , uBg)Ψ(vM1 , . . . , vMn, uA1, . . . , uBg)
= ((F ◦ β) · ψ)(vM1, . . . , vMn, uA1, . . . , uBg)
Πµ1s1...µnsn(j
M ′i
a ⊗ 1)ψ(vM1 , . . . , vMn , uA1, . . . , uBg)
= −i~
d
dt
|t=0ψ(vM1 , . . . , e
−tJavMi, . . . , vMn, uA1, . . . , uBg)
= −i~ J
LMi
a ψ(vM1 , . . . , vMn , uA1, . . . , uBg)
Πµ1s1...µnsn((j
A′i
a − j
B′i
a )⊗ 1)ψ(vM1, . . . , vMn, uA1, . . . , uBg)
= −i~
d
dt
|t=0ψ(vM1 , . . . , uAie
tJa , uAie
tJau−1Ai uBi , . . . , uBg)
= −i~ (J
RAi
a +Ad
∗(u−1Ai uBi)
b
a J
RBi
b )ψ(vM1, . . . , vMn, uA1, . . . , uBg)
Πµ1s1...µnsn(j
B′i
a ⊗ 1)ψ(vM1, . . . , vMn, uA1, . . . , uBg)
= −i~
d
dt
|t=0ψ(vM1 , . . . , uAi, uBie
tJa , . . . , uBg)
= −i~ J
RBi
a ψ(vM1, . . . , vMn , uA1, . . . , uBg),
with β : Gn+2g → Gn+2g given by
β(vM1, . . . , vMn, uA1, . . . , uBg) := (vM1gµ1v
−1
M1
, . . . , vMngµnv
−1
Mn
, uA1, . . . , uBg). (3.38)
3. With the induced inner product on the subspace V ∞µ1s1...µnsn, the representations (3.37)
are ∗-representations with respect to the ∗-structure given above and the operators
Πµ1s1...µnsn(j
X′
a ⊗ 1), Πµ1s1...µnsn(1⊗ F ) are Hermitian.
3.3 The quantum decoupling transformation
We can now use the quantisation of the decoupled Poisson structure in Theorem 3.8 to
obtain the quantum version of the original, undecoupled Poisson brackets (2.22) of the
flower algebra. The idea is to define a quantum counterpart of the inverse decoupling
transformation K−1 given by (2.26). In trying to implement this idea one encounters
ordering ambiguities in the part of K−1 that involves the generators jAia , j
Bi
a associated to
the handles, such that the quantum versions of the brackets (2.22) associated to different
choices of ordering would differ by quantum corrections. However, a closer look at the
structure of the quantum algebra Fˆ provides us with a canonical definition of the inverse
quantum decoupling transformation. Note that the classical decoupling transformation
and its inverse are linear in the generators jXa and j
X′
a . We can therefore interpret them
as bijective maps on the vector space F (0) ⊕ F (1) and use the vector space isomorphism
Q in Theorem 3.1 to define its quantum counterpart.
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Theorem 3.9 (Quantum decoupling transformation)
Define the quantum decoupling transformation as
Kˆ := Q|01 ◦K ◦Q|
−1
01 : Fˆ
(1) → Fˆ (1), (3.39)
where Q|01 denotes the map Q|(F(0)⊕F(1))C : F
(0)
C
⊕
F
(1)
C
→ Fˆ (1) to simplify notation, and
transform the generators of Fˆ (1) with its inverse Kˆ−1 = Q|01 ◦ K
−1 ◦ Q|−101 . Then the
commutators of the transformed generators are given by applying the map i~ Q|01 to the
right-hand side of equations (2.22).
Note that, although this construction looks quite formal, it amounts to the choice of
an ordering in (2.24),(2.26), namely ordering all the generators jXa , j
X′
a that occur in
these expressions to the right. The quantisation of the Poisson brackets (2.22) obtained
this way is canonical in the following sense. Although the right-hand sides of (2.22)
contain products of generators jYa ∈
⊕n+2g
k=1 g with functions Ad
∗(uX)
c
b ∈ C
∞(Gn+2g),
these products do not give rise to ordering ambiguities. This is due to the fact that
X < Y in all of them, for which the last three brackets in (2.22) imply that the factors
commute.
4 Quantum symmetries and the quantum double D(G)
4.1 Quantum action of G⋉ C∞(G)
With the definition of the quantum flower algebra Fˆ and its irreducible representations
in Theorems 3.8 and 3.9, we can now determine how the group G⋉ C∞(G) acts on this
algebra. The crucial observation for constructing the quantum action of this symmetry
group is the fact that it induces linear transformations of the classical generators jXa , as
explained in Theorem 2.6. This allows us to define their action on the generators of the
quantum algebra by means of the map Q in Theorem 3.1:
Theorem 4.1 (Action of G⋉ C∞(G) on Fˆ)
For an element (h, f) ∈ G⋉ C∞(G), define its action (̂h, f) on the subalgebra Fˆ (1) by
(̂h, f) = Q|01 ◦ (h, f) ◦Q|
−1
01 . (4.1)
This map is a Lie algebra automorphism of Fˆ (1) and can be extended canonically to an
algebra isomorphism (̂h, f) : Fˆ → Fˆ of the quantised flower algebra.
Proof: Let τ be a Poisson isomorphism of the classical flower algebra that restricts to a
Lie algebra automorphism of the linear subalgebra F
(0)
C
⊕F
(1)
C
and therefore defines a Lie
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algebra automorphism τˆ : Fˆ (1) → Fˆ (1) by τˆ = Q|01◦τ ◦Q|
−1
01 . As Q|01 : F
(0)
C
⊕F
(1)
C
→ Fˆ (1)
is a Lie algebra isomorphism and τ a Poisson automorphism of F , we have
[τˆ (θ), τˆ(χ)] = i~ Q|01({τ(Q|
−1
01 (θ)), τ(Q|
−1
01 (χ))}) (4.2)
= i~ Q|01 ◦ τ({Q|
−1
01 (θ), Q|
−1
01 (χ)})
= Q|01 ◦ τ ◦Q|
−1
01 ([θ, χ]) = τˆ ([θ, χ]) ∀θ, χ ∈ Fˆ
(1).
Via the choice of an ordered basis of U
(⊕n+2g
k=1 g
)
, for example the ordered polynomials
in the elements of the ordered basis j
M ′1
1 < . . . < j
M ′1
dimG < j
M ′2
1 < . . . < j
M ′n
dimG < j
A′1
1 <
. . . < j
A′1
dimG < j
B′1
1 < . . . < j
B′g
dimG of the Lie algebra
⊕n+2g
k=1 g, and setting
τˆ((jX
′
1
a1 · · · j
X′m
am )⊗ 1) := τˆ(j
X′1
a1 ⊗ 1) · · · τˆ(j
X′m
am ⊗ 1) (4.3)
τˆ((1⊗ F ) · (θ ⊗ 1)) := τˆ (1⊗ F ) · τˆ(θ ⊗ 1)
for elements θ of this ordered basis, τˆ can be extended to a vector space isomorphism on
Fˆ . Because τˆ has been extended multiplicatively to the ordered basis and [τˆ (ξ⊗F ), τˆ(η⊗
K)] = τˆ ([ξ ⊗ F, η ⊗K]) for ξ, η ∈
⊕n+2g
k=1 g and F,K ∈ C
∞(Gn+2g,C), τˆ : Fˆ → Fˆ is also
an algebra isomorphism. 
The action of the group G ⋉ C∞(G) as an algebra isomorphism of the quantised flower
algebra raises the question if it can be implemented unitarily in the representation spaces
(3.36). The following theorems show that this is indeed possible and give explicit formulae
for the action of G⋉ C∞(G) in the representation spaces (3.36).
Theorem 4.2 (Representations of G⋉ C∞(G))
Let Πµ1s1...µnsn be a representation of the flower algebra as defined in Theorem 3.8. Let
the maps β, A˜d
n+2g
h : G
n+2g → Gn+2g be given by (3.38) and
A˜d
n+2g
h (vM1, . . . , vMn, uA1, . . . , uBg) = (hvM1 , . . . , hvMn, huA1h
−1, . . . , huBgh
−1). (4.4)
Then Γ : G⋉ C∞(G)→ End(Vµ1s1...µnsn)
Γ(h, f)Ψ(vM1, . . . , vMn, uA1, . . . , uBg) (4.5)
=
(
e
i
~
f◦Φ∞◦β · (Ψ ◦ A˜d
n+2g
h−1 )
)
(vM1 , . . . , vMn, uA1, . . . , uBg)
= e
i
~
f(utot)Ψ(h−1vM1, . . . , h
−1vMn , h
−1uA1h, . . . , h
−1uBgh)
with utot given by by (2.36), defines a representation of the group G ⋉ C
∞(G) on the
representation space Vµ1s1...µnsn that satisfies
Πµ1s1...µnsn((̂h, f)Z) = Γ(h, f) ◦ Πµ1s1...µnsn(Z) ◦ Γ
−1(h, f) ∀Z ∈ Fˆ (4.6)
on the dense invariant subspace V ∞µ1s1...µnsn. If the conditions in theorem 3.8 are fulfilled,
this representation is unitary.
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Proof: To simplify notation, we write V for Vµ1s1...µnsn and Π for Πµ1s1...µnsn. The iden-
tity f ◦ Φ∞ ◦ β ◦ A˜d
n+2g
h−1 = f ◦ Adh−1 ◦ Φ∞ ◦ β implies that (4.5) defines a representation
of G ⋉ C∞(G) on V . Since the group elements corresponding to the punctures are left-
multiplied by elements of G and the elements corresponding to the handles conjugated in
4.4, the conditions on the measures in Theorem 3.8 guarantee unitarity for the represen-
tations of elements (h, 0) ∈ G⋉ C∞(G). For elements (1, f) ∈ G⋉ C∞(G), which act via
multiplication by a phase, this is trivial.
To prove identity 4.6, we calculate
Π
(
(̂h, f)(1⊗K)
)
◦ Γ(h, f)Ψ = Π
(
1⊗ (K ◦ Adn+2gh−1 )
) (
e
i
~
f◦Φ∞◦β · (Ψ ◦ A˜d
n+2g
h−1 )
)
(4.7)
= (K ◦ Adn+2gh−1 ◦ β) · e
i
~
f◦Φ∞◦β · (Ψ ◦ A˜d
n+2g
h−1 ) = Γ(h, f) ◦ Π(1⊗K)Ψ ∀Ψ ∈ V
and, with the Poisson bracket (2.27),(2.28) for the generators jX
′
a of the decoupled flower
algebra
Π((̂h, f)jX
′
a ) ◦ Γ(h, f)Ψ = Π
(
(1⊗ Ad∗(h) ba ) · j
X′
b + 1⊗ Ad
∗(h) ba {j
X′
b , f ◦ Φ∞}
)
(Γ(h, f)Ψ)
= Ad∗(h) ba ( {j
X′
b , f ◦ Φ∞} ◦ β ) · e
i
~
f◦Φ∞◦β · (Ψ ◦ A˜d
n+2g
h−1 ) (4.8)
+ Ad∗(h) ba e
i
~
f◦Φ∞◦β ·
(
Π(jX
′
b )(Ψ ◦ A˜d
n+2g
h−1 )
)
+ i
~
Ad∗(h) ba e
i
~
f◦Φ∞◦β · (Ψ ◦ A˜d
n+2g
h−1 ) ·
(
Π(jX
′
b )(f ◦ Φ∞ ◦ β)
)
= e
i
~
f◦Φ∞◦β · (Π(jX
′
a )Ψ) ◦ A˜d
n+2g
h−1 = Γ(h, f) ◦ Π(j
X
a )Ψ ∀Ψ ∈ V,
where we used the identities
Ad∗(h) ba Π(j
X′
b )(Ψ ◦ A˜d
n+2g
h−1 ) =
(
Π(jX
′
b )Ψ
)
◦ A˜d
n+2g
h−1 (4.9)
Π(jX
′
b )(f ◦ Φ∞ ◦ β) = i~ {j
X′
b ⊗ 1, f ◦ Φ∞} ◦ β.
Therefore, we have Π((̂h, f))θ) = Γ(h, f) ◦ Π(θ) ◦ Γ−1(h, f) for all θ ∈ F . 
4.2 The relation to the quantum double D(G)
In the combinatorial approach to quantising Chern-Simons theory [2, 3, 28, 29] quantum
groups or, more precisely, ribbon-Hopf-*-algebras and associated structures play a central
role. Since our approach to quantising Chern-Simons theory with gauge group G ⋉ g∗
begins with a description of the classical phase space which is analogous to that used in
[2, 3] it is perhaps surprising the we arrived at a quantisation without making explicit use
of quantum group theory so far.
In this section we discuss which role quantum groups, more precisely, the quantum double
D(G) of the Lie group G play in our formalism. We already encountered D(G) as the
transformation group algebra associated with the puncture algebra in Theorem 3.7. Here
we will exhibit its ribbon-Hopf properties. We show that the quantum double D(G) also
acts on the representation spaces of the handle algebra Ĥ given in Def. 3.6. Using this
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action we obtain a representation of the quantum double on the representation spaces of
the quantised flower algebra defined in Theorem 3.8. By comparison with the quantum
symmetries discussed in Sect. 4.1, it then becomes apparent that the quantum double can
be viewed as a generalisation of the symmetry group G⋉ C∞(G).
The quantum double of a Lie group G has been studied in various publications. We
adopt the conventions used in [27] where the quantum double is identified with continuous
functions on G ×G, except that we exchange the roles played by the two copies of G in
order to match our conventions for the semidirect product group H . Thus we identify
D(G) = C0(G × G,C) as a vector space. In order to exhibit the structure of D(G) as
a ribbon-Hopf-*-algebra, we need to include Dirac delta functions which are not strictly
in C0(G × G,C). One can avoid this problem by modifying the definition of D(G) as
explained in [30] or by simply adjoining the singular elements. In practice the latter
approach is more convenient. Later we shall see that it is precisely the singular elements
δg ⊗ f (v, u) = δg(v)f(u) which have a conceptually simple interpretation.
Thus we define multiplication •, identity 1, co-multiplication ∆, co-unit ǫ, antipode S
and involution ∗ via
(F1 • F2)(v, u) :=
∫
G
F1(z, u)F2(z
−1v, z−1uz) dz, (4.10)
1(v, u) := δe(v), (4.11)
(∆F )(v1, u1; v2, u2) := F (v1, u1u2) δv1(v2). (4.12)
ǫ(F ) :=
∫
G
F (v, e) dv, (4.13)
(SF )(v, u) := F (v−1, v−1u−1v), (4.14)
F ∗(v, u) := F (v−1, v−1uv), (4.15)
so that we have for the singular elements
(δg1 ⊗ f1) • (δg2 ⊗ f2) = δg1g2 ⊗ (f1 · f2 ◦ Adg−11 ) (4.16)
∆(δg ⊗ f)(v1, u1; v2, u2) = δg(v1)δg(v2)f(u1u2) (4.17)
ǫ(δg ⊗ f) = f(e) (4.18)
S(δg ⊗ f) = δg−1 ⊗ (f ◦ Adg−1 ◦ ( )
−1) (4.19)
(δg ⊗ f)
∗ = δg−1 ⊗ (f ◦ Adg−1). (4.20)
The universal R-matrix of D(G) is
R(v1, u1; v2, u2) = δe(v1)δe(u1v
−1
2 ) (4.21)
and the central ribbon element c
c(v, u) = δv(u). (4.22)
It satisfies the ribbon relation
∆c = (R21 •R) •
(
c⊗ c
)
(4.23)
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with R21(v1, u1; v2, u2) := R(v2, u2; v1, u1).
The irreducible representations of D(G) are given in Theorem 3.7. With the notation
introduced there, the singular elements have the simple action
Πµs(δg ⊗ f)ψ(v) = f(vgµv
−1)ψ(g−1v). (4.24)
There is a further representation of D(G) which will be relevant in the following, but
which is not irreducible. It is obtained by letting D(G) act on itself via the adjoint
action. Using Sweedler notation as defined in (3.13) the adjoint action of F ∈ D(G) on
φ ∈ D(G) is
ad(F )φ(w1, w2) =
∑
F(1) • φ • SF(2)
=
∫
G
F (v, w1w
−1
2 w
−1
1 w2)φ(v
−1w1v, v
−1w2v) dv (4.25)
implying
ad(δg ⊗ k)φ(w1, w2) = k(w1w
−1
2 w
−1
1 w2)φ(g
−1w1g, g
−1w2g). (4.26)
Now note that the same action can be used to let D(G) act on the irreducible representa-
tion of the handle algebra Ĥ. Combining the representations (3.31) and (4.25) and using
the co-multiplication of D(G) repeatedly we obtain an action of D(G) on the representa-
tion spaces Vµ1s1...µnsn of the flower algebra:
Π(F )ψ = (Πµ1s1 ⊗ · · · ⊗Πµnsn ⊗ ad⊗ · · · ⊗ ad) ◦ (∆⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
(n+g−2)×
) ◦ . . .
. . . ◦ (∆⊗ 1⊗ 1) ◦ (∆⊗ 1)(F )ψ, . (4.27)
For the singular elements we find
Π(δh ⊗ k)ψ(vM1 , . . . , vMn, w1,1, w2,1, . . . , w1,g, w2,g) (4.28)
= (k ◦ Φ∞ ◦ β) · (ψ ◦ A˜d
n+2g
h−1 )(vM1 , . . . , vMn, w1,1, w2,1, . . . , w1,g, w2,g)
= k(utot)ψ(h
−1vM1 , . . . , h
−1vMn, h
−1w1,1h, h
−1w2,1h, . . . , h
−1w1,gh, h
−1w2,gh),
where β, A˜d
n+2g
h−1 are given by (3.38), (4.4) and Φ∞ and utot by (2.36) with the identification
w1,i = uAi, w2,i = u
−1
Bi
uAi as in (2.30).
Comparing this representation of the quantum double D(G) on the representation space
Vµ1s1...µnsn with the quantum action (4.5) of the group G ⋉ C
∞(G) in Theorem 4.2, we
see that they are identical if we identify h ↔ δh and k ↔ e
i
~
f . Furthermore, with this
identification, the multiplication law (4.16) of D(G) agrees with the multiplication (2.34)
of the group G⋉ C∞(G) and the ∗-operation (4.20) maps each element of G⋉ C∞(G) to
its inverse. In other words, the map
(h, f) 7→ δh ⊗ e
i
~
f (4.29)
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is a group morphism from the symmetry group G ⋉ C∞(G) into the semidirect product
G ⋉ C∞(G,U(1)) of G with smooth U(1)-valued functions on G, realised as a group of
(singular) elements in the quantum double D(G). In this sense the quantum group D(G)
generalises the symmetry group G⋉C∞(G). Moreover, the formula (4.27) shows that the
action of this generalised symmetry on the Hilbert space Vµ1s1...µnsn is naturally expressed
in terms of the co-multiplication of D(G).
This relation between the group G⋉ C∞(G) and the quantum double D(G) fits in nicely
with the role quantum groups play in the formalism of combinatorial quantisation of
Chern-Simons gauge theories. In Sect. 2.2, we explained how the phase space of Chern-
Simons gauge theory with gauge group H , the moduli space of flat H-connections, is
related to the classical flower algebra. It is obtained from the space of holonomies by
dividing out the residual gauge transformations that act on the holonomies by global con-
jugation with H , i.e. by imposing the constraint arising from (2.17). In the combinatorial
quantisation scheme [2, 3, 4], the representation spaces of the quantised moduli space are
then constructed by imposing invariance under the action of a corresponding quantum
group on the representation spaces of the quantum flower algebra.
In our formalism, the constraint (utot,−Ad(utot)j) ≈ 1 arising from (2.17) appears as
the infinitesimal generator of the classical action of the symmetry group G ⋉ C∞(G) in
Theorem 2.6. Its action on the flower algebra can be interpreted as a generalised or
deformed conjugation. Implementing this constraint via the Dirac formalism [2, 3, 4]
would then amount to selecting the states on the representation spaces Vµ1s1...µnsn of the
quantum flower algebra that are invariant under the action of the group G⋉ C∞(G).
5 Outlook and conclusions
In this paper we quantised the flower algebra, which is a crucial ingredient in the de-
scription of the phase space of Chern-Simons gauge theory with semidirect product gauge
groups H = G ⋉ g∗ on a punctured surface. We showed how its Poisson structure can
be broken up into a set of Poisson commuting building blocks and discussed the Poisson
action of the group G⋉ C∞(G). This allowed us to construct the corresponding quantum
algebra and its irreducible Hilbert space representations by means of a rather straightfor-
ward quantisation procedure. After determining the action of the group G ⋉ C∞(G) on
the quantum algebra, we were then able to relate this group action to the quantum double
D(G) of the Lie group G. This clarified how this quantum group arises as a quantum
symmetry.
It is interesting to compare our approach to the formalism of combinatorial quantisation of
Chern-Simons gauge theories developed for compact, semisimple gauge groups in [2, 3, 4]
and its extension to the case of the semisimple but non-compact group SL(2,C) in [28, 29].
Both start from the classical flower algebra and in both cases quantum groups play an
important role. However, it is not clear how the combinatorial quantisation scheme could
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be generalised to groups of the form H = G ⋉ g∗ in a mathematically rigorous fashion.
For this reason, we did not use it as a guideline for quantisation but based our approach
on a detailed investigation of the structure of the classical algebra.
We see explicitness and simplicity as an advantage of our approach. It describes the classi-
cal flower algebra in terms of quantities that can easily be related to the physical content of
the underlying Chern-Simons gauge theory. For instance, in the case of (2+1)-dimensional
gravity in its formulation as a Chern-Simons theory with the three-dimensional Poincare´
group as gauge group, our parameters represent momenta and angular momenta of han-
dles and massive particles with spin [9]. All of the structural properties of the flower
algebra, the action of the symmetry group G ⋉ C∞(G) as well as the transformation
that decouples the contributions of different punctures and handles, can be expressed in
terms of these quantities. This allows us to perform concrete calculations and to gain
insight into their physical interpretation. Similarly, the corresponding quantum algebra is
given explicitly as a semidirect product of an universal enveloping algebra and an abelian
algebra of functions, rather than implicitly by a set of generating matrix elements and
relations as in the combinatorial quantisation formalism. This facilitates the investigation
of its structure and the study of its representation theory.
We did not impose the constraint that the holonomies around punctures lie in fixed H-
conjugacy classes either in the classical or in the quantised flower algebra, mainly for
technical reasons. Instead, we found that the irreducible representations of the quantised
flower algebra correspond to the symplectic leaves of the classical flower algebra. Recall
that the latter are of the form Cµ1s1× . . .×Cµnsn×H
2g, where µi label G-conjugacy classes
and si co-adjoint orbits of associated stabiliser groups. The irreducible representations
(3.36) of the quantised flower algebra are labelled by G-conjugacy classes and irreducible
representations of associated stabiliser groups. The correspondence between symplectic
leaves and irreducible representations is thus the familiar correspondence between co-
adjoint orbits and irreducible representations [31] which typically holds for quantised
values of the parameters labelling the co-adjoint orbits. Details depend on the group G
and seem worth investigating further. In particular, one should be able to obtain the
representation spaces Vµs of the puncture algebra directly by geometric quantisation of
the conjugacy classes Cµs. For an approach to the quantisation of closely related spaces
(T ∗G)/N via C∗-algebras see [32].
The quantisation of the flower algebra for Chern-Simons gauge theories with gauge groups
H = G⋉g∗ constitutes an important step towards the quantisation of the moduli space of
flat H-connections. To obtain a quantisation of the moduli space from this quantisation
of the flower algebra, one would have to implement the constraint arising from (2.17)
which acts as the infinitesimal generator of the action of the group G ⋉ C∞(G). Doing
this via the Dirac quantisation procedure would amount to determining the subspaces
of the representation spaces of the flower algebra that are invariant under the action of
G ⋉ C∞(G) or the quantum double D(G). This requires a Clebsch-Gordon analysis of
tensor product representations of the quantum double D(G). For compact groups G,
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a general framework for doing this was developed in [33], but explicit calculations of
Clebsch-Gordon coefficients depend on the particular choice of G. The case G = SU(2)
was studied in [34]. For other groups such as the group G = ˜SO(2, 1) occurring in
(2+1)-dimensional gravity, this remains an open question and possible subject of further
investigations.
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