Abstract-The cell loss priority (CLP) bit in the header of the ATM cell may be used either by the network to tag noncompliant cells, or by the application to declare two levels of quality-ofservice (QoS) within the same virtual circuit (VC). In this paper, we study the possibility of the use of this bit by the application alone. An application can offer two types of traffic streams to the network, namely, a precious traffic stream (with stringent QoS requirements, e.g., cell loss ratio (CLR) < lo-' and identified by the CLP bit = 0) and a less precious stream (CLP = 1 and less stringent QoS requirements, e.g., CLR < 10K4). We study the performance of an ATM multiplexer with two traffic classes with different QoS requirements. The buffer priority schemes adopted are partial buffer sharing (PBS) and PBS + push-out (PO). We first obtain the engineering trade-off curves, between CLP = 0 and CLP = 1 traffic. To identify an operating point, we formulate a revenue optimization problem in which the constraints are the engineering trade-off curve and a simple model of the variation of CLP = 1 demand with its price.
with CLP = 0 and the less precious (low priority) traffic with CLP = 1, within the same virtual circuit (VC). The problem is that these two possible ways of using the CLP capability (one giving more flexibility to the network in terms of access and congestion control and the other more flexibility to the application in what QoS could be asked from the network) do not coexist well, since an application does not want to take the burden to differentiate between its precious and less precious cells if this characteristic can be altered by the network-thus leaving the receiving end of the application with no certainty about the real status of a cell. The ITU-T recognized this ambiguity and no longer allows simultaneous use of the CLP capability by both the network and the applications; however, either usage is possible by itself [8] .
We investigate the use of the CLP bit to allow the application to send through an ATM network, within the same VC, two traffic classes that have different CLR requirements. We are interested in the gain in network revenue that could be obtained by using the CLP capability "optimally" (i.e., choosing an appropriate operating point and performing the right dimensioning) within the network as compared with the case where the application is not offered the CLP capability.
In this paper, we tackle the problem in two stages. Firstly, we address the problem of joint traffic engineering of the network for CLP = 0 and CLP = 1 traffic; i.e., for each level of CLP = 0 load, we find the maximum CLP = 1 load that can be handled so that the QoS requirements of each traffic type are met. Secondly, we propose a linear revenue function, and then, under the constraint of a simple demand versus price function for CLP = 1 traffic, we obtain the point on the engineering trade-off curve at which the network should operate in order to maximize its revenue.
We are concerned in this paper with the situation in which applications are permitted to request different QoS for two cell streams within the same VC. These cell streams are distinguished by the value of the CLP bit. The use of the CLP capability by applications is not transparent from a network standpoint since it requires the implementation within the network of selective cell discarding schemes for giving priority to the precious cells (CLP = 0 cells) in case of congestion. Since the two classes of traffic are being offered by an application on the same VC, cell sequentiality should be preserved, implying the use of nonspatial priority schemes. Note that, if an application chooses to achieve differential QoS through multiple VC's, cell sequentiality will not be preserved across the traffic on the different VC's. Unlike the simpler partitioning approach of [ 111, however, we study in detail the multiservice resource sharing problem, albeit for a simple "network," namely, an ATM multiplexer. This yields the CLP = 0 versus CLP = 1 trufic engineering curves in Section 11. Furthermore, we use a convex decreasing "power law" demand versus price function, and study the problem from the network operator's point of view, by seeking an operating point that maximizes a linear revenue function. The outline of this paper is as follows. In Section 11, we present and discuss some numerical results for traffic engineering with CLP = 0 and CLP = 1 traffic. In Section 111, we formulate a revenue maximization problem, and present some results. Section IV contains our conclusions. The Appendixes contain a detailed description of our traffic model as well as the performance analysis of the PBS and the PBS + PO schemes under the assumed traffic model. 
While the analysis is general, in many of our numerical results we assume that the CLP = 0 traffic is bursty (modeled by 00 = 0, i.e., no CLP = 0 cell arrivals in Phase 0), and CLP = 1 traffic is smooth, which is modeled by p l ( 1 -01) = p o ( 1 -00) (= po, for 00 = 0). The above comparison between PBS and PBS + PO has interesting implications when we later discuss the optimal operating points for the network. If the operating point is such that the carried CLP = 1 traffic is small, then K1 is small (for a given CLRl) and the two schemes viz. PBS and PBS + PO are indistinguishable, whereas, if the operating point chosen is such that substantial CLP = 1 traffic needs to be carried, then K1 is large for the given CLRl, and it may seem advantageous to use PBS + PO. In the numerical results to follow, several other examples of PBS and PBS + PO comparisons are provided.
For engineering the network, we can consider two possible scenarios: CLP = 1 traffic is uncontrolled or controlled. By uncontrolled, we mean that the parameters of this traffic class are unknown and we should, therefore, dimension the network such that the CLRo contract is met even if the CLP = 1 traffic is flooding the network. In our arrival process model, this is represented by cells arriving on all input links, on all slots. Thus, in each arrival stream, CLP = 0 cells arrive only during CLRo than PBS. we can afford a K1 = 23. The important assumption is that = 1 traffic perfectly to ensure a load advantage of this larger K1 1 traffic can be seen from ) versus the offered CLP = ase (i.e., K1 chosen with the 1 traffic) and controlled case (i.e., K1 chosen for each p 1 assuming the CLP = 1 traffic is exactly controlled to PI); the parameters are the same as in when we control CLP = 1 traffic, and thus a CLRl of lop4 can be load of about 0.3, whereas, with r uncontrolled CLP = 1 traffic), CLRl is worse than lop4 even for CLP = 1 loads smaller than ays obtain a value of K1 even network is dimensioned for For instance, in Fig. 4 , we have traffic parameters, log( CLRl)
versus p 1 (the total offered CLP = 1 load) for the system for CLP = 1 loads of aro of CLP = 1 traffic, we n
We assume now that C given a QoS guarantee. A large number of studies on the CLP capability have been done using the network utilization as the criterion to maximize. From a network standpoint, revenue is however more important. Recalling that yo and y1 are the carried loads of CLP = 0 and CLP = 1 traffic (yo + y1 5 1, the normalized output rate of the multiplexer), a natural form for the revenue whereas, when we reduce po to about 0.075, we can carry a CLP = 1 traffic of about 0.7, such that CLR requirements on both classes are met. Since the loss requirements on CLP = 1 traffic are less stringent than that on CLP = 0 traffic, one would often, though not always, expect that the increment of CLP = 1 traffic that the network is able to carry, as a result of the trade-off, is greater than the corresponding decrement in CLP = 0 traffic, as illustrated in our examples. Another interesting observation is that these curves were concave in the case we considered, implying that the trade-off has diminishing returns. To illustrate, we consider (for K = 128) the increment in CLP = 1 carrying capability when po is reduced from 0.096 to 0.075. This is about 0.7. On the other hand, if we further decrease po from 0.075 to 0.055, the CLP = 1 carrying capability increases by less than 0.2. We expect this to be a common feature of such engineering curves. The convex hull of the trade-off curve (i.e., the region bounded by the curve itself and the nonnegative coordinate axes) represents the feasible region for the revenue maximization problem that we consider next.
In the next section, we consider the choice of an operating point on the engineering curve and the quantification of the gain derived by the network through using the CLP capability. We formulate the problem of determining a "good" operating point via a revenue maximization approach.
traffic. Observe that, since CLRo is very small (say we can take yo = po, hence y1 5 1 -PO, and a > b, the maximum revenue we can ever expect is ( U -b)poma, + b, where pomaz is the maximum CLP = 0 load that can be carried through a buffer of size K with the requested QoS level in the absence of CLP = 1 traffic.
We normalize prices to the price of CLP = 0; i.e., we take a = 1. Then we find, for a given K , a given selective discarding scheme and a given b (<a = 1), the maximum revenue the network can obtain.
We now formulate the revenue maximization problem. The first element of this problem is the curve ylmax (yo) like the one displayed in Fig. 5 , giving the maximum CLP = 1 throughput as a function of yo. Define y1 max(0) = ' JT, the maximum CLP = 1 load carried in the absence of CLP = 0 load. Once we obtain the function ylmax(yo), we can determine the optimal operating point depending on the economic model we have.
The next element of the formulation is the variation of CLP = 1 demand with b, the CLP = 1 tariff2. We denote this function by zl(b); i.e., zl(b) is the maximum possible offered load of CLP = 1 when the price of CLP = 1 is b.
Since the CLR's are very small (lop4 or less), the carried load is practically the same as the offered load; hence, we will think of zl(b) as an achievable bound on the carried load of CLP = 1.
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In this paper, we consider the following form of zl(b)
where Q 2 0. In economic terms, -a is called the elasticity of demand with price. As may be expected, demand for CLP = 1 service decreases with increasing price; the decrease is steeper for larger a. Observe that AI is the CLP = 1 demand when b = a = 1, and reflects the fact that even though CLP = 0 service is priced the same as CLP = 1 service, there is still a CLP = 1 demand, because all CLP = 1 demand cannot be satisfied by the CLP = 0 service. The point here is that all the CLP = 1 demand cannot shift to CLP = 0, as the network cannot carry that much CLP = 0 traffic. 2Strictly speaking, we also ought to consider the variation of demand for CLP = 0 service with a , but, since yo max is very small for bursty CLP = 0 traffic, we expect the demand of CLP = 0 traffic to be always more than YO max. Table I , it is clear that the total revenue obtained using the PBS scheme is nearly the same as that obtained using PBS + PO, hence, PBS, being simpler to implement, should be preferred.
Recall that Fig. 6 is for the demand-price function with a = 0 and A1 2 x. If we do the same optimization problem with demand curves 0.2bK1I2 and 0.2b-2, we get the optimal revenue curves, R*, in Fig. 7 ; also shown are the values of yo at the optimal operating point for each b.
As explained above, for b = 0, the operating point is at (yo = yo max, y1 = 0) and the demand constraint is not operative. As b increases, the operating point moves up along the engineering curve (and behaves just like for a = 0 in Fig. 6 ) until the demand constraint becomes operative. This happens at b = 0.1 for cy = l / 2 and at b = 0.46 for a = 2, in our example (Fig. 7) . Beyond this value of b, the demand for CLP = 1 further reduces and the operating point retraces its path along the engineering curve. For a < 1, analysis has shown that the revenue will continue to increase, and when cy > 1, the revenue may decrease after a point; it can be argued that for a > 1, and for very bursty CLP = 0 traffic, the revenue will be optimized for b < 1.
We observe from Fig. 7 that, unlike in Fig. 6 , the carried CLP = 0 load at the revenue maximizing operating points is a substantial fraction of yo. This is because in order for the revenue to be maximized for small values of yo the value of b has to be large, but for large b the demand for CLP = 1 also reduces. Furthermore, there is significant improvement in network revenue if CLP = 1 service is introduced provided it is priced correctly and the network is appropriately engineered. Finally, we note that this formulation yields nondegenerate results (in general) as the operating point is quite sensitive to the demand versus price function for CLP = 1 traffic; as per Fig. 7, for zl(b) = 0.2b-lI2, the optimal operating point is (yo = 0.093,yl = 0.2), whereas, for zl(b) = 0.2b-2, the optimal operating point is (yo = 0.0491, y1 = 0.9). form ay0 + byl, where yo and y1 are the carried loads of the CLP = 0 and CLP = 1 traffic.
If the multiplexer is engineered for uncontrolled CLP = 1 traffic without QoS constraints then the PBS limit K1 has to be set for the worst case. Then CLP = 1 cell loss ratio is very poor and it would be expected that a / b is large. In this case, there is no appreciable revenue gain in adding CLP = 1 traffic. On the other hand, if CLP = 1 traffic obeys a traffic contract, and demands a QoS (CLRl >> CLRo) then it can be expected that a/b is not too large and some CLP = 0 load can be traded off for carrying CLP = 1 load, resulting in an overall increase in revenue. We have demonstrated this using a simple demand versus price formulation for CLP = 1 traffic. We find that the optimal operating point for the network is quite sensitive to the form of the demand versus price function for CLP = 1 traffic.
We have provided the CLP = 0 versus CLP = 1 tradeoff curves, which, in conjunction with more sophisticated economic models, can be used to determine optimal network operating points.
APPENDIX A THE ARRIVAL PROCESS
We considered a simple model for cell arrivals, that captures the bursty nature of the cell arrival process. The ATM multiplexer (or the output queue of an ATM switch) receives cells from N independent ATM links. We model the arrivals from each link as a two-phase Markov modulated Bernoulli process (MMBP), and refer to these component processes as "substreams."
Let T denote the cell transmission time on the output link.
We observe the arrival and queue length processes at the epochs t, = nT, n = 0,1,2, . . . , which are potential service completion epochs of a cell at the queue. Phase changes in the arrival process occur at t$ and cell arrivals (governed by the phase at t;) occur over the interval (t, So Phase 0 (respectively Phase 1) has a length which is geometrically distributed with mean S = 1/( 1 -a ) (respectively 
L ( i +~-K ) .
Once we know E , the throughput of CLP = 0 cells is given
It is obvious that the process of total number of cells in the system (CLP = 0 or CLP = 1) does not change if PO is introduced (see also [9] ). Hence, the stationary probability vector n-for the total queue length is the same as with pure PBS. Further, the total cell loss process (process of lost CLP = 0 and CLP = 1 cells) also does not change. Since we already have the total rate of cell loss from the "pure" PBS analysis, it suffices to compute the cell loss rate of one of the classes with PBS + PO. 
.).
We wish to compute as this is the rate of successfully served CLP = 1 cells, i.e., the CLP = 1 throughput.
But {xn} is a stationary, ergodic process and therefore, by Birkhoff's strong ergodic theorem (see [4] 
u=l . S ( 2 f U -l 1 , T -U -( ( 3 -I ) )
. 
