We present EPUG-Overlay (Exact Parallel Uniform Grid Overlay), an algorithm to overlay two maps that is fast and parallel, has no roundoff errors, and is freely available. EPUG-Overlay combines several novel aspects. It represents coordinates with rational numbers, thereby ensuring exact computations with no roundoff errors and the ensuing sliver problems and topological impossibilities. For efficiency, EPUG-Overlay performs the map overlay in parallel, thereby utilizing the ubiquitous multicore architecture. Our application goes beyond merely using existing packages, which are inefficient when used in parallel on large problems. Indeed, overlaying two maps with 53,000,000 edges and 730,000 faces took only 322 elapsed seconds (plus 116 seconds for I/O) on a dual 8-core 3
INTRODUCTION
A map is a partition of the E 2 plane into a finite number of faces or polygons. Let the faces of map A be called ai. Excepting the exterior face, each face has finite extent. The overlay of two maps A and B is a new map C. Each face of C is the intersection of one face of A with one face of B. For example, let A be the map of coterminous states of the USA and B be a map of river watersheds. Face c0 might be the part of the Hudson River watershed in New York State, and c1 might be the part of the Connecticut River watershed in Vermont. Figure 1 shows a simple example.
Map overlay is a classical problem with many applications in Computational Geometry, Computational Cartography and Geographic Information Science (GIS) [9, 12, 15, 31, 38] . Sometimes, the special case of triangulation overlay is considered [37] (an excellent survey of various surface representations and algorithms). Map overlay can also be embedded into higher-level algorithms such as interpolating from known county populations to estimated watershed populations [13, 16] .
A common algorithm is the plane sweep paradigm [11, 26, 31, 39] but, as stated by Audet et al. [3] : "the plane sweep strategy does not parallelize efficiently, rendering it incapable of benefiting from recent trends of multicore CPUs and general-purpose GPUs". Other map overlay algorithms use a special data structure, such as an R-Tree [5, 38] , QuadTree [6, 34] , or Uniform Grid [16] . The basic idea is a spatial sort to reduce the number of pairs of edges to be tested for intersection, since only segments that are in the same cell of a data structure need to be tested against each other.
Tree-based data structures are suboptimal in various respects. They usually use pointers, which may require more space than the data. Chasing pointers slows down data retrieval. The code to walk down a tree is not straight line and so is not optimal when executed on a pipeline processor, which all modern processors are. Trees that branch out a factor of 4 at each level need too many levels to store hundreds of millions of edges. Trees are suboptimal for both data-level parallelism and instruction-level parallelism.
More complex trees can ameliorate some of these problems, at a cost of more code. However, we prefer the uniform grid as the simplest and most parallelizable. The uniform grid is usually overlooked because of the assumption that it works well only with uniformly distributed data, even though the converse has been shown, both experimentally and theoretically, as it will be mentioned in section 2.2.
An important challenge is avoiding topological inconsistencies caused by floating-point arithmetic's roundoff errors. Heuristical solutions include using an tolerance or snap rounding. These work up to a point. However, as datasets become larger, the chance of these heuristics failing increases. Any chance of a failure prevents map overlay from being used as a guaranteed subroutine in a larger system.
In this paper, we prevent roundoff errors by using exact computation in the algebraic field of rational numbers with arbitrary precision [24, 28, 40] . Instead of using floating point numbers, we represent each coordinate as the ratio of two integers, each of which is stored with as many digits as necessary. An example 2-D point is . Since rational numbers are not a default data class in programming languages like C++, we use a library such as GMP, the GNU Multi-Precision library [18] . GMP overloads the operators +, −, ×, ÷ so that mathematical expressions can be coded as usual. The cost is that computation is slower and variables take more space. However, this is quite tolerable.
A second problem with map overlay is the increasing volume of data to be processed. For example, NASA's Earth Observatory System (EOS) satellites collect about 1 TB of spatial data every day. This data is stored by the Earth Observing Systems Data and Information System (EOSDIS), whose size is more than 3 petabytes [33] . More recent is the huge volume of data collected by GPS-enabled mobile devices. Therefore, map overlay can be thought of as a Big Data application, and optimizing execution time and space becomes critical.
As databases get larger, the probability of a geometric degeneracy, such as a vertex of one map incident on an edge on the other map, increases. Degeneracies increase the number of cases to handle for any predicate. The low level predicates must be resolved in a way that keeps higher level predicates consistent. We solve this with Simulation of Simplicity (SoS) [10] .
Properly optimizing execution time and space requires exploiting the capabilities of current hardware. The first capability is the universality of multi-core processors. Single-core processors scarcely exist today; even smart phones have several cores. A good Intel Xeon processor with hyperthreading can simultaneously execute 16 threads on its 8 cores. Today, algorithms that are not parallelizable risk becoming quaint curiosities. Going further, a large fraction of computers have programmable GPUs, such as from Nvidia [32] , or the MICMany Integrated Core by Intel [22] . Those provide massive parallelism with up to thousands of cores, e.g., 4992 CUDA cores for the best Nvidia GPU as of June 2015, the Tesla K80. The drawback is that each Nvidia CUDA core is perhaps only 5% as powerful as an Intel core, and the programming is much harder.
The second capability of current hardware is the massive amount of main memory. Workstations with a terabyte of main memory are becoming common. Even a high-end GPU, such as the K80, contains 24GB of memory. So, why artificially restrict an algorithm to use only a few GB of internal memory?
Nevertheless, these powerful capabilities come with the cost of a preference for simple regular data structures with few pointers. Data movement often takes more time than computation. The processor's execution pipeline has many steps, and anything unpredictable that causes it to flush, such as an unusual memory access, increases the time. This paper combines the above two themes (prevent roundoff errors and exploit current hardware) as follows. It presents EPUG-Overlay (Exact Parallel Uniform Grid Overlay), a very fast, parallel map overlay algorithm using rational numbers. When processing the largest available datasets with millions of edges (the sequential version of) EPUG-Overlay uses 50% less elapsed time than GRASS does using floats. The source code of EPUG-Overlay is freely available for nonprofit research and education; we welcome mashups with other software.
EPUG-Overlay is fast because of its use of implied global topology and its novel 2-level uniform grid. It is implemented in C++, whose user-defined classes and overloadable operators make using rational numbers feasible. Parallelization on a shared memory multicore workstation is achieved with OpenMP. OpenMP is a set of pragmas added to a C++ program to mark how for -loops are to be parallelized, and what code blocks must be serialized. There is also an efficient parallel reduction facility, to total an addend from each thread. The hard part is designing the algorithm so that a for -loop's iterations are independent of each other, and that writes to global memory are minimized, since they must often be serialized.
The largest test case for EPUG-Overlay (using big rationals) overlaid two maps: one having 32 million edges and 220 thousands faces with another map having 21 million edges and 519 thousands faces in 438 elapsed seconds using 32 threads with dual 8-core 3.1 GHz Intel Xeon E5-2687 processors. That is a factor of 6 speedup compared to using one thread. By comparison, GRASS (using roundoff-error-prone floats), took 5300 seconds, partly because it is only single-threaded. (However, even when using only one thread, EPUG-Overlay is still faster than GRASS.) Geometric Performance Primitives (GPP), the commercial product described in [3] also uses a uniform grid to compute map overlays in parallel . However it computes with floats, and must ameliorate the resulting roundoff errors with snap rounding, which can change the maps' topology.
BACKGROUND 2.1 Map representation
This paper represents a map as a planar graph, with faces bounded by edges and vertices, each face labeled with an identification number. A face need not be a connected set. For example, a face representing Spain would include the exclave Llivia. Perhaps the most extreme example is Baarle-Nassau and Baarle-Hertog [36] . By convention, a map's exterior face is 0.
A chain is a sequence of edges with the same adjacent faces. (Grouping edges into chains is done only for efficiency.) Each chain has the following header: (l, ne, v0, v1, f l , fr), with l the chain label, ne the number of edges in the chain, v0 and v1 respectively the initial and final vertices, and f l and fr the left and right adjacent faces. Each chain header is followed by the ne + 1 coordinates of its vertices.
Since our algorithm does not need it, faces are not explicitly stored. That is, the topology is represented implicitly. Figure 2 presents an example of a map composed of 2 faces (one with two connected components) and the corresponding chains that are used to represent this map.
Two-level uniform grid
Franklin et al [17] proposed a uniform grid to accelerate map overlay. The basic idea is to superimpose a grid over the input maps. For each edge, the set of incident grid cells is determined. This implementation uses a C++ vector for each cell to record the edges incident on it. (Another implementation choice would be a ragged array.) Then, for each cell, the edges in that cell are compared pair-by-pair (one edge from each map) to find which pairs intersect.
If the edges are uniformly independently and identically distributed, then the number of edges in a cell is a random Poisson variable. The time to process a cell is the square of the number of edges. With the Poisson distribution, the mean of the square is equal to the square of the mean. If the grid size is chosen so that the number of edges per cell remains constant as the total number of edges grows, then the expected time to find all the intersections is linear in the number of edges plus the number of intersections, i.e., linear in the size of the input plus the output.
When overlaying two maps, we need only the intersections between an edge of one map with an edge of the other. So, if a cell contains many edges from one map but few (or none) from the other, the process is even more efficient. In contrast, the plane sweep edge intersection algorithm must process all the intersections within at least one map (the red-blue edge intersection problem), which is much slower.
The uniform grid works well even for uneven data for various reasons [2, 8, 14, 15] . First, the total time is the sum of one component (inserting edges into cells) that runs slower with a finer grid, plus another component (intersecting edges in cells) that runs faster. The sum varies only slowly with changing grid size. Second, an empty grid cell is very inexpensive, so that sizing the grid for the dense part of the data works. Nevertheless, to process very uneven data, in this project we have incorporated a second level grid into those few cells with over 50 pairs of edges. (The exact value is not important.) Figure 3 presents an example with two maps superposing this 2-level uniform grid. In this example, the first level has 4 × 7 cells and the second level (created in those first level cells having more than 2 pairs of edges that need to be checked) was created with 3 × 3 cells.
This nesting could be recursively repeated until all grid cells have less elements than a given threshold, creating a structure similar to quadtree, although with more branching at each level. Our solution could be considered a special case of that. However, as mentioned earlier, the general solution uses more space for pointers (or is expensive to modify) and is irregular enough that parallelization is difficult. Also, for map overlay, our tests have shown that the best performance is achieved using just a second level. This can be explained because the first level grid, in general, has many cells with more elements Figure 3 : Two-level uniform grid with 4×7 first level and 3×3 second level (created in first level cells containing more than 2 edges).
than the threshold justifying the second level refinement. But, in the second level, only a few number of cells exceed the threshold and the overhead (processing time and memory use) to refine those cells is never recaptured.
Roundoff error problems in map operations
Most computer programs represent non-integer numbers using floating point numbers with a fixed number of bits. In general, non-integer numbers can not be represented exactly, and the difference between the actual value of a non-integer number and its approximate floating point representation is referred to as roundoff error or rounding error. Worse, arithmetic operations generate further roundoff errors. Commonly, these errors are small, but in a long sequence of operations, the accumulated error can be large and can generate serious problems for the final result.
More formally, the floating point representation is an approximation to an algebraic field of real numbers, which is defined by 11 axioms, such as associativity of addition, a+(b+c) = (a+b)+c. Unfortunately, floating point numbers satisfy almost none of the real number axioms. Associativity of addition is not true when a = 10 30 , b = −10 30 , c = 1 because −10 30 + 1 rounds to −10 30 , so that a + (b + c) = 0 but (a + b) + c = 1. An excellent source for information about such problems of numerical computation, by one of the authors of the IEEE 754 floating point standard, is Wm Kahan's web site [23] .
Roundoff errors have had serious consequences in many fields, such as: the failure of the first Ariane V rocket [1] , the failure of the Patriot missile defense system resulting in 28 people killed [35] , and spurious declining values in the Vancouver stock exchange index [29] . In geometry, roundoff errors can generate topological inconsistencies causing globally impossible results for predicates like point inside polygon and 3-point orientation.
Several techniques have been proposed in order to overcome this problem. The simplest one consists of using an tolerance to consider two values x and y are equal if |x − y| ≤ . However this is a formal mess because equality is no longer transitive, nor invariant under scaling. Simply using double precision works for awhile. GMPXX [18] also has a multiple precision floating point class, albeit much slower than builtin double precision. Boissonat [4] describes a robust implementation of the plane sweep approach for intersecting segments using triple of the precision of the input data. Li [27] presents the Exact Geometric Computation (EGC) model, which represents mathematical objects using algebraic numbers to perform computations without errors. By definition, an algebraic number is the root of an univariate polynomial with integer coefficients. For instance, the number √ 2 has no finite representation, but it can be represented exactly as the pair (x 2 − 2, [1, 2] ), interpreted as the root of the polynomial x 2 − 2 that lies in the interval [1, 2] . This model has some interesting features but its main drawback is the performance penalty. Even determining the sign of an expression is nontrivial.
Controlled Perturbation (CP), [30] is another approach, based on the use of finite precision approximation techniques. The basic idea is to slightly perturb the input in a controlled manner to remove all degeneracies and such that all the geometric predicates are correctly evaluated even using floating-point arithmetic.
Another technique that also is based on finite precision approximation is snap rounding (SP) [20] , whose basic idea is to use some rounding method to convert an arbitrary precision arrangement of segments into a fixed-precision representation. Snap rounding has been used in GIS packages such as [3, 7, 19] , but it can generate some inconsistencies by changing the topology -for example, see Figure 4 .
Exact computation using rational numbers
The formally proper way to effectively eliminate roundoff errors and guarantee algorithm robustness is to use exact computation based on rational number with arbitrary precision [21, 24, 28] .
Computing in the algebraic field of the rational numbers over the integers, with the integers allowed to grow as long as necessary, allows the traditional arithmetic operations, +, −, ×, ÷, to be computed exactly, with no roundoff error. The cost is that the number of digits in the result of an operation is about equal to the sum of the numbers of digits in the two inputs. E.g., . Casting out common factors helps, but that is rarely possible. E.g., we can cast out a common factor of two when the numerator and denominator are both even -1/4 of the time.
This paper ameliorates the slowness of rational numbers with an algorithm that is efficient enough to compute with rationals in less time than the widely used GRASS routine can with floats.
THE ALGORITHM
EPUG-Overlay reads input two maps and if necessary the vertices coordinates are converted to rational using the GMP (overloaded) operand. This operand automatically uses the required precision to represent the number exactly. (Another strategy to convert float to a rational is to use a continued fraction to find the simplest rational within some given tolerance, such as one half the least significant bit.) Algorithm 1 summarizes the overlay process; the next sections give details. Our reported times are elapsed times, that is wall clock times. For parallel computation, reporting total CPU time is meaningless because it does not capture the parallelization's effectiveness. That is, does an algorithm taking 1 CPU-minute, run sequentially in 1 elapsed minute, or does it run on 30 parallel threads, taking 2 seconds on each, finishing in 2 elapsed seconds? Elapsed time is not susceptible to that ambiguity. This also avoids technical difficulties with reliably measuring CPU times for parallel threads.
Exploiting global topology
When computing a map C corresponding to the overlay of maps A and B, each of whose faces is the intersection of a pair of faces, one each from map A and map B, the obvious solution is to intersect each face from map A with each face from B, and report the non-empty intersections. We do not do that.
Instead, we exploit the fact that a face's boundary is a set of edges, and look for edge intersections. This has several advantages. First, it's easier to test a pair of edges for possible intersection than to test a pair of faces (which would devolve to testing pairs of edges anyway). Second, knowing an intersection of a pair of edges contributes information about four output faces. Third, as an edge is fixed size but a face is not, parallel operations on edges are more efficient.
Creating the two-level uniform grid
Choosing the size of a uniform grid, that is the number of cells on each side gives the user an opportunity to trade off speed and size. Section 4 presents some experiments showing this tradeoff. The exact grid size is not too important for the time because varying it a factor of two in either direction from the optimum often increases the time by much less than 50%. Therefore, we used a conservative empirical formula for the grid size that gave a good execution time and a feasible memory size.
Determining which grid cells contain each edge can be parallelized over the edges, although inserting them into the grid structure must be serialized, e.g. with an atomic incrementand-copy operation on the count of edges in the cell.
Next, for the few cells where more than, say, 50 pairs of edges will need to be tested, we add a 40 × 40 second level grid (the exact size is not critical) -more details are in Section 4. This is also completely parallelizable.
Computing the intersection points
The next step is a parallel iteration over all the grid cells. In each cell, we test each edge of map A in the cell against each edge of B in that cell. This process is extremely parallelizable since the cells do not influence each other.
Degenerate cases are handled with Simulation of Simplicity (SoS) [10] . The idea is to pretend that map A is slightly below and to the left of map B. Thus no edge from A will coincide with an edge from B during the intersection computation. Oversimplified slightly, the process proceeds by translating map B by ( , 2 ), where is an infinitesimal that is smaller than any positive real number. The second order infinitesimal 2 is smaller than any positive finite multiple of the first order infinitesimal . Such a number system can be axiomatized and is consistent [25] . We do not actually compute with infinitesimals, but instead determine the effect that they would have on the predicates in the code, and modify the predicates to have the same effect when evaluated as if the variables could have infinitesimal values. For instance, the test for (a0 ≤ b0)&(b0 ≤ a1) becomes (a0 ≤ b0)&(b0 < a1).
With SoS, no point in A is identical to any point in B, neither is any point in A on any edge in B, nor do two any edges coincide.
Using SoS to resolve degeneracies is a solution that generalizes up. If we use it to test whether two edges intersect, we can utilize that function in a test of whether two chains intersect, and get topologically valid results. E.g., if two chains cross at a common vertex, we will get a total of either one or three edge-edge intersections, even though our edge intersection function knows nothing about chains.
Locating one map's vertices in the other
The third step is to determine which face of map A contains each vertex of map B and vice-versa. When a vertex is on an edge, SoS puts it into exactly one of the two adjacent faces in a way that later will produce a consistent answer.
The idea is to run a semi-infinite ray up from vertex v of A, to find the lowest edge e of B that it hits. Then, v is in one of the adjacent faces of e, which one depending on whether the ray hits e from the left or the right. Because of SoS, if e is vertical then no rays will ever hit it.
The process is very fast with our grid. Assume that it is sized so that the expected number of edges per cell is constant. Determining which cell c contains v takes constant time.
Testing the ray against all the edges in c takes constant time. If the ray hits at least one edge, then we know the face. However there is a probability p that it does not. Because the expected number of edges in c is constant, so also p is a constant independent of the map size. Then we continue the ray into the next higher cell and test for an intersecting edge. The expected number of cells to process until we find an intersecting edge is 1/(1 − p). If we fall off the top of the grid without finding an intersecting edge, then v is inside B's exterior face, i.e., face 0.
For example, in Figure 5 , we have to follow the ray up through three cells until it hits edge e = (u, w). The expected time to locate a point in a map is constant, independent of the map's size.
Constructing the resulting map
It is possible that edge e of map A does not intersect any edge of map B. Then e is completely inside one face (perhaps face 0) of B. It is even possible that no edge of A intersects any edge of B.
If e is inside a face that is not the outside face (i.e. face 0), e will be an edge of the resulting map. Otherwise, if e is outside (i.e. inside the face 0), e will not be an edge of the resulting map. For example, in Figure 6 , the edge e from map A (represented by dotted lines) is inside face B1 (the face 1 of map B represented by solid lines). Thus, e will be an edge of the resulting map having as adjacent faces: one face resulting from the intersection between faces A1 and B1 and the outside face resulting from the intersection of faces B1 and A0 (the outside face of map A). On the other hand, the edge f will not be in the resulting map since it is outside the map A (it is inside face A0).
Furthermore, an edge can intersect one (or more) edges of the other map. Let e = (u, w) be an intersecting edge and suppose that e intersects k ≥ 1 edges of the other map and that the intersection points are i1, i2, ..., i k . Then, e is subdivided into of these (new) edges will be included in the resulting map, the midpoint mj of each edge ej is analyzed: if mj is outside the other map, ej will not be in the resulting map. Otherwise, if mj is inside a face g of the other map, ej will be in the resulting map since the faces in both sides of ej will intersect with g. Figure 7 presents an example of an edge e = (u, w) from map A (represented by dotted line) that intersects more than one edge from map B (solid lines). In this case, the new edge e3 = (i2, i3) has midpoint m3 that is inside face B2. Since the face in the right and left sides of (original edge) e were, respectively, A1 and A0, the face in the right side of e3 will be the new face obtained from the intersection of face A1 with B2 and the face in the left side of e3 will be the outside face that results from the intersection A0 with B2. The edge e5 = (i4, w), on the other hand, will not be in the resulting map since its midpoint m5 is outside map B. 
Parallel implementation
We implemented EPUG-Overlay in parallel using a sharedmemory architecture with the OpenMP API. The edges are processed in parallel to determine the cells incident on each edge. We use an atomic lock to serialize the edge insertion into the uniform grid. Other, more complicated, solutions are possible, such as having each thread accumulate results into a private array and then merging them. That is not necessary here since this step's cost is small enough.
The next step, edge intersection is parallelized over the grid cells as mentioned in section 3.3. We also parallelize locating the vertices of each map in the other map's faces. Finally, the output faces are computed by processing the output edges in parallel. Since these three steps were designed to be processed without data dependency, they can be easily parallelizable.
EXPERIMENTAL RESULTS
We implemented EPUG-Overlay in C++ and OpenMP using the multiple precision arithmetic package GMPXX [18] . The tests were performed using six datasets: two from Brazil, distributed by IBGE (the Brazilian geography agency) and four from the United States, obtained from the ArcGIS, United States Census and National Atlas webpages:
· BrSoil : kinds of soils in Brazil.
· BrCounty: Brazilian counties.
· UsAquifers: US aquifers.
· UsCounty: US counties.
· UsWaterBodies: the surface drainage system of the United States.
· UsBlockBoundaries: 2010 United States Census block groups. Table 1 gives statistics. After conversion to the representation described in section 2.1, we did these overlay tests:
· BrSoil with BrCounty, · UsAquifers with UsCounty, and · UsWaterBodies with UsBlockBoundaries.
Algorithm performance
First we tested the effect of different grid sizes; see Table 2 .
The threshold for refining a first level cell was 50 pairs of edges.
The performance depends on the grid size, mainly the first level size. We propose the following expression to define a conservative value for the first level grid size to balance the elapsed time and the memory usage:
where nA and nB are respectively the number of edges in map A and B, and m is the number of pairs of edges that is intended to be inside of each grid cell (in all tests, we selected m = 50). Thus, the grid size d is rounded to a simple multiple of a power of ten (for readability since the optimum is so broad). Based on other experiments, we always use a 40 × 40 second level. Table 3 shows the quality of EPUG-Overlay's implementation with the design choices described above. The table gives the elapsed times for our three large test cases. The times are given for each of the program's seven stages, both when using one thread and when using 32 threads (on the 16 core hyperthreaded workstation).
Excluding the I/O time, the total parallel speedup on the largest case is a factor of 11. (It is less than 32 because operations like memory allocation and writing to a common global array are sequential, and because hyperthreading can run two simultaneous threads on one core only when they are not competing for a scarce resource.)
Even the sequential version of EPUG-Overlay is very competitive compared to other overlay programs. E.g., the GRASS GIS [19] Thus, the overhead added by using exact arithmetic can be balanced by using a simple data structure.
The two-level uniform grid relevance
In this section we will present some results to show the relevance of using a two-level uniform grid instead of a conventional uniform grid or a Quadtree.
Firstly, the main purpose for using a data structure in map overlay is to try to reduce the number of segment pairs that needs to be checked to verify if they intersect. The next question is, why do not create a third level or do not use a Quadtree? This is a bad idea because our tests found that just creating a three-level uniform grid or a Quadtree requires too much memory and takes more time than the whole process to overlay the two maps using a 2-level uniform grid. For example, Table 4 shows the time (in seconds) and the memory required just to create a three-level uniform grid and a Quadtree for the three datasets used in the tests (the threshold for creating another branch in these structures was set to 50 pairs of edges). In all cases, just the grid creation spent more time than the EPUG-Overlay processing time presented in Table 2 .
CONCLUSION AND FUTURE WORK
We have presented EPUG-Overlay, an efficient algorithm, with implementation, using rational numbers to compute the exact overlay between two maps. Even though EPUGOverlay performs computation using multiple precision rational arithmetic, which is much slower than hardwareimplemented floating point, its performance is competitive (more than 2 times faster) to the approximate overlay method included in the widely used GRASS GIS.
Furthermore, EPUG-Overlay is eminently parallelizable. On the largest test case, with OpenMP, we achieved a speedup Table 2 : Elapsed time in seconds (excluding I/O) and memory usage of EPUG-Overlay using different grid sizes for the first and second level. Columns 1 and 32 present the times using 1 and 32 threads respectively.
BrSoil × BrCounty UsAq. × UsCounty UsWBodies × UsBBound. (excluding I/O), of a factor of 11 compared with the sequential implementation. And, we have ideas about how to make these times even better, if there were a need.
We expect these techniques to extend to efficient and robust parallel overlays of triangulations in E 3 in the Computer Aided Design and Computational Fluid Dynamics domains.
