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Complete characterization is given for all orthogonal polynomials whose 
derivatives are linear combinations of at most two polynomials of the same system. 
Ever since 19 15 when Luzin [ 16, p. 501 asked whether there are any 
orthogonal systems in addition to the trigonometric system that are invariant 
under either differentiation or integration there have been several 
investigations conducted towards finding all the orthogonal polynomials 
whose derivatives satisfy certain conditions. Such problems have been 
solved, for example, in [2, 4-13, 15, 19, 201. 
In this paper we give a complete characterization of all orthogonal 
polynomials whose derivatives are linear combinations of at most two 
polynomials of the same system. 
Let da be a finite positive measure on the real line with infinite support 
and finite moments. Such a measure da will be called a distribution and the 
corresponding system of orthonormal polynomials is denoted by (p,],“,,, 
where p,(x) =p,(da, x) = y,(da) x” + ..a, yn > 0. These polynomials p,, 
satisfy the three-term recurrence relation 
XP”(X) = a” + I P,+l(x)+b,P,(x)+%P,-l(X), (1) 
n = 0, l,..., where a, = 0, a, = ynp,/y,,, n = 1, 2 ,... and 
b,= O” 
I XP:(X) da(x). -00 
Our results are summarized in the following proposition. 
* This material is based upon work supported by the National Science Foundation under 
Grant MCS 81-01720. 
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THEOREM. Let (P,,},“~ be a system of orthonormal polynomials 
corresponding to some distribution da. Then the following statements are 
equivalent. 
(i) There exist two integers j and k and two sequences {e,,}T=, and 
(c,}z= , such that j < k and 
PA= enPn-j + CnPn-k 
for n = 1, 2,... . 
(ii) There exists a nonnegative constant c such that 
PA = (n/a,> P,- , + canan-lan-2Pn-3 
for n = 1, 2,..., where a, denotes the recursion coeflcient in (1). 
(iii) There exist three real numbers c, b and K such that c > 0, tfc = 0 
then K > 0, and the recursion coefficients a,, and b, in (1) satisfy 
n=cai[ai+l +aft+afi-,] +Kai 
for n = 1, 2,... and 
b, = b 
for n = 0, 1, 2 ,... . 
(iv) The distribution da is absolutely continuous and there exist four 
real numbers D, c, b and K such that D > 0, c > 0, tf c = 0 then K > 0, and 
a’(x) = D exp 
I 
-$(x-b)4-;(x-b)21 
for-m<x<m. 
Moreover, zfc is given by one of the statements (ii), (iii) or (iv) then in the 
remaining statements it has the same value. The same comment applies to b 
and K in (iii) and (iv). If c is given by (ii) then b and K in (iii) and (iv) 
would still be arbitrary except tf c = 0 then K must be positive. 
Proof The implication (ii) * (i) is obvious. We will prove (i) * (ii) s 
(iii) o (iv) + (ii). We need to show (iii) G (iv) because of the comments 
made about c, b and K. 
(i) 3 (ii): Since p; is a polynomial of degree n - 1 the index j must be 
1 and by comparing leading coefficients we obtain e, = n/a,. Hence 
P;=(n/an)pn-l +CnPn-ke (2) 
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First assume that k = 2. Then 
PA = (n/a,> k1 + c,P,-~. (3) 
Differentiating the recurrence formula (1) and evaluating p; + , , p; and p; -, 
by (3) we obtain 
x 
( 
:P,, +c,P,-, +P” 
n i 
=(n+ l)p,+ 
( 
a,+,c,+,+bn~)P.-l 
n 
n-l 
+ b,c, +a,---- 
a he2 +a,~,-a-,. n-1 
Expressing here xp,-, in terms of the recurrence formula and dividing both 
sides by n/a, we get 
-v-, = anpn + 
anan+lcn+l 
n 
+ b,- an-;ancn pa-, 
1 
i 
abc 
+y+ 
ai(n - 1) anbn-2cn - 
a n n Pn-2 n-1 
which compared with the recurrence formula leads to 
and 
a,c,_I = anp2c,, (4) 
naf-, =a,a,-,b,c,-a,a,-,b,-,c,+(n- l)ai (5) 
b n--l =b, + anan+lcn+l - an-lanc”. (6) n n 
It follows from (4) that 
c n-l C, =-, n = 3, 4,... 
a n-1 a,-, anan-, 
so that there exists a constant c such that 
c,=ca,a,-,, n = 2, 3,... . (7) 
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Substituting (7) into (5) and (6) we obtain 
nai-, = caiai_,(b, - b,-,) + (n - 1) af, 
and 
(8) 
2 
b n-l =b,+?[ai+,-a:-,] (9) 
for n = 3,4,... . Now we can use (9) to evaluate 6, -b,-, in (8) and 
proceeding this way we get 
nai-, = c2aiaiP,(n - l))‘(ai_, - a:) 
+c2a~a~-,nP’(afi-, -a:+,)+ (n- l)ai, 
which we can rewrite as 
n It- 1 c2a~-,a~_, c2aft+,ai c2a2 a2 nfl n c’aiai-, 
1-z= 
a, a,-, n-l - n+ 1 - n(n+ 1) - (n- l>n * (10) 
Since af, > 0 for n = 1, 2,... we obtain from (10) that the sequence 
II_+ 
c’ai+,af, c2ataiP, 
at, n+l + n 
decreases for n = 3,4,... . Therefore there exists a constant A > 0 such that 
2 2 2 s+ c antIan + c2ai;iL ,<A, n = 3, 4,... 
n n+l 
and thus 
and 
n<Aai (11) 
c2a~+,a~<A(n+ 1) (12) 
for n = 3,4,... . From (11) and (12) we conclude that 
c2 < 4 + 1) <& 
’ afttlai ’ n 
and letting n -+ co we get c = 0 so that by (7) formula (3) takes the form 
P:, = (n/a,) P,- I y n = 2, 3,... 
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which proves (ii) when k = 2 with c = 0. Next let k = 3. Then we have to 
show that c, in (2) satisfies 
c,=ca.a,-,a,_,, n = 3, 4,... (13) 
with some constant c > 0. We have 
P:,=Wa,h-, +w-3. (14) 
First we will derive some relationships which we will use in establishing 
(ii) =S (iii) as well. If we differentiate the recurrence formula (1) and 
substitute pA+ 1, p; and pAPI by the expression obtained from (14) then we 
iset 
X 
i 
; Pn-1 + C,P,-3 +Pn 
n i 
=(n+ l)P,+n~P,+ 
n 
n-1 
n+lcn+l +a,7 
1 
P+~ + b,c,pnp3 + ancnplpn-4 
n-l 
and applying the recurrence formula to xp,-, and xp,-, we end up with 
+ cnanp3Pnp4 +P,= (a + UP, + ++, 
n 
+ a 
c 
n-1 
nflcn+l +a,a 1 pn-2 + b,c,pnp3 t a,,c,-Ip,-4. 
(15) 
n-1 
Comparing the coefficients in (15) we obtain 
b,=b,-1, (16) 
J-a 
n-l 
an 
n-l + c,a,-, = -aa,+c 
a nt1%+1, (17) n-1 
c,b,p3 = c,b, (18) 
and 
c,a,-3 = c,-,a, (19) 
for n = 2, 3,... . Now (13) follows from (19) with some constant c. In order 
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to show that c in (13) is nonnegative we apply c, = ca,a,- i unP2 to (17) and 
we obtain 
n n-1 
-a,-1 
atI 
+ ca,a,-,a;-, =- 
a 
a,+caf,+,~,~“-,, 
n-1 
which we rewrite in the form 
n n-1 
7- 
ai? 
c(u~+,+uS,+u;~l)=~- c<uf, + uf-1 t at-z) 
n-1 
for n = 2, 3,... . Hence there exists a constant K such that 
(n/u:)-c(af,+,+af,tu:,~,)=K (20) 
for n = 1, 2,... . If c is negative then K > 0 and nfaf < K, -cui < K so that 
-nc < k2, n = 1, 2 ,..., which is impossible. Thus c in (13) is nonnegative. 
Consequently we have proved (i) * (ii) when k in (2) equals 3. Now let 
k > 3 in (2). Differentiating again the recurrence formula (1) and applying 
(2) we obtain 
=(n+ I)p,+n$pn-,+ungp,P2 
n n-1 
+a n+lCn+lPn-ktl +b,c,p,-k+U,c,-,p,-k-, 
so that by the recurrence formula (1) 
nP~+$b,-,p,,+~U”~lp~-2+c,u,-k+,p,-k+, 
n n 
+ cib n-kpn-k + Cnun-kPn-k-L +Pn 
=(n+l)p,tn$p,-,+a,? Pn-2 + a n+lCn+lPn-ktl 
n n-l 
+b,C,P,-,+ unCn--IPn-k-l’ 
Hence 
b,=b,-,, 
%-I 
n-l 
z-u 
an U 
n, 
n-1 
(21) 
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c,a"-ktl =~n+lCn+l, 
c,b,-k = b,c, 
c,a,-k = c,-,a, 
for n = 2, 3,4 ,... . By (23), c ntlan-k+l=cnan+l and thus by (22) 
cc 2 2 n n+la,-ktl=c,c,tla.tl~ 
It follows from (21) that 
4+1 aft-kt I -= 
n+l n--k+ 1 
for n = k, k t l,... and substituting (25) into (24) we obtain 
ntl 
c,c,t1 =c,cnt1 n--k+ 1 
(24 
(23) 
(24) 
(25) 
for II = k, k + l,... . Hence c,c,, I = 0 for n = k, k t l,... and by (22) c, = 0 
for 12 = k, k + l,... . Thus again we see that (ii) holds with c = 0. 
(ii) G- (iii): We proved that (14) implies (16) and (2) which is 
equivalent to (iii) provided that b, = b, as well. We can show b, = b, as 
follows. We have 
w1=a2p2fb,p,+a,po 
and differentiating this and using 
Pi = w72> Pl 
we obtain 
so that 
XY, +pl = 2~1 t b,y, 
~1 = Y~(X - bJ (26) 
By the recurrence formula 
vo=alpl + bopo. 
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Hence 
Pl = Yl(X - hJ* (27) 
Comparing (26) and (27) we can conclude that b, = b,. 
(iv) + (ii): Let d be given by (iv). Then integration by parts yields 
jm PXX>P,(X) da(x) =jm [P,(X>P,(X)l’ da(x)-cc -lx 
(28) 
i m = p,(x>i+(x)lc(x - b13 + W - 611 Mx) -cc 
for n > I > 0. Hence 
I O” P;(x) P,(X) da(x) =03 O<l<n-3 (29) -a, 
and since da is symmetric with respect to 6, p,(~)p,~~(x) is an even 
polynomial in the variable (x - b) so that by (28) 
I O” PL(x)P,-~(x> da(x) =0. -m (30) 
Moreover, 
n 00 =- 
i a, -m 
[yn-*xn-’ + ..*]p,-,(x)da(x)=$ 
n 
and by (28) 
jm pXx)pn-3(x) da(x) = cjm P,(x)P,-~(x>(x - b13 da(x) 
-02 -co 
(32) 
I 
00 
=C P,(x)~Y,-,x” + --.I d4x) ~-cl2 
&&s n: 
I Y, --oo P,(x)[Y,x” + .-.I da(x) 
&.kLC- Yn-1 Yn-2 YP3 
Yn 
--=ca,a,-,anp2. 
Y, Yn-I Yn-2 
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It follows from (29), (30), (31) and (32) that the Fourier series expansion of 
p; in the system { pI} is given by 
PA= (nla,)p,-, + cana,-,a,- 2pn-3, 
which establishes (ii). 
(iv) * (iii): If da is defined by (iv) then it is symmetric around b so 
that all the coeflicients b, in the recurrence formula (1) equal b. We can find 
the coefficients a, from (28), (3 1) and the recurrence formula. Since b, = b 
for n = 0, 1, 2 ,..., we have 
(x-b)p,~,=a,p,+a,-,p,-,, 
(x-bb)2pn-I =a,a,+,p,+, + (4 f 4APn-, fa,-,a,-2p,-3 
(33) 
and 
(x-bb)3pn-I =anan+lan+2pn+2 + a&i+, + 4 + ai-,>p, (34) 
+a,-,(af, t aipl t ai-2)pn-2 t an-lan-2anp3pnp4. 
Combining (28), (31), (33) and (34) we obtain 
n/a, = ca,(ai+ l t af, t ai- 1) t Ku, 
and thus (iii) holds. 
(iii) * (iv): The moment problem for da in (iv) has a unique solution 
13, p. 801. Hence it suffices to show that for any given real c, b and K such 
that c > 0 and K > 0 if c = 0, the equations 
n=ca~[aktl+a~tafpl] +Kai, (35) 
n = 1, 2,..., ai = 0 and 
b, = b, 
n = 0, 1, 2 ,...) have unique real solutions {a,} and {b,} such that a, > 0 for 
n = 1, 2,... . Obviously it is suffkient to examine solutions of (35). Moreover, 
if c = 0 in (35) then ai is uniquely determined. Now suppose that c in (35) is 
positive. When K = 0 in (35) then the uniqueness of (a,} was proved in [ 141 
and [ 171. For arbitrary K we use the following argument. Let {a,} be a 
sequence satisfying (35) and assume that a,, > 0 for n = 1,2,... . Define the 
sequence of polynomials {qn} (n = 0, l,...) by the recurrence formula 
xq,(x)=a,+,q,+,(x)+a,q,-,(x), (36) 
n = 0, l,..., qo(x) = 1. By Favard’s theorem [3, p. 601 there exists a 
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distribution d/3 such that the polynomials qn are orthonormal with respect to 
d/l. We have by (35) 
n/a, > cai + Ka, 
from which 
so that 
T ai’= 00. 
n=1 
Thus by Karleman’s theorem [21, p. 591 the distribution d/I is uniquely 
determined by the sequence {a,} and by q,,. It follows from (36) that q, is 
either even or odd depending whether n is even or odd. Hence 
I 
cc 
xZn+ 1 d/l(x) = 0, n = 0, 1) 2 )... . (37) -m 
Moreover. we have 
i m w,(x) q,-,(x) @(xl = a,, -cc 
I m x34Ax> q,-,(x) M(x) = a&+ 1 + a: + ai- ,> -cc 
and 
I ym [q,(x) qn- ,@>I @(XI =; n 
for n = 1, 2,..., so that by (35) 
il", [q,(x) q,-,(x)]' c.@(x) =jya q,(x) S,-l(-4[CX3 + Kxl ax) 
for n = 1, 2,... . Since q,qnp I is an odd polynomial of degree exactly 2n - 1, 
the system {q,,q,- 1 } spans all odd polynomials. Thus 
(2n - 1) jym x2Y2 C@(X) = jm x2”-+x3 + Kx] d/3(x). (38) 
-co 
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We obtain from (37) and (38) that 
(n + l)(“k xn d/3(x) =J’:1 x”+lc[cx3 + Kx] @(x) (39) 
for n = 0, 1, 2 ,... . We can rewrite (39) in terms of the moments pu, of dfi as 
(n + l>P” = C&+4 + &I+*~ II = 0, 1) 2 )... . (40) 
Now we will show that 
lim n-‘(p,)“” = 0. (41) n-m 
Let n be even. Then by (40) 
CP,+~ < (n + 1 + IKI) m4~u,+2d4 
and applying this inequality repeatedly we obtain 
cN12pN < (N + ) kl - 3)'N-2"2 rnax{pr , PO} 
for N = 4, 6,..., from which (41) follows since by (37) ,u, = 0 for n odd. It 
follows from (39) and (41) that 
f ; (n + 1) jym xn d/?(x) = “ZO $I”, x”]cx4 + Kx2 1 @(x) 
n=O * 
is an entire function of t, and interchanging summation and integration we 
obtain 
jTm (lx + 1) efx d@(x) = jyrn efx[cx4 + Kx* I #(XI 
Since by (37) 
(42) 
I m [cx" +Kx]d@(x)=O, (43) -cc 
integration of (42) with respect o t yields 
t jya e*X dp(x) = jr: efx[cx3 +KxI @(X)* (44) 
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Letting t = iu, ZJ real, and integrating the right side of (44) by parts we 
obtain by (43) 
I 
co -m p (g(x) = -i:, eiux j;, [cy’ + KY1 40) dx* (45) 
It follows from (44) that 
I 
m 
lim eiux d/3(x) = 0. 
u+m -m 
Thus by Wiener’s theorem [22, p. 2611 
p(x) = j” o. dP(y) 
is a continuous function of x. Now we can apply the inverse Fourier 
transformation to both sides of (45) and we arrive at 
j; d/3(y) = -j: j;,, [a3 + Kz] dP(z)dy 
so that dp is absolutely continuous and 
/3’(x) = -jx [cz’ + Kz] d@(z) = -I’ [cz” + Kz] p’(z) dz. 
-co -00 
Therefore we obtain that /3’ is absolutely continuous as well, and 
Consequently, 
P”(x) = -[cx’ + Kx] P’(x). 
p’(x) = const exp 
[ 
C K 
- -x4 - -x2 
4 2 1 
where the constant is uniquely determined by the condition 
1 qoW2 M(x) = 1 40) = 1. 
We have 
(46) 
2 d(dP) 1 
I O” “=y:o=y:o= --Co x2 dp(x) 
640/40/2-4 
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so that by (46) 
Thus we proved that if {a,} satisfies (35) and a,, > 0 for n = 1,2,... then a, is 
given by (47), which means that the sequence {a,,} is uniquely determined. 
Thus the theorem has been completely proved. 
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