The ultimate goal of reservoir simulation in reservoir surveillance technology is to estimate long-term production forecasting and to plan development and management of petroleum fields. However, maintaining reliable reservoir models which honour available static and dynamic data, involve inherent risks due to the uncertainties in space and time of the distribution of hydrocarbons inside reservoirs. Recent applications have shown that these uncertainties can be reduced by quantitative integration of seismic data into the reservoir modelling workflows to identify which areas and reservoir attributes of the model should be updated. This work aims using seismic data to reduce ambiguity in calibrating reservoir flow simulation model with an uncertain petro-elastic model, proposing a circular workflow of inverted seismic impedance (3D and 4D) and engineering studies, with emphasis on the interface between static and dynamic models. The main contribution is to develop an updating procedure for adjusting reservoir simulation response before using it in the production forecasting and enhance the interpretive capability of reservoir properties. Accordingly, the workflow evaluates consistency of reservoir simulation model and inverted seismic impedance, assisted by production history data, to close the loop between reservoir engineering and seismic domains. The methodology is evaluated in a complex, faulted, sandstone reservoir, the Norne benchmark field, where a significant reservoir behaviour understanding (about the static and dynamic reservoir properties) is obtained towards the quantitative integration of seismic impedance data. This leads to diagnosis of the reservoir flow simulation reliability and generation of an updated simulation model consistent with observed seismic and well production history data, as well as a calibrated petro-elastic model. Furthermore, as Norne Field is a benchmark case, this study can be considered to enrich the discussions over deterministic or probabilistic history matching studies.
simulation models are intended to represent the variation in the dynamic properties over the production time to establish the reservoir management plans (Fanchi 2001; Hoffman 2005) . However, the reliability of the predictions of simulation models as a stand-alone procedure depends on the knowledge of rock and fluid properties such as the distribution of heterogeneities, relative permeability, faults location and transmissivity and the production mechanism that control the reservoir performance.
Nowadays, among the different technologies that contribute to reservoir management, the role of time-lapse seismic data (or 4D seismic) is critical at different stages in life of the field cycle due to its unique character to capture the fluid flow behaviour during production (Johnston 2013) . The 4D seismic can be a rich source of information to describe the dynamic behaviour of reservoir fluids in between the wells, often providing a surprise relative to preconceived views of reservoir flow, or even stratigraphy. Time-lapse seismic data have been tried in multitude of fields to date with great success, and proven to be a well-established and mature technology to optimize field and enhanced oil recovery operations (Landrø et al. 1999; Strønen and Digranes 2000; Johnston 2013 ) by imaging production induced changes within the reservoir and providing invaluable information about reservoir heterogeneity (Landrø 2001; Tura et al. 2005; Dadashpour et al. 2010; Corzo, MacBeth and Barkved 2013; Maleki, Davolio and Schiozer 2018a) .
Meanwhile, the possibilities for integration of 4D seismic attributes data into the reservoir simulation updating process should be considered as it can be integrated in the form of seismic amplitude, acoustic impedance or any other seismic-derived attribute. Time-lapse seismic attribute must reflect a good understanding of character of the seismic prior to its integration in the simulation model in order to be most effective and less erroneous. It seems that inverted impedances provide better results than the seismic amplitudes for 4D interpretation, allowing detection of subtle changes in repeatedly acquired seismic data (Ayzenberg et al. 2013) . Furthermore, inverted impedance converts the seismic reflectivity into volumetric impedance data that are more suited to cross-domain comparison (Tian, Macbeth and Shams 2014) . For instance, the advantage of 4D seismic impedance attribute to capture the effect of pressure and saturation variations (with reasonable degree of success) has been highlighted in the Draugen Field (Guderian et al. 2003) , UKCS turbidite reservoir (Stephen et al. 2006) , Girassol Field (Roggero et al. 2007 ) and Norne Field (Maleki et al. 2018a, Maleki, Davolio and Schiozer 2018b) . Moreover, techniques for inverting for 4D changes are now readily available.
Another aspect to highlight is how to incorporate the 4D seismic data within reservoir flow simulation. Fourdimensional seismic response can be integrated either qualitatively (such as interpreting likely causes of 4D anomalies due to changes in saturation and pore pressure) or quantitatively (by adding seismic derived attributes inside in the objective function of a history-matching process). Most 4D seismic interpretation remains qualitative in the literature (Johnston 2013) and it was recently discussed in Byerley, Singer and Rose (2016) and Maleki et al. (2018a) . Byerley et al. (2016) used time-lapse seismic data to implement an optimized welloperating strategy for the Surmont heavy oil field, and Maleki et al. (2018a) identified the production effects in the Norne Field utilizing the joint interpretation of 4D seismic inversion with the flow simulation model results.
However, the multidisciplinary nature of reservoir modelling demands more quantitative approach to integrate 4D seismic data. Amini (2014) used simulation model to generate synthetic time-lapse seismic data during different stages of production which in turn were compared to measured timelapse seismic data. More recently, 4D seismic has been used quantitatively in reservoir simulation model updating processes as a constraint into history matching, by defining a procedure to match not only the well production data but also 4D seismic attributes (Gosselin et al. 2003; Lygren et al. 2005; Stephen et al. 2006; Skjervheim et al. 2007; Stephen and MacBeth 2008; Peters et al. 2010) . For instance, Stephen et al. (2006) developed a seismic history matching method based on a multiple-model approach using a quasi-global stochastic method in a Bayesian framework. Roggero et al. (2012) proposed an assisted history-matching technique to update reservoir models with 4D seismic data in a quantitative way, which represented a significant improvement in the reservoir modelling process. Moreover, the updates derived by 4D seismic data integration may not make geological sense as characterizing the static reservoir framework demands reliable geological knowledge before proceeding with the historymatching workflow. Alternatively, the geological framework and property distributions of the reservoir can be defined by the 3D seismic data as it is associated to the static reservoir framework (Tian et al. 2014) . Thus, instead of having only history production data at well locations (few points in the reservoir), spatial variations of static and dynamic properties derived by 3D and 4D seismic data also become accessible to update reservoir simulation parameters iteratively, in order to match both observed seismic and production data and measure the quality of the matching. Under this type of analysis, seismic and reservoir engineering studies are linked in a circular workflow to provide better production forecast, with the emphasis being placed on the interface between static and dynamic models, seismic and rock physics.
Nevertheless, quantitative evaluation of consistency between seismic data and reservoir flow simulation relies on petro-elastic modelling which links the reservoir simulation to elastic parameters and provides the logical cross-domain comparison. The parameters in the petro-elastic model (PEM) should be calibrated according to the specific field of study to ensure realistic values for changes in in situ elastic parameters due to production activity. The main inputs to the PEM are mineral and fluid properties, dry rock model and a pressure sensitivity model for velocities. Calibrated parameters of rock frame and fluid properties are computed by well logs data, while related calibration to pressure sensitivity are evaluated by repeated well logging and core measurements. However, there are difficulties in calibrating the pressure sensitivity of the PEM with lab measurements (Osdal et al. 2006) , and in case of absence of repeated well logging or not enough core measurements, 4D seismic data can be useful to evaluate the pressure sensitivity of PEM.
This paper presents a successful development of a circular workflow in an engineering-consistent manner to reduce ambiguity in calibrating reservoir flow simulation model with an uncertain PEM. The central ingredient in this scheme is to generate a quantitative integration of inverted seismic data (3D and 4D) that allows a robust reservoir simulation model updating process, in agreement with information from seismic data when performing a history matching. The methodology is evaluated in a complex, faulted, sandstone reservoir, the Norne Field to validate its efficiency and analyse the confidence level of quantitative integration. There are several research that highlighted the beneficial of 4D seismic data for better reservoir behaviour understanding in the Norne Filed: Osdal and Alsos (2002), El Ouair et al. (2005) , Lygren et al. (2005) , Osdal et al. 2006 , Boutte (2007 , Cheng and Osdal (2008) , Dadashpour et al. (2009), Osdal and Alsos (2010) , Huang et al. (2011 ), Aschjem (2013 , Huang et al. (2013) , Yan (2014) , Santos et al. (2016) , Maleki et al. (2017) and Maleki et al. (2018a,b) . However, this study addresses in more details the evaluation of consistency between the reservoir simulation model and seismic impedance data (3D and 4D) of Norne Field, assisted by production history data, to provide geologically consistent reservoir models that could match production data, static data and available geological knowledge.
To thoroughly investigate, we convert the inversion results of base (2001) and monitor (2006) seismic surveys to the simulation scale to access the observed impedance models (3D and 4D). Alternatively, synthetic impedance models (3D and 4D) are calculated using a reservoir flow simulation model and rock-physics modelling. Then, we compare the observed and synthetic impedance models, supported by production history data, evaluating their discrepancies and therefore, identify the properties and specific regions of field where updates to the simulation model might be appropriate. In the case studied, the initial simulation model presents considerable mismatches with the observed seismic data. The inconsistencies can be caused either by the simulation model inaccuracy or uncertainties on the PEM. The pressure measurements at the wells (bottom-hole pressure, BHP) also present significant mismatches which are indicated by an inaccurate simulation model. Furthermore, we update the initial simulation model using quantitative integration of 3D and 4D observed seismic impedance and well history data. Alternatively, the reliability of updated simulation model is improved which is validated by resolving the BHP discrepancies of well history data. However, some discrepancies were still observed for the 4D seismic data. Thus, in the last part of the proposed methodology, we calibrate the pressure dependency of PEM, referring to observed 4D model and matched well production data, to ensure realistic values for changes in in situ elastic parameters. This part highlights another important contribution of time-lapse seismic impedance data to generate more reliable reservoir model, due to the difficulties of calibrating pressure sensitivity of the PEM using lab measurements. Our study indicates that the quantitative incorporation of inverted seismic data and reservoir flow simulation (in an iterative loop), which matches the production data and honours other static and dynamic data, is key to maintain a reliable reservoir model for the Norne Field.
N O R N E F I E L D
The Norne Field was discovered in the mid-Norwegian Sea, offshore Norway, in December 1991 and development drilling started in August 1996. The field is located between Vøring and Møre basins on the Norwegian Continental Shelf and the reservoir is a flat horst structure (around 3 km × 9 km in extent) at a depth of 2500-2700 m (water depth of 380 m) with a trend of northeastern-southwestern (Fig. 1) . The reservoir rocks are divided into two separated oil compartments, the Norne main structure (segments D, E and C) and the NE segment (segment G), which are situated in a fault complex in the Norwegian Sea (Fig. 1) . The compartments are bounded by the major horst structure and compartmentalized by minor associated faults (Huang et al. 2013) , which also tend to prevent pressure communication between reservoir segments and impede fluid flow.
In the Norne Field, the hydrocarbons are found in sandstone from the Middle and Early Jurassic age, and are subdivided into the Garn and Ile Formations of the Fangst Group; and the Tofte and Tilje Formations of the Båt Group (Dalland, Worsley and Ofstad 1988; Hammer, Mørk and Naess 2010) as shown in Table 1 .The top of the heterolithic Aare Formation is the base of the reservoir and the shaly Not-3 Formation (Melke Formation) acts as a cap rock for the reservoir. The Not-1 Formation behaves as an effective seal, preventing communication between the Garn and Ile Formations (the reservoirs above and below it) during production. Notably, 80% of the initial oil is located at the Ile and Tofte Formations, and the free gas is in the Garn Formation (Rwechungura et al. 2010) . Most of the sandstone formations in the Norne have good reservoir properties, with porosity in the range of 25-30%, permeability between 20 and 2500 mD, net-to-gross values range from 0.7 to 1 and water saturation 12-43% for the hydrocarbon zones (Steffensen and Karstadt 1996; Osdal et al. 2006; Rwechungura et al. 2010) . Additionally, the reservoir thickness varies over the entire field from 260 m in the southern region to 120 m in the northeast part, due to increasing erosion to the north in Ile and Tilje Formations (Verlo and Hetland 2008) . More details about Norne stratigraphy can be found in Dalland et al. (1988) , Swiecicki et al. (1998) and Correia (2017) .
D A T A S E T D E S C R I P T I O N
The Norne benchmark case is based on a set of real oil-field data organized by the Centre of Integrated Operations in the Petroleum Industry (IO Centre), the Norwegian University of Science and Technology (NTNU) and Norne Field Operations (Statoil, ENI and Petoro). It has a wide variety of data, including reservoir flow simulation model of full field in Eclipse format, well logs data, production and injection history data up to 2006 and time-lapse seismic data. More details about the data within the benchmark case can be found in Verlo and Hetland (2008) .
The simulation model contains 44,927 active cells (60 m × 60 m × 8.4 m) with 22 layers (corresponding to the actual change of lithology as shown in Table 1 ), which comprises the entire field. The initial simulation model used in this study is provided by a geostatistical parameterization technique based on the pilot wells method in the CMG-IMEX format to address the lack of a geological model (Correia 2017) . Correia (2017) used the pilot point method (De Marsily et al. 1984) and geostatistical assumptions for the benchmark reservoir simulation model to provide geologically consistent reservoir model and modelled a high-resolution geogrid including their petrophysical properties (porosity, permeability and net-to-gross ratio) that were controlled by the facies models. In fact, the porosity, net-to-gross ratio and permeability distributions are directly related to the geostatistical facies models. Although the model is geologically consistent, it is not perfectly history matched, in which is improved in this work.
Wells including logs data from 29 oil producers, 10 water injectors and two exploration wells, in which by 2001, the field had 24 wells: 17 producers and 7 injectors. Production history data of fluid rates (oil rate, Qo; water rate, Qw; gas rate, Qg and gas-oil ratio) and historical injection fluid rates (Qwi, Qgi) are available for 22 producers and 9 injector wells, respectively. The bottom-hole pressures (BHPs) are also recorded for some producer wells up to December 2006.
Besides engineering and well logs data, the dataset also comprises post-stack seismic data of 2001 base and 2006 monitor surveys. Maleki, Davolio and Schiozer (2016) analysed the impact of well log constraints, including the number and locations of wells, in 3D model-based inversion of the Norne Field base survey from 2001. Their results highlighted that the varied locations and the number of wells clearly affect the inversion results. The nine-well constrained inversion (10-2, 10-4, B-4H, C-1H, C-3H, D-1H, D-4H, E-3H and F-1H) provided higher vertical resolution and more robust impedance interpretation than an inversion constrained by only the two exploration wells. Moreover, Maleki et al. (2018a) used model-based 4D inversion approach to invert the base (2001) and monitor (2006) seismic surveys in order to compute the related impedance variations to production activity in the Norne Field. They used model-based inversion algorithm with different initial models for each vintage -a low-frequency impedance starting model from well logs data as a prior for the base survey, and 4D relative changes in P-wave velocity between base and monitor surveys as priors for the monitor survey. Furthermore, they referenced the production activity and engineering data to comprehensively interpret the observed 4D impedance anomalies (all softening or hardening signals) of Norne Field to suggest causal factors: pressure changes, fluid variations or changes unrelated to production activity. Moreover, they used the available well history data of Norne database to have a reliable 4D impedance interpretation. Their study showed that joint interpretation of time-lapse seismic inversion with the flow simulation model results builds confidence in identifying the production effects in the Norne benchmark case, and provides valuable input for reservoir characterization and monitoring. Thereby, in the current study, the observed seismic impedance data (3D and 4D) are provided by 3D and 4D seismic inversion results of Maleki et al. (2016 Maleki et al. ( , 2018a . Furthermore, used parameters for deriving a suitable petro-elastic model (PEM) for the Norne Field are presented in Table 2 . The main inputs of PEM are mineral and fluid properties, dry rock model and dependency of velocity changes to pressure. The fluid and rock properties are provided by Suman (2013) , Briceno, MacBeth and Mangriotis (2016) and Norne benchmark data. The dry rock modules were computed from porosity values following the equations provided in the Norne benchmark dataset (Table 2 ). Moreover, MacBeth (2004) proposed equations that relate effective stress and the bulk and shear modulus of dry rock frame. His equations are controlled by parameters that are measured from lab measurements and effective pressure which is the difference between the overburden pressure and pore pressure. However, here we used modified equations of MacBeth (2004) as proposed by Briceno et al. (2016) to model the pressure dependence of dry rock modulus (equations (1) and (2)):
and
where E k , P k , E μ and P μ are the rock stress sensitivity constants estimated in MacBeth (2004) . P eff initial is the reservoir pre-production effective pressure and P eff mon is the effective pressure at the monitor survey time. We used measurement values of West of Shetland region for P k and P μ as described in MacBeth (2004) . Moreover, E k and E μ were set to 3 and 2, respectively, following the work of Santos (2017) . Eventually, we used well-known fluid substitution equation proposed by Gassmann (1951) to compute the bulk and shear modulus (k and μ) in the PEM.
R E S E R V O I R M O D E L U P D A T I N G W O R K F L O W
This work proposes a reservoir model updating procedure which quantitatively integrates seismic and engineering data to close the loop between both domains. Mismatches between the two datasets (in presence of trustful petro-elastic model, PEM) would ideally mean that the simulation model has inaccuracies and should be calibrated to the observed seismic impedance data. One of the key aspects in a petro-elastic modelling is the pressure dependence of bulk and shear modulus. This relation comes from core measurements which very often do not match observed 4D signals, making it very uncertain. Thus, we propose to first ensure that the simulation model provides reasonable pressure estimates, which in our case are supported by bottom-hole pressure (BHP) measurements and then revisit the petro-elastic modelling, evaluating the calibration of the pressure sensitivity. Hence, the methodology is divided into three stages to resolve ambiguity in calibrating reservoir flow simulation model with an uncertain PEM. First, comparisons of the observed (inverted from seismic data) and synthetic (computed from simulation model) 3D impedance models provide a detailed updating of the static reservoir framework (e.g. porosity and net-to-gross) to add realistic heterogeneities into the model. Then, comparisons of observed and synthetic 4D impedance models (considering the updated model from previous step), estimate the updating for dynamic reservoir properties. These two steps improve the reliability of reservoir model using quantitative integration of observed seismic impedance (3D and 4D) and relying on production history data. Meanwhile, the pressure sensitivity of PEM is calibrated for the field, referring to observed 4D model and matched well production data. The summarized workflow for the quantitative integrations of 3D and 4D seismic impedance data to update the reservoir flow simulation model and calibrate the pressure sensitivity of PEM (Fig. 2 ) are as follows: (a) Convert the seismic impedance models (3D and 4D) to engineering scale by converting the seismic data to depth domain and scaling it to the simulation model scale.
(b) Compute the synthetic impedance models (3D and 4D) using the initial reservoir simulation model (to extract static and dynamic properties for the selected time-steps) and rockphysics modelling.
(c) Preliminary comparison of observed and synthetic impedance models in 3D domain (from steps (a) and (b)) to update the parameters that are related to static reservoir properties.
(d) Secondary comparison of observed and synthetic impedance models in 4D domain (from steps (a) and (b)) to update the parameters that are related to dynamic reservoir properties.
(e) Analyse the matching of production history data and updated reservoir flow simulation models (from steps (c) and (d)).
(f) Evaluate if it is necessary to update the PEM, referring to the observed 4D impedance (from step (d)) and matched production history data (from step (e)). It has to be noted that the comparison of synthetic and observed seismic impedance must be with the same scale (or grid). Thus, before moving on updating workflow, all the observed impedance models generated at the seismic domain are converted into depth (using appropriate velocity model), and furthermore, scaled to the simulation grid. Moreover, the preliminary comparison is evaluated in the 3D domain to capture uncertainties in the parameters that are of direct impact to the reservoir volumetrics. One advantage of preliminary comparison in 3D domain is to provide pore volume information of reservoir that aims to validate the geological modelling. For instance, higher impedance in the observed data could indicate the demands of lower porosity (decreases in pore volume) for the model as 3D acoustic impedance has Figure 2 Workflow scheme of updating the reservoir flow simulation model. The seismic side of the flowchart provides observed static (3D) and dynamic (4D) seismic impedance models, while the engineering side contains the initial reservoir flow simulation model. Following a five-step approach: (a) convert the seismic impedance models to engineering scale; (b) compute the initial synthetic impedance models (3D and 4D) using the initial reservoir simulation model; (c) preliminary comparison of observed and synthetic impedance models in 3D domain; (d) secondary comparison of observed and synthetic impedance models in 4D domain; (e) analyse the matching of production history data and updated reservoir flow simulation models and (f) calibrate the pressure sensitivity in petro-elastic model setting. a high correlation with porosity. Furthermore, the particular feature of 4D comparison is to reduce the uncertainty ranges of the dynamic reservoir properties according to their particularities and maintain consistency with the physics of flow. For example, one of the possibilities of a hardening effect (increased acoustic impedance) is water flooding, when water replaces oil. Thus, a hardening signal in the observed data can indicate the demands of permeability modifications. Meanwhile, the comparison steps are supported by production history data, where each modification in the simulation models is quantified and diagnosed during the assisted history matching. The deviations of production history data throughout initial and updated simulation models can be evaluated either qualitatively (graph analysis) or quantitatively using the normalized quadratic deviations with sign (NQDS) as described in Avansi, Maschio and Schiozer (2016) . NQDS is a normalized quadratic error that is used to quantify the misfit between all historical and simulation objective functions based on acceptance criteria. Moreover, this quality indicator can analyse simultaneously all the objective functions with different dimension.
For remained poorly matched areas (after the updating steps), if the well history matching is in acceptable range, subsequently the inconsistency can be related to the rock-physics modelling. This fact leads us to revisit the PEM, especially the stress sensitivity of the model. For instance, higher values for softening effect are observed in the 4D seismic inversion results when compared with the 4D synthetic impedance derived by simulation model. Moreover, time-lapse interpretation indicates that the softening anomaly is caused due to the pore pressure increases. Additionally, the updated simulation model presents a good BHP match for the wells in the same region which is a good indicative of fair pressure estimates from the simulation model. Thereby, the pressure sensitivity of the PEM should be calibrated to capture the approximate same values for both observed and synthetic 4D impedance models. This is a good example of why the last step of methodology avoids the generation of unrealistic property values by calibrating the pressure dependency of PEM and overcomes potential instability problems that frequently affect the reliability of reservoir simulation model updating.
Eventually, it is important to note that the specific contributions of updating steps are highlighted by the dashed black boxes in Fig. 2 . Moreover, these steps must run in a loop until all the mismatches caused by simulation model errors and uncertain PEM can be validated to obtain a fair confidence levels of realistic reservoir model.
R E S U L T S A N D D I S C U S S I O N
This section presents the application and results that outcome from the proposed reservoir updating workflow in segments E and D of Norne Field. We compared the synthetic and observed seismic data for each zone of these segments to analyse the confidence level on reservoir simulation updating, considering the uncertainties from synthetic seismic impedance models and production history data agreement. We attempted to implement the updating workflow in segments E and D of Norne Field for two main reasons; first, these segments present challenges regarding the understanding of the production behaviour. Segments E and D experienced intense production activity up to 2006, where several wells are producing close to each other at the same time. Second, Maleki et al. (2018a) interpreted the 4D seismic impedance anomalies for the entire Norne reservoir segments from 2001 to 2006 and their results highlighted that 4D features such as softening (due to pore pressure increases) and hardening signals (due to water saturation increases) were detectable and well pronounced in segments E and D. Herein, these segments are particularly applicable to validate the efficiency of methodology.
Segment E is located in the NW region of the Norne Field (Fig. 3) . The water injectors F-1H and F-3H were drilled in 1999, aimed at giving pressure support to the neighbouring producers within the Ile, Tofte and Tilje Formations. Producer wells in this area which produced after 2001 are E-2H, produced between November 1999 and July 2005 in the Ile Formation; E-2AH, opened in May 2005 aiming to produce oil in the Ile Formation and E3-AH, which produced horizontally along Not-2 Formation (Garn Formation) between December 2000 and January 2005. Segment D is located in the NW region of the Norne Field and is separated from segment E by a major fault, sealing this area (Fig. 3) . The water injector F-2H, drilled in 1999, was completed in the Ile and Tofte Formations to provide pressure for the neighbouring producers Additionally, the petrophysical analysis reports of producer E-1H and injector F-3H have been demonstrated that upper layers of Garn Formation (Garn-3 and Garn-2) comprise free gas around these wells.
The first step of methodology is to convert the observed seismic impedance (3D and 4D) to simulation scale in order to increase the certainty of comparisons between observed and synthetic impedance models. We built a 3D velocity model using the available velocity data of Norne benchmark dataset (average velocity) and converted the observed impedance data to depth domain. Then, we scaled the results to simulation grid utilizing seismic resampling method (arithmetic averaging) to maintain as much as possible the fine-scale heterogeneities seen in seismic domain. Figure 4 illustrates the observed 3D and 4D seismic impedance models in the simulation scale after the scaling and re-gridding, respectively. Then, we run the initial simulation model in IMEX-CMG software to extract the static (porosity and net-to-gross) and dynamic properties (pore pressure and fluid saturation of oil, gas and water) in 2001 and 2006. Since the baseline seismic survey (2001) is generated after production starts in 1999, we extracted the initial pore-pressure, porosity and net-to-gross in July 1999 (initial time). Eventually, the captured static and dynamic properties were converted into the elastic properties (V P , V S and density) using the petro-elastic model (PEM; presented in the dataset preparation section) to generate the synthetic 3D impedance of baseline survey 2001 and synthetic impedance variations from 2001 to monitor survey of 2006.
Following scaling and seismic modelling, we compared the observed and synthetic 3D impedance of baseline 2001 to evaluate the petrophysical parameters that are of direct impact to the reservoir volumetric. Figure 5 illustrates profiles of observed and synthetic 3D impedance models across segments E and D. Here, we noticed several discrepancies throughout the Garn, Ile, Tofte and Tilje Formations, where greater inconsistencies were apparent in deeper layers. The areas surrounding the eastern (ellipse A, below the top of Ile Formation) and western regions (ellipse B, below the top of Tofte Formation) of section implied higher impedance in the observed 3D impedance model (Fig. 5b) , rather than the 3D impedance response of initial simulation model (Fig. 5a ). This suggests that the pore volume of initial simulation model in these regions should be diminished to enhance the matching of observed and synthetic 3D impedance models. Thereby, the porosity of Ile, Tofte and Tilje Formations was decreased (locally and globally) for the initial simulation model, while the porosity for some regions of Garn Formation (above the sealing Not-1 Formation) was increased locally (as porosity has a high correlation with 3D seismic impedance). For example, ellipse C highlighted higher impedance in the response of initial simulation model compared to observed impedance model for some zones of Garn Formation in the southern region of segment D (Fig. 5) . It has to be noted that global modification represents applying multiplier per all layers of the specific formation, while local modification means applying multiplier per some layers inside the specific formation (modifications were consistent with the geology and no artefacts were created in the model).
Figure 6
Maps of the evolution of matching between the observed and synthetic 3D impedance models throughout our workflow in step 1. Maps of (a) initial synthetic 3D impedance, (b) updated synthetic 3D impedance and (c) observed 3D impedance for the deeper layers of Ile-2 (layer K-08), Tofte-2 (layer K-14) and Tofte-1 (layer K-18) Formations (from top to bottom). The ellipses represent the regions of matching improvements with observed 3D model during the porosity adjustments in the first stage of updating methodology.
After the necessary porosity modifications have been made, we run the new simulation model and generated the updated synthetic 3D impedance model considering the first step of quantitative integration. For instance, Fig. 6 illustrates the results of modified porosity for deeper layers of Ile-2 (layer K-08), Tofte-2 (layer K-14) and Tofte-1 (layer K-18) Formations. Close examination reveals that the first-step updated model (Fig. 6b) that is more consistent with the observed 3D impedance model (Fig. 6c) rather than the initial model (Fig. 6a) . The reason can be explained by adding new realistic heterogeneities into the model in updated model. In fact, the predictions from new simulation model and inverted 3D impedance indicated fair similar behaviours (especially for layer K-18). The marked areas in Fig. 6 highlighted the improvement of matching regarding the modified porosity values in the first step of updating.
In the second step of updating, different maps were analysed for the 4D comparison of synthetic and observed impedance changes from 2001 to 2006, searching for inconsistencies. Primarily, we compared the 4D impedance response of initial simulation model and 4D inversion results to understand the behaviour of production activity and certainty of the model adjustments in the first step of updating. We identified several mismatches due to the continuous and consistent decreases in impedance below the sealing Not-1 Formation on the 4D impedance response of initial simulation model, which was less strongly seen on the 4D inversion results. For instance, Fig. 7(a,d) illustrates the 4D impedance response of initial simulation model and seismic inversion results in the deeper zone of Tofte-2 Formation (layer K-14), respectively. Northern regions of segments E and D indicated softening anomaly for both models (Fig. 7a,d) , where the decreases in impedance were much higher in the initial simulation model compared to seismic inversion results. In contrast, the southern regions of both segments highlighted the contrary 4D anomalies (softening for the initial simulation model and hardening for the 4D inversion results). The possible explanation is that the pore pressure from the initial simulation model might be overestimated and the reservoir model predicted features such as high impedance decreases for the entire regions of segments (Fig. 7a) . This is in agreement with the bottomhole pressure (BHP) historical data, where the simulated BHP of initial model for the producers which perforated below the sealing Not-1 Formation (all the producer wells except E-3AH), indicated higher BHP pressure values regarding the production historical data (production graphs in Fig. 9) .
Additionally, the observed softening and hardening effects in the 4D inversion results (blue and red anomalies in Fig.  7d ) were previously interpreted by Maleki et al. (2018a) . The softening anomalies were related to the pore pressure increases from the neighbour water injectors (F-1H, F-2H and F-3H) and hardening anomalies were caused by Oil-water Contact (OWC) movement from 2001 to 2006 (water saturation increases) due to the partially water flooded areas between the Ile and Tofte Formations. It seems that overestimated pore pressure in the initial simulation model causes softening effects for the 4D impedance responses in the entire regions of segments E and D (Fig. 7a) . In fact, these areas experienced a higher reduction in velocity (consequently in impedance) compared to 4D inversion results and extended throughout southern regions of segments and dominated the water saturation increases. Thereby, the porosity modifications in the first stage of updating, including various decreases in porosity below the Not-1 Formation, appears consistent with the production history graphs of BHP (red dots and dashed black lines in Fig. 9 ) and time-lapse seismic interpretation.
Nevertheless, the porosity adjustments improved the matching of softening anomalies from initial simulation model (northern flank of segments E and D) with the inversion results, some discrepancies were found at the southern flanks of segments between the first-step updated model (Fig. 7b) and the observed 4D inversion results (Fig. 7d) . The updated simulation model predicted gentle increases in impedance compared to the significant observed increases in impedance (indicated by red ellipses). These inconsistencies suggest reexamination of the reservoir model assumptions. For instance, the blue division along the southern areas of segment E (Fig.  7d) is not detected in the first step of updating (Fig. 7b) , which might be an indication to review the permeability in these areas to improve fluid movements in the simulation model. Thus, following the guidance of 4D comparisons, we modified the fluid flow predictions of the first-step updated simulation model (including the multipliers modifications per layers for horizontal and vertical permeability) to resolve the fluid movement. We adjusted the permeability locally for Tofte and Tilje Formations in the southern regions of segments E and D. Figure 7(c) illustrates the synthetic 4D impedance model considering the applied permeability modifications in the second step of updating. It is clear that synthetic 4D impedance response of new simulation model (Fig. 7c) and observed impedance variations (Fig. 7d) implied a fair similar behaviour rather than the first-step updated model (Fig. 7b) .
Meanwhile, upper layer of Garn Formation (layer K-01) indicated strong hardening effect on the 4D impedance response of initial simulation model (Fig. 8a) compared to 4D seismic inversion results (Fig. 8d) . This strong hardening effect was caused by significant decreases in pore pressure of initial simulation model, which is in agreement with the initial simulated BHP data of well E-3AH (blue line in Fig. 9) . Additionally, the softening anomalies in the Garn Formation could be attributed to the gas coming out of solution as pressure decreased in the entire segments E and D and the presence of gas saturation increased (Fig. 8a) . Notably, the softening anomaly of initial simulation model in segment E appeared more detectable compared to the softening effect in segment D (Fig. 8a) . Moreover, the initial simulated BHP was lower than the production history data in well E-3AH after the beginning of 2002 (Fig. 9) . It seems that the predicted pressure of initial simulation model might be underestimated for the Garn Formation, which is in agreement with the porosity adjustments in the first step of updating procedure (various increases in porosity for some regions of Garn Formation). However, we observed gentle decreases in impedance after the first step of updating (blue signals in Fig. 8b ) compared to observed impedance variations (Fig. 8d) , where indicating that simulation model should be revisited for the Garn Formation. Thereby, we modified locally the horizontal permeability for the Garn Formation in segments E and D. The predictions from the second step of updating model appeared more consistent with observed 4D inversion results, as shown in Fig. 8(c,d) . In fact, the permeability adjustments improved the values of gas saturation increases in segment E (Fig. 8c) . Moreover, the strong softening anomaly at the edge of northwestern region of segment E (observed 4D impedance results in Fig. 8d ) was interpreted due to the poor imaging as there is no production activity near this area that could cause decreases in impedance, and the anomaly was located in the edge region of segment E. Alternatively, comparison of the BHP production curves and the normalized quadratic deviations with sign (NQDS) within the updated simulation models indicated enhancement of BHP history matching during the different steps of updating process (Fig. 9) . The NQDS values of the initial simulation model were distributed above and below the acceptance range [−10 10]. Nevertheless, high deviations towards the BHP history data of initial simulation model were resolved with the modifications arising from the 3D and 4D impedance observations. Notably, it must be highlighted that the observed initial good match of oil production rate, water production rate, gas production rate and gas-oil ratio were preserved after the updating steps.
Furthermore, we noticed some mismatches between the synthetic 4D impedance response (after the second step of updating) and the observed 4D impedance model throughout the formations below the sealing Not-1 Formation. Figure 10 (a,c) maps the observed 4D impedance model and the synthetic 4D impedance response regarding the second step of updating strategy in the deeper layers of Ile-1 Formation (layer K-11), respectively. The hardening anomalies of observed impedance extended continuously in the southern regions of segments E and D, while the updated synthetic impedance model implied the anomaly to be confined and less strong, especially in the southern region of segment E. Moreover, the updated simulation model estimated significant increases in pore pressure Figure 9 The bottom-hole pressure (BHP) rates through the different updating steps. Red points represent the BHP history data, while blue lines, black dotted and green lines show the BHP of initial, first-step updated and second-step updated simulation models, respectively. The blue, black and green dots represent the value of normalized quadratic deviations with sign (NQDS) for the initial, first-step updated and second-step updated simulation models, respectively. Notably, all producers are perforated below the sealing Not-1 Formation except well E-3AH. for the southern region of map compared to northern part (Fig. 10e) . Also, there were strong increases in water saturation for the southern flanks of both segments (Fig. 10d) . These discrepancies suggest that the hardening signal appears to be very compartmentalized and less strong in the updated simulation model (Fig. 10a) , as it is overlaid by the high pressure zone. Furthermore, producers E-2H and B-4BH were perforated in the southern regions of segment E and D, in the deeper layers of Ile Formation (Ile-1). These producers started producing more water after October 2001 (B-4BH) and April 2001 (E-2H). Nevertheless good match of BHP was obtained for these wells considering the second step of updating strategy (green lines in Fig. 9 ), the matching of fluid rates (oil rate, Qo; water rate, Qw and gas-oil ratio) with production history data significantly improved towards the acceptance range of NQDS (between −10 and 10) as shown in Table 3 . Subsequently, inconsistencies between the observed and synthetic 4D impedance models and the knowledge of acceptable matched of well production data suggest that the sensitivity of PEM to pressure should be reconsidered (particularly below the sealing Not-1 Formation).
The rock stress sensitivity parameters are calibrated for three sub-zones of A (Garn Formation), B (Ile and Tofte Formations) and C (Tilje Formation) as described in Table 4 . This separation agrees with geology knowledge of Norne Field, as Tilje Formation is composed of interbedded sandstones, shales and siltstones, often heterolithic, and an unconformity separates it from the overlying Tofte Formation due to tectonic Notably, E-3AH is perforated in the Garn Formation, while B-4BH and E-2H are perforated below the Not-1 Formation. The NQDS of second-step updated model are in the acceptable ranges of −10 to +10. uplift and subsequent erosion (Swiecicki et al. 1998) . The Ile and Tofte Formations are contained with fine-to-medium sandstones interbedded with thinly laminated siltstones, shales and some carbonate-cemented which are separated from Garn Formation (with coarser sandstones) due to the effective Not-1 sealing layer, which break the communication between the reservoirs above and below it. Thus, we calibrated the pressure dependency of PEM for zones B and C (formations below the Not-1 Formation) to capture the approximate same values for both observed and updated synthetic 4D impedance anomalies. In fact, we decreased the stress sensitivity for zone B, while it increased for zone C. However, the rock stress sensitivity of PEM was not modified for the Garn Formation, as the updated synthetic impedance was consistent within the observed 4D impedance (Fig. 8c,d) . Moreover, the NQDS of BHP and fluid rates of producer E-3AH (was perforated in the Garn Formation) was in the acceptable range after the second step of updating ( Fig. 9 and Table 3 ). As a matter of fact, the synthetic 4D impedance results derived by calibrated PEM (Fig. 10b) matched nicely with the observed 4D impedance model (Fig. 10c) , since the actual values of hardening signals in the updated simulation model (caused by water saturation increases) increased more in the southern regions of segments E and D. Figure 11 demonstrates the evolution of updating steps in the last step of methodology throughout a profile along segments E and D. The hardening signal in the 4D impedance response of updated simulation model seems to be less compartmentalized and detectable across the eastern region of Fault-1 (Fig. 11a) , as opposed to the observed 4D impedance model (Fig. 11c) . The possible explanation is that the high pressure zone (Fig. 11d ) dominated the water saturation increases in the updated simulation model (Fig. 11e) . Furthermore, the magnitude of decreases in the impedance (softening anomaly in Fig. 11a ) for the deeper layers (below the top of Tilje Formation) were observed lesser compared to observed 4D impedance model (Fig. 11c) . Subsequently, after the calibration of PEM pressure dependency, the hardening anomaly from the simulation model (caused by water saturation increases) extended more between Ile and Tilje Formations and reached the formations across the eastern region of Fault-1 (Fig. 11b) . Additionally, the calibrated pressure dependency in PEM highlighted more decreases in impedance below the top of Tilje Formation (Fig. 11b ) rather than the updated simulation model (Fig. 11a) , which correlated agreeably with the observed 4D impedance (Fig. 11c) . Table 5 highlights the updating steps and type of adjustments for the specific formations in order to summarize all types of updating that have been applied for closing the loop between the simulator and 4D seismic data.
C O N C L U S I O N S
An updating methodology for reservoir modelling that incorporates data from multiple and diverse sources have been designed. The workflow provides a systematic and quantitative integration to reconcile 3D and 4D seismic impedances, together with the simulation model and historical production-data in order to adjust reservoir simulation response and enhance the interpretive capability of reservoir properties. It also proposes an innovative procedure to calibrate the pressure dependency of petro-elastic model (PEM), referring to observed 4D model and matched well production data, to ensure realistic values for changes in in situ elastic parameters. The proposed procedure is successfully applied to a real case, the benchmark model of the Norne Field.
To thoroughly investigate, we converted the inversion results of base (2001) and monitor (2006) seismic surveys to the simulation scale using time to depth conversion and re-scaling to access the observed impedance models (3D and 4D). Furthermore, the initial synthetic impedance models were generated throughout the rock-physics modelling and initial reservoir flow simulation to convert the extracted dynamic and static properties to elastic properties. The initial estimations of synthetic impedance models (3D and 4D) highlighted significant pressure mismatches which were confirmed by the bottom-hole pressure (BHP) data. Thereby, in the first stage of updating, we compared the observed and initial synthetic 3D impedance models to add realistic heterogeneities into the model. The evaluated inconsistencies from the different sections and maps suggested various decreases in porosity for the formations below the sealing Not-1 and increases in some regions of Garn Formation. These modifications improved the pressure estimation and the matching of softening 4D effects that were caused by pore-pressure increases. Subsequently, the second stage of comparison evaluated the consistency between the observed and synthetic 4D seismic impedance models considering the updated model from previous step, searching for discrepancies. Alternatively, we observed some softening anomalies resulting from gas coming out of solution (due to the pore-pressure decreases) in the Garn Formation. Despite these softening effects, the fluidgradient changes caused the increases in impedance (mainly in the southern regions of segments E and D), where the water contact rise in these segments is a consequence of the production activity up to 2006. Accordingly, we updated the permeability (horizontal and vertical) for the simulation model considering observed 4D discrepancies. Consequently, the remained incompatible pore-pressure estimation and fluid movement were resolved during the second step of updating.
Meanwhile, we considered the reliability of the updated parameters, referring to production history data. The history-matching results indicated that the applied adjustments were able to update reservoir properties and, thus, produced a simulation model that better followed the observed 3D and 4D seismic impedance data with the capability to overcome the challenges of pressure estimations. In fact, this procedure led to significant improvements in NQDS deviations towards the production history data of BHP and fluid rates within the acceptance range of −10 to 10. Eventually, we calibrated the pressure sensitivity of PEM using calibrated simulation model from the previous step (that provides good estimates of pressure) and observed 4D impedance model for the formations below the Not-1 Formation. As a final result of the proposed workflow, we have an updated simulation model consistent with observed seismic and production historical data, as well as a calibrated PEM.
We have shown that joint integration of 3D and 4D seismic impedance models with the flow simulation model results (in an iterative loop) builds confidence in identifying the properties and specific regions of the field where updates to the simulation model might be appropriate. Indeed, the proposed quantitative integration is key to close the loop between seismic and engineering domains, providing valuable input for reservoir characterization and monitoring in the Norne Field. Additionally, as Norne Field is a benchmark case, these results can be considered to enrich the discussions over deterministic and probabilistic seismic history matching studies.
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