1. Introduction. Let B = {1 ≤ b 1 < b 2 < . . .} be an infinite sequence of integers. For any integer n we define the counting function of B up to n to be the number of elements of B not exceeding n; we denote it by B(n). If dB = dB, we say that B has asymptotic density dB, given by the common value.
In [3] I. Z. Ruzsa proved that if A = {1 ≤ a 1 < a 2 < . . .} is an infinite sequence of integers and if a n+1 ≤ 2a n for all but at most finitely many values of n, then P (A) has an asymptotic density, where P (A) is the set of all sums of the form ε i a i , ε i = 0 or 1. Ruzsa conjectured that for every pair of numbers 0 ≤ α ≤ β ≤ 1 there exists A = {1 ≤ a 1 < a 2 < . . .} for which d(P (A)) = α and d(P (A)) = β. He also mentioned that an easy argument shows the case β = 1.
In this paper we prove Ruzsa's conjecture:
The finite version of this question may be the following: for which t is it possible to find a sequence a 1 < . . . < a n so that there are exactly t distinct integers of the form n i=1 ε i a i , ε i = 0 or 1. It was raised in [1] and solved in [2] .
The construction. If
We use the following notation: 
and an easy calculation shows that
the following properties are true:
Our task is to define blocks B j , B j+1 , . . . so that the properties (2)-(4) remain valid for k = k 0 + m, m ≥ j as well. We verify these parallel with the construction.
In the last section we prove that for x > s k 0 ,
Now we note that (2), (4) and (5) imply
Indeed, by (2) and (4) we have
and by (5) we get (1).
3. Proof of the Theorem. Now we prepare the block B k . We use the abbreviations
. In the first step we make the sequence less dense. Let
In the next step we do two things: we "stabilize" the density of our sequence and then we make it more dense up to β/3.
The elements defined in (7) stabilize the density and the ones defined in (8) will make the density close to β/3, which we now show.
. Indeed, if t < 2 then by (4), (7) and since k > k 0 > 3/β + 1, we have
. Clearly P (A t ) = P (A t−1 ) ∪ {a t + P (A t−1 )} for every t ∈ N. Since a N 1 > s N 0 and by (7) we see that
, so that w = za N 1 + v. So we have
then it is easy to check that
Since M > a N 1 > N 1 > k 0 by (9), (10) and (12) we get (13)
For the last inequality we use k 0 > 16β/α+8 and thus 1−4β/(αk 0 )−2/k 0 > 3/4; furthermore, k 0 > 18/β and thus β/2 − 1/k 0 > 4β/9. This proves (3).
In the next step we achieve that the sequence will be more dense, satisfying (4).
This definition implies that a N 2 +i > s N 2 +i−1 and so
Lemma. There exists a z
Then by (17) and (18) we have
This implies that
which proves the lemma. Let
Now we deduce a lower estimate for N +1 . By the Lemma we get
First ca se: (1) = N + 1 and define a N (1) by (14) and a N (2) by (19) and if N (1) , N (2) , . . . , N + 1 and define a N (2r+1) by (14) and a N (2r+2) by (19). Then (22) yields that β/ N +1 − 1 < β/ N so at each step of the iterative process described above we always fall in the first case. Since N (i) ≤ β and also by (22) we conclude that lim i→∞ N (i) = λ exists and clearly λ ≤ β. Thus by (21) we get
we get (4). (14) and (19) we can apply the same ideas as in items 3 and 4; in this way we conclude that (25)-(28) hold for every x with s N ≤ x ≤ s N 3 , so that (5) holds and this completes the proof of the Theorem.
