Abstract. This is the first part of the project toward proving the BCOV's Feynman graph sum formula of all genera Gromov-Witten invariants of quintic Calabi-Yau threefolds. In this paper, we introduce the notion of N-Mixed-Spin-P fields, construct their moduli spaces, their virtual cycles, their virtual localization formulas, and a vanishing result associated with irregular graphs.
Introduction
This is the first of a three-paper series. In this paper, we introduce N-MixedSpin-P fields (NMSP fields), construct their moduli spaces, construct their potential functions, and prove that these potential functions admit a decomposition separating them into a part that involves the Gromov-Witten (GW) invariants of the quintic Calabi-Yau (CY) threefolds, and a part that involves the Fan-Jarvis-RuanWitten (FJRW) invariants of the Fermat quintic polynomial.
In this three-paper series, we will prove several structure results of the GW potential function F g . In [NMSP2] , we will prove Yamaguchi-Yau's finite generation conjecture for F g , which implies convergence of F g . In [NMSP3] , we will prove the Bershadsky-Cecotti-Ooguri-Vafa (BCOV) Feynman graph sum formula. One of its consequence is the Yamaguchi-Yau Functional equation by [YY, Sect. 3.3] (also c.f. [CGLZ2] ). Our method is expected to apply to any complete intersection Calabi-Yau threefolds in products of weighted projective spaces.
The notion of MSP field was introduced in [CLLL, CLLL2] as a mathematical theory to realize the phase transition for GW invariants of quintic CY threefolds envisioned by Witten [Wi] . The relations derived from the vanishings via their virtual cycles have produced, or reproduced, results on low genus GW invariants of the quintic CY threefolds and the low genus FJRW invariants of the Fermat quintic polynomials (cf. [CGLZ, GR] ).
In the current project, we modified MSP fields slightly: we duplicate one of the fields by N copies, and call the resulting field an NMSP field. Duplicating one field by N copies provides a G = (C * ) N -equivariant theory, which simplifies significantly the structure of the mentioned generating series, and allows us to prove the BCOV Feynman summation of the GW potential of quintic CY threefolds.
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1
We now briefly outline the structure of the paper. In this paper, we focus on the Fermat quintic x 5 1 + · · · + x 5 5 . An NMSP field of numerical date (g, γ, d) of the Fermat quintic polynomial is (1.1) ξ = (C, Σ C , L, N, ϕ, ρ, µ, ν); ϕ = (ϕ i )
, where Σ C ⊂ C is a genus g, ℓ-pointed twisted curve; L and N are invertible sheaves of O C -modules; the monodromy of L along the i-th marking Σ i ⊂ Σ C is given by γ i ; and ϕ, ρ, µ, and ν are fields
satisfying certain properties. It is called an NMSP field because µ consists of N sections in the same space. When N = 1 it is an MSP field (cf. Definition 2.1). We fix N ≥ 1, and let W g,γ,d be the moduli of stable NMSP fields of type (g, γ, d) , where g is the genus of the domain curves, γ = (γ i ) ℓ i=1 is the monodromy data, and d = (d 0 , d ∞ ) is the degree of L ⊗ N and N. The moduli W g,γ,d is a G-stack, via the standard action of G on the N -components of µ. ). We define the NMSP potential function. For notational simplicity, we will confine ourselves to the case where the markings consist of n scheme markings decorated by (1, ρ), meaning that the field ρ vanishes along the markings. For such choice of γ = (1, ρ) n , we denote by W g,n,d the moduli of stable NMSP fields of numerical data (g, (1, ρ) n , d).
Then for any ξ ∈ W g,n,d , as in (1.1), and the i-th marking Σ i ⊂ Σ C , the definition of NMSP fields forces ν| Σ i nowhere vanishing, and
Thus it defines a G-equivariant evaluation morphism
where G acts on P 4+N by scaling the last N -homogeneous coordinates of P 4+N . Let t 1 , · · · , t N be the standard generators of A 2 G (pt). For 1 ≤ i ≤ n, we let τ i ∈ H * G (P 4+N ), and letψ i ∈ H 2 G (W g,n,d ) be the ancestor psi-class (i.e. the pullback from M g,n ). We let ζ N = exp( 2π √ −1 N ). We define
Convention. Our convention is that, after equivariant integration, we will substitute t α = −ζ α N t, for a formal variable t, where α is always understood to be an integer in [1, N ]. is a polynomial in q/t N of degree no more than g − 1 + ǫ.
Notice that (1.4) vanishes unless ǫ ∈ Z, as we have substituted t α by −ζ α N t. We will use virtual localization (cf. [GP] ) to study the structure of this function. For a narrow (g, γ, d), we will use flat decorated graphs Θ ∈ G fl g,γ,d to parameterize open and closed substacks of the G-fixed part
We briefly describe these graphs. A graph Θ ∈ G fl g,γ,d has its vertices possibly lying in three different levels: level 0, level 1, and level ∞. In the virtual localization formula, a level 0 vertex will contribute a GW invariant of the quintic threefold; a level 1 vertex will contribute a Hodge integral on the moduli of pointed curves, and a level ∞ vertex will contribute an FJRW invariant of the Fermat quintic polynomial.
It is easy to see that in case the graph Θ contains no edges incident to vertices of level 0 and level ∞ simultaneously, then either [W (Θ) ] vir = 0, or only FJRW invariant of insertion ζ 5 and ζ 2 5 appears (cf. Section 2). In this paper, we call a Θ ∈ G fl g,n,d irregular if it contains edge incident to vertices of level 0 and level ∞. Following a conjecture of Witten in [Wi] , one expects that [W (Θ) ] vir = 0 if Θ is irregular.
Here ∼ means that for the purpose of numerical applications, one can almost always treat any two classes A ∼ A ′ as identical classes. (See Definition (5.3).) We let G reg g,γ,d be the set of regular graphs in G fl g,n,d . For the case when γ consists of n (1, ρ)-type markings, we will use W g,γ,d = W g,n,d , the fields (ϕ, µ, ν) give us evaluation morphisms associated to the i-th marking:
For classes τ i ∈ H * G (P 4+N ), coupled with Theorem 1.3, we obtain
In the end, we will use the knowledge of the localization formula to prove a decomposition formula, relating Cont Θ with the localization contribution from the graph Θ ′ obtained by dislodging an edge from one of its incidental vertex.
The organization of this paper is as follows. In §2 and §3, we will state the basic properties of NMSP fields, and prove the basic properties of the moduli W g,γ,d , including Theorem 1.1. In §4, we will investigate the structure of the fixed loci (W g,γ,d ) G . We will prove Theorem 1.3 in §5. In §6, we will provide the details of the virtual localization formula. We will prove Theorem 1.2 in the end.
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NMSP fields
In this section, we introduce the notion of NMSP fields and prove their basic properties. The proofs of most of the stated properties can be found in [CLLL] . We only consider NMSP fields of Fermat type x 5 1 + · · · + x 5 5 in this paper. We let µ 5 ≤ C * be the subgroup of the 5-th roots of unity. We let For η ∈ µ 5 , we let η ≤ C * be the subgroup generated by η. For the two exceptional elements (1, ρ) and (1, ϕ), we agree (1, ρ) = (1, ϕ) = 1 .
We call a triple (g, γ, d), where
a numerical data of NMSP fields. In case γ ∈ (µ br 5 ) ×ℓ (resp. ∈ (µ na 5 ) ×ℓ ), we say that (g, γ, d) or γ is broad (resp. narrow).
Recall the convention on invertible sheaves on a twisted curve. An indexed µ 5 -marking of a twisted curve has a local model given by
The invertible sheaf of O U -modules O U ( . For an S-family of pointed twisted nodal curves Σ C ⊂ C, we let ω
Definition 2.1. Let S be a scheme and (g, γ, d) be a numerical data. An S-family of NMSP-fields of type (g, γ, d) is 
(1,ρ) )); and (ρ, ν) is nowhere zero. We call ξ narrow (resp. broad) if γ is narrow (resp. broad).
We define an arrow
is an S-isomorphism of twisted curves, b and c are isomorphisms of L ′ and N ′ with L and N, respectively, that preserves all fields (cf. [CLLL, Definition 2.6] be the open substack of families of stable objects in W pre g,γ,d . The group G = (C * ) N acts on W g,γ,d tautologically:
Theorem 2.3. The stack W g,γ,d is a DM G-stack, locally of finite type.
Proof. The theorem follows immediately from that the stack M tw g,ℓ of stable twisted ℓ-pointed curves is a DM stack, and each of its connected components is proper and of finite type (see [AJ, Ol] ).
In this paper, we will reserve the symbol G for this action on W g,γ,d .
Example 2.4 (Stable maps with p-fields). An NMSP-field
Moduli of genus g ℓ-pointed stable maps to P 4 with p-fields, denoted by M g,ℓ (P 4 , d) p , was first introduced in [CL] .
Example 2.5 (Stable 5-Spin maps with p-fields). An NMSP-field ξ ∈ W g,γ,d (C) having ν = 0 will have ρ : N) ). This way, we obtain a morphism
Here, M [JKV] .
2.1. Cosection localized virtual cycle. In the following, we will only consider narrow NMSP fields unless otherwise mentioned. The DM stack W g,γ,d admits a tautological G-equivariant perfect obstruction theory. Let D be the stack of data (C, Σ C , L, N), where Σ C ⊂ C are pointed connected twisted curves, and L and N are invertible sheaves on C, with L ⊕ N representable. Clearly, D is a smooth Artin stack, locally of finite type. Let
being the universal family of W g,γ,d . Define q : W g,γ,d → D to be the forgetful morphism, forgetting the fields (ϕ, ρ, µ, ν). The morphism q is G-equivariant with G acting on D trivially. We adopt the following convention throughout this paper. We abbreviate
We first construct its perfect obstruction theories [BF, LT] .
Proposition 2.6. The pair q :
where ⊕ α is summing from α = 1 to N , and L α is the 1-dimensional G-representation where the α-th factor of G acts with weight one, while other factors act trivially.
Proof. The proof is exactly the same as in [CLLL] .
The associated relative obstruction sheaf of q :
We define a cosection (homomorphism), for narrow γ,
by the rule that at an S-point ξ ∈ W g,γ,d (S) as in (2.1), and for
Here the term 5ρ ϕ 4 iφ i +ρ ϕ 5 i lies in
We call the lifted homomorphism a cosection of Ob W g,γ,d . The proof of the lemma is exactly the same as that of [CLLL, Lemma 2.12 ], and will be omitted.
As in [KL] , we define the degeneracy locus of σ to be the (reduced) substack
We have the following criterion, whose proof is the same as in [CLLL, Lemma 2.13] . [KL, CKL] , we obtain the cosection localized virtual cycle
Properties of the moduli of NMSP fields
In this section, we fix a narrow (g, γ, d); we abbreviate W = W g,γ,d , and consequently abbreviate W − = W − g,γ,d . We prove that W − is proper. 3.1. Stability criterion. We denote by η 0 ∈ S a closed point in an affine smooth curve, and denote S * = S − η 0 its complement.
In using valuative criterion to prove properness, we need to take a finite base change S ′ → S ramified over η 0 . By shrinking S if necessary, we assume there is anétale S → A 1 so that η 0 is the only point lying over 0 ∈ A 1 . In this way, for any positive integer a we can form S a = S × A 1 A 1 , where A 1 → A 1 is via t → t a . Thus η ′ 0 ∈ S a lying over η 0 ∈ S is the only closed point lying over 0 ∈ A 1 , of ramification index a.
We will use subscript " * " to denote families over S * . Hence ξ * ∈ W pre (S * )(= W pre g,γ,d (S * )) takes the form ξ * = Σ C * , C * , L * , N * , · · · . We first characterize stable objects in W pre (C). We say that an irreducible component E ⊂ C is a rational curve if it is smooth and its coarse moduli is isomorphic to P 1 . We say (g, γ, d) is in the stable range if when g = 0 then ℓ ≥ 3 or d = (0, 0), and when g = 1 then ℓ ≥ 1 or d = (0, 0). Lemma 3.1. Let (g, γ, d) be in stable range; let ξ ∈ W pre− (C). Then ξ is unstable if C contains a rational curve E such that one of the following holds:
contains one point, and either ρ| E is nowhere zero and
Proof. Let ξ ∈ W pre− (C) be unstable. For each irreducible E ⊂ C, let Aut E (ξ) be the subgroup of Aut(ξ) leaving E invariant. As argued in the proof of [CLLL, Lemma 3.3] , there is an irreducible E ⊂ C so that the group Im(Aut E (ξ) → Aut(E)) is infinite.
In case E = C, then it is easy to see that ξ is not stable only when (g, γ, d) is not in stable range. Thus by assumption, E = C, and then E has arithmetic genus zero (thus smooth), and E ∩ C sing = ∅.
We now consider the case when E ∩ (Σ C ∪ C sing ) contains one point, say p ∈ E. Suppose ρ| E = 0, then the same argument as in the proof of [CLLL, Lemma 3.3] shows that ν 2 | E is nowhere vanishing; N| E ∼ = O E , and (ϕ, µ)| E is a nowhere vanishing section of H 0 (L ⊕(5+N ) | E ). Since G is infinity and (ϕ, µ)| E is G-equivariant, this is possible only if L| E ∼ = O E and (ϕ, µ)| E is a constant section. This is (2).
Suppose ρ| E = 0. We argue that L ⊗ N| E ∼ = O E and µ| E is a constant section. Indeed, since ξ ∈ W pre− g,γ,d (C), we have ϕ| E = 0, thus µ| E is nowhere vanishing and defines a morphism [µ] :
Once L ⊗ N| E ∼ = O E is established, the same argument as in the proof of [CLLL, Lemma 3.3] shows that this must be case (2).
For the case (1), by the similar argument in the proof of [CLLL, Lemma 3.3] , we obtain L 5 | E ∼ = O E . If ρ| E = 0, by the similar argument as above, we get
Therefore we get a map E → P 4+N induced by the sections (ϕ 1 , . . . , ϕ 5 , µ 1 , . . . , µ N ). Since G is infinite, the map must be a constant resulting L| E ∼ = O E . In any case, we have L ⊗ N| E ∼ = O E . This is case (1).
3.2.
Valuative criterion for properness. We begin with a simple extension result.
Lemma 3.2. Let ξ * ∈ W pre− (S * ) be such that ρ * = 0. Then possibly after a finite base change, ξ * extends to a ξ ∈ W pre− (S).
Proof. Since ρ * = 0, ν is nowhere vanishing and
By the stability assumption of ξ * , this morphism is an S * -family of stable maps. Thus the Lemma follows from that the moduli of stable maps to P 4+N of fixed degree is proper.
Lemma 3.3. Let ξ * ∈ W pre− (S * ) be such that ϕ * = ν * = 0. Then the conclusion of Lemma 3.2 holds.
is an S * -family of spin curves. µ * induces a morphism
This is exactly an S * -family of stable spin maps studied by Jarvis, Kimura and Vantrob in [JKV] . By the diagram on page 519 and Proposition 2.2.3 in [JKV] , the moduli stack of stable spin maps is proper. Thus we can extend the spin curve (C * , Σ C * , L * ) over S * to a spin curve (C, Σ C , L) over S with a stable map f : C → P N −1 extending the map f * . We define N = f * O(1)⊗L ∨ .
The family (C, Σ C , L, N, ϕ = 0, ρ, µ, ν = 0) is a desired extension of ξ * .
Lemma 3.4. Let ξ * ∈ W pre− (S * ) be such that C * is smooth, ϕ * = 0, ρ * = 0 and ν * = 0. Then possibly after a finite base change, we can extend ξ * to ξ ∈ W pre− (S).
Proof. Since ϕ * = 0, µ * is nowhere vanishing and defines a (not necessariy stable) morphism [µ * ] : C * → P N −1 . By adding some auxiliary sections, possibly after a finite base change, we can extend Σ C * ⊂ C * to Σ C ⊂ C over S, and extend [µ * ] to a morphism [µ] : C → P n−1 . In this way,
Our next task is to extend (ρ * , ν * ). For this we follow the proof in [CLLL, §3] . Possibly after a further base change and desingularization, we can find an S-families of pointed twisted curves ΣC ⊂C, a birational morphism φ :C → C, such that φ induces an isomorphism of ΣC with Σ C , and extend L * to an invertible sheafL oñ C so that, after lettingM = φ * M, ν * extends to a regular sectionν ∈ H 0 (M ⊗L ∨ ), and ρ * extends to a meromorphic section ofL −5 ⊗ω log C/S , so that a parallel statement of [CLLL, Proposition 3.5] holds.
After that, we follow the proof in §3 of [CLLL] . We form a basket B as in [CLLL, (3. 3)], using (ρ = 0) and (ν = 0). Then the proof in [CLLL, (3. 3)] can be line by line copied to this case to show that we can choose a ξ ′ ∈ W pre− (S) extending ξ * . This proves the lemma.
Lemma 3.5. Let ξ * ∈ W pre− (S * ) be as in Lemma 3.4. Then possibly after a base change, we can extend ξ * to a (stable) ξ ∈ W − (S).
Proof. Let ξ be an extension given by Lemma 3.4. In case ξ 0 is not stable, by Lemma 3.1, we have those rational curves E ⊂ C 0 satisfying (1) or (2) of the criterion. By the same Lemma, we know L ⊗ N| E ∼ = O E . Then we can apply the arguments in [CLLL, §3.5 ] to show that, by blowing down and modifying fields, we can make ξ stable.
The case where C * is not necessarily irreducible can be treated by gluing. Proposition 3.6. Let S * be as before, and let ξ * ∈ W pre− (S * ). Then possibly after a base change, we can extend ξ * to ξ ∈ W − (S).
Proof. The proof is the same as that in [CLLL, §3] .
3.3. Proof of the properness. We continue to abbreviate W = W g,γ,d . We first prove that W is separated. As before, η 0 ∈ S is a closed point in a smooth curve over C, and S * = S − η 0 .
Proof. Suppose C * is smooth. The proof of the valuative criterion for separatedness in [CLLL, §4.1] line by line can be adopted to this case, after we replace ν 1 (resp. ν 2 ) by (µ 1 , · · · , µ N ) (resp. ν). Note that in [CLLL] , whenever we know that D ⊂ C is an irreducible component satisfying ν 1 | D is nowhere vanishing, we conclude that L ⊗ N| D ∼ = O D . This is no longer true, as assuming (
is used only at one place. It is in the fifth paragraph of Sublamme 4.3.
To adopt to our case, we can modify the argument as follows.
Because D ′ contains one node and at most one marking of C ′ 0 , ξ ′ 0 becomes unstable, a contradiction. This proves that a k = k.
With this slight modification, the argument in [CLLL, §4.1] can be adopted here to prove this lemma, assuming that C * is smooth.
Adopting the proof of [CLLL, Proposition 4.4] , one proves that the lemma holds without assuming that C * is smooth. This proves the lemma. Proof. The proof is identical to that of [CLLL, §4] . Because W is locally of finite type, to prove that it is separated we only need to show that any finite type open substack W 0 ⊂ W is separated. Then because W 0 is defined over C and is of finite type, to show that it is separated we only need to verify the statement in Lemma 3.7. By Lemma 3.7, W 0 is separated, therefore W is separated. Proof. Assuming Proposition 3.9, as argued in [CLLL, §4] , we only need to prove the statement in Proposition 3.6. By the same proposition, we prove that W − is proper.
G-fixed loci
We fix a narrow (g, γ, d) and an integer N . Let G = (C * ) N act on W via (2.2). We will characterize the fixed loci W G . As usual, a typical element ξ ∈ W is
We will use ρ = 1 to mean ρ is nowhere vanishing.
4.1. Associated graphs. We associate a decorated graph to each ξ ∈ W G . Recall that a graph Θ is determined by its vertices V , edges E, legs L, and its flags F = {(e, v) ∈ E × V : v incident to e}. Our convention is that we will use V (Θ) to emphasize the dependence of V on Θ. If Θ is understood, we will use V for simplicity. Let ξ ∈ W G be of the form (4.1). Then G has an induced action on C. We let C G ⊂ C be the closed subset fixed by G, and let C mv = C − C G . Then C G is proper and not necessarily of pure dimension one; C mv is of pure dimension one with each connected component smooth and not proper.
We let Λ = {∞, 1, 0}. Geometrically, C a is the part of base curve having level a ∈ Λ. C aa ′ consists of curves connecting C a and C a ′ .
Definition 4.2. Let ξ ∈ W G . We associate to it a graph Θ ξ as follows:
ℓ} is the ordered set corresponding to the set of markings of
The set of vertices has a partition V = V ∞ ∪ V 1 ∪ V 0 , and v ∈ V c if (the corresponding component) C v ⊂ C c for c ∈ Λ. The set of edges E has a partition E = ∪ c 1 ,c 2 ∈Λ E c 1 c 2 characterized by that e ∈ E lies in E c 1 c 2 if the two G-fixed points of C e lies in C c 1 and C c 2 respectively.
We characterize the structure of ξ| Cv for a v ∈ V . In the remainder of this paper, α and β are reserved for integers in [1, N ].
Lemma 4.3. The followings characterize vertices in
, and ν| Cv = 1. (c) For v ∈ V 0 , the restrictions ϕ| Cv is nowhere zero, µ| Cv = 0, and ν| Cv = 1.
The proof of Lemma 4.3 is straightforward.
Lemma 4.4. We have partitions
Proof. We characterize the set E 1∞ . Let ξ ∈ W G and let E, etc., be the set of its edges, etc.. Let e ∈ E 1∞ . We let p ∈ C e ∩ C ∞ and p ′ ∈ C e ∩ C 1 . We suppose p is either a marking or a node of C, thus ω log
Then by the definition of NMSP fields, we have (a1): ν| p = 0, ρ| p = 0, and µ| p = 0; (a2): ϕ| p ′ = ρ| p ′ = 0, µ| p ′ = 0, and ν| p ′ = 0. By µ| p = 0 (resp. µ| p ′ = 0), there is an α (resp. β) such that µ α | p = 0 (resp. µ β | p ′ = 0). We claim that α = β.
Suppose α = β. We let G α ≤ G = (C * ) N be the α-th factor of G, and 1 α be the one-dimensional G-representation where G α acts with weight one and G β =α acts trivially. Then by definition
Therefore, as G-representations, we have
Because α = β, by looking at the G α action, the conclusions (b2) and (b3) imply that the G α action on C e is non-trivial. Then (b1) and (b4) imply that deg L| Ce = 0. Since p ′ is a scheme point, this forces L ⊗5 | Ce = O Ce . Therefore, ρ| Ce is nowhere vanishing, violating ρ| p ′ = 0. This proves that α = β is impossible.
We now suppose p is a smooth non-marking of C. In this case, (a1) and (a2), and (b2)-(b4) still hold, while (b1) must be replaced by (b1'):
Combined with b(4), we conclude that deg L ⊗5 = 1, which is impossible since C e ∼ = P 1 , a (non-stack) scheme. This proves that α = β is impossible in this case, too. For the statement on E 01 , we note that for any e ∈ E 01 , with p = C 1 ∩ E e and p ′ = C 0 ∩ C e , we have ϕ| p ′ = 0 and µ| p = 0. Thus by the G-invariance, there is a unique α so that µ α | p = 0 and µ β =α | p = 0. This proves the statement on E 01 .
Remark 4.5. We remark that for
Lemma 4.6. We have E 00 = ∅; we have partitions
, where e ∈ E Recall the convention we adopt throughout: a vertex v ∈ V is stable if dim C v = 1; otherwise called unstable. We let V S ⊂ V be the set of stable vertices. For any v ∈ V , we let E v (resp. L v ) be the set of edges (resp. legs) incident to v.
For a vertex v ∈ V S , an e ∈ E v corresponds to a node q (e,v) := C e ∩ C v on C v . We call E v the outer markings of C v ; we call L v the inner markings of C v .
To add decorations to Θ ξ , we assign monodromies to flags (e, v) ∈ F .
Definition 4.7. Let (e, v) ∈ F .
(1) In case e ∈ E 01 , we assign γ (e,v) = (1, ρ); (2) in case e ∈ E 1∞ and v ∈ V 1 , we assign γ (e,v) = (1, ϕ); Definition 4.8. Let ξ ∈ W G . We endow Θ ξ the following decorations:
The monodromy of a leg is that of the marking it represents.
(c') (monodromy) For (e, v) ∈ F , we let γ (e,v) be as in Definition 4.7;
We use Θ ξ to emphasize that it is associated with ξ. We caution that there may exist ξ 1 and ξ 2 lying in the same connected component of W G while Θ ξ ∼ = Θ ξ 2 .
4.2. Balanced nodes and flat graphs. We let G g,γ,d be the set of all decorated graphs of ξ ∈ W G , where W = W g,γ,d , modulo isomorphisms. We introduce the procedure of flattening the graph Θ ξ ∈ G g,γ,d .
Definition 4.9. Let C be a G-twisted curve; let q be a node of C, withĈ 1 andĈ 2 the two branches of the formal completion of C along q. We say that q is G-balanced
There are nodes of ξ visible from Θ ξ . For one, any flag (e, v) ∈ F with v ∈ V S associates to a node q (e,v) that is G-unbalanced. The others are
Lemma 4.10. Let v ∈ N (Θ ξ ), and let e and e ′ be the two edges incident to v. Then q v is G-balanced if and only if v ∈ V 1 , d e + d e ′ = 0, and (C e ∪ C e ′ ) ∩ C ∞ is a node or a marking of C.
Proof. Let v, e and e ′ be as stated. Suppose v ∈ V 1 (Θ ξ ) and e ∈ E 1∞ , then by Remark 4.5 we have µ α | Ce = 1, where the hour h v = α. Then the statement follows from the proof of [CLLL2, Lem. 2.14].
It is direct to argue that when v ∈ V ∞ ∪ V 0 , v is not balanced. We omit the details here. This proves the lemma.
We now introduce the process of flattening a graph. We call a graph Θ ∈ G g,γ,d flat if N (Θ) bal = ∅. For a Θ ∈ G g,γ,d with N (Θ) bal = ∅, we define its flattening Θ fl , as follows.
Construction 4.11. For each v ∈ N (Θ) bal , which has e ∈ E 1∞ (Θ) and e ′ ∈ E 01 (Θ) incident to it, we eliminate the vertex v from Θ, combine the two edges e and e ′ to a single edgeẽ incident to the other two vertices (in V ∞ and V 0 ) that are incident to e or e ′ , and demand thatẽ lies in E 0∞ . For decorations, we let
, while keeping the remainder unchanged. We apply this procedure to every v ∈ N (Θ) bal to obtain Θ fl .
to index an open and closed partition of W G .
Given a flat Θ ∈ G fl g,γ,d , we define a Θ-framed G-NMSP field to be a pair (ξ, ǫ), where ǫ : Θ fl ξ ∼ = Θ is an isomorphism (of decorated graphs). As in [CLLL2] , we can make sense of families of Θ-framed G-NMSP fields (cf. [CLLL2, §2.4] ). We then form the groupoid W Θ of Θ-framed G-NMSP fields with obviously defined arrows; W Θ is a DM stack, with a forgetful morphism The proof follows largely from that of [CLLL, S §4.2] . The only modification necessary is that, for an MSP field ξ and for a v ∈ V ∞ (Θ ξ ), we have L⊗N| Cv ∼ = O Cv . When ξ is an NMSP field, and for a v ∈ V ∞ (Θ ξ ) and e ∈ E ∞ (Θ ξ ), we still have
As in [CLLL, §4.2], we let Υ ξ be the dual graph of Σ C ⊂ C. (Dual graphs have vertices, edges, and legs, decorated by genus.) As usual a vertex v of a dual graph is stable (resp. semistable) if 2g v + n v > 2 (resp. ≥ 2), where n v = |L v | + |E v |. We prove.
Lemma 4.13. The set Π := {Υ ξ | ξ ∈ (W − ) G (C)} is a finite set.
Proof. Our proof follows closely that of [CLLL, §n 4.2] . We will omit the reasoning if it is a mere repetition.
Let ξ ∈ W − g,γ,d (C) G . As the curve Σ C ⊂ C may not be stable, knowing the total genus and the number of legs of its dual graph Υ ξ are not sufficient to bound the geometry of Υ ξ . Our approach is to use the information of line bundles L and N on C given by ξ to add legs to Υ ξ to form a semistableΥ ξ Let I = {0, 01, 1, 1∞, ∞, 0∞}. We continue to denote by C 0 , C 01 , etc., the substack of stacks in C as defined in Definition 4.1. For a ∈ I, we define
We then add auxiliary legs to vertices of Υ ξ . For every v ∈ V (Υ ξ ) we add 3 deg L ⊗ N| Cv auxiliary legs to v. (Note deg L ⊗ N| Cv ≥ 0 always.) The total new legs added is at most 3d 0 .
It is easy to show that, with the added auxiliary legs, all v ∈ V (Υ ξ ) − V (Υ ξ ) 1∞ are stable. We now treat the vertices in V (Υ ξ ) 1∞ . We let
Since |E v ∩ E ∞ | = 0 or 1, and since deg
we add 2δ(v) many auxiliary legs to v.
We show that the number of new legs added to V (Υ ξ ) 1∞ is bounded by 10d ∞ + 4g + 2ℓ. Let D 1 , . . . , D s be the irreducible components of C ∞ , and ℓ i be the number of markings on D i . Because ρ| D i is nowhere vanishing, and using deg L ⊗ N| C i ≥ 0, we have
Thus the total number of auxiliary legs added to vertices in V (Υ ξ ) 1∞ , which is 2δ(v), is bounded by 10d ∞ + 4g + 2ℓ; the number t of connected components of C ∞ is bounded by the same number, too.
LetΥ ξ be the resulting graph after adding auxiliary legs to v ∈ V (Υ ξ ) according to the rules specified above. As in [CLLL, §4.2] , one shows that every vertex of Υ ξ is semistable, and thatΥ ξ contains no chain of strictly semistable vertices of length more than two.
Finally, we let (Υ ξ ) st be the stabilization ofΥ ξ . Since the genus of (Υ ξ ) st is g and the number of markings of (Υ ξ ) st is bounded by a constant K,
is finite. Since the contractionΥ ξ (Υ ξ ) st is by contracting chains of at most length two strictly semistable vertices, Π is finite.
The proof of Lemma 4.12 follows from the finiteness of Lemma 4.13.
Proof of Proposition 3.9. We let
Since (W − ) G is of finite type, Z is of finite type. By Proposition 3.6, Z = W − . This proves the Proposition.
Irregular graphs and their associated vanishings
We continue to work with a narrow (g, γ, d), and abbreviate W = W g,γ,d . We introduce the notion of regular graphs. We prove that the virtual localization contribution associated to an irregular graph vanishes.
Regular graphs.
Following the convention adopted before Proposition 2.6, by abuse of notations, we also use γ a = m a ∈ [0, 4] if γ a = ζ ma 5 : γ a = 5 if γ a = (1, ϕ). We often write
We remark that since γ is narrow, γ v = (0 2 1 1+k ) occur only if the (0 2 ) are associated to two nodes of C v .
Definition 5.2. We call a vertex v ∈ V ∞ (Θ) regular if the following hold:
(1) In case v is stable, then either v is exceptional, or The vanishing result we will prove is
5.2. The web at infinity. We define and study the structure of a web of a Θ ∈ G fl g,γ,d . Given a Θ ∈ G fl g,γ,d , we let Θ ∞ be the graph obtained as follows: we remove E 01 (= E 01 (Θ)) and V 1 ∪ V 0 from Θ, and remove all legs attached to V 1 ∪ V 0 ; we keep all legs attached to V ∞ , while replace every e ∈ E 1∞ ∪ E 0∞ by a new leg attached to the v ∈ V ∞ to which e is attached.
For the decoration, we keep the decorations of V ∞ (Θ ∞ ) and E ∞ (Θ ∞ ); for a leg l ∈ L(Θ ∞ ) we keep its decoration in case l is from a leg in Θ; in case l is derived from (replacing) an edge e ∈ E 1∞ (Θ), letting v ∈ V ∞ (Θ) be the vertex to which e is attached, and we decorate l by γ := γ −1 (e,v) 2 ; in case it is derived from an edge in E 0∞ (Θ), we set γ l := 1, a broad marking.
We call a connected component of Θ ∞ a web of Θ at infinity. Given a web a, we say that it is in stable range if 2g a + ℓ a ≥ 3. We say it is narrow if all legs of a are narrow.
Given a web a in stable range, we see that a is the associated graph of a class of G-equivariant NMSP fields of certain numerical data. As the case of W Θ ⊂ W G , we let W a be the associated a-framed stable NMSP fields. We let (C, Σ C , L, N , · · · ) with π : C → W a be the universal family of W a , with its G-linearlization implicitly understood. We let D G be the Artin stack of G-equivariant pointed twisted curves with two invertible sheaves: (C, Σ C , L, N), and let f : W a → D G be the forgetful morphism. We set
where L α is the G-representation induced by the weight one G α -representation. The tautological relative perfect obstruction theory of f is the furthest right vertical arrow in the following diagram;
We let E • Wa be the object making above a morphism between two d.t.s. Because D G is smooth, the middle vertical arrow gives a perfect obstruction theory of W a .
We assume a is narrow. As W a is a moduli of NMSP fields of special kinds, its obstruction sheaf admits a cosection with proper degeneracy locus
be its cosection localized virtual cycle.
Proposition 5.5. Let a be a narrow web in stable range. Then [W a ] vir loc = 0 implies that either a is an exceptional web, or γ a = (1 ℓ 1 2 ℓ 2 ).
The notion of exceptional web is defined in Definition 5.11. 5.3. Proof of Proposition 5.5. Let e ∈ E(a), and let v − and v + be its two vertices. Let n v + = |L v + | + |E v + |, the total number of legs and edges attached to v + . We claim that one of q (e,v ± ) ∈ C e is a node of C. If not, then both v ± are unstable and have |E v ± | = 1. Thus a is a one-edge graph with 2g a + n a ≤ 2, violating that a is in stable range. Without lose of generality, we assume q (e,v + ) is a node.
Definition 5.6. We say e is of marking (resp. leaf-end) type if g v − = 0, and
We say e is of nodal type if it is not of marking or leaf-end type.
Before we prove Proposition 5.5, we first make a simple reduction when a contains edges of marking or leaf-end type. Let e ∈ E(a) be of marking type, with q (e,v + ) a node of C, and let l be the leg incident to v − . We construct a new web Θ e by removing e and v − from a, and then attaching l to v + with decoration unchanged.
In case e is of leaf-end type. We let a e be the web obtained from removing e and v − from a and attaching a new ζ 5 -decorated leg l to v + . We call a e the trimming of a by its edge of marking type or leaf-end type, respectively. 
We will construct a datumξ ∈ W ae (C) that provides the morphism ψ e as stated.
Let C e ⊂ C be the rational curve associated with e; let q − ∈ C e be the leaf-end point of C e fixed by G. Since L ⊗5 | Ce ∼ = ω log C | Ce , we have deg L| Ce = −1/5. As q + = q (e,v + ) is the only stacky point on C e , the monodromy of L| Ce along q + is ζ 4 5 . Let = C ′ be the (sub)curve that is the closure of C − C e in C, the monodromy of L| C ′ along q + is ζ 5 .
We letC = C ′ . We declare q (e,v + ) ⊂C to be a new marking, decorated by ζ 5 ; we setL = L| C ′ , and letρ :L ⊗5 ∼ = ω log C be the restriction of ρ to C ′ . For the other data, we setμ = µ| C ′ , and setφ = ϕ| C ′ . Then
Clearly, the family version of this construction provides the desired morphism ψ e .
We show that ψ e is a gerbe banded by µ δ . Indeed, any t ∈ C * acting on C e fixing both q − and q + and trivial over C ′ ⊂ C induces an arrow ξ → ξ t in W a . Since δ = deg L ⊗ N| Ce , ξ = ξ t if and only if t ∈ µ δ . This proves that ψ e is a gerbe.
Finally, a repetition of the argument in [CLL, Theorem 4.10] shows that the relative obstruction theory of W a and W ae are identical under the morphism ψ e . Thus the identity (5.3) follows.
The case where e is of marking type is similar, and will be omitted. This proves the Lemma.
We now treat the case where every edge in a is of nodal type. Recall that the dual graph of a pointed curve consists of a graph whose vertices are irreducible components of the curves decorated by its genus; whose legs are the markings, and whose edges are nodes of the curves, etc.. Recall that the dual graph of a 5-spin curve (C, Σ C , L, ρ) consists of the (decorated) dual graph b of (C, Σ C ) further decorated according to the rule that every leg l ∈ L(b) is decorated by γ l , the monodromy of L along the marking q l ; every flag (e, v) that has its associated node q (e,v) is decorated by the monodromy of L| Cv along q (e,v) .
Let b be a dual graph of a stable 5-spin curve of total genus g and total monodromy γ = (γ 1 , · · · , γ ℓ ). We form the moduli of stable 5-spin curves of dual graph
, which is a smooth locally closed substack of M 1/5,5p g,γ . We
in case E(a) = ∅, the 5-spin curve ξ spin := (C, Σ C , L, ρ) is not stable. We let (ξ spin ) st be its stabilization. We choose ξ general so that, for every v ∈ V (a), the curve C v is smooth. We then letā be the dual graph of (ξ spin ) st , which is independent of the choice of the general ξ.
Lemma 5.8. Suppose a has no edges of marking and leaf-end type. Then
Proof. We let ξ ∈ W a be as in (5.6). Then ξ spin = (C, Σ C , L, ρ). We now construct explicitly (ξ spin ) st . Let e ∈ E(a) be of nodal type, let C e ⊂ C be the curve associated to e, and let q − and q + ⊂ (C) G be the two nodes of C on C e . Because ξ spin is a 5-spin curve, L ⊗5 | Ce ∼ = O Ce , thus there is an integer a ∈ [0, 4] so that the monodromy of L| Ce along q ± is ζ ±a 5 . We let C ′ ⊂ C be the closure of C − C e in C. The monodromy of L| C ′ along q ± is ζ ∓a 5 . We let C st be the gluing of C ′ along q − and q + ⊂ C ′ , with q ∈ C st the resulting node. Let π : C ′ → C st be the tautological projection. Then π is an isomorphism over C st − q, and π −1 (q) = q − ∪ q + . We let ΣC = π −1 (Σ C ); letL be the invertible sheaf onC so that L| C ′ ∼ = π * L ; and letρ :L ⊗5 ∼ = ω log C be the isomorphism induced by ρ.
It is clear that (ξ spin ) e = (C, ΣC,L,ρ) is a 5-spin curve; we call it the contraction of ξ spin along C e . After successively contracting all edges in E(a) (all edges are of nodal type), we obtain
which is a point in M
We now compare the virtual dimensions of W a and M 1/5,5p a
. For notational simplicity, we assume Σ C (1,ϕ) = ∅, and that e is the only edge in E(a), thus V (a) = {v − , v + }. The general case follows by induction. We denote by χ G (·) the Gequivariant Euler characteristic of a G-sheaf. Then (as Σ C (1,ϕ) = ∅)
By our construction, we have
Here the −1 comes from the automorphisms of (C, Σ C ). Thus the R.H.S. of (5.7) is zero. This proves the lemma.
Before we prove Proposition 5.5, we prove a parallel result for the moduli of stable 5-spin curves. To state the result in terms of the expected dimensions of moduli spaces, we need to take out all free ζ 5 -markings.
Let b be a dual graph of a stable 5-spin curve. We say l in L(b) is spare if l is decorated by ζ 5 and is attached to a vertex v ∈ V (b) so that g v + n v > 3. Namely, after removing l from b, the resulting graph remains a dual graph of a stable 5-spin curve. Given a dual graph b of a stable 5-spin curve, in case it contains a spare leg l, we let b ′ be the graph obtained by removing l from b. Then b ′ is stable; there is a tautological 1-dimensional flat morphism ψ : (1 2+k 4) or (1 1+k 23); (4) b is a graph containing a unique loop; every vertex v has g v = 0, and by (1 2+k 4) , or (1 1+k 23), or (0 2 1 1+k ), where (0 2 1 1+k ) occurs only when v lies in the loop.
Note that the one vertex one edge graph (with both ends of the single edge attached to the same vertex) is also viewed as a loop.
Proof. Let b be a dual graph of a stable 5-spin curve, of total genus g and total monodromy γ = (1 ℓ 1 · · · 4 ℓ 4 ), without spare legs. We prove the lemma by induction on ℓ 1 . Assume ℓ 1 = 0. By [CLL] , we have a closed embedding
Further exp. dim M 1/5,5p g,γ ≤ 0, and is 0 when γ = (2 ℓ 2 ). Thus unless η is 0-dimensional, exp. dim M 1/5,5p b < 0. The former case is (1) in the lemma. This settles the case ℓ 1 = 0. Now suppose ℓ 1 ≥ 1. Let l be a ζ 5 -leg attached to v ∈ V (b). Since b has no spare legs, g v ≤ 1, and g v = 1 only when |L v | + |E v | = 1, which is case (2).
Suppose
In case |E v | = 0, it is the case (3). In case |E v | = 1, let e be the edge incident to v, and let v ′ be the other edge incident to e. As |E v | = 1, v = v ′ . We let b ′ be the graph resulting from b by eliminating the edge e, merging v and v ′ to a new vertexv. In this case, the leg l, now incident tō v, is spare. We remove l, and denote the resulting graph b ′ .
The only remainder case is when g v = 0, |E v | = 2. If there is one edge e such that both ends are incident to v, then b has a single vertex and a single edge with one ζ 5 -leg l. This is case (4). Otherwise, v has two different edges e and e ′ incident to it. Then we can apply the previous construction, say eliminate e and so on, to get b ′ to apply the induction hypothesis. This proves the Lemma.
A parallel result holds for narrow webs. Let a be a narrow web such that [W a ] vir loc = 0. We first trim all edges of a of marking and leaf-end types, resulting a web a ′ . By Lemma 5.7, [W a ′ ] vir loc = 0. Further, if a contains a spare leg, say l ∈ L(a), we can trim l from a, resulting a web a ′ , with [W a ′ ] vir loc = 0 (cf. (5.8)). Thus to prove Proposition 5.5 we can assume without lose of generality that a has no edges of marking and leaf-end types, and has no spare legs. Now let a be narrow, as stated, and with [W a ] vir loc = 0. Letā be its associated graph of stable 5-spin curves, constructed after Lemma 5.8. Thenā is a graph of a stable 5-spin curve without spare legs, satisfying exp. dim M 1/5,5p a ≥ 0. Applying Lemma 5.9, we prove the following proposition, which implies Proposition 5.5 immediately. 5.4. Proof of the vanishing. Our proof follows largely that of [CL2] . In this subsection, we will point out the necessary modification to adopt that of [CL2] to our case.
Let Θ ∈ G fl g,γ,d be irregular and not a pure loop. Let a 1 , · · · , a r be the webs of Θ at ∞. First we show that we can assume that each a j in stable range has no edges of marking type and leaf-end type. Suppose not, say if a 1 has an edge e of marking type with the leg l incident to v − and the other vertex v + incident to e. Then we can modify Θ by removing e and v − from Θ, and attaching l to v + , resulting a new graph Θ ′ , as what has been done before Lemma 5.7. If e is an edge of leaf-end type, we do the same procedure as before Lemma 5.7. Then adopting the proof of Lemma 5.7, we see that [W Θ ] vir = 0 if and only if [W Θ ′ ] vir = 0. Therefore, we can assume that all a j in stable range contains no edges of marking or leaf-end type.
Next, we suppose one of a i is in unstable range, denoted by a. Applying argument of Lemma 5.7, we can assume a has no edge of leaf-end type. Then it consists of a pure chain of vertices v 0 , · · · , v k , with edges e 1 , · · · , e k , and two markings incident to the two end vertices. We now calculate the expected dimension of W a .
Let ξ = (C, Σ C , · · · ) ∈ W a be any closed point. Then C v i are point stacks; C e i are smooth rational curves, and Σ C 1 ⊂ C v 0 . We first consider the case where Σ C 1 is a scheme point, thus of type (1, ϕ). Then because The other case is when Σ C 1 is a non-scheme point. In this case, we have χ G (L) = 0, and others are unchanged. Thus exp. dim W a = 0.
This way, applying Lemma 5.8, we see that the virtual dimension calculation concerning a web in stable range is exactly the same as that of the moduli of 5-spin curves with p-fields. For a web in unstable range, it is the same as the degenerate case in MSP: C ∞ is a scheme point or a stacky point.
Next we analyze the effect of any edge e ∈ E 0∞ (Θ) coming from flattening a pair of edges to the deformation theory of W Θ . Let ξ ∈ W Θ such that Θ ξ = Θ. Then there is a pair of edges (e − , e + ) ∈ E 01 (Θ ξ ) × E 1∞ (Θ ξ ), both incident to v ∈ V 1 (Θ ξ ) such that C v is a G-balanced node of ξ. Let v ± be the vertex other than v that is incident to e ± . We write ξ = (C, Σ C , L, N, · · · ), and let α = α v + (i.e. µ α | Cv + = 1), then
This shows that the effect of ξ| Ce = ξ| Ce − ∪Ce + to the G-equivariant deformation of ξ in W Θ comes only from the component µ α | Ce . Thus, in this regard, the deformation theory of an NMSP field is no different from an MSP field. With these remarks, we are ready to prove the vanishing result we aim at. We first settle the issue of various constructions of the virtual cycles. We recall that the virtual cycle [W Θ ] vir is constructed using the relative perfect obstruction theory φ W Θ /D G ( cf. argument before Proposition 5.5). By [CL2] , it equals the cycle constructed using the G-invariant part (φ W ) G , which is what to appear in the virtual localization formula. In the following, we will work with the obstruction theory φ W Θ /D G .
We first prove a special case of the desired vanishing Theorem 5.4. Recall a string of Θ is an e ∈ E 0∞ (Θ) so that the vertex v of e lying in V 0 (Θ) is unstable and has no other edge attached to it.
Proposition 5.12. Let Θ ∈ G fl g,γ,d be irregular and not a genus one graph of genus zero vertices. Suppose it does not contain any string, then [W Θ ] vir loc = 0. Proof. First, by the discussion at the beginning of this subsection, we can assume that no webs of Θ at ∞ contains any edge of marking type or leaf-end type. We next assume that no leg of Θ is decorated by (1, ρ), and m a = 1.
3 As in [CL2] , we further assume V 1 (Θ) = ∅.
We calculate exp. dim W Θ . We let D Θ be the connected component of D G that contains the image of W Θ → D G . As in [CL2] , it comes down first to prove 
This shows that
does not contribute to (5.10). A similarly argument for the contributions from v ∈ V 0 (Θ) and V 1 (Θ ξ ) to χ G (N) shows that (5.10) holds.
Because we have assumed that all webs of Θ have no edges of marking and leafend type, by the argument before (5.9), we can substitute the expected dimension of W a j by M 1/5,5p a j when a j is in stable range, and substitute W a j by a stacky point if in unstable range. For v ∈ V 0 (Θ), since the µ field vanishes identically on C v for any ξ ∈ W Θ , the effect of V 0 (Θ) to the calculation of exp. dim W Θ is exactly the same as that of MSP fields. Finally, as V 1 (Θ) = ∅, the edges of Θ are in E 0∞ (Θ). If there is one e ∈ E 0∞ (Θ) that is not from flattening a pair of edges in E(Θ ξ ) for a ξ ∈ W Θ , then W − Θ = ∅, implying [W Θ ] vir = 0. Thus every e ∈ E(Θ) comes from flattening a pair of edges in E(Θ ξ ) for a ξ ∈ W − Θ . Then the argument given in the beginning of this subsection shows that the calculation in case of MSP fields can be adopted here without any change.
This way we can adopt the calculation in [CL2, Lemma 4.3, 4 .4] to our case to conclude that exp. dim W Θ < 0, thus [W Θ ] vir = 0, under the assumption that no leg of Θ is decorated by (1, ρ) ; m a = 1 and V 1 (Θ) = ∅.
The proof of the general case, without any assumptions on legs and on V 1 (Θ), can be settled exactly as in the proof of [CL2, Lemma 4.3, 4 .4], using Lemma 5.7 and 5.8. This proves the Proposition.
The challenging part is consider the case where Θ does contain a string. Note that, in this case, a calculation of the expected dimension of W Θ could be nonnegative, thus the vanishing result does not follow from the expected dimension calculation. We fix a string e of Θ and let Θ ′ be the result of trimming e from Θ. We form W Θ ′ . As in the discussion before [CL2, (5.12 
Localization formula and Separation of nodes
We state the localization formula for the moduli of NMSP fields. As its proof is parallel to that in [CLLL2], we will not repeat them here. Let (g, γ, d) be narrow, with being W = W g,γ,d the moduli of stable NMSP fields of data (g, γ, d). Let Θ ∈ G {v} ∪ E v , where E v is the set of edges incident to v. We let a 1 , · · · , a s be the webs of Θ at infinity. We have isomorphism
Here, the notations for W a , except W a , are as in [CLLL2] ; W a is as in §5.2. We comment that every edge in E 01 is contained in one [v] .
6.1. The fixed parts. As before, we denote by W − Θ the degeneracy locus of the cosection used to construct the cosection localized virtual cycle, which is W − Θ = W Θ ∩ W − , and is proper. Let ι Θ : W − Θ ⊂ W Θ be the inclusion. We let the automorphism group of a point in W e be G e . For instance when e ∈ E 01 (Θ), we have G e = µ de , and
Then the induced morphism
We now give the individual term [W v ] vir loc appearing in the formula. As before, for v ∈ V we denote by S v to be the set of markings Σ C i ∈ C v , and denote by E v to be the set of edges incident to v. Let Q 5 ⊂ P 4 be the Fermat quintic.
Lemma 6.2. The cosection localized virtual cycles of the fixed part are A e · A ∞ .
We now explain the individual term appearing in the formula. We first introduce
We set Π(α) := N β=1,β =α (t β − t α ). For e ∈ E 1∞ , set r e = 1 when d e ∈ Z, and r e = 5 otherwise.
Formula for w (e,v) (for the definition, see [CLLL2, §4.1]). Let v and v ′ be the two vertices of an edge e ∈ E 01 ∪ E 1∞ . Let v ′ ∈ V α 1 . Let δ = −1 when v ∈ V 0,1 ∞ , and δ = 0 otherwise.
• in case v ∈ V α ∞ ∩ V 0,1 , w (e,v) = 5t α 5d e + 1 and w (e,v ′ ) = −5t α 5d e + 1 ;
(h e ′ + t α );
Flags.
Let (e, v) ∈ F S . We have
(h e + t α );
Edges.
Let e be an edge with v and
• when e ∈ E 01 , A e = • when e ∈ E 1∞ , A e =
• when e ∈ E αβ 11 , incident to vertices v ∈ V α 1 and
.
Here,
1 , and δ ′ = 0 otherwise; CLLL2] ) be the universal curve; let L v be the universal line bundle over C v , and let E v : = π v * ω πv be the Hodge bundle, where ω πv is the relative dualizing sheaf over C v .
•
Unstable vertices.
• when v ∈ V 0,1 1
The terms A a 's.
• when (e, v) ∈ F S , A (e,v) = (e,v) w (e,v) −ψ (e,v) ;
• when v ∈ V 0,2 and E v = {e, e ′ }, A v = 6.2.1. The term A ∞ . We now compute the term A ∞ . First, the virtual normal bundle N vir Θ comes from two parts: one is from deforming the curve (Σ C ⊂ C); the other is from deforming (L, N, ϕ, ρ, µ, ν) .
For the part in deforming Σ C ⊂ C, they have been accounted for except when deforming the part of Σ C ⊂ C contained entirely in C ∞ , namely the part given by the webs a 1 , · · · , a s .
For the second part, we let V = L(−Σ (1,ϕ) ) ⊕5 ⊕ · · · be the sheaves where the sections (ϕ, ρ, µ, ν) lie. Then using the standard long exact sequence of cohomologies we obtain an identity in K-theory:
For the first group of terms on the RHS of (6.1) all but a ∈ V S ∞ ∪E ∞∞ are accounted for in the identity in Proposition 6.4; for the second group of terms on the RHS of (6.1) all but a ∈ ∪ s i=1 F S a i ∪ V 0,2 a i are accounted for. Thus A ∞ is the combined contributions from the unaccounted for terms. In conclusion,
, where each N vir a i is the virtual normal bundle of W a i in the respective moduli of NMSP fields.
6.3. Separation of nodes. For our application, we will work with the case where γ consists of n (1, ϕ)-type markings, and d = (d, 0). Thus the set of its associated regular graphs are G reg g,n,d , etc.. Let Θ be a regular graph in G reg g,n,d ; let Cont Θ be its associated cycle in the localization formula of [W] vir in (1.5). In the subsequent paper, we need to decompose the cycle Cont Θ along the nodes in V 1 . In this section, we show how such decomposition is derived.
Let e ∈ E 1∞ be an edge of Θ, incident to a v ∈ V 1 . Let ξ = (C, Σ C , · · · ) ∈ W Θ . We assume q (e,v) = C e ∩ C v is a node of C; when v is unstable we call e ′ its other edge (incident to v) if |E v | = 2 and E v = {e, e ′ }.
Definition 6.5. We say that the node q (e,v) is a level separating node if either v is stable, or when v is unstable and its other edge e ′ (incident to v) lies in E 11 ∪ E 01 .
Let We now construct a new graph Θ ′ that separates a level separating node q (e,v) . The Θ ′ is derived from Θ by making e not incident to v, adding a new level 1 unstable vertex v ′ incident to e, adding a new (1, ρ)-leg l ′ to v ′ , and adding a new (1, ρ)-leg l to v. This way, Θ ′ has a new vertex v ′ and two new legs l and l ′ . In case Θ is connected, then either Θ ′ has two connected components or g Θ = g Θ ′ + 1.
Let v ∈ V α 1 and a e = −5d e . In case v is stable, let ψ (e,v) be the psi class of C v at q (e,v) ; in case v is unstable, then let ψ (e,v) be −w (e ′ ,v) , where w (e ′ ,v) = e G (T q (e,v) C e ′ ). We also abbreviate δ(Θ) = d Θ + g Θ + 1. (e,v) w (e,v) − ψ (e,v) .
( See arguments two paragraphs below.) After splitting, Θ ′ will have a new vertex v ′ incident to e, one less edge incident to v, one additional (1, ρ)-leg incident to v ′ , and one additional (1, ρ)-leg incident to v. This will contribute an extra .
Note that we have a minus sign in front of the relevant term. We now assume Θ is connected. When Θ ′ is connected, then δ(Θ) = δ(Θ ′ ) + 1; when Θ ′ = Θ ′ 1 Θ ′ 2 is disconnected, we have δ(Θ) = δ(Θ 1 ) + δ(Θ 2 ) − 1. This extra 1 cancels the minus sign mentioned before. This proves the Proposition when v is stable. The case where v is unstable is similar, and will be omitted. 
