One powerful approach to speech enhancement employs strong models for both speech and noise, decomposing a mixture into the most likely combination. But if the noise encountered differs significantly from the system's assumptions, performance will suffer. In previous work, we proposed a speech enhancement model that decomposes the spectrogram into sparse activation of a dictionary of target speech templates, and a low-rank background model. This makes few assumptions about the noise, and gave appealing results on small excerpts of noisy speech. However, when processing whole conversations, the foreground speech may vary in its complexity and may be unevenly distributed throughout the recording, resulting in inaccurate decompositions for some segments. In this paper, we explore an adaptive formulation of our previous model that incorporates separate side information to guide the decomposition, making it able to better process entire conversations that may exhibit large variations in the speech content.
INTRODUCTION
In the context of processing and analyzing high-dimensional data, such as videos, bioinformatics or audio data, a common challenge is to extract useful information from a massive amount of related or unrelated data in a complex environment. Very often, the problem can be formulated as separating the foreground components from an underlying background as, for instance, when separating the moving objects from the stable environment in video surveillance [1] . Robust Principal Component Analysis (RPCA [2, 3] ) is a technique that attempts to decompose signals into sparse and low-rank components, and has recently attracted substantial attention.
RPCA has been used extensively in the field of image processing (e.g. image segmentation [4] , visual pattern correspondence [5] , surveillance video processing [6] , batch image alignment [7] , etc.). The framework has also been considered for extracting information from audio signals. In the context of music signal processing, RPCA has been used to separate the singing voice from a background accompaniment in monaural polyphonic recordings [8, 9] .
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In the context of speech processing, RPCA has been used for the task of speech enhancement [10, 11] . In both cases, the foreground (signing voice/speech) and the background are separated by decomposing the Short-Time-Fourier Transform (STFT) magnitude (i.e., spectrogram) into sparse and low-rank components.
We are interested here in further exploring the framework of sparse and low-rank decompositions for speech enhancement. Enhancing degraded and noisy recordings of speech is a key problem both for automatic speech recognition and for human listeners. Since noise is usually unpredictable and highly variable, it can be difficult to formulate constraints on the noise components that are both adequately specific to support good-quality separation, and sufficiently broad to handle unseen noise. Existing speech enhancement systems make a number of assumptions about the noise, including stationarity and/or low magnitude [12] , or explicitly fix the spectra [13] or the rank of the noise [14] . When the actual noise fails to match these assumptions, enhancement rapidly declines. The high unpredictability of noisy interference means that speech enhancement performance cannot be guaranteed for real-world applications. However, in a speech enhancement scenario, even unpredictable background noise is often less spectrally diverse than the foreground speech, indicating that it could benefit from the RPCA's ability to distinguish a more regular background from a more variable foreground.
Based on the idea of using sparse and low-rank decompositions for speech enhancement, we recently proposed a model that further decomposes the sparse component of RPCA into the product of a pre-learned dictionary of spectra with a sparse activation matrix, and where the background noise is identified as the sum of a low-rank matrix and a residual [10] . The only assumption about the noise component is that its spectrogram can be accurately modeled as a low rank part and residual, where the low-rank "basis" adapts to particular signal at hand, making it better able to deal with unseen noise. This model, here referred to as sparsely activated dictionary RPCA (SaD-RPCA), will serve as a baseline for the present work.
Sparse and low-rank decomposition-based approaches for speech processing have mostly been evaluated on short audio excerpts consisting in a single speaker and a single type of background noise. However, real-world scenarios, such as real-life conversations, involve in general several speakers that interact in a complex acoustic environment. In this case the background may include significant changes in its acoustic characteristics and dynamics which may rival the variation in the foreground (e.g. background music plus noise from the other conversations plus ambient noise in a restaurant conversation scenario), and hence its rank in the spectrogram representation. Further, the foreground may vary in its complexity (e.g., several persons possibly speaking together then one by one) and may be unevenly distributed throughout the record-ing (e.g., entire segments without speech). The question of how to cope with the intrinsic structure of the analyzed data (e.g. the speech/non speech patterns) remains open.
In this article, we explore an adaptive version of SaD-RPCA that is able to handle such conversations with large variations in the foreground by adjusting the task through the incorporation of domain knowledge that guides the decomposition towards results that are physically and semantically meaningful. More specifically, we incorporate speech activity information as a cue to separate the speech voice from the background. The sparse (foreground) component should be denser in sections containing voice, while portions of the sparse matrix corresponding to non-speech segments should ideally be null. Thus, while the technique remains the same as in [10] at the lowest level, we consider the problem of segmenting a longer conversation into suitable pieces, and how to locally adapt the decomposition by incorporating prior information. 
where λ > 0 is a regularization parameter that trades between the rank of L and the sparsity of S. The nuclear norm · * (the sum of singular values) is used as surrogate for the rank of L [15] , and the 1 norm · 1 (the sum of absolute values of the matrix entries) is an effective surrogate for the 0 pseudo-norm (the number of non-zero entries in the matrix [16, 17] ).
The Augmented Lagrange Multiplier Method (ALM) and its practical variant, the Alternating Direction Method of Multipliers (ADMM), have been proposed as efficient optimization schemes to solve this problem [18, 19, 20] .
Sparsely Activated Dictionary RPCA (SaD-RPCA)
In the speech enhancement application, we may expect certain kinds of noise to be low-rank, but the target speech may also be described by a limited number of spectral bases. We have thus proposed in [10] replacing the sparse matrix S in Eq. (1) with an explicit, fixed dictionary of speech spectral templates, W , multiplied by a set of sparse temporal activations H. With this model, we expect the background noise to have little variation in spectrum even if it has substantial variation in amplitude, and thus to be successfully captured by the low-rank component L. Conversely, the fixed set of spectral bases W combine with their sparse activations H to form a product that is constrained to consist of speech-like spectra. We further improve the suitability of the model by extending it to include nonnegativity constraints on the activations H, since the spectrogram is intrinsically a non-negative energy distribution. Finally, since there will likely be a low level of full-rank random variation in the spectral columns, we include a conventional mean-squared error (i.e., Gaussian noise) term in the decomposition. This leads to the following model:
where I+ (H) is the auxiliary function to provide the nonnegativity constraints, which has value of infinity where H is negative and has zero elsewhere, E is the Gaussian noise residual, and λ L and λ H are two weighting terms to control the optimization.
Note that without L this model would be equivalent to sparse NMF, and speech enhancement approaches along these lines have been previously proposed [14] . For a more detailed comparison between SaD-RPCA and sparse NMF, we refer the reader to [10] .
The optimization problem in (2) is equivalent to:
To make objective function (3) separable, we introduce an auxiliary parameter Z with an associated equality constraint, leading to:
By introducing the scaled dual variable Ω and the scaling parameter ρ > 0, we formulate the augmented Lagrangian function of (4) as:
Problem (4) can be solved by minimizing the augmented Lagrangian function of (5). The Alternating Direction Method of Multipliers splits the minimization of (5) into smaller and easier subproblems, by sequentially updating H, L, Z, and Ω, while holding the other parameters fixed.
Content-Adaptive SaD-RPCA (CaSaD-RPCA)
As discussed in Section 1, in a conversation, the speech signal typically exhibits a clustered distribution in the time-frequency plane relating to the structure of the conversation that consists of alternating speech and non-speech (silent) segments. This structure should be reflected in the decomposition: frames belonging to speech-inactive segments should result in zero-valued columns in Z.
The balance between the sparse and low-rank contributions is set by the value of the regularization parameters λ H and λ L . Experiments show that the decomposition is very sensitive to the choice of these parameters, with frequently no single set of values able to achieve a satisfying separation between speech and background across a whole conversation. This is illustrated in Fig. 1 , which shows one example on one utterance of the relation between the separation quality and the choice of the regularization parameter λ H (with λ L fixed). As we can observe, the best λ H differs depending on whether we process the entire utterance, or restrict processing to just the speech-active parts. Because the separation for the silent part is monotonically better as λ H increases, the difference between the optimum λ H indicates that the global separation quality is compromised between the speech and the noise part.
We propose an adaptive variant of the SaD-RPCA algorithm, referred to as Content-Adaptive SaD-RPCA (CaSaD-RPCA), that adapts the decomposition to the content of the signal by incorporating side information about the structure of the speech signal. Specifically, speech activity information is used as a cue to adjust the regularization parameter through the entire analyzed recording during the update of the sparse component Z, and therefore better match the balance between sparse and low-rank contributions to suit to the actual semantic content. This idea is related to previous theoretical work [21, 22, 23] , but to our knowledge, its application in the framework of RPCA is new.
From Eq. (5), we can see that minimization of Z reduces to: 
Without the term I+ (Z), the solution of (6) would be given by the soft-threshold operator [24, 25] 1 :
The effect of the indicator function I+ (Z) is to project onto the first orthant, leading to:
where the maximum is to be understood in the componentwise sense. To incorporate side information in the decomposition, we consider a time segmentation of the magnitude spectrogram into Nblock consecutive (non-overlapping) blocks of speech / non-speech (background noise) segments. We can represent the magnitude spectrogram as a concatenation of column-blocks Y = [Y1Y2 · · · YN block ], the sparse layer as Z = [Z1 · · · ZN block ] and so on.
We can minimize the objective function with respect to each column-block separately. To guide the separation, we aim at setting a different value of λ H l , l ∈ [1, Nblock] for each block according to the speech activity side information. Note that we could further optimize the approach by choosing different ρ for each block, but in this work we hold ρ constant. For each block, the problem is equivalent 1 The scalar soft-thresholding (shrinkage) operator is defined as S [x]:
where x ∈ R and > 0. This operator can be extended to matrices by applying it element-wise.
to Eq. (6) and accordingly, the solution to the resulting problem:
is given by:
Using a large λ H l in blocks without speech will favor retaining all non-zero coefficients in the background layer. We detail here how we adapt the decomposition when exact speech activity location prior information is incorporated. Denoting by Ω speech the set of time frames that contain speech, the values of λ H l are set as: (9) with λ H ns > λ H s to enhance sparsity of Z when no speech activity is detected. In the evaluation, we will present experiments where the parameter λ H is not binary, but more precisely designed to better suit the semantic information that is incorporated. The update rules of the CaSaD-RPCA algorithm are detailed in Algorithm 1. There, S λ (·) refers to the well-known soft-threshold operator [26] 2 , and S +λ [·] indicates the additional non-negative projection step after the soft-threshold step.
In Section 3, we investigate the results of content-adaptive SaD-RPCA using both exact and estimated speech activity side information. A noise-robust pitch tracking method based on subband autocorrelation classification (SAcC) is proposed in [27] . Pitch extraction and voicing detection is obtained by classifying the autocorrelations of a set of subbands from an auditory filterbank using an multilayer perceptron neural network. We use this algorithm to obtain speech activity information as it has been shown to be particularly effective for speech activity detection in high-noise situations [28] .
EVALUATION 3.1. Parameters, Dataset, and Criteria
The proposed algorithm was evaluated with 400 noisy speech examples, totaling 3.5 hours of audio. The noisy signal were generated by adding clean speech to noise signals of different types and different signal-to-noise-ratios (SNRs). The clean speech was randomly collected from the BABEL Vietnamese language pack 3 , a dataset of conversational telephone speech. These single conversation sides contain approximately equal proportions of active speech regions and silent gaps. The noise data were drawn from the AURORA dataset and other internet resources [13] . We include 9 stationary noises -car, exhibition, street, restaurant, babble, train, subway, train, airport -and 3 transient noises -casino, keyboard, and birds. The test samples were mixed with noise at four SNRs from −10 to 5 dB. All signals were resampled to 8 kHz . The spectrograms were calculated using a window of 32 ms and a hop of 10 ms.
The speech dictionary W was learned from 10 conversation sides, each of about 10 minutes. Each side consisted of a different speaker, and these were disjoint from the speakers used to make the test samples. Sparse NMF with generalized KL-divergence [29] was used to generate the dictionary that contained 800 bases.
The non-adaptive SaD-RPCA model was used as the baseline, with λ L = 500 and λ H = 10, chosen empirically. Three different versions of the proposed CaSaD-RPCA algorithm were evalu- Table 3 . SAR for the whole utterance, for all systems at various SNRs, averaged across all noise types. Ori is the SDR value of original noisy speech. SaD is the baseline system, CaSaD GT is the adaptive version using ground truth speech activity information, CaSaD b uses binary estimated speech activity, and CaSaD m uses multi-level estimated speech activity. MMSE is the comparison algorithm [30] . Table 6 . SAR values (in dB) for the the speech part only. ated. In each, the value of value λ L remained the same while the value of λ H was adapted through the decomposition according to speech activity information. First was CaSaD-RPCA with the exact speech activity, using manually annotated ground-truth (CaSaD GT) and λ H l = λ H for speech regions and λ H l = 2λ H for noise only (silent) regions. For the two remaining conditions, estimated speech activity from SAcC was used. SAcC outputs the posterior probability of voicing for each frame in the noisy speech; this probability was median-filtered over a 50 frame (500 ms) window, and the smoothed estimate was used two ways: First, CaSaD b thresholds the voice activity probability into a binary value for each frame, and adapts the λ H l parameter as in the case of CaSaD GT. The final configuration (CaSaD m) uses instead a ten-level quantization of the speech activity probability, and correspondingly sets λ H l to ten equally-spaced values between λ H and 2λ H . We also include comparison with the classic LogMMSE estimation [30] (MMSE).
The widely used Signal-to-Distortion Ratio (SDR) from the BSS EVAL package [31] was used as the evaluation criteria; a larger score indicates better performance. To accurately evaluate the performance of the algorithms, the SDR of both the entire utterance and the speech-only parts are reported. The result are shown in Tables 1 and 4. Paired sample t-tests at the 5% significance level were performed to determine the statistical significance of the results.
The algorithms are implemented in MATLAB and performed on a MacBook Pro Intel Core 2 at 2.4GHz with 2GB RAM. 30s are needed to process 40s of noisy speech for both SaD and CaSaD.
Results and Discussion
Global enhancement results: As we can see from Table 1 all the three comparison algorithms outperformed the baseline models on the entire test and in all SNRs conditions. Statistical tests show that the difference in the results is significant. In all experiments, for a given constant value λs in Eq. (9), setting λ H ns > λ H s always improves the results. This shows that a structurally-informed adaptive regularization parameter allows improved speech enhancement. However, note that artifacts may be introduced in low SNR conditions, as can be seen in the SAR results, Tab. 3.1. Speech parts only enhancement results: We expect the noise-only (silent) parts of the utterance to be improved with the CaSad-RPCA algorithm, since the side information directly indicates these regions where the foreground (sparse) components should be avoided; this can be clearly seen in Fig. 2 . However, the improvements under the proposed model are not limited to speech-inactive sections. Tab. 4 shows that by using the adaptive algorithm, the speech-active segments are also better enhanced. Indeed, apart from the binary model at -5dB and 0dB, the separation is uniformly significantly better when measured on the speech parts alone. This indicates that side information helps not only to determine the silent gaps, but also enables improved recovery of the speech, presumably because the lowrank noise model is a better match to the actual noise. Ground truth versus estimated speech activity location: The results show that imperfect, estimated speech activity information still allows an improvement, although not as much as with groundtruth speech activity information. The decrement in performance is mainly due to non-speech segments being classified as speech segments. Results obtained with CaSaD-RPCA m suggest that, when using estimated speech activity as side information, a multiple-level adaptive parameter helps reduce the impact of misclassified frames.
CONCLUSION
In this work, we have explored a novel framework for speech enhancement based on a combination of Robust PCA and learned target source models. Our approach incorporates side information to adapt the decomposition to the local content of the audio excerpt. Our experiments show that the proposed model is superior to existing approaches when applied to entire conversation sides that may exhibit large variations in the speech content. We continue to investigate mechanisms to improve the quality of the separated target speech, for instance by incorporating other information, such as knowledge of the speaker's gender which could help guide the sparse layer towards appropriate speech model bases.
