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Abstract
In this thesis, we study stochastic control problems faced by agents in financial market when
making decisions. The thesis consists of two independent parts.
In the first part, we consider a rational risk-averse investor with utility function defined on
the positive real line who aims at maximizing his expected utility from terminal wealth by
trading in a financial market. We combine knowledge from convex duality theory and dynamic
programming principle to derive sufficient conditions on market models which ensure that the
optimizers (optimal trading strategy, optimal wealth process and dual optimizer) live in suitable
normed spaces. On one hand, the normed spaces provide a natural topology to investigate the
stability analysis of the optimizers w.r.t. "small" misspecification in the utility functions and
initial capitals, and on the other hand, they serve in verification theorems when identifying op-
timal trading strategies. In the setting of a continuous market model, we obtain stability results
for the optimal wealth process and the dual optimizer in the Emery topology and the uniform
topology on semimartingales while for the optimal trading strategy, we obtain stability results
in the L2-topology.
For sufficiently differentiable utility functions and continuous market models, we obtain a de-
scription of the optimal trading strategy in terms of the solution of a system of forward-backward
stochastic differential equations (FBSDEs). The system of FBSDEs is fully coupled and the co-
efficients are non-Lipschitz. We provide normed spaces of the solutions to the system of FBSDEs
based on conditions on the market price of risk. We also obtain results describing the behavior
of the optimal trading strategy as the coefficient of relative risk aversion approaches uniformly
a constant or goes to infinity.
The second part of the thesis deals with the optimal stopping problem for an agent with a
reward process exposed to a default event modeled by a random time τ . Our main concern
is to give a description of the solutions before and after the default event and thereby better
understand the behavior of the agent in the presence of default. We show how the stopping
problem can be decomposed into two individual stopping problems: one with information flow
for which the default event is not visible, and another one with information flow which captures
the default event. The solutions to the individual stopping problems correspond to the solution of
the original optimal stopping problem respectively before and after the default event. We apply
the decomposition approach to construct explicit hedging strategies for American contingent
claims in a financial market consisting of an asset with continuous paths, and another asset with
a jump at τ . We build on the decomposition approach for the optimal stopping problem, and
the link between the theories of optimal stopping and reflected backward stochastic differential
equations (RBSDEs) to derive a corresponding decomposition approach to solve RBSDEs with
a jump at τ . We obtain existence of solutions to RBSDEs with Lipschitz drivers and drivers of
quadratic growth.
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Zusammenfassung
Gegenstand der vorliegenden Dissertation sind stochastische Kontrollprobleme denen sich Agen-
ten im Zusammenhang mit Entscheidungen auf Finanzmärkten gegenübersehen, nämlich das
erwartete Nutzenmaximierungsproblem und das optimale Stoppproblem.
Im ersten Teil wird ein rationaler risikoaverser Investor mit nichtnegativer Nutzenfunktion
betrachtet, der beabsichtigt, den Nutzen aus seinem Endvormögen durch Handeln auf einem
Finanzmarkt zu maximieren. Erkenntnisse der konvexen Dualitätstheorie und der dynamis-
chen Programmierung werden kombiniert, um hinreichende Bedingungen über Marktmodelle
abzuleiten, die garantieren, dass die verwendeten Optimierer (optimale Handelsstrategie, opti-
males Vermögen und duale Optimierer) in geeigneten normierten Vektorräumen liegen. Einer-
seits bieten diese normierten Vektorräume eine natürliche Umgebung für die Stabilitätanalyse der
verwendeten Optimierer für kleine Fehlspezifikationen der Nutzenfunktion und des Anfangskap-
itals. Andererseits sind sie nützlich in Verifikationsaussagen zur Identifikation der optimalen
Handelsstrategie. Im Bereich zeitstetiger Marktmodelle erhalten wir die Stabilität des optimalen
Vermögens und des dualen Optimierers in der Emery Topologie und der Topologie gleichmäßiger
Konvergenz für Semimartingale, währens sich für die optimale Handelsstrategie Stabilitätsaus-
sagen in der L2-Topologie ergeben.
Für hinreichend differenzierbare Nutzenfunktionen und zeitstetige Martkmodelle erhalten wir
eine Beschreibung der optimalen Handelsstrategie durch die Lösung eines Systems von stochastis-
chen Vorwärts-Rückwärts-Differentialgleichungen (FBSDEs). Das System ist vollständig gekop-
pelt und die Koeffizienten nicht Lipschitz stetig. Wir bestimmen normierten Vektorräume für die
Lösungen des Systems von FBSDEs aus Bedingungen an den Marktpreis des Risikos. Daneben
erhalten wir Ergebnisse, in denen das Verhalten der optimalen Handelsstrategie beschrieben
wird, wenn der Koeffizient der relativen Risikoaversion gleichmäßig gegen eine Konstante oder
gegen unendlich strebt.
Der zweite Teil der Arbeit beschäftigt sich mit dem Problem des optimalen Stoppens für einen
Agenten, dessen Ertragsprozess von einem Ausfallsereignis abhängt, das durch eine zufällige Zeit
τ beschrieben wird. Unser Hauptinteresse gilt der Beschreibung der Lösungen vor und nach dem
Ausfallsereignis, und damit dem besseren Verständnis des Verhaltens des Agenten bei Vorlage
eines Ausfallsereignisses. Wir zeigen, wie das Problem des optimalen Stoppens sich in zwei
individuelle Unterprobleme zerlegen lässt: eines, für das der zugrunde liegende Informationsfluss
das Ausfallereignis nicht kennt, und eines, für das es den Informationsfluss einschließt. Die
Lösungen der individuellen Stoppprobleme entsprechen hierbei der Lösung des ursprünglichen
optimalen Stoppproblems vor beziehungsweise nach dem Ausfallreignis. Anschließend verwenden
wir diesen Zerlegungsansatz zur Konstruktion expliziter Handelsstrategien für amerikanische
Derivate in einem Finanzmarkt, der aus einer Anlagemöglichkeit mit stetiger Entwicklung sowie
einer Zweiten mit einem Sprung zum Zeitpunkt τ besteht. Aufbauend auf dem Zerlegungssatz für
das Problem des optimalen Stoppens und der Verbindung zwischen den Theorien des optimalen
Stoppens und reflektieren stochastischen Rückwärts-Differentialgleichungen (RBSDEs) leiten
wir einen entsprechenden Zerlegungsansatz her, um RBSDEs mit Sprung bei τ zu lösen. Wir
erhalten Lösungen von RBSDEs mit Lipschitz-stetigen Erzeugern und solchen mit quadratischem
Wachstum.
iv
Acknowledgement
I am very grateful to Peter Imkeller for supervising this thesis. I benefited from many discussions
with him which have broadened my understanding of mathematics. I am very thankful for his
patience, simplicity, sense of humour and his support throughout this whole work. I would like
to thank Dirk Becherer and Stefan Ankirchner for accepting to act as co-examiners of this thesis.
I am extremely grateful to my office mates and members of the research group in Berlin
for creating an enjoying and inspiring research environment: Julio Backhoff, Asgar Jamneshan,
Guanxing Fu, Todor Bilarev, Peter Frentrup, Achref Bachouch, Miryana Grigorova, Roxana
Dumitrescu, Dörthe Kreher, Paulwin Graewe, Oliver Janke, David Prömel, Nicolas Perkowski
and Jan Gairing.
The last months preceding the submission of this thesis were spent at the Department of
Quantitative Finance of the University of Freiburg. I am thankful to the members of the
quantitative finance research group for welcoming me as a new member, and I look forward for
collaborations. A special thanks for my long time friends who are a great source of motivations
and encouragements: Sielenou Tema, Yomba Baudelaire, Tangpi Ludovic, Mefo Floriane, Kentia
Klebert, Andre Miale and Dany Pascal.
I would also like to thank my family for their unconditional love and support. Specials thanks
go to my parents who gave every penny for my education and for believing in me, to my elder
brother Talie Joseph whose curiosity and accomplishments at an early age inspired me to look
beyond my circumstances and limitations, and my wife Adeline Carine for her understanding,
patience and all the other sacrifices. I would like thank my christian family and the various
congregations who gave me the opportunity to enrich my faith in Jesus Christ through teachings
and fellowships: American Church in Berlin (ACB) and the ACB Gospel Choir, Joyce Meyer
Ministries, Liquid Church, Impact Centre Chrétien, Vases d’Honneur and Groupe d’Impact
Berlin.
Financial support from the Berlin Mathematical School is gratefully acknowledged.
v
To the Medjoudem Family
vi
Contents
1 Introduction 1
1.1 Problem formulations and existing literature . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Utility maximization problem . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Stochastic control problems in a progressively enlarged filtration . . . . . 7
1.2 Summary of chapters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Utility maximization problem: integrability properties of the solution and
stability analysis 18
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.1 Some crucial concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 The optimization problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 The generalized opportunity process . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.1 The opportunity process for power utility maximization . . . . . . . . . . 25
2.3.2 The generalized opportunity process for utility maximization . . . . . . 27
2.4 A priori estimates of the generalized opportunity process . . . . . . . . . . . . . . 29
2.5 Uniform bounds of L and integrability properties of the optimizers . . . . . . . . 36
2.5.1 Uniform bounds of L and reverse Hölder’s condition for Yˆ . . . . . . . . . 36
2.5.2 Uniform bounds of L and moments of the optimal wealth process . . . . . 40
2.6 Market models and the boundedness of the opportunity process . . . . . . . . . . 46
2.6.1 Exponential Lévy models . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.6.2 Case for continuous asset price processes . . . . . . . . . . . . . . . . . . . 47
2.7 Stability of the utility maximization problem . . . . . . . . . . . . . . . . . . . . 51
2.8 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3 FBSDEs systems related to utility maximization: analysis of solutions and
risk aversion asymptotics 61
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.1 The utility maximization problem . . . . . . . . . . . . . . . . . . . . . . 62
3.2.2 The generalized opportunity process . . . . . . . . . . . . . . . . . . . . . 64
3.3 Tractable solution to the utility maximization problem . . . . . . . . . . . . . . . 66
3.4 Normed spaces of the solution (Xˆ, L, ZL, NL) . . . . . . . . . . . . . . . . . . . . 71
3.4.1 Normed space of (L,ZL, NL) under exponential moments condition . . . 73
3.4.2 Normed space of the solution (Xˆ, L, ZL, NL) under BMO condition . . . 81
3.5 Risk aversion asymptotics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.5.1 The limit c ∈ (0, 1) ∪ (1,+∞) . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.5.2 The limit c = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.5.3 The limit c = +∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4 Optimal stopping problem in a progressively enlarged filtration : a two step
decomposition approach 105
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2 Filtration enlargements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.1 Definitions and assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.2 Characterization of different measurability properties . . . . . . . . . . . . 108
4.2.3 Computation of conditional expectations . . . . . . . . . . . . . . . . . . . 114
4.2.4 Characterization of supermartingales . . . . . . . . . . . . . . . . . . . . . 117
vii
CONTENTS Page viii
4.3 Decomposition of stopping problems in the filtration G . . . . . . . . . . . . . . . 122
4.3.1 Preliminaries on the optimal stopping problem . . . . . . . . . . . . . . . 122
4.3.2 The optimal stopping problem and the Snell envelope . . . . . . . . . . . 122
4.3.3 Problem formulation for optimal stopping problems . . . . . . . . . . . . 123
4.3.4 Optional splitting formula for the Snell envelope . . . . . . . . . . . . . . 124
4.4 Hedging of defaultable claims of American type . . . . . . . . . . . . . . . . . . . 129
4.4.1 Financial market . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.4.2 Hedging of American defaultable claims . . . . . . . . . . . . . . . . . . . 133
5 Reflected BSDEs in a progressively enlarged filtration: a two step decompo-
sition approach 137
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.2 Mathematical framework and problem formulation . . . . . . . . . . . . . . . . . 138
5.2.1 Filtration enlargements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.2.2 RBSDEs in a progressively enlarged filtration . . . . . . . . . . . . . . . . 143
5.2.3 Problem formulation and motivation . . . . . . . . . . . . . . . . . . . . . 145
5.3 Decomposition approach for solving RBSDEs in G . . . . . . . . . . . . . . . . . 146
5.4 Existence of solutions for drivers with quadratic growth . . . . . . . . . . . . . . 158
5.4.1 A priori estimates of bounded solutions . . . . . . . . . . . . . . . . . . . 161
5.4.2 Existence of solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.4.3 Comparison principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Index 178
1. Introduction
In this thesis, we study stochastic control problems faced by agents in financial markets when
making decisions, e.g. the utility maximization problem and the optimal stopping problem.
The presence of uncertainty in financial markets prompts agents to make decisions on the basis
of some optimality criteria which reflects their attitude towards risk and their risk-preferences.
For a rational risk-averse agent with risk preference modeled by a utility function, and interested
only in investing in the traded assets, his actions are encoded by the trading strategy yielding the
maximal expected utility from terminal wealth. Of utmost concern to the agent is a description of
the optimal trading strategy that is amenable to numerical approximation, so he can implement
his course of actions. Another concern is the stability analysis of optimal trading strategy w.r.t.
"small" misspecification in his utility function. Often, agents do not know their utility function
exactly. Therefore, for the utility maximization problem to be useful for agents to plan their
actions, it is important that misspecification in the utility function does not affect "too much"
the resulting optimal trading strategy.
In the first part of this thesis, we combine knowledge from convex duality theory and about
the dynamic programming principle to derive sufficient conditions on market models which
ensure that the optimizers (optimal trading strategy, optimal wealth process and dual optimizer)
live in suitable normed spaces. On one hand, the normed spaces provide a natural topology
to investigate the stability analysis of the optimizers , and on the other hand, they serve in
verification theorems when identifying the optimal trading strategy. The sufficient conditions
on the market models amount to reverse Hölder’s inequalities for the density of an equivalent
martingale measure for the market model. They hold for exponential Lévy models while for
continuous market models they reduce to a BMO-condition on the market price of risk. In the
setting of a continuous market model, we obtain stability results for the optimal wealth process
and dual optimizer in the Emery topology and uniform topology on semimartingales while
for the optimal trading strategy, we obtain stability results in the L2-topology. For sufficiently
smooth utility function and continuous asset price process, we obtain a description of the optimal
trading strategy in terms of the solution of a system of forward-backward stochastic differential
equations (FBSDEs). We provide normed spaces of the solutions to the system of FBSDEs
based on conditions on the market price of risk. We also obtain results describing the behavior
of the optimal trading strategy as the coefficient of relative risk aversion approaches uniformly
a constant or goes to infinity.
One particular risk firms account for is the default risk. Default risk is the risk that a party
signed up to a contract does not meet its obligations. Default events are a common feature in
financial markets, and they affect prices of assets and credit ratings of firms having an exposure
to the default events. For firms facing stochastic control problems in the presence of default
risk, an important concern is to have a description of the solutions before and after the default
event triggering the risk. The knowledge of solutions before and after the default event gives a
better understanding of the impact of the risk, and allows to build efficient hedging strategies
against such a risk. In particular, it provides a precise description of the course of actions of
firms before and after the default event.
The second part of the thesis deals with the optimal stopping problem with a reward process
exposed to a default event modeled by a random time τ . The optimal stopping problem consists
in choosing a stopping time ν such that the expected value of the reward process evaluated at
ν is maximal among all possible choices of stopping times. We show how the optimal stopping
problem in the presence of default risk can be decomposed into two individual stopping problems:
one in a filtration for which the default event is not visible, and another in a filtration which
captures the default event. The solutions to the individual stopping problems correspond to
1
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the solution of the original optimal stopping problem respectively before and after the default
event. Our decomposition approach is based on techniques from filtration enlargements and the
dynamic programming principle. We apply the decomposition approach to construct explicit
hedging strategies for American contingent claims in a financial market consisting of an asset
with continuous paths, and another asset with a jump at τ . We build on the decomposition
approach for the optimal stopping problem, and the link between the theories of optimal stopping
and reflected backward stochastic differential equations (RBSDEs) to derive a corresponding
decomposition approach to solve RBSDEs with a jump at τ . We obtain existence of solutions
to RBSDEs with Lipschitz drivers and drivers of quadratic growth.
In the sequel, we give a formulation of the aforementioned problems, a brief overview of the
related literature and a more precise description of our main results.
1.1 Problem formulations and existing literature
1.1.1 Utility maximization problem
We consider a risk averse investor endowed with an initial capital x > 0 and trading in a
financial market with asset price processes modeled by a semimartingale S. The risk preference
of the investor is given by a utility function U , i.e. a strictly increasing, strictly concave and
continuously differentiable function. The investor is assumed to be small in the sense that his
actions do not influence the dynamics of the asset prices. The goal of the investor is to look
among all admissible trading strategies available to him, for a trading strategy which maximizes
his expected utility from terminal wealth. Hence, the primal stochastic control problem with
value function u given by
u(x) := sup
π∈A(x)
E [U(XπT )] , (1.1)
where XπT represents the terminal wealth obtained from trading in a self-financing way according
to π, T the trading time horizon and A(x) the set of self-financing trading strategies admissible
for the initial capital x. A trading strategy attaining the sup in (1.1) is referred to as an optimal
trading strategy and the corresponding wealth, the optimal wealth process. The stochastic
control problem (1.1) was first addressed by [Mer69, Mer71], and has been extensively studied
in the literature, see [KLSX91, Sch04] and references therein.
The main approach to address the existence of an optimal trading strategy for a fairly general
utility function U and market model S is by method of convex duality, see [KLSX91, KS99,
KS03]. A key requirement of this approach is the absence of arbitrage which constitutes in
essence a fairness condition for the market model in the sense that one cannot make profits
from trading on the assets without taking any risk. By a Fundamental Theorem of Asset
Pricing (FTAP), the absence of arbitrage is equivalent to the existence of so-called equivalent
local martingale measures, see [DS94]. The latter are probability measures that equivalent to the
underlying real world measure, and under which asset prices are local martingales. In the convex
duality approach, one looks at a dual problem associated to the problem (1.1) which amounts to a
minimization problem with objective function given by a functional of the convex conjugate of U .
The dual domain consists of the set of supermartingale deflators for S which is an enlargement of
the set of densities of equivalent local martingale measures for S. Under the so-called reasonable
asymptotic elasticity assumption on U which ensures that U has power growth for large values,
the dual problem admits a solution called the dual optimizer Yˆ . The existence of a solution
to (1.1) is then retrieved via standard arguments from convex analysis. One has the following
duality pairing between the optimal wealth process Xˆ and dual optimizer Yˆ : YˆT = U
′(XˆT )
and XˆYˆ is a true martingale. Convex duality was first adopted in [KLS87, Pli86] in a setting
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of complete market models, i.e. under the existence of a unique equivalent local martingale
measure. [KLS87] then extended the approach to Itô process models. General semimartingale
models have been completely treated in [KS99, KS03].
Though the existence of optimal trading strategies is guaranteed under simple assumptions on
the market model and utility function, an explicit description of optimal strategies in the setup
of incomplete market models which is amenable to numerical computations is available only for
the classical utility functions: logarithmic utility U(z) = log z, power utilities U(z) = zpp , where
p ∈ (−∞, 0)∪ (0, 1) and exponential utilities U(z) = − exp(−αz) with α > 0. In the first part of
this thesis, we focus on the description of optimal trading strategies for utility functions defined
on the positive real line and continuous market models, and their stability analysis w.r.t. to
misspecification in the utility function and initial capital.
For the classical utility functions, optimal trading strategies are given by means of solutions
to backward stochastic differential equations (BSDEs). Before explaining the approaches leading
to the description of optimal trading strategies in the general case, we give a short overview of
the theory of backward stochastic differential equations.
Backward stochastic differential equations
On a filtered probability space (Ω,A,F) with filtration F = (Ft)t∈[0,T ] generated by a Brownian
motion B, a BSDE is an equation of the form
Yt = ξ +
∫ T
t
F (s, Ys, Zs)ds−
∫ T
t
ZsdBs, t ∈ [0, T ], (1.2)
where F : [0, T ] × Ω × R × Rn → R is a predictable mapping called the driver, ξ : Ω →
R an FT -measurable random variable called the terminal value and T the terminal horizon.
Solving a BSDE consists in finding a pair of adapted processes (Y,Z) which satisfies the equation
(1.2). A BSDE therefore describes the dynamics of a controlled semimartingale Y with control
variable Z and predetermined terminal value ξ. The control variable Z ensures that Y meets
the adaptedness requirement and the value ξ at terminal time.
Backward stochastic differential equations (BSDEs) were introduced by [Bis73] to describe
the dynamics of adjoint equations1 appearing in the stochastic maximum principle for optimal
control problems with controlled state variables driven by an Itô dynamics. There have been
a great interest in the investigation of BSDEs. In a Brownian setting, [PP90] proved existence
and uniqueness of a square integrable solution if F is globally Lipschitz continuous in (Y, Z)
and the standard parameters (F, ξ) are square integrable. The article [EKPQ97b] provides
a survey of applications of BSDEs with Lipschitz drivers in mathematical finance including
for example pricing, hedging and superreplication of contingent claims. For drivers having
quadratic growth in the control variable Z, and bounded terminal value, the existence of a
solution (Y,Z) with uniformly bounded Y has been obtained by [LSM98, Kob00]. Similar
results have also been obtained in the setup of a continuous filtration, i.e. a filtration w.r.t.
which all local martingales have continuous paths, see [Tev08, Mor09a]. The latter results
pave the way for the application of BSDEs to the utility maximization problem for classical
utility functions (logarithmic, power and exponential utilities) and asset price processes having
continuous paths, see [EKR00, HIM05, Sek06, Mor09a]. Existence results for BSDEs with drivers
of quadratic growth in Z, and terminal value having exponential moments of a certain order
have also been investigated: in the Brownian setting by [BH08, DHR11] and in the case of a
continuous filtration by [MW12, BEK13]. For stability of solutions w.r.t. standard parameters,
see [Fre13, MW12]. Stability properties of BSDEs have become a key tool in the analysis of
robustness properties of solutions to stochastic optimal control problems w.r.t. input parameters.
1Adjoint equations are processes acting as dual variables to the controlled state variables.
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This has been shown for example in the cases of utility maximization problems for power and
exponential utilities [MW13, Fre13]. We will rely on stability theorems for BSDEs in Chapter
3 to describe the asymptotic behavior of solutions to the utility maximization problem w.r.t.
relative risk aversion. Numerical schemes for BSDEs have been also studied in the literature,
see [BT04, Zha04, BZ08, IDRZ10, CR16].
Though BSDEs have been well studied in a self-contained way, for applications in mathemat-
ical finance they often arise in systems of coupled forward and backward stochastic differential
equations (FBSDEs). On a Brownian basis, FBSDEs have the following form
Xt = x+
∫ t
0
b(s,Xs, Ys, Zs)ds+
∫ t
0
c(s,Xs, Ys, Zs)dBs, (1.3)
Yt = h(XT ) +
∫ T
t
F (s,Xs, Ys, Zs)ds−
∫ T
t
ZsdBs, t ∈ [0, T ], (1.4)
where b, c, h and F are measurable functions which constitute their input data. Here a solution
consists of a triple of adapted processes (X,Y, Z) satisfying (1.3) and (1.4). The existence of
solutions to fully coupled systems of FBSDEs has been mainly investigated for globally Lipschitz
continuous data b, c, F and h. We refer to the monograph [MY99] for a survey of approaches
of existence of solutions. For recent results on FBSDEs, we refer to [MWZZ15, FI13, LL17].
In Chapter 3, we will obtain formulas of optimal trading strategies to the utility maximization
problem by means of solutions to a fully coupled system of non-standard FBSDEs. The system
is non-standard in the sense that the driver is not Lipschitz, and properties of the solutions
cannot be obtained from the existing literature on FBSDEs. We will provide an analysis of the
spaces in which the solutions live on the basis of an appropriate set of a priori estimates derived
using the dynamic programming principle.
Explicit solutions to the utility maximization problem
For complete market models, the solution to the dual problem to (1.1) has an explicit formula
in terms of the density of the unique equivalent local martingale measure. The duality pairing
between the dual optimizer and the optimal wealth process leads to an explicit formula of the
optimal wealth from which one can then derive the optimal trading strategy, see [KLSX91].
In the setup of incomplete markets, the solution to the dual problem appears unknown. As a
result, optimal trading strategies are determined using direct stochastic control approaches of
the dynamic programming principle [EK81] or the stochastic maximum principle [Pen93].
The approach of the dynamic programming principle (DPP) is built on the characterization
of optimality through value processes. To a trading strategy π, one associates a value process
u(·, Xπ) defined for each time t as the maximal conditional expected utility that can be achieved
on the remaining time interval [t, T ], assuming that the trading strategy π was followed up to
time t. More precisely,
u(t,Xπt ) = ess sup
θ∈At(x,π)
E
[
U(XθT )
⏐⏐Ft] , (1.5)
where At(x, π) = {θ ∈ A(x) | θs = πs, s ∈ [0, t]}. By the DPP, the value process associated
to every trading strategy is a supermartingale, and a trading strategy is optimal if and only
if the associated value process is a martingale. Hence identifying optimal trading strategies
amounts to the knowledge of the canonical decompositions of value processes in order to deter-
mine the ones which are true martingales. In the particular case of power utility functions, i.e.
U(z) = zpp , p ∈ (−∞, 0) ∪ (0, 1), the homogeneity of power functions attributes to the value
processes a multiplicative decomposition into the utility of the current wealth and a process L(p)
independent of the initial capital. One refers to L(p) as the opportunity process as it describes
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the maximal conditional expected utility that can be obtained at each time from unit capital, see
[Nut10]. The knowledge of the value process reduces to that of L(p). The application of the DPP
leads to the description of the dynamical behavior of L(p) by a backward stochastic differential
equation, and to a formula of optimal trading strategies in terms of the canonical decomposition
of L(p), see [MT03b, Nut12a, MT03a]. For logarithmic and exponential utilities, value processes
admit also a decomposition into the utility of the current wealth and a corresponding opportunity
process which describes optimal trading strategies, see [EKR00, MT03b, MT03a]. The approach
of DPP was first used in [EKR00, Sek06, HIM05] in the setting of a Brownian filtration. It
was then extended to continuous filtrations by [Mor09a, MS05]. For the cases of market models
with jumps and general filtrations, we refer to [Bec06, Mor09b, Nut12a]. For utility functions
different from classical utilities, it is not always possible to obtain a description of the dynamical
behavior of the value processes without further assumptions on these and the market model.
We refer to [MT10] for an attempt to describe value processes using the theory of backward
stochastic partial differential equations. For asset price processes with Markovian dynamics,
value processes can be explicitly determined using the solution to the Hamilton-Jacobi-Bellman
equation satisfied by the value function, see [KS98].
An alternative approach to identify optimal strategies for stochastic control problems is the
stochastic maximum principle developed by [Pen93, Pen90]. It only requires an Itô dynamics
for controlled state processes, and it leads to a first order optimality condition in terms of
the corresponding adjoint equations. For U defined on the positive real line and sufficiently
smooth, and continuous S, [HHI+14] used the approach of the stochastic maximum principle
for the utility maximization problem (1.1) in the setup of a Brownian basis. The key insight
obtained in [HHI+14] leading to explicit descriptions for optimal trading strategies is that the
dual optimizer Yˆ solves the adjoint equation, and it admits a factorization into the marginal
utility of the optimal wealth Xˆ and a process L depending only on Xˆ. More precisely,
Yˆ = U ′(Xˆ)L. (1.6)
Using similar arguments leading to the first order optimality condition in [Pen93], [HHI+14]
derived a system of forward-backward stochastic differential equations (FBSDEs) describing the
joint dynamics of (Xˆ, L). The forward equation of the system of FBSDEs describes the optimal
wealth process Xˆ, while the backward component describes the dynamics of L. Optimal trading
strategies are given in terms of L and its canonical decomposition. In the particular case of
logarithmic utility, L is given by the constant 1 and the optimal trading strategy depends only
on the market price of risk of the asset. For U of power type, L coincides with the opportunity
process, see [Nut10, MT03b]. For this reason, we will call L the generalized opportunity process.
An important study not addressed in [HHI+14] is that of spaces where the solutions to the
system of fully coupled FBSDEs describing the joint dynamics of (Xˆ, L) live in. The knowledge of
the normed spaces for the solutions turned out to be a crucial property for proving verification
theorems. In principle, L is not known explicitly except for logarithmic utility. Hence, to
determine an optimal trading strategy, one needs to solve the system of FBSDE describing the
joint dynamics of (Xˆ, L) to find a candidate for an optimal trading strategy, and then verify
if the candidate is indeed an optimal strategy. The verification step often reduces to showing
that the stochastic exponential of a local martingale depending on the martingale part of the
solution to the FBSDEs is a true martingale. As a result, the step requires additional knowledge
about the normed spaces associated to the solutions. For the class of power utilities, the most
common requirement guaranteeing that a solution of the FBSDEs describing the joint dynamics
of (Xˆ, L) will lead to an optimal trading strategy is that the backward component of the solution
be uniformly bounded, see [HIM05, Mor09a]. For the latter class, L has been well studied in the
setup of a general semimartingale market model S, and necessary and sufficient conditions on the
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model primitives ensuring that L is uniformly bounded are well understood, see [MT03b, Nut10,
FMW12]. In Chapter 2, we will provide for a general utility function U and semimartingale
model S a priori estimates of L which will enable us to derive necessary and sufficient conditions
for L to belong to suitable normed spaces, e.g. that L is uniformly bounded. We will rely on the
a priori estimates of L in Chapter 3 to study the normed spaces of the solutions to the system
of FBSDEs describing the joint dynamics of (Xˆ, L) under various conditions on the market price
of risk. Besides verification theorems, the normed spaces associated to the solutions will also
set the stage to apply BSDEs stability results for the study of the asymptotic behavior of the
optimal trading strategy w.r.t. risk aversion in various topologies.
Stability analysis of the utility maximization problem
In practice, no agent in the market knows his utility function exactly. Moreover, parameters
of models for asset prices are often obtained by calibration of historical data. They are thus
filled with imperfections. The misspecification in the inputs of the utility maximization problem
raises the question whether the solutions are robust w.r.t. the input data. The stability analysis
of solutions w.r.t. risk preference and initial capital was initiated by [JN04] in the setup of a
complete Itô’s market model with uniform bounded market price of risk. The authors show
that for a sequence of utility functions converging pointwise and satisfying a uniform growth
condition , the corresponding sequence of optimal wealths converges almost surely and in L1
at every date. They also obtain an L1-convergence result for the resulting sequence of optimal
trading strategies. The strong convergence result is mainly due to the assumed completeness of
the market and boundedness of the market price of risk. These lead to explicit formulas and nice
integrability properties for the optimal trading strategy. In [Lar09], an incomplete market model
with continuous asset price is considered. The author establishes the stability of the optimal
terminal wealth in the topology of convergence in probability. For a fixed utility function,
[Lv07] examines the stability of the optimal terminal wealth in the topology of convergence in
probability. The case of optimal wealth at a stopping time τ with values in [0, T ] is studied by
[BK10]. A unified treatment of the stability properties of the optimal terminal wealth in the
context of general semimartingale models for the asset w.r.t. misspecification in risk preference,
underlying probability measure, initial capital and even w.r.t. positions in an illiquid asset have
been obtained in [KŽ11]. In stability is also w.r.t. convergence in probability.
The above references rely on general convex duality techniques. While they allow to deal with
general utility functions, the focus is on optimal terminal wealth. Convergence in probability
is too weak to provide insight on the stability of optimal trading strategies without further
assumptions. From a practical point of view, the utility maximizer is more concerned with his
optimal trading strategy as it encodes the actions he undertakes to achieve his goal, and the
optimal wealth process which keeps track of the success of his actions at each date.
In the present thesis, we are interested in the stability analysis of the optimizers (optimal
trading strategy, optimal wealth process and dual optimizer) w.r.t. misspecification in the utility
function and initial capital. The optimizers being stochastic processes, a primary step to the
analysis is to identify a suitable topology in the spaces in which the optimizers live. In the
setup of a general semimartingale, we will derive in Chapter 2 sufficient conditions on the model
which guarantee that the optimizers are embedded into normed spaces providing an appropriate
topology for our analysis. In the setting of a continuous asset price model, we will derive stability
results for the optimal wealth process and dual optimizer in the Emery topology and the uniform
topology on semimartingales. For the optimal trading strategy, we will obtain stability w.r.t.
the L2-topology.
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1.1.2 Stochastic control problems in a progressively enlarged filtration
An important topic in probability theory studied in the 70’s and 80’s, and also of pure mathe-
matical interest is that of filtration enlargements, see [JY78, Jeu79, Jeu80, Jac85] and references
therein. Given a filtration F = (Ft)t≥0 and a random variable τ , two types of enlargements
of F by τ were considered: the initial enlargement of F by τ , and in case τ is positive, the
progressive enlargement of F by τ . In the latter case, τ usually describes a random time. The
initial enlargement Gτ = (Gτt )t≥0 of F by τ is the smallest right continuous filtration containing
F and such that τ is Gτ0 -measurable, while the progressive enlargement G = (Gt)t≥0 of F by τ
is the smallest right continuous filtration containing F and making τ a G-stopping time. The
σ-algebras underlying the filtrations Gτ and G have the following form
Gτt = ∩s>t (Fs ∨ σ(τ)) and Gt = ∩s>t (Fs ∨ σ (τ ∧ u, u ≤ s)) .
Works on filtration enlargements initially focused on canonical decompositions of F-semimartin-
gales in the enlarged filtrations for which the semimartingale property is preserved. A by now
well known sufficient condition ensuring the preservation of the semimartingale property is the
absolute continuity of the regular conditional distribution of τ given F w.r.t. the law of τ also
known as Jacod’s hypothesis. Jacod’s hypothesis also allows to derive explicitly the corresponding
canonical decomposition of F-semimartingales in the enlarged filtrations. It was first introduced
for the study of initial enlargements by [Jac85], and then adopted for progressive enlargements
by [JLC09b]. In recent years, there has been an increase of interest in the description of martin-
gales and measurability properties w.r.t. the enlarged filtrations. This interest is motivated by
applications in financial modeling that we discuss below. A dominant hypothesis in this line of
research is the density hypothesis. It strengthens Jacod’s hypothesis by assuming equivalence of
the regular conditional distribution of τ given F w.r.t. the law of τ , see [FI93, GP98, Ame00].
Under the density hypothesis, the preservation of the strong predictable representation prop-
erty in passing from F to the enlarged filtrations holds, see [Ame00, CJZ13]. Moreover, local
martingales in the enlarged filtrations can be described uniquely in terms of their counterparts
in the filtration F as shown recently by [Fon15, EKJJ10, CJZ13]. For the initial enlargement
Gτ , [Fon15] shows that optional processes can be identified with a family of indexed F-optional
processes. Regarding optional processes in the progressive enlargement G, [Son14] obtained a
characterization known as the optional splitting formula: for every G-optional process ψ, there
exist an O(F)-measurable process ψb and an O(F)⊗B(R+)-measurable process ψd(·) such that
for every t ≥ 0
ψt = ψbt 1{t<τ} + ψd(τ)1{t≥τ}. (1.7)
The processes ψb and ψd(τ) in the above decomposition are referred to as the pre-default and
post-default values of ψ. A characterization of stopping times has also been obtained in [EI18,
BZ14].
New interest in filtration enlargements arose from applications in mathematical finance as
a toolbox for modeling phenomena in financial markets such as insider trading [GP97, GP98,
PK96] and default risk [Lan98, Kus99, EJY00, BJR04, BR02]. In both contexts, F models the
information flow that is publicly available to all agents and usually consists of spotted prices of
assets, interests rates, vanilla options, etc. It is often referred to as the reference filtration. The
filtration Gτ serves as toy model of the information flow of an informed agent with additional
information given by τ , e.g. the running maximum at maturity of the price of a certain asset.
The filtration G is a standard model for default risk modeling. In this context, τ is the time
a surprise default event takes place, e.g. the downgrading of the creditworthiness of a firm,
and G models the global market information flow including the progressive knowledge of the
occurrence of the event. This is for example the relevant information flow of an agent with an
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exposure to the default event. For filtrations other than initial and progressive types, we refer
to [Ank05, Kch11].
In this thesis, we are mainly concerned with the progressive enlargement G of a reference
filtration F by a random time τ . In the context of default risk modeling, when dealing with
control problems it is important to identify the pre-default and post-default values of solutions
in order to understand the impact of the default event and to design efficient risk management
strategies. This is particularly relevant in the situation of successive default events where one
is interested in the impact of first default event on the following ones. The identification of pre-
default and post-default values of solutions to control problems gives the possibility to obtain a
suitable description of the actions of the agents facing the control problems before and after the
default event, and may also lead to efficient numerical implementation of the solutions. This
fact has been illustrated recently for several control problems. These include for examples the
utility maximization problem with defaultable securities [JP11, Pha10, JKP13, IJL16, CFL14]
and mean-variance hedging of defaultable claims [CGN15].
A direct application of standard approaches to address control problems in the filtration G
such as the dynamic programming principle does not lead to the description of pre-default and
post-default values of solutions. The description relies on a so-called decomposition approach
introduced by [JP11, Pha10] in the context of the utility maximization problem. The approach
consists in exploiting the splitting formulas of wealth processes and formulas for computing
conditional expectations to reduce the initial problem into two control sub-problems of similar
structure in the filtration F: an after-default problem parametrized by the occurrence of de-
fault and a global pre-default problem depending on the after-default problem. The solutions
to the after-default and pre-default problems correspond respectively to the post-default and
pre-default values of the solution to the initial utility maximization problem. The approach ex-
tends naturally to multiple default events [JKP13] and has been successfully applied to address
other stochastic control problems such as mean-variance hedging [CGN15] and controller-stopper
problems [BZ14]. A similar decomposition approach to construct bounded solutions to BSDEs
has been studied in [ABSEL10, KL12] in the setup where F is the natural filtration of a Brownian
motion. In the latter case, the decomposition approach reduces the solvability of the original
BSDEs to that of a recursive systems of Brownian BSDEs.
In the second part of this thesis, we will adopt the decomposition approach to give an ex-
plicit description of the pre-default and post-default values of solutions to the optimal stopping
problem and reflected backward stochastic differential equations (RBSDEs). In the sequel, we
give the formulation of the optimal stopping problem and an overview of the existing literature
on RBSDEs.
Optimal stopping problem
We consider an agent endowed with a reward modeled by an F-adapted càdlàg process X. The
optimal stopping problem for the agent consists in finding an F-stopping time ν valued in [0, T ]
for which the expected valued of X evaluated at ν is maximal among all possible choices of
F-stopping times valued in [0, T ], i.e.,
sup
γ∈T0,T (F)
E [Xγ ] = E [Xν ] , (1.8)
where for an F-stopping time ς, Tς,T (F) denotes the set of F-stopping times valued in [ς, T ].
The optimal stopping problem dates back to 40’s and has been extensively studied due to its
applications in areas such as statistics, partial differential equations, stochastic analysis, finance,
economics, etc. We refer to [PS06] for various constructions of optimal stopping times in a
Markovian setup, and to [Mai78, EK81] for the general case.
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The characterization of optimal stopping times for the problem (1.8) is based on the dynamic
programming principle and the Snell envelope of X. The Snell envelope describes the maximal
conditional expected value that can be achieved from a given time considered as initial time. It
acts as the dynamic value process associated to (1.8), and has the characteristic feature that it
is the smallest supermartingale that dominates the process X. It is defined by
Vς = ess sup
γ∈Tς,T (F)
E
[
Xγ
⏐⏐Fς] , ς ∈ T0,T (F). (1.9)
A stopping time is known to be optimal if and only if the Snell envelope stopped there is a
martingale, and the Snell envelope coincides with the reward at the stopping time, see [EK81].
Solving the optimal stopping problem (1.8) reduces to the knowledge of the Snell envelope.
The optimal stopping problem arises in finance when pricing American contingent claims. An
American contingent claim (ACC) is a financial contract with payoff modeled by a non-negative
adapted process, and with the specific feature that the contract can be exercised at any time
up to the trading horizon. In the setup of complete market models for asset price processes, it
has been established that the price of an American contingent claim is given by the value of the
optimal stopping problem of the associated reward w.r.t. the unique equivalent local martingale
measure for the asset price process. A hedge for the ACC can be constructed using the martingale
part of the Snell envelope and the martingale representation theorem w.r.t. the underlying asset
price under the unique equivalent local martingale measure, see [Ben84, Kar88, KK98, KS98].
Another application of the optimal stopping problem comes from its connection to RBSDEs (to
be defined below) via the Snell envelope. Solutions to such equations can be represented as Snell
envelopes of suitably chosen processes, and thus interpreted as the values of an optimal stopping
problem.
The optimal stopping problem in the filtration G has been considered if the reward is an F-
adapted process stopped at τ in [Szi05, BCJR09], and with a focus only on the pre-default values
of optimal stopping times. [BZ14] consider the more general controller-stopper problem in the
multiple default setting for which pre-default and post-default values of an optimal stopping time
are constructed using solutions to reflected BSDEs. However, the necessity for optimality is not
addressed and the reward is assumed to have continuous paths between two successive default
events. The complete description of pre-default and post-default values of optimal stopping
times require the precise knowledge of the pre-default and post-default values of Snell envelopes.
In Chapter 4, we will provide the description of the pre-default and post-default values of Snell
envelopes using a characterization of G-supermartingales in terms of F-supermartingales and
Gτ -supermartingales, and control arguments. The description of Snell envelopes will enable us
to derive the full characterization of pre-default and post-default values of optimal stopping
times for the optimal stopping problem for a fairly general reward.
Reflected backward stochastic differential equations
Reflected backward stochastic differential equations (RBSDEs) are backward stochastic differen-
tial equations for which the solution is required to stay above a certain process, called obstacle.
In the setup of a Brownian filtration F = (Ft)t≤T and a continuous obstacle process , RBSDEs
have the form ⎧⎪⎨⎪⎩
Yt = ξ +
∫ T
t F (s, Ys, Zs)ds+KT −Kt −
∫ T
t ZsdBs,
Yt ≥ St, t ∈ [0, T ],∫ T
0 (Ys − Ss)dKs,
(1.10)
where besides the terminal vlaue ξ and the driver F having the same significance as for BSDE
the obstacle process S satisfying ST ≤ ξ appears. A solution to the RBSDE with driver F ,
obstacle S and terminal value ξ is a triplet of adapted processes (Y,Z,K) with a predictable
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increasing process K starting at 0 and such that the equation (1.10) holds for each t. The role
of the increasing process K is to make sure that the value process Y stays above the obstacle S
and this in a minimal way encoded by the Skorohod condition
∫ T
0 (Ys − Ss)dKs = 0.
RBSDEs were introduced by [EKKP+97] and shown to be related to the optimal stopping
problem and obstacle problems for nonlinear PDEs. The bridge between RBSDEs and optimal
stopping problems is given by the Snell envelope representation of their solutions. Namely for a
solution (Y,Z,K), one has
Yς = ess sup
γ∈Tσ,T (F)
E
[
ξγ1{γ=T} + Sγ1{γ<T} +
∫ T∧ς
ς
F (s, Ys, Zs)ds
⏐⏐Ft
]
, ς ∈ T0,T (F). (1.11)
RBSDEs are a tailor made tool to derive solutions to stochastic control problems involving
stopping times as control variables. These include for example the pricing and hedging of Amer-
ican contingent claims in incomplete markets [KLQT02, LMX05], and mixed optimal and risk
sensitive mixed optimal problems, see [Ham02]. [EKKP+97] establish existence and unique-
ness of square integrable solutions for square integrable data (F, S, ξ) and globally Lipschitz
drivers F . In [KLQT02, Lio14], the authors establish existence of solutions for drivers having
superlinear growth in Y , quadratic growth in Z, and bounded obstacle S and terminal value ξ.
The results by [KLQT02] have been extended to the case of unbounded terminal value and/or
unbounded obstacle, see [LX07, BY12]. Obstacles with càdlàg paths and globally Lipschitz
drivers have been studied in [Ham02, LX05]. For càdlàg paths, the Skorohod condition takes
the form
∫ T
0 (Yt− − St−)dKt = 0. The case with optional obstacles have also been investi-
gated, see [GIO+15]. Another stream of research deals with data in Lp for p ∈ [1,+∞) i.e.
E
[(∫ T
0 |F (s, 0, 0)|ds
)p]
+ E
[
supt∈[0,T ] |St|p
]
+ E [|ξ|p] < +∞ , see [Ama09, HP12, Kli12, RS12].
Beyond continuous filtrations, existence and uniqueness of solutions have also been derived for
filtrations generated by a Brownian motion and an independent Poisson process, in case of Lip-
schitz continuous drivers, square integrable data and càdlàg obstacles, see [HO16, Ess08, QS14].
The case of a general filtration (complete and right continuous) supporting a Brownian motion
has also been considered in [Kli15, BPTZ15]. In this case RBSDEs take the form⎧⎪⎨⎪⎩
Yt = ξ +
∫ T
t F (s, Ys−, Zs)ds+KT −Kt −
∫ T
t ZsdBs −MT +Mt,
Yt ≥ St, t ∈ [0, T ],∫ T
0 (Yt− − St−) dKt = 0.
(1.12)
A solution now consists of a quadruple of processes (Y, Z,M,K) with a local martingale M
orthogonal to B, i.e. a martingaleM for which the covariation process [B,M ] = 0 vanishes. For
data (F, S, ξ) in Lp for some p > 1, [Kli15] establishes the existence and uniqueness of solution
for F monotonic and depending only on Y while [BPTZ15] treat the case in which F is globally
Lipschitz in (Y, Z). A key difficulty when working with data in Lp for p ∈ (1, 2) is the derivation
of a priori estimates necessary for the construction of an approximating sequence for a solution,
see [BDH+03, KP15, Kli13]. An additional difficulty arising in the scenario of a general filtration
is the control of the process [M,K] which does not vanish as M and K may jump at the same
time. This has led to a new type of a priori estimates for proving existence of solutions, see
[BPTZ15]. In Chapter 5, we will consider RBSDEs in the setting of the progressively enlarged
filtration G. If one assumes that the reference filtration F supports an Rn-valued Brownian
motion B, then the general form of a reflected BSDE in G has the form⎧⎪⎨⎪⎩
Yt = ξ +
∫ T
t F (s, Ys−, Zs, Us)ds+KT −Kt −
∫ t
t ZsdB
G
s −
∫ T
t UsdN
G
s −MT +Mt,
Yt ≥ St,∫ T
0 (Ys− − Ss−)dKs = 0, t ∈ [0, T ],
(1.13)
where BG is a Brownian motion in the filtration G and corresponds to the local martingale
part of the canonical decomposition of B in the filtration G, and NG is the martingale part of
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the indicator process D =
(
1{t≤τ}
)
t≤T in the filtration G. A solution to (1.13) is a quintuple
(Y, Z, U,M,K) of G-adapted processes with a local martingale M orthogonal to BG and NG,
and a G-predictable increasing process K. The decomposition approach will allow us to extend
the new existence result for RBSDEs in [BPTZ15] on the background of a general filtration sup-
porting only a Brownian motion to the framework of a general filtration supporting a Brownian
motion BG and a pure jump martingale NG. We will also provide existence results for RBSDEs
of quadratic growth with a single jump which have not yet been studied so far.
1.2 Summary of chapters
The results obtained in this thesis are divided into two main parts. The first part is concerned
with the description and analysis of solutions to the utility maximization problem using knowl-
edge from convex duality theory, dynamic programming principle and the theory of BSDEs. It
corresponds to the first two chapters and the articles [IN17d, IN17a]. The second part addresses
the optimal stopping problem and reflected BSDEs in the setup of a progressively enlarged fil-
tration by means of the decomposition approach. It corresponds to the last two chapters and
the articles [IN17b, IN17c]. Every chapter is self-contained and can be read independently.
Chapter 2: Utility maximization: integrability properties and stability analy-
sis of the solution
In this chapter, we consider the utility maximization problem from terminal wealth for utility
functions U defined on the positive real line, with initial capital x > 0, and an asset price modeled
by a càdlàg semimartingale S. We combine knowledge from the convex duality approach and the
dynamic programming principle to derive integrability properties for the generalized opportunity
process L and the optimizers: optimal trading strategy, optimal wealth process Xˆ and dual
optimizer Yˆ . We recall that L = Yˆ
U ′ (Xˆ)
. The integrability properties of the optimizers will
allow us to identify suitable topologies for the investigation of their stability analysis w.r.t.
misspecification in the utility function and initial capital for continuous S. The integrability
properties of L will provide a basis for the study of the spaces of solutions to the system of
FBSDEs describing the joint dynamics of (Xˆ, L).
The integrability properties of interest here are built upon the notion of weighted norm
inequalities such as the reverse Hölder inequality (b−q ) for q ∈ (0, 1) and the probabilistic Muck-
enhoupt condition (Ar) for r > 1. We recall that a strictly positive adapted càdlàg process Z
satisfies (b−q ) (resp. (Ar)) if there exists a constant C (resp. K) such that for every stopping
time ς
E
[(
ZqT
Zqς
)⏐⏐⏐⏐Fς
]
≥ C
(
resp. E
[(
Zς
ZT
) 1
r−1
⏐⏐⏐⏐Fς
]
≤ K
)
. (1.14)
The weighted norm inequalities (b−q ) and (Ar) have been well studied in the literature [Kaz94,
DDM79]. A useful application is that, for the stochastic exponential of a local martingale,
they guarantee that it is uniformly bounded in Lp for some p > 1, see [ISS79]. The basic
idea to identify a topology for our investigation is to derive sufficient conditions on the market
model S which ensure that optimal wealth processes and dual optimizers satisfy (b−q ) or (Ar).
The weighted norm will guarantee optimal wealth processes and dual optimizers are uniformly
bounded in Lp for some p > 1. The latter property will then provide us with a range of
topologies. The main assumption made for the utility function is the following growth condition
Section 1.2. Summary of chapters Page 12
on the relative risk aversion coefficient: there exist strictly positive constants a and b such that
a ≤ −zU
′′(z)
U ′(z) ≤ b, ∀z > 0. (1.15)
The literature on integrability properties for the optimizers for general semimartingale models
for asset prices is quite limited and has been mainly focused on the dual optimizer. For U of
power type with risk aversion parameter p ∈ (−∞, 0) ∪ (0, 1), i.e. U(z) = zpp , z > 0, [Nut10]
shows that if there exists a supermartingale deflator Z which satisfies the condition (A 1
p
) for
p ∈ (0, 1) or the condition (b−q ) with q = pp−1 and p ∈ (−∞, 0), then the dual optimizer satisfies
the same condition. In both cases, the weighted norm inequalities for the dual optimizer are
further equivalent to the boundedness of the so-called opportunity process L(p), the reduced
form of the associated value process, see [Nut10]. The equivalences follow from the homogeneity
of the power function, convex duality results and the dynamic programming principle. Recently,
relying on convex duality arguments, [KW16] derived a sufficient condition for the dual optimizer
Yˆ to satisfies a probabilistic Mckenhoupt’s condition for U satisfying (1.15) with a ∈ (0, 1). The
critical case a = 1 which includes for example the logarithmic utility is addressed only for
continuous S.
The first contribution of this chapter is a set of a priori estimates for L which show that the
norms of L can be controlled by that of L(p), where p ∈ (−∞, 0)∪ (0, 1) and depends only on a
and b. As a result of the a priori estimates, we can benefit from the result of [Nut10] to derive
sufficient conditions on S ensuring that L is uniformly bounded. We then proceed to translate
the boundedness of L into integrability properties for the optimizers.
Our second contribution is the study of weighted norm inequalities for the dual optimizer
Yˆ and the moments of the optimal wealth process Xˆ via the process L. We begin by proving
two results which give a complete picture of the weighted normed inequalities for Yˆ and the
boundedness property of L. Our first result focuses on the case where U satisfies (1.15) with
a > 1. For this case, we show the equivalence between the boundedness of L and reverse
Hölder’s inequality (b−q ) for Yˆ . Our equivalence generalizes the earlier result by [MT03b, Nut10]
which focuses only on power utilities with negative risk aversion parameter. Our second result
pertains to a Muckenhoupt’s condition for U satisfying (1.15) without any restriction on a.
Here, we show that the boundedness of L coupled with the existence of a dual supermartingale
deflator satisfying Muckenhoupt’s (Ak) for some arbitrary k > 1 ensure that the dual optimizer
Yˆ satisfies (Ar) with r = 1+ bk. It turns out the boundedness property of L alone is not always
sufficient to guarantee Muckenhoupt’s condition for the dual optimizer, but serves as a necessary
condition. In the particular case where a = b ∈ (0, 1), we show that there is equivalence between
the boundedness of L and Muckenhoupt’s condition for the dual optimizer. The latter result
generalizes the equivalence obtained for power utilities with positive risk aversion [Nut10] while
the previous one extends the result by [KW16]. Next, we relate the boundedness of L to the
moments of the optimal wealth process Xˆ. There is presently no indication why Xˆ should be
integrable w.r.t. the reference probability measure. Hence, we look for the moments of Xˆ w.r.t.
an equivalent local martingale measure (ELMM) Qˆ. We add two assumptions on the model,
namely that the dual optimizer Yˆ is a local martingale and the stochastic logarithm of Xˆ admits
bounded jumps. Both assumptions are satisfied for continuous S. The local martingale property
of Yˆ ensures that the probability measure Qˆ with Radon-Nikodym derivative dQˆ/dP = YˆT /Yˆ0
is an equivalent local martingale measure. The condition on the jumps of Xˆ will allow us to
represent Xˆ as the stochastic exponential of a BMO martingale. Our main result shows that
if there exist k > 1 and a supermartigale deflator Z satisfying the condition (Ak), and L is
uniformly bounded, then there exists γ > 1 such that the running maximum of Xˆ at date T
admits moments of order γ w.r.t. the measure Qˆ. Moreover, the stochastic integral of the
optimal trading strategy w.r.t. the stochastic logarithm of the asset price process S is a BMO
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martingale w.r.t. Qˆ.
We exhibit two classes of market models for the assets , for which the boundedness of L can
be easily verified. The first class is the class of exponential Lévy models for which we show that
L is always bounded. Our second class is the class of continuous market models for which we
show that the boundedness of L is reduced to a mild BMO condition on the market price of risk.
For the latter models, the dual optimizer and optimal wealth are stochastic exponentials of local
martingales w.r.t. the minimal martingale measure (see [Sch95]) and the underlying probability
measure, respectively. With the previous results on weighted normed inequalities, we infer that
Xˆ and Yˆ are uniformly bounded in Lp for some p > 1. Moreover, the optimal trading strategy
possesses a BMO property. Equipped with the knowledge of normed spaces for the optimizers,
we obtain our third contribution. It addresses the stability analysis of the optimizers w.r.t.
misspecification in the risk preference and initial capital in the setup of a continuous asset price
model. We work under a BMO condition on the market price of risk ensuring the boundedness of
the generalized opportunity process for utilities satisfying (1.15). For the optimal wealth process
and dual optimizer, we establish a stability result in the Emery topology and the topology of
uniform convergence on semimartingales. For the optimal trading strategy, we show stability in
the L2-topology. Our arguments rely on martingale inequalities and semimartingale convergence
theorems to extend the result by [Kar10] from terminal time to the whole path. Stability of the
optimal wealth and dual optimizer in the Emery topology have been obtained in the specific
cases where the utility functions are of power type and misspecification is w.r.t. risk aversion
parameter, see [Nut12c, MW13]. We note that results in [Nut12c, MW13] rely on stability
results for BSDEs and the filtration is required to be continuous. To the best of our knowledge,
our stability results in the semimartingale topology and topology of uniform convergence for
general utilities have not yet appeared in the literature.
Chapter 3: FBSDEs for utility maximization: analysis of solution and risk
aversion asymptotics
This chapter deals with the description of the solution to the utility maximization problem
from terminal wealth. We work with three times continuously differentiable utility functions
U defined on the positive real line. We also assume also that our asset price process S is the
stochastic exponential of a local martingale R which has the canonical decomposition
dR = dM + d⟨M⟩µ,
M is an Rn-valued continuous local martingale and µ the market price of risk. According to
the previous chapter, the generalized opportunity process L is a nice tool to investigate the
integrability properties of the optimizers: optimal trading strategy , optimal wealth process
Xˆ and dual optimizer Yˆ . In this Chapter, we study the dynamical behavior of L, and then
illustrate its importance in providing explicit formulas for the optimizers and in the study of
their continuous behavior w.r.t. risk aversion.
We start by showing that L is a special semimartingale. This ensures that it has the canonical
decomposition L = L0 +
∫ ·
0 Z
LdM + NL + AL where ZL is a predictable process, NL a local
martingale orthogonal to M and AL a predictable process of finite variation. Using the duality
characterization of optimality of Xˆ and Yˆ , we show that the quadruple (Xˆ, L, ZL, NL) can
be identified as the unique solution to a system of fully coupled forward backward stochastic
differential equations (FBSDEs) having a so-called martingale property. More precisely, for
t ∈ [0, T ] we have⎧⎪⎨⎪⎩
dXˆt = x−
∫ t
0
U
′ (Xˆs)
U ′′ (Xˆs)
(
µs + Z
L
s
Ls−
)
dMs −
∫ t
0
U
′ (Xˆs)
U ′′ (Xˆs)
(
µs + Z
L
s
Ls−
)⊤
d⟨M⟩sµs,
Lt = 1−
∫ T
t Z
L
s dMs +NLt −NLT −
∫ T
t Ls−ΦU (Xˆs)
(
µs + Z
L
s
Ls−
)⊤
d⟨M⟩s
(
µs + Z
L
s
Ls−
)
,
(1.16)
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with ΦU (z) = 1− 12 U
(3)(z)U ′ (z)
|U ′′ (z)|2 , z > 0. The concept of the solution with the martingale property
is equivalent to a minimality property of L in a suitable class of processes. It is implicitly
present in [HHI+14] and necessary for the verification principle. The minimality property of L
was observed in the special case of power utility by [Nut12a]. The system (1.16) leads to explicit
representations of the optimal trading strategy and the dual optimizer . This extends known
results for classical utility functions [HIM05, Mor09a, FMW12] to more general ones.
The system (1.16) and the explicit formula for the optimizers offer the possibility to inves-
tigate their stability w.r.t. input data (e.g. market price of risk, risk aversion) using stabil-
ity results from BSDEs theory [Mor09a, MW12]. However, such results require that L and
ML = Z ·ML + NL lie in suitable normed spaces, e.g. that L is bounded and ML is a BMO
martingale. Unfortunately such properties of L and ML were provided in [HHI+14, Section
4.2] only in the setting of a complete market and for a bounded market price of risk µ. In the
context of an incomplete market, the normed spaces have been studied solely for power utilities
[MT03b, HIM05, Mor09a, Nut12c, FMW12]. In the latter case, the normed spaces have proven
effective for the stability analysis of the optimizers w.r.t. risk aversion parameter and market
price of risk, see [MT03b, Nut12c, MW13]).
In this chapter, we provide two main results regarding the normed spaces for L and ML.
Under an exponential moments condition on the market price of risk and in the setting of a
continuous filtration, our first result shows that | logL| admits exponential moment of all orders
whileML has moments of all orders. Our second result shows that L is uniformly bounded, and
ML = ZL ·M + NL is a BMO martingale provided the market price of risk satisfies a certain
BMO condition. The main difficulty in both results is to establish the integrability properties of
L. We achieve this by exploiting a priori estimates of L derived in Chapter 2 which show that
the norm of L can be controlled by that of the opportunity process for power utilities L(p) and
the knowledge of the normed spaces associated with L(p) [MT03b, HIM05, Mor09a, Nut12c,
FMW12]. The normed spaces of ML are derive from those of L and usual arguments from
BSDEs theory [MW12, Mor09b]. We note that the system of equations (1.16) is fully coupled,
and we do not require the filtration to be continuous for our second result nor that the market of
price of risk µ be bounded. A by-product of our result is therefore that it provides an example
of system of FBSDE for which coefficients are unbounded, but the backward equation of the
system nevertheless admits a bounded solution.
We then employ BSDEs stability theorems to study the robustness of the optimizers w.r.t.
relative risk aversion. To this end, we consider a sequence of utility functions (Um)m∈N with
sequence of relative risk aversions converging uniformly to c = 1 resp. c = +∞. We show
that the resulting limit of the optimal wealth processes (Xˆm)m∈N, optimal trading strategies
(νm)m∈N and dual optimizers (Yˆ m)m∈N are related to those of the utility maximization problem
with logarithmic resp. exponential utility for c = 1 resp. c = +∞. If the market price of
risk possesses exponential moments of all orders, we obtain the convergence of (Xˆm)m∈N and
(Yˆ m)m∈N in the Emery topology, and the convergence of (νm)m∈N in the L2-topology. Our
results generalize those obtained in [MW13, Nut12c] for Um(z) = z
pm
pm
, z > 0 and (pm)m∈N a
sequence in (−∞, 0) ∪ (0, 1) with 1 − pm → c. Under a BMO condition on the market price of
risk, we obtain convergence of the sequence of dual optimal martingale measures (Qˆm)m∈N with
dQˆm/dP = Yˆ mT /Yˆ m0 ,m ∈ N to an equivalent local martingale measure Q. The convergence is in
relative entropy, i.e.,
lim
m→+∞E
[
dQˆm
dP
log dQˆ
m
dQ
]
= 0.
In the case c = 1, Q corresponds to the minimal martingale measure while for c = +∞ it is the
minimal entropy martingale measure (see [Fri00, GR02]). This convergence has already been
obtained in [MT03b] for the particular case Um(z) = z
pm
pm
, z > 0. Let us mention that the case
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c = +∞ has been treated in [GT11] in the context of a complete Black-Scholes model with
bounded risk aversion using convex duality and PDE methods. For an earlier result in a discrete
financial model, we refer to [CR06].
Chapter 4: Optimal stopping problems in a progressively enlarged filtration:
a two step decomposition approach
This chapter deals with the description of solutions to optimal stopping problems in a progres-
sively enlarged filtration. Let τ be a random time and D the default indicator process of τ ,
i.e.
Dt = 1{τ≤t}, t ∈ [0, T ].
The underlying filtration G = (Gt)t≥0 is given by the progressive enlargement of a reference
filtration F by τ . We assume the density hypothesis on the conditional distribution of τ given
F. This ensures that every G-optional process satisfies the optional splitting formula, i.e. it
can be identified with an F-optional process before τ and a Gτ -optional process after τ . Here
Gτ = (Gτt )t≥0 is the initial enlargement of F by τ . A result by [EI18] shows that every Gτ -
stopping time is of the form γd(τ) where γd(·) is a stopping time w.r.t. the product filtration(Ft ⊗ B(R+)). [BZ14] has shown that for every G-stopping time γ, there exists an F-stopping
time γb and a Gτ -stopping time γd(τ) such that γd(τ) ≥ τ and γ = γb1{γb<τ} + γd(τ)1{γb≥τ}.
In this context, we call γb the pre-default value of γ and γd(τ) as the post-default value of γ.
For the optimal stopping problem, we consider as reward a G-adapted càdlàg process ζ. We
assume that ζ sufficiently integrable and that there exists an O(F)-measurable process ζb and
an O(F)⊗ B(R+)-measurable process ζd such that ζ satisfies the optional splitting formula
ζt = ζbt 1{t<τ} + ζdt (τ)1{t≥τ}, t ∈ [0, T ]. (1.17)
We develop a two-step algorithm to solve the optimal stopping problem with time horizon T > 0
and reward ζ in the filtration G leading to the precise description of the pre-default and post-
default values of optimal stopping times.
Following [JP11, Pha10, JKP13] on the utility maximization problem with asset price subject
to the default event modeled by τ , a natural approach to solve the optimal stopping problem with
reward ζ is to split the stopping problem into two sub-problems of optimal stopping: an optimal
stopping problem in the filtration F whose solutions provide the pre-default values of solutions to
the original problem, and another stopping problem in the filtration Gτ whose solutions provide
post-default values of solutions to the original problem. The Snell envelope V of ζ being the main
tool to characterize optimality, our method to identify the sub-problems of optimal stopping is
to determine the explicit expressions of the pre-default resp. post-default values V b resp. V d(τ)
of the Snell envelope and to link these values respectively to the rewards of the sub-problems
of optimal stopping. We show that the reward of the sub-problem of optimal stopping in the
filtration Gτ is given by ζd(τ)D and its Snell envelope by V d(τ). For the sub-problem of optimal
stopping in the filtration F, we show that the reward Υ is given by
Υ = ζbG+
∫ ·
0
V du (u)αdu(u)η(du),
where Gt = P
(
τ > t
⏐⏐Ft) is the conditional survival process of τ , η the law of τ and (αdt (u))t≥0
the conditional density process of τ given F. Moreover, the Snell envelope of Υ is given by the
process V bG+
∫ ·
0 V
d
u (u)αdu(u)η(du).
Our main result shows that a G-stopping time ν = νb1{νb<τ} + νd(τ)1{νb≥τ} is an optimal
stopping time for our original stopping problem if and only if νb is an optimal stopping time
for the optimal stopping problem with reward Υ, and νd(τ) is an optimal stopping time for the
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stopping problem with reward ζd(τ)D at time T ∧ τ . The dependence of the reward Υ on the
process (V du (u))u∈[0,T ] suggests the following algorithm to construct the pre-default and post-
default values of optimal stopping times. First solve the optimal stopping problem with reward
ζd(τ)D to obtain the post-default value of an optimal stopping time and the Snell envelope
V d(τ). Then solve the optimal stopping problem with reward Υ to obtain the pre-default value
of an optimal stopping time. A key benefit of the algorithm is the insight its provides on the
actions an agent will have to take in presence of default risk both before and after the default
event in order to solve the optimal stopping problem. We illustrate the importance of our two
step algorithm by determining explicit hedges for defaultable claims of American type before
and after default in a complete market consisting of a default free asset and a defaultable zero
coupon bond.
Another contribution of this chapter is a recursive formula for the pre-default value V b of the
Snell envelope V . As V is the Snell envelope of ζ, its dynamics is described by the RBSDE with
data (0, ζ, ζT ). Intuitively, the dynamics of V b should be described by a RBSDE in the filtration
F. However, the identification of V bG +
∫ ·
0 V
d
u (u)αdu(u)η(du) as the Snell envelope of Υ is not
very convenient to determine the data of the corresponding RBSDE. We obtain an alternative
representation of V b from which one can derive the parameters of the RBSDE describing the
dynamics of V b.
Chapter 5: Reflected BSDEs in a progressively enlarged filtration: a two step
decomposition approach
In this chapter, we investigate the existence of solutions to reflected BSDEs in an enlarged
filtration G. We assume that G is given by the progressive enlargement of a reference filtration F
with a random time τ . We assume the density hypothesis on the regular conditional distribution
of τ given F and that the reference filtration F supports an Rn-valued Brownian motion B. We
denote by Gτ the initial enlargement of F by τ . We recall that a reflected BSDE in the filtration
G with driver F , obstacle process S and terminal value ξ has the form⎧⎪⎨⎪⎩
Yt = ξ +
∫ T
t F (s, Ys−, Zs, Us)ds+KT −Kt −
∫ t
t ZsdB
G
s −
∫ T
t UsdN
G
s −MT +Mt,
Yt ≥ St,∫ T
0 (Ys− − Ss−)dKs = 0, t ∈ [0, T ].
(1.18)
In Chapter 5 we focus on existence of solutions to the RBSDE with data (F, S, ξ) and the
precise description of the pre-default and post-default values of the solutions. For investigating
existence of solutions, we identify two alternative weakly coupled systems of RBSDEs whose
solutions lead to the existence of a solution (Y, Z, U,M,K) to our original RBSDE. The first
one is an RBSDE in the filtration Gτ whose solution (Y d(τ), Zd(τ),Md(τ),Kd(τ)) leads to the
post-default value of (Y, Z, U,M,K) , and the second one a RBSDE in the filtration F whose
solution (Y b, Zb,Mb,Kb) leads to the pre-default value of (Y, Z, U,M,K). The RBSDE in F
is w.r.t. an auxiliary probability measure equivalent to the reference measure, and its solution
depends on the solution of the first RBSDE in the filtration Gτ . The solution (Y,Z, U,M,K) is
then obtained by suitably pasting the solutions resulting from the alternative RBSDEs, namely
by ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Yt = Y bt 1{t<τ} + Y dt (τ)1{t≥τ},
Zt = Zbt 1{t≤τ} + Zdt (τ)1{t>τ},
Ut =
(
Y dt (t)− Y bt−
)
1{t≤τ},
Mt = Mbt∧τ + (Mdt (τ)−Mdτ (τ))1{t≥τ},
Kt = Kbt∧τ + (Kdt (τ)−Kdτ (τ))1{t>τ}, t ∈ [0, T ].
To identify the alternative RBSDEs, we make use of the one-to-one correspondence between
solutions to RBSDEs and their Snell envelope representation [EKKP+97, LX05, Kli15], and the
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optional splitting formula for Snell envelopes established in Chapter 4. A delicate issue to address
in our approach is to justify the pasting procedure, since we deal with different filtrations, and
stochastic integration is not stable under a change of filtration [Jeu80, CMS80, Jac80, Wei84]. We
overcome this obstacle by expressing stochastic integrals w.r.t. G-local martingales as stochastic
integral w.r.t. F-local martingales and Gτ -local martingales.
Having reduced the existence of a solution to (1.18) to that of two alternative RBSDEs, we
then proceed to examine cases in which solutions exist. We first consider the case where F is
globally Lipschitz, the data (F, S, ξ) belong to Lp for some p > 1 and F is a general filtration. In
this case, we show that a solution exists. Our result extends the one in [BPTZ15] which deals
with a driver F depending only on (Y, Z). Let us mention that the result of [BPTZ15] does
not lead to the description of the pre-default and post-default values of the solution, since the
contraction principle is employed in the filtration G directly. We then consider the case where
F has linear growth in Y , quadratic growth in Z and is locally Lipschitz continuous in U . In
this case, we assume the filtration F to be the augmented filtration of the Brownian motion
B, and the obstacle S to be bounded and as well as the terminal value ξ. Under the latter
assumptions, we prove the existence of a solution with bounded value process. Results obtained
so far for RBSDEs with quadratic growth have been obtained only for continuous filtrations
[KLQT02, Lio14]. Under the additional assumptions that F is globally Lipschitz continuous in
Y and locally Lipschitz continuous in (Z,U), we establish a priori estimates of the solutions
for two distinct data in suitably normed spaces. Based on the a priori estimates we show the
uniqueness of a bounded solution. This uniqueness result entails that every bounded solution
is given by our pasting procedure. We then exploit our uniqueness result and optional splitting
formula for solutions to establish a comparison principle for RBSDEs in the filtration G. A key
feature of our comparison principle is that it requires a weaker version of a sufficient condition
usually employed in the literature of BSDEs with jumps to employ a measure change when
proving comparison principle, see [Roy06].
2. Utility maximization problem:
integrability properties of the solution and
stability analysis
2.1 Introduction
In this chapter, we consider the problem of maximization of utility from terminal wealth for
an agent investing in the financial market with asset prices modeled by a semimartingale S.
The question of existence of an optimal trading strategy has been treated using methods of
convex duality, see [KS99, KS03] and references therein. However, a description of optimal
trading strategies that is amenable to numerical computations, and their stability analysis w.r.t.
misspecification in the utility functions, initial capital or some parameters of the assets have
been mainly studied for logarithmic and power utilities. Our goal in this chapter is to lay out
a foundation that will enable us to describe optimal trading strategies and study their stability
analysis for fairly general utility functions U defined on the positive real line and continuous S.
For the logarithmic utility function U(z) = log z, optimal trading strategies are known to
depend solely on the semimartingale differential characteristics of the assets and have been
determined by [GK00, Kal00]. Regarding their stability analysis w.r.t. market price of risk
and initial capital, we refer to [Kar10, MW13]. For the class of power utilities U(z) = zpp
where p ∈ (−∞, 0) ∪ (0, 1), the homogeneity feature of the power functions and the dynamic
programming principle reduce the description of optimal trading strategies and their stability
analysis to the knowledge of the so-called opportunity process L(p), see [Nut10, Nut12a, Nut12c].
The opportunity process L(p) describes for t ∈ [0, T ] the maximal conditional expected utility
that can be achieved on [t, T ] with unit capital. The dynamical behavior of L(p) is described
by a backward stochastic differential equation (BSDE) and explicit formulas of optimal trading
strategies are given in terms of L(p), see [MT03b, Nut12a, MT03a, HIM05]. Properties of
the norms of L(p) such as the boundedness property or the existence of moments of a certain
order have been well studied, see [MT03b, Nut10, Nut12c, FMW12, MW13]. Building on the
knowledge of the integrability properties of L(p), arguments from the theory of BSDEs and the
formulas for optimal trading strategies in terms of L(p), stability results for optimal trading
strategies w.r.t. market price of risk and risk aversion parameter p have been obtained in
[MT03b, Nut12a, MW13].
For U sufficiently smooth and continuous S, [HHI+14, ST14] employed the stochastic maxi-
mum principle of [Pen93] to derive a system of forward-backward stochastic differential equations
(FBSDEs) describing the joint dynamics of (Xˆ, L) where Xˆ is the optimal wealth, and the pro-
cess L is given by
L = Yˆ
U ′(Xˆ)
with the solution Yˆ to the dual problem from convex duality. They papers provide an explicit
formula for the optimal trading strategy in terms of L. The formula for the optimal trading
strategy sheds light on its dependence on the market price of risk, risk aversion and initial
capital. In view of the description of the optimal trading strategy, one could study its stability
using L and stability arguments from the theory of BSDEs provided L lies in suitable normed
spaces, e.g. that L is bounded or has moments of certain order. Unfortunately, normed spaces
for L are not known except in the particular case of complete market models with bounded
market price of risk or the cases of logarithmic and power utilities. For logarithmic utility, L is
given by the constant 1 while for power utility with power p, L coincides with the opportunity
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process L(p), see [Nut10]. For this reason, we will call L the generalized opportunity process.
In the framework of general semimartingales, in this Chapter we provide a set of a priori
estimates for L from which we derive necessary and sufficient conditions for its boundedness
and integrability properties of the optimizers: weighted norm inequalities for the dual optimizer
Yˆ such as the reverse Hölder inequality for some q ∈ (0, 1) or the probabilistic Muckenhoupt
condition (Ar) for some r > 1 (see Definition 2.2.4) , moments of the running maximum of
the optimal wealth Xˆ and a BMO property for the optimal trading strategy. The a priori
estimates also set the stage for the study of solutions to the system of FBSDEs describing the
joint dynamics of (Xˆ, L), and the investigation of the asymptotic behavior of the optimizers
w.r.t. relative risk aversion carried out in Chapter 3. We build on the integrability properties
of the optimizers to study their stability w.r.t. misspecification in the utility function and
initial capital for continuous S in various topologies. The study of the integrability properties
of the optimizers is also motivated by some practical applications. Indeed, weighted normed
inequalities guarantee that the dual optimizer is of class (D), and thus when possessing the
local martingale property, the probability measure with Radon Nikodym density process Yˆ /Yˆ0
defines a pricing measure known as the dual optimal martingale measure, see [KW16]. The
existence of the dual optimal martingale measure leads to the uniqueness and simple formulas
for marginal utility-based pricing for bounded contingent claims and asymptotic utility-based
hedging strategies, see [HKS05, KS07]. In the setup of incomplete markets where several pricing
measures exist for the valuation of contingent claims, the dual optimal martingale measure is a
suitable choice as it takes into account the risk preference of the investor and his initial capital.
Unfortunately the dual optimizer may fail to be of class (D), see [KS99, Example 5.1]. The
integrability properties of the optimizers lead to a reduction of the domain of the primal and
dual problems. The reduction of the domain of the optimization problems might be of interest
for numerical algorithms based on the artificial market completion to simulate Xˆ and Yˆ , see
[BHM13].
The rest of the chapter is structured as follows. In Section 2.2, we fix notation and discuss
some basic concepts regarding weighted norm inequalities. In addition, we state the utility
maximization problem and recall some results from the convex duality approach of [KS99].
Section 2.3 introduces the generalized opportunity process L. The a priori estimates for L
which lead to necessary and sufficient conditions for the boundedness property of L are obtained
in Section 2.4. In section 2.5, we prove results linking the boundedness property of L to the
integrability properties of the dual optimizers. Section 2.6 presents market models for which
our conditions for the boundedness property of L are satisfied. Our stability result is given
in Section 2.7. In Section 2.8, we collect some results on BMO martingales necessary for our
proofs.
2.2 Preliminaries
Let T ∈ (0,+∞) be a fixed time horizon. Throughout this chapter, we work with a filtered
probability space (Ω,A,F,P) with filtration F = (Ft)t∈[0,T ] satisfying the usual conditions of
right-continuity and completeness, and F0 being trivial. T (F) is the set of stopping times with
values in [0, T ] and for τ ∈ T (F), we denote by Fτ the sub-sigma algebra of F generated
by real valued F-adapted càdlàg processes stopped at τ . For a given probability measure Q,
EQ denotes the expectation w.r.t. the measure Q. For Q = P, we will simply write E. Let
n ∈ N. For z ∈ Rn, we denote by z⊤ its transpose and by ||z|| =
(
z⊤z
) 1
2 its Euclidean norm.
For an Rn-valued semimartingale N and an Rn-valued predictable integrand π, the stochastic
integral, denoted by
∫ ·
0 πdN or π · N is the scalar semimartingale with initial value zero given
by
∫ ·
0 πdN =
∑n
i=1
∫ ·
0 π
idN i. We denote by L(N) the set of Rn-valued predictable integrands
π, for which
∫ ·
0 πdN is well defined. For two real-valued semimartingales N,M , we denote by
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[N,M ] the quadratic covariation of N and M . The predictable quadratic covariation of two
locally square integrable martingales N,M is denoted by ⟨N,M⟩ . We will simply write ⟨N⟩ or
[N ] if N = M . We recall that a real-valued local martingale L is orthogonal to an Rn-valued
local martingaleM =
(
M1, · · · ,Mn) if and only if [L,M i] is a local martingale for i = 1, · · · , n.
We introduce some spaces that will play an important role in the sequel. Let r ≥ 1 and Q be a
probability measure on (Ω,A). Lr(Q) (resp. L∞(Q)) is the space of FT -measurable real valued
random variables H such that EQ [|H|r] < +∞ (resp. ||H||∞ = ess supω∈Ω |H(ω)| < +∞).
We denote by Sr(Q) (resp. S∞(Q)) the space of real valued càdlàg semimartingales Z such
that ||Z||Sr(Q) =
(
E
[
supt∈[0,T ] |Zt|r
]) 1
r < +∞ (resp. ||Z||∞ =
⏐⏐⏐⏐ supt∈[0,T ] |Zt|⏐⏐⏐⏐∞ < +∞). We
simply write Sr (resp. S∞) if P = Q. A real valued càdlàg semimartingale Z is bounded if
Z ∈ S∞. For a real valued càdlàg semimartingale Z, Z− denotes the process of left limits, i.e.
Zt− = lims↗t Zs (Z0− = Z0). We denote the jump process of Z by ∆Z.
Throughout this work, equalities and inequalities between random variables are understood
in the almost sure sense while equalities and inequalities between random processes are up
to indistinguishability unless mentioned otherwise. The Doleans-Dade exponential of a semi-
martingale Z will be denoted by E(Z). For two stopping times σ, τ ∈ T (F) with σ ≤ τ, E(Z)σ,τ =
E(Z)τ/E(Z)σ.
2.2.1 Some crucial concepts
We begin by recalling some terminology that will be often used.
Definition 2.2.1. • A filtration G is said to be continuous if all G-local martingales have
continuous paths.
• A real valued adapted càdlàg process Z is of class (D) if the family {Zσ, σ ∈ T (F)} is
uniformly integrable.
• A positive real valued adapted process Z is bounded away from 0 (resp. ∞) if there exists
a constant c > 0 (resp. δ > 0) such that for all t ∈ [0, T ], Zt ≥ c (resp. Zt ≤ δ).
BMO martingales
We recall the notion of BMO martingales. Let Q be a probability measure on (Ω,A).
Definition 2.2.2. A Q-local martingale N with N0 = 0 is a BMO martingale if and only if
there exists a constant α > 0, such that for every τ ∈ T (F), we have
EQ
[
[N ]T − [N ]τ−
⏐⏐Fτ ] ≤ α2. (2.1)
The smallest constant α for which (2.1) holds is the BMO-norm of N . We denote it by
||N ||BMO(Q). We refer to BMO(Q) as the class of Q-local martingales N with N0 = 0 and
for which ||N ||BMO(Q) < +∞. For an introduction to BMO martingales, we refer to [DDM79,
Kaz94].
Definition 2.2.3. Let Z be a strictly positive càdlàg semimartingale with Z− > 0.
1. Let γ ∈ R\{0}. We say that Z satisfies the condition (bγ) if there exists a constant C1 ≥ 1
such that for all stopping times σ ∈ T (F), we have
1
C1
Zσ ≤
(
E
[
ZγT
⏐⏐Fσ]) 1γ ≤ C1Zσ. (2.2)
Z satisfies
(
b−γ
)
(resp.
(
b+γ
)
) if solely the left hand (resp. right ) side of (2.2) holds.
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2. Z satisfies the condition (J) if there exists a constant C2 > 0 such that
1
C2
Z− ≤ Z ≤ C2Z−.
The conditions (bγ) and (J) were introduced in [DDM79] for the study of the stochastic
exponential of BMO martingales. The condition (bγ) encompasses the more familiar (Ar) and
(Rr) conditions which we now state.
Definition 2.2.4. Let Z be a strictly positive càdlàg semimartingale and r > 1.
• Z satisfies the Muckenhoupt condition denoted by (Ar) if and only if there exists C1 > 0
such that for all stopping times σ ∈ T (F) we have
E
[(
Zσ
ZT
) 1
r−1
⏐⏐⏐⏐Fσ
]
≤ C1.
• Z satisfies the reverse Hölder inequality denoted by (Rr) if and only if there exists C2 > 0
such that for all stopping times σ ∈ T (F) we have
E
[(
ZT
Zσ
)r⏐⏐⏐⏐Fσ] ≤ C2.
Remark 2.2.5. • It is clear that for γ < 0, we have
(
b−γ
)
is equivalent to (Ar) with r = 1− 1γ
while for γ > 1, we have
(
b+γ
)
is equivalent to (Rγ).
• Let r > 1. From Hölder’s inequality, (Ar) implies
(
Ar′
)
for r′ ≥ r. Similarly, (Rr) implies(
Rr′
)
for r′ ≤ r.
The following lemma provides a link between (Ar) and
(
b−q
)
. It also shows that (Ar) and(
b−q
)
are sufficient conditions to guarantee the class (D) property of a process Z.
Lemma 2.2.6. Let Z be a strictly positive càdlàg semimartingale and r > 1.
i) Assume that Z satisfies (Ar). Then Z satisfies
(
b−q
)
for any q ∈ (0, 1).
ii) Assume that Z is a supermartingale. If Z satisfies
(
b−q
)
for some q ∈ (0, 1) then it satisfies(
b−l
)
for any l ∈ (0, 1).
iii) Assume that E [ZT ] <∞. If Z satisfies
(
b−q
)
for q ∈ (0, 1), then Z is of class (D) .
Proof. i) Z satisfies (Ar). Thus there exists C > 0 such that E
[(
Zτ
ZT
) 1
r−1
⏐⏐⏐⏐Fτ] ≤ C for all
τ ∈ T (F). Let q ∈ (0, 1). Let α = qr , r¯ = rr−1 and σ ∈ T (F). By Hölder’s inequality we have
1 = E
[(
Zσ
ZT
)α (ZT
Zσ
)α⏐⏐⏐⏐Fσ] ≤
(
E
[(
Zσ
ZT
)αr¯⏐⏐⏐⏐Fσ
]) 1
r¯ (
E
[(
ZT
Zσ
)αr⏐⏐⏐⏐Fσ])
1
r
.
Note that αr¯ = qr−1 and αr = q. We infer from the above inequality that
(
E
[(
ZT
Zσ
)q⏐⏐⏐⏐Fσ])
1
r
≥
(
E
[(
Zσ
ZT
) q
r−1
⏐⏐⏐⏐Fσ
])− r−1
r
.
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The map (0,+∞) ∋ x ↦→ xq is concave. Thus applying Jensen’s inequality and the fact that the
function (0,+∞) ∋ x ↦→ x− r−1r is decreasing, we obtain
(
E
[(
Zσ
ZT
) q
r−1
⏐⏐⏐⏐Fσ
])− r−1
r
≥
(
E
[(
Zσ
ZT
) 1
r−1
⏐⏐⏐⏐Fσ
])−q r−1
r
≥ C−q r−1r .
The above two inequalities lead to E
[(
ZT
Zσ
)q⏐⏐⏐⏐Fσ] ≥ C− r−1r . Hence Z satisfies (b−q ).
ii) See [Nut10, Lemma 4.9].
iii) Assume that Z satisfies (b−q ) for some q ∈ (0, 1). Then there exists Kq > 0 such that for
every σ ∈ T (F) we have
E
[(
ZT
Zσ
)q⏐⏐Fσ] ≥ Kq.
Let σ ∈ T (F). By Jensen’s inequality, we have ZqσKq ≤ E
[
ZqT
⏐⏐Fσ] ≤ (E [ZT ⏐⏐Fσ])q. Hence
Zσ ≤ K
− 1
q
q E
[
ZT
⏐⏐Fσ] , σ ∈ T (F).
Since E [ZT ] <∞, we deduce that the family {Zσ, σ ∈ T (F)} is uniformly integrable.
The following proposition gives a useful characterization of the stochastic exponential of BMO
martingales with jumps bounded from below.
Proposition 2.2.7. [DDM79, Propositions 5 and 6] Let N be a F-local martingale with N0 = 0.
Suppose that Γ = E (N) is a uniformly integrable martingale. The following assertions are
equivalent:
i) N is in BMO and there exists a constant h > 0 such that 1 + ∆N ≥ h.
ii) Γ satisfies (J) and (Ar) for some r ∈ (1,+∞).
iii) Γ satisfies (J) and (Rk) for some k ∈ (1,+∞).
Proposition 2.2.7 admits the following corollary which shows the Lp-boundedness of the
stochastic exponential of BMO-martingales.
Corollary 2.2.8. Let KBMO > 0 and ϵ > 0. There exists p > 1 and Sp > 0 depending only
on KBMO and ϵ such that for every local martingale M satisfying ||M ||2BMO ≤ KBMO and
ϵ ≤ ∆M + 1 ≤ 1ϵ , the process Z = E(M) satisfies
sup
t∈[0,T ]
E [Zpt ] ≤ Sp.
In particular Z ∈ Sp.
The key feature of Corollary 2.2.8 is the dependence of p on the constants KBMO and ϵ. We
will rely on this dependence in Sections 2.6.2 and 2.7 to study the convergence of a sequence of
stochastic exponential of BMO-martingales in the topology of uniform convergence. Corollary
2.2.8 appears in comments following Proposition 6 in [DDM79]. We will give a proof of Corollary
2.2.8 in Section 2.8 due to its importance in this chapter.
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Semimartingale topology
We recall some results regarding the convergence of semimartingales. Let X,Y be two semi-
martingales. The Emery distance between X and Y is defined as follows :
d(X,Y ) := |X0 − Y0|+ sup
|H|≤1
E
[
sup
t∈[0,T ]
1 ∧ |H · (X − Y )t|
]
(2.3)
where the supremum is taken over all real valued predictable processes H bounded by one.
The above distance induces on the space of semimartingales S a topology known as the Emery
topology or the semimartingale topology (see [Eme79]). We will denote this topology by S0. Let
X be a special semimartingale with canonical decomposition X = X0 +MX + AX where MX
and AX are respectively the local martingale part and the predictable finite variation part. For
r ≥ 1, we define ||X||Rr as follows
||X||Rr := |X0|+
⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐
∫ T
0
|dAX |
⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐
Lr
+
⏐⏐⏐⏐⏐⏐⏐⏐[MX] 12T
⏐⏐⏐⏐⏐⏐⏐⏐
Lr
,
The following proposition provides sufficient conditions for a sequence (Xm)m∈N to converge in
S0.
Proposition 2.2.9. Let r ≥ 1. Let (Xm)m∈N be a sequence of càdlàg semimartingales and X
a càdlàg semimartingale. The following assertions are true :
a) If (Xm−X)m∈N converges to 0 in the norm || · ||Rr , then (Xm−X)m∈N converges to 0 in
S0 (see [Eme79, Theorem 2]),
b) Assume for every m ∈ N, Xm has continuous paths and X has continuous paths as well.
Then (E(Xm))m∈N converges to E(X) in S0 if (Xm)m∈N converges to X in S0 (see [Nut12c,
Lemma A.2]).
2.2.2 The optimization problem
Let R = (Ri)1≤i≤n be an Rn-valued semimartingale with R0 = 0. We consider a financial
market which consists of n+ 1 assets, i.e. n assets with one bond. The bond is assumed to be
constant and equal to 1. The joint price process for the n assets is modeled by a strictly positive
Rn-valued semimartingale S = (Si)1≤i≤n with Si = Si0E(Ri),i = 1, 2 · · · , n. We recall that a
probability measure Q ∼ P is called an equivalent local martingale measure (hereafter ELMM)
for S if S is a local martingale under Q. We denote by Me(S) the set of all such measures. In
order to exclude a suitable notion of arbitrage opportunities, namely free lunch with vanishing
risk (see [DS94]) we assume throughout this chapter that
Assumption 2.2.10. Me(S) ̸= ∅.
A trading strategy is a predictable R-integrable Rn-valued process π =
(
πi
)
1≤i≤n, where πi
denotes the proportion of wealth invested in the asset Si, i = 1, · · · , n. The wealth process
associated to an initial capital x > 0 and the trading strategy π is defined by the equation
Xπt := x+
∫ t
0
πuX
π
u−dRu, t ∈ [0, T ].
Given the initial capital x ∈ (0,+∞), a trading strategy π is said to be admissible if and only
if Xπt ≥ 0, t ∈ [0, T ]. We denote by A(x) the set of admissible trading strategies for the initial
capital x.
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We consider an investor in the market endowed with an initial capital x > 0. Let U :
(0,+∞) → R be a strictly increasing, strictly concave and continuously differentiable function
measuring the utility of the investor. We extend U by setting U(z) = −∞ if z ≤ 0. Our investor
aims to maximize his expected utility from terminal wealth. This results in solving an optimal
stochastic control problem with value function u given by
u(x) = sup
π∈A(x)
E [U(XπT )] , (2.4)
with the convention E [U(XπT )] = −∞ if E
[
(U(XπT ))
−] = +∞. The goal of the investor is to
look for ν ∈ A(x) such that u(x) = E [U(XνT )]. Such a trading strategy will be referred to as an
optimal trading strategy and Xν as the optimal wealth process.
The main tool to show the existence of an optimal wealth process is provided by the convex
or martingale duality methods of [KS99, KLSX91]. This approach exploits the duality relation
between the set of attainable claims and the set of martingale measures to identify a suitable
dual problem to (2.4). The domain Y of the dual problem is given by the set of nonnegative
semimartingales Y such that XπY is a supermartingale for every π ∈ A(1), i.e.
Y := {Y ≥ 0 | Y0 = 1 and XπY is a supermartingale for every π ∈ A(1)} .
Note that for every Q ∈ Me(S), Y = (E [dQ/dP⏐⏐Ft])t∈[0,T ] ∈ Y. Hence Y ̸= ∅. Moreover, every
Y ∈ Y is a supermartingale since π = (0, · · · , 0) ∈ A(1). We denote by Y∗ the following subset
of Y:
Y∗ = {Y ∈ Y : Y > 0} .
For y > 0, we define Y(y) = yY and Y∗(y) = yY∗(y). The value function v of the dual problem
to (2.4) is given by
v(y) = inf
Y ∈Y(y)
E [V (YT )] , y > 0, (2.5)
where for y > 0, V (y) = supx>0 (U(x)− xy). We refer to Y (y) attaining the inf in (2.5) as the
dual optimizer. To ensure that an optimal wealth process for (2.4) and the dual optimizer for
(2.5) exist, we work under the following standing assumption:
Assumption 2.2.11. We suppose that :
i) limx→0 U
′(x) = +∞ and limx→+∞ U ′(x) = 0.
ii) u(y) < +∞ for some y > 0.
iii) U has asymptotic elasticity strictly less than one, i.e. AE[U ] := lim sup
x→+∞
xU
′ (x)
U(x) < 1.
We now give the main statement in [KS99] that will be needed in the sequel.
Theorem 2.2.12. [KS99, Theorem 2.2.] The following assertions are valid:
1. u and v are finite and continuously differentiable on (0,+∞).
2. For every (x, y) ∈ (0,+∞)× (0,+∞), there exists a unique pair (ν, Y (y)) ∈ A(x)× Y(y)
such that
u(x) = E [U(XνT )] and v(y) = E [V (YT (y))] .
Moreover, if x and y satisfy the relation y = u′(x), then
YT (y) = U
′(XνT ), (2.6)
and XνY (y) is a uniformly integrable martingale.
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Remark 2.2.13. Let x > 0 and y = u′(x). Note that by (2.6) and the properties of U ′, XνTYT (y)
is strictly positive. We deduce from the minimum principle for nonnegative supermartingales that
XνY (y) and Xν−Y−(y) are strictly positive.
2.3 The generalized opportunity process
We introduce and study the generalized opportunity process. First we consider the more familiar
case of power utilities in Section 2.3.1 and recall the main results. The case of general utilities
is introduced in Section 2.3.2 and its properties are analyzed in Section 2.4.
2.3.1 The opportunity process for power utility maximization
Let p ∈ (−∞, 0) ∪ (0, 1) and q = pp−1 . Our goal in this section is to recall the notion of the
opportunity process and its properties in the context of power utilities, i.e.
U(z) = z
p
p
, z > 0.
The convex conjugate V of U is given by V (z) = 1−pp z
p
p−1 = −1q zq, z > 0. We will denote by up
the corresponding value function and by vp the dual value function. We fix x > 0 and y = u
′
p(x).
Remark 2.3.1. Note that up < +∞ is always satisfied for p < 0. For p ∈ (0, 1), a sufficient
condition for the finiteness of up is to have some element Y ∈ Y∗ satisfy E
[
(YT )
p
p−1
]
< +∞ or(
A 1
p
)
. Indeed in this case we have for every y > 0
vp(y) ≤ E [V (yYT )] = 1− p
p
y
p
p−1E
[
(YT )
p
p−1
]
= 1− p
p
y
p
p−1E
[( 1
YT
) 1
1
p−1
]
< +∞.
We deduce from [KS03, Theorem 2] that up < +∞.
Due to the homogeneity of U , the direct stochastic control approach of the dynamic pro-
gramming principle [EKQ95] is more feasible to address the primal problem (2.4).
Let π ∈ A(x), t ∈ [0, T ]. We set At(x, π) = {θ ∈ A(x) | θs = πs, s ∈ [0, t]} and
up(t,Xπt ) = ess sup
θ∈At(x,π)
E
[1
p
(XθT )p
⏐⏐⏐Ft] , t ∈ [0, T ].
up(t,Xπt ) represents the maximal value the investor will obtain if he starts trading at time t
with capital Xπt . It follows from the dynamic programming principle that the family of random
variables {up(t,Xπt ), t ∈ [0, T ]} is a supermartingale (i.e. E
[
up(t,Xπt )
⏐⏐Fs] ≤ up(s,Xπs ), s ≤
t ≤ T ) and can be aggregated by a unique càdlàg supermartingale up(·, Xπ). The following
proposition from [Nut10] gives the precise description of up(·, Xπ) and the characterization of
the optimal trading strategy ν.
Proposition 2.3.2. [Nut10, Propositions 3.1, 3.4 and 4.2] There exists a unique càdlàg semi-
martingale L(p) such that for any π ∈ A(x)
up(t,Xπt ) =
1
p
(Xπt )pLt(p), t ∈ [0, T ].
In addition the following properties are satisfied:
i) For every π ∈ A(x), 1p(Xπ)pL(p) is a supermartingale and 1p(Xν)pL(p) is a martingale.
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ii) L(p) is a supermartingale if p ∈ (0, 1) and submartingale if p ∈ (−∞, 0).
iii) L(p), L−(p) > 0.
iv) The dual optimizer is given by Y (y) = (Xν)p−1L(p).
The process L(p) defined in Proposition 2.3.2 is the opportunity process for power utility
maximization. Taking π = 0 and x = 1 in Proposition 2.3.2, we have Lt(p) = pup(t, 1), t ∈ [0, T ].
Thus Lt(p) describes the maximal amount the investor would obtain if he began trading with
initial capital 1 at time t ∈ [0, T ]. This justifies the term opportunity process. It is independent of
the initial capital. Proposition 2.3.2 shows that the knowledge of L(p) is sufficient and necessary
to describe all relevant objects for power utility maximization: optimal trading strategy, value
function and dual optimizer.
Remark 2.3.3. L(p) has terminal value 1. Thus by Proposition 2.3.2 ii), L(p) ≥ 1 for p ∈ (0, 1)
and L(p) ≤ 1 for p ∈ (−∞, 0).
A key property of the opportunity process is that up to a power transformation, it has
representation in terms of the dual optimizer and it is also the the value process to a control
problem with control variables given by supermartingale deflators. The following result from
[Nut10] gives the precise representation.
Proposition 2.3.4. Let p ∈ (−∞, 0) ∪ (0, 1) and U(z) = zpp , z > 0. Let L(p) be opportunity
process defined in Proposition 2.3.2 and Yˆ (y) the dual optimizer. Then for every t ∈ [0, T ] we
have
(
Lt(p)
) 1
1−p = E
[(
YT (y)
Yt(y)
) p
p−1
⏐⏐⏐⏐Ft
]
=
⎧⎪⎪⎨⎪⎪⎩
ess infY ∈Y∗ E
[(
YT
Yt
) p
p−1
⏐⏐⏐⏐Ft] , p ∈ (0, 1),
ess supY ∈Y∗ E
[(
YT
Yt
) p
p−1
⏐⏐⏐⏐Ft] , p ∈ (−∞, 0).
Proof. See Propositions 4.3 and 4.4. in [Nut10].
Let p ∈ (−∞, 0) ∪ (0, 1). An important feature of the representation given by Proposition
2.3.4 is the fact that one can infer the integrability properties of L(p) such as the moments of
its running maximum or the boundedness away from 0 and ∞, by analyzing a corresponding
property for an arbitrary element in the space of supermartingale deflators. The following
result from [Nut10] illustrates this fact for the boundedness of L(p) away from 0 and ∞, which
corresponds to the condition (b−q ) for some q ∈ (−∞, 0) ∪ (0, 1) stated for some element in Y∗.
Proposition 2.3.5. [Nut10, Proposition 4.5] Let p ∈ (0, 1). Then the following assertions are
equivalent:
i) L(p) is bounded away from zero and infinity.
ii) Y (y) satisfies (A 1
p
).
iii) (A 1
p
) is satisfied for some Y ∈ Y∗.
For p < 0, the above assertions remain equivalent with (A 1
p
) replaced by (b−q ) where q = pp−1 ∈
(0, 1).
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2.3.2 The generalized opportunity process for utility maximization
From now on, we fix x > 0 and y = u′(x). Denote Xˆ := Xν and Yˆ := Y (y) and let p ∈ (−∞, 0)∪
(0, 1). We have observed in the previous section that the essential feature of homogeneity for
power utility functions reduces the study of the primal and dual problems (2.4-2.5) to that of
the so-called opportunity process L(p) which describes ν, Xˆ and Yˆ . A typical utility function
U does not possess the homogeneity of the power function. Thus the decoupling feature of the
dynamic value process is not satisfied. In an attempt to describe ν, Xˆ and Yˆ and to analyze
their properties, we have to rely on a different process. For U(z) = zpp , z > 0, a distinguished
property of the opportunity process L(p) is the multiplicative structure1 it confers to Yˆ , i.e.
Yˆ = Xˆp−1L(p) = U ′(Xˆ)L(p). Such a multiplicative structure of Yˆ is valid for more general
utility functions U . This is a consequence of the martingale property of the product XˆYˆ and
the equality YˆT = U
′(XˆT ). Indeed for every σ ∈ T (F), we have
Yˆσ =
XˆσYˆσ
Xˆσ
=
E
[
XˆT YˆT |Fσ
]
Xˆσ
=
E
[
XˆTU
′(XˆT )|Fσ
]
Xˆσ
= U ′(Xˆσ)
E
[
XˆTU
′(XˆT )|Fσ
]
XˆσU
′(Xˆσ)
.
The equality above shows that there is a strong coupling between Xˆ and Yˆ encoded by L, where
L := Yˆ
U ′(Xˆ)
. (2.7)
The process L depends only on Xˆ and provides a representation of Yˆ via Yˆ = U ′(Xˆ)L. Following
Proposition 2.3.2 we have L = L(p) for U of power type with relative risk aversion 1 − p. For
this reason, we will refer to L as the generalized opportunity process for utility maximization.
Note that L is not a reduced form of dynamic value function except for power utilities and the
terminology generalized opportunity process is for consistency purposes. As already pointed in
the introduction, the process L has appears already in [HHI+14, ST14] in the context of utility
maximization with random endowment as the backward component of a system of forward
backward stochastic differential equations whose solution provide a tractable expression of the
optimal trading strategy. The authors assume the asset price processes to be continuous and U to
be three times continuously differentiable. Moreover, they only provide integrability properties
of the optimizers (optimal wealth process Xˆ, dual optimizer Yˆ and optimal trading strategy ν)
in the special case of a complete market. Our goal in this chapter is to present the integrability
properties of L in the framework of a general semimartingale model S for the asset price processes
and less restrictions on U , and to link these properties to those of the optimizers.
In order to study the integrability of L, we will rely on the following growth condition of
U introduced in [KW16] to derive a sufficient condition for the dual optimizer Yˆ to satisfy the
Muckenhoupt condition (Ar) for some r > 1.
Definition 2.3.6. Let a, b, C ∈ (0,+∞) with a ≤ b and C ≥ 1. We say that U satisfies the
inequality denoted by (Ga,b,C) if for every x, y ∈ (0,+∞) with x ≤ y we have
1
C
(
y
x
)a
≤ U
′(x)
U ′(y) ≤ C
(
y
x
)b
. (2.8)
1This decomposition of the dual optimizer was actually used in [KMK10] to define the opportunity process
L(p).
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Note that U satisfies the growth condition (Ga,b,C) as soon as its coefficient of relative risk
aversion has lower bound a and upper bound b 2, i.e.
a ≤ − tU
′′(t)
U ′(t) ≤ b <∞, t > 0.
Example 2.3.7. The condition (Ga,b,C) holds for the following utility functions:
i) U(z) = log z, z > 0. We have a = b = 1.
ii) U(z) = zpp , z > 0, p ∈ (−∞, 0) ∪ (0, 1). (Ga,b,C) holds with a = b = 1− p.
iii) U(z) = zpp +
zq
q , z > 0, p, q ∈ (−∞, 0) ∪ (0, 1) with p ≤ q. Then a = 1− q, b = 1− p.
It easy to show that (Ga,b,C) ⇒ (Ga′ ,b,C) ⇒ (Ga′ ,b′ ,C) for a, a
′
, b, b
′ ∈ (0,∞) with 0 < a′ ≤
a ≤ b ≤ b′ . Thus if (Ga,b,C) holds for some a, b ∈ (0,+∞), we can assume w.l.o.g. that a ∈ (0, 1).
However, the case a ≥ 1 is interesting to study in its own rights as it requires weaker conditions
for example for Yˆ to be of class (D) and for L to be bounded (see Theorem 2.5.1 and Proposition
2.5.6).
We close this section by observing that under the condition (Ga,b,C), the finiteness of the
value function u reduces to that of power utilities.
Lemma 2.3.8. Suppose that U satisfies (Ga,b,C) with a ≤ b. The value function u is finitely
valued if
i) a ̸= 1 and u1−a is finitely valued,
ii) a = 1 and there exists p ∈ (0, 1) such that up is finitely valued.
Proof. Let p ∈ (0, 1). Set x =(1p) 1p and x0 = 1 + x. The condition (Ga,b,C) implies that for
x ≥ x0
U
′(x) ≤ CU ′(x0)xa0
1
xa
. (2.9)
Now assume that a ̸= 1 and u1−a < +∞. Integrating (2.9) and using the monotonicity property
of U yields the following upper bound for U
U(x) ≤ U(x0) + CU ′(x0)xa0
(
x1−a
1− a −
x1−a0
1− a
)
1{x≥x0}, x > 0. (2.10)
We consider the case a > 1. Then 1− a < 0, and (2.10 ) gives for x > 0,
U(x) ≤ U(x0) + CU ′(x0) x0
a− 1 . (2.11)
Since U is bounded from above, u is finitely valued.
We consider the case a < 1. Then 1− a > 0, and (2.10) implies that
U(x) ≤ U(x0) + CU ′(x0)xa0
x1−a
1− a, x > 0. (2.12)
2 Indeed a ≤ −U
′′
(t)t
U
′ (t) ≤ b, t > 0 is equivalent to
a
t
≤ −U
′′
(t)
U
′ (t) ≤
b
t
, t > 0. Thus integrating the latter inequalities
between x and y, with x ≤ y we obtain U satisfies (Ga,b,C) with C = 1.
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We infer from (2.12) that for y > 0, we have u(y) ≤ U(x0) + CU ′(x0)xa0u1−a(y) < +∞.
Now assume that a = 1 and up < +∞. Integrating once more (2.9) and using the monotonicity
property of U , we obtain for x > 0
U(x) ≤ U(x0) + CU ′(x0)x0
(
log x− log x0
)
1{x≥x0}.
Note that log x0 ≥ 0, and due to the choice of x, we have log x ≤ xp for x ≥ x0. It follows from
the previous inequality that for x > 0
U(x) ≤ U(x0) + CU ′(x0)x0xp. (2.13)
Hence for every y > 0, we have u(y) ≤ U(x0) + CU ′(x0)x0pup(y) < +∞.
2.4 A priori estimates of the generalized opportunity process
In this section, we use the condition (Ga,b,C) to derive estimates of the process L in terms of the
opportunity processes L(p), p ∈ (−∞, 0) ∪ (0, 1). As a result, our analysis of the integrability
properties of L such as moments or uniform bounds will be reduced to those of L(p) or more
precisely to that of some element in the set of supermartingale deflators Y∗. The a priori
estimates of L will prove very useful in Chapter 3 to provide a normed space of the solutions to
the non-standard system of fully coupled FBSDEs describing the joint dynamics of (Xˆ, L).
We begin our study by stating a useful lemma from functional calculus which we will often
rely on to obtain estimates of L.
Lemma 2.4.1. Let C1, C2, C3 ∈ [0,∞[ and α, β ∈ [0, 1) with C1α + C2β > 0. Let f : (0,∞) ∋
z ↦→ z − C1zα − C2zβ − C3. Then there exits a unique z¯ > 0 such f(z¯) = 0. Moreover f(z) ≤ 0
if and only if z ≤ z¯.
Proof. Clearly f is continuously differentiable on (0,∞) with f ′(z) = 1−C1αzα−1−C2βzβ−1, z >
0. Since limz→0+ f(z) ≤ 0 and limz→+∞ f(z) = +∞, f changes sign on ]0,∞[. Therefore there
exists z¯ > 0 such that f(z¯) = 0. Observe that f ′ is a strictly increasing function, limz→0+ f
′(z) =
−∞ and limz→+∞ f ′(z) = 1. Thus there exits z1 > 0 such that f ′(z1) = 0. We deduce that
f is strictly decreasing (resp. increasing) on ]0, z1] (resp. [z1,∞[). Consequently, f(z1) ≤
limz→0+ f(z) ≤ 0. As f is negative on ]0, z1], z1 < z¯. Now f is strictly increasing on [z1,∞[.
We deduce that z¯ is unique and f(z) ≤ 0 if and only if z ≤ z¯.
The following proposition shows that for a ≥ 1, the process L is ”almost” a submartigale
while for b < 1, it is almost a ”supermartingale”.
Proposition 2.4.2. Suppose that U satisfies (Ga,b,C) with 0 < a ≤ b. The following assertions
hold:
i) In the case 1 ≤ a, there exists a constant C1 depending only on b and C such that
Ls ≤ max{C1, 1}E
[
Lt
⏐⏐Fs] s, t ∈ [0, T ], s ≤ t.
In particular, L ≤ max{C1, 1}.
ii) In the case b < 1, there exists a constant C2 depending only on C and a such that
E
[
Lt
⏐⏐Fs] ≤ C2Ls, s, t ∈ [0, T ], s ≤ t.
Moreover, C2L ≥ 1.
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Proof. Note that LT = 1, therefore the bounds L ≤ max{C1, 1} and C2L ≥ 1 are consequences
of the conditional inequalities on which we focus. Let s, t ∈ [0, T ], s ≤ t.
i) Assume that a ≥ 1. Then 1 ≤ a ≤ b. Using the tower property and the definition of L, we
have
Ls = E
[
XˆTU
′(XˆT )
XˆtU
′(Xˆt)
XˆtU
′(Xˆt)
XˆsU
′(Xˆs)
⏐⏐⏐⏐Fs
]
= E
[
E
[
XˆTU
′(XˆT )
XˆtU
′(Xˆt)
⏐⏐⏐⏐Ft
]
XˆtU
′(Xˆt)
XˆsU
′(Xˆs)
⏐⏐⏐⏐Fs
]
= E
[
Lt
XˆtU
′(Xˆt)
XˆsU
′(Xˆs)
⏐⏐⏐⏐Fs
]
.
Due to (Ga,b,C) we have
XˆtU
′(Xˆt)
XˆsU
′(Xˆs)
= XˆtU
′(Xˆt)
XˆsU
′(Xˆs)
1{Xˆt≤Xˆs} +
XˆtU
′(Xˆt)
XˆsU
′(Xˆs)
1{Xˆt>Xˆs}
≤ C 1b
(
U
′(Xˆt)
U ′(Xˆs)
)1− 1
b
1{Xˆt≤Xˆs} + C
(
Xˆs
Xˆt
)a−1
1{Xˆt>Xˆs}.
The above estimate and the representation of Ls leads to the upper bound:
Ls ≤ C 1bE
⎡⎣Lt
(
U
′(Xˆt)
U ′(Xˆs)
)1− 1
b
1{Xˆt≤Xˆs}
⏐⏐⏐⏐Fs
⎤⎦+ CE
⎡⎣Lt
(
Xˆs
Xˆt
)a−1
1{Xˆt>Xˆs}
⏐⏐⏐⏐Fs
⎤⎦ . (2.14)
We consider the following two cases:
Case 1: b = 1. Then a = b = 1. As LT = 1, taking t = T , we infer from (2.14) that
Ls ≤ max{C,C 1b }.
For t ∈ [s, T ), (2.14) gives Ls ≤ max{C,C 1b }E
[
Lt
⏐⏐Fs] . We obtain i) with C1 = max{C,C 1b }.
Case 2: b > 1. As 1b +
b−1
b = 1, Hölder’s inequality yields
E
⎡⎣Lt
(
U
′(Xˆt)
U ′(Xˆs)
)1− 1
b
1{Xˆt≤Xˆs}
⏐⏐⏐⏐Fs
⎤⎦ ≤ E
⎡⎣L 1bt
(
U
′(Xˆt)Lt
U ′(Xˆs)
)1− 1
b
⏐⏐⏐⏐Fs
⎤⎦
≤ (E [Lt⏐⏐Fs]) 1b
(
E
[
U
′(Xˆt)Lt
U ′(Xˆs)
⏐⏐⏐⏐Fs
]) b−1
b
.
U
′(Xˆ)L being a supermartingale,
(
E
[
U
′ (Xˆt)Lt
U ′ (Xˆs)
⏐⏐⏐⏐Fs])
b−1
b
≤ L
b−1
b
s and we deduce that
E
⎡⎣Lt
(
U
′(Xˆt)
U ′(Xˆs)
)1− 1
b
1{Xˆt≤Xˆs}
⏐⏐⏐⏐Fs
⎤⎦ ≤ (E [Lt⏐⏐Fs]) 1b L1− 1bs .
Since a ≥ 1,
(
Xˆs
Xˆt
)a−1
1{Xˆs≤Xˆt} ≤ 1. Thus E
[
Lt
(
Xˆs
Xˆt
)a−1
1{Xˆt>Xˆs}
⏐⏐⏐⏐Fs] ≤ E [Lt⏐⏐Fs]. We infer
from (2.14) and the previous estimates that
Ls ≤ CE
[
Lt
⏐⏐Fs]+ C 1bL1− 1bs (E [Lt⏐⏐Fs]) 1b . (2.15)
We set Js,t = Ls/E
[
Lt
⏐⏐Fs]. Inserting Js,t into (2.15), we obtain Js,t ≤ C+C 1b J1− 1bs,t . By Lemma
2.4.1, Js,t ≤ C1, where C1 is the root of the equation
z = C + C
1
b z1−
1
b , z > 0.
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Since Js,s = 1, we deduce that Ls ≤ max{C1, 1}E
[
Lt
⏐⏐Fs] .
ii) Assume that b < 1. Then 0 < a ≤ b. We start by noting that
E
[
Lt
⏐⏐Fs] = E [Lt1{Xˆs≤Xˆt}⏐⏐Fs]+ E [Lt1{Xˆs>Xˆt}⏐⏐Fs] .
To prove the assertion, we provide an upper bound for E
[
Lt1{Xˆs≤Xˆt}
⏐⏐Fs] and E [Lt1{Xˆs>Xˆt}⏐⏐Fs]
separately.
We begin with E
[
Lt1{Xˆs>Xˆt}
⏐⏐Fs]. As U ′ is decreasing, 1{Xˆs>Xˆt} ≤
(
U
′ (Xˆt)
U ′ (Xˆs)
)a
1{Xˆs>Xˆt} and
thus
E
[
Lt1{Xˆs>Xˆt}
⏐⏐Fs] ≤ E
[
Lt
(
U
′(Xˆt)
U ′(Xˆs)
)a
1{Xˆs>Xˆt}
⏐⏐⏐⏐Fs
]
= E
[
L1−at
(
U
′(Xˆt)Lt
U ′(Xˆs)
)a
1{Xˆs>Xˆt}
⏐⏐⏐⏐Fs
]
.
Applying Hölder’s inequality and the supermartingale property of U ′(Xˆ)L, we obtain
E
[
L1−at
(
U
′(Xˆt)Lt
U ′(Xˆs)
)a
1{Xˆs>Xˆt}
⏐⏐⏐⏐Fs
]
≤ E
⎡⎣L 1pt
(
U
′(Xˆt)Lt
U ′(Xˆs)
) 1
q
⏐⏐⏐⏐Fs
⎤⎦ = (E [Lt⏐⏐Fs]) 1p L 1qs ,
where p = 11−a , q =
1
a . We infer that
E
[
Lt1{Xˆs>Xˆt}
⏐⏐Fs] ≤ (E [Lt⏐⏐Fs])1−a Las .
Next we provide an upper bound for E
[
Lt1{Xˆs≤Xˆt}
⏐⏐Fs]. Using the tower property, we have
E
[
Lt1{Xˆs≤Xˆt}
⏐⏐Fs] = E
[
XˆTU
′(XˆT )
XˆtU
′(Xˆt)
1{Xˆs≤Xˆt}
⏐⏐⏐⏐Fs
]
= E
[
XˆTU
′(XˆT )
XˆsU
′(Xˆs)
XˆsU
′(Xˆs)
XˆtU
′(Xˆt)
1{Xˆs≤Xˆt}
⏐⏐⏐⏐Fs
]
.
As U satisfies (Ga,b,C) with b < 1, XˆsU
′ (Xˆs)
XˆtU
′ (Xˆt)
1{Xˆs≤Xˆt} ≤ C
(
Xˆs
Xˆt
)1−b
1{Xˆs≤Xˆt} ≤ C. Therefore,
E
[
Lt1{Xˆs≤Xˆt}
⏐⏐Fs] = E
[
XˆTU
′(XˆT )
XˆsU
′(Xˆs)
XˆsU
′(Xˆs)
XˆtU
′(Xˆt)
1{Xˆs≤Xˆt}
⏐⏐⏐⏐Fs
]
≤ CE
[
XˆTU
′(XˆT )
XˆsU
′(Xˆs)
⏐⏐⏐⏐Fs
]
= CLs.
We recall that E
[
Lt
⏐⏐Fs] = E [Lt1{Xˆs≤Xˆt}⏐⏐Fs]+ E [Lt1{Xˆs>Xˆt}⏐⏐Fs] . Hence the above estimates
yield
E
[
Lt
⏐⏐Fs] ≤ CLs + (E [Lt⏐⏐Fs])1−a Las . (2.16)
Set Ls,t = E
[
Lt
⏐⏐Fs] /Ls. Then (2.16) entails that Ls,t ≤ C+L1−as,t . It follows from Lemma 2.4.1
that Ls,t ≤ C2 where C2 is the root of the equation
z = C + z1−a, z > 0.
As a result, E
[
Lt
⏐⏐Fs] ≤ C2Ls. The proof is complete.
Remark 2.4.3. For S having continuous paths and for U three times continuously differen-
tiable, it will be shown in Proposition 3.4.12 that L is indeed a submartingale for a ≥ 1 and a
supermartingale for b < 1. We will therefore have C1 = C2 = 1.
The following lemma gives a pathwise inequality that leads to a lower bound for L provided
it is bounded from above.
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Lemma 2.4.4. Suppose that U satisfies (Ga,b,C) with 0 < a ≤ b. Let α ∈ (0, a) and β such that
0 < β < αb . Then for every σ ∈ T (F), we have
Lσ(−α) ≤ E
[(
Xˆσ
XˆT
)α⏐⏐⏐⏐Fσ
]
≤ CβLβσ + C
α
aL
α
a
σ . (2.17)
Proof. By Proposition 2.3.2, Xˆ−αL(−α) is a submartingale with terminal value Xˆ−αT . The
submartingale martingale property gives Lσ(−α) ≤ E
[(
Xˆσ
XˆT
)α⏐⏐⏐⏐Fσ] which proves the first half
of the inequality (2.17). We now show the second half. First we show that
E
[(
Xˆσ
XˆT
)α
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
]
≤ CβLβσ.
To this end, we choose r > 11−β and r¯ =
r
r−1 . An application of Hölder’s inequality yields
E
[(
Xˆσ
XˆT
)α
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
]
= E
⎡⎣( Xˆσ
XˆT
)α(
Yˆσ
YˆT
)β (
YˆT
Yˆσ
)β
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
⎤⎦
≤
⎛⎝E
⎡⎣( Xˆσ
XˆT
)αr (
Yˆσ
YˆT
)βr
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠ 1r ⎛⎝E
⎡⎣( YˆT
Yˆσ
)βr¯⏐⏐⏐⏐Fσ
⎤⎦⎞⎠ 1r¯ .
Since βr¯ < 1 and Yˆ is a supermartingale, it follows from Jensen’s inequality that⎛⎝E
⎡⎣( YˆT
Yˆσ
)βr¯⏐⏐⏐⏐Fσ
⎤⎦⎞⎠ 1r¯ ≤ (E [ YˆT
Yˆσ
⏐⏐⏐⏐Fσ
])β
≤ 1.
Therefore
E
[(
Xˆσ
XˆT
)α
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
]
≤
⎛⎝E
⎡⎣( Xˆσ
XˆT
)αr (
Yˆσ
YˆT
)βr
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠ 1r . (2.18)
Now Yˆ = U ′(Xˆ)L. Due to (Ga,b,C),
(
Yˆσ
YˆT
)βr
1{Xˆσ≤XˆT } ≤ C
βrLβrσ
(
XˆT
Xˆσ
)βbr
1{Xˆσ≤XˆT }. Inserting
the latter into (2.18) and using the fact that α− βb > 0, we obtain the following upper bound:
E
[(
Xˆσ
XˆT
)α
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
]
≤ CβLβσ
⎛⎝E
⎡⎣( Xˆσ
XˆT
)r(α−βb)
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠ 1r ≤ CβLβσ.
To obtain (2.17), it remains to show that E
[(
Xˆσ
XˆT
)α
1{Xˆσ>XˆT }
⏐⏐⏐⏐Fσ] ≤ C αaLαaσ . We infer from
(Ga,b,C) that(
Xˆσ
XˆT
)α
1{Xˆσ>XˆT } = C
α
a
(
1
C
(
Xˆσ
XˆT
)a)αa
1{Xˆσ>XˆT } ≤ C
α
a
(
U
′(XˆT )
U ′(Xˆσ)
)α
a
1{Xˆσ>XˆT }.
But α < a. Hence, using Jensen’s inequality and the supermartingale property of U ′(Xˆ)L we
obtain
E
[(
Xˆσ
XˆT
)α
1{Xˆσ>XˆT }
⏐⏐⏐⏐Fσ
]
≤ C αaE
⎡⎣( U ′(XˆT )
U ′(Xˆσ)Lσ
)α
a
L
α
a
σ 1{Xˆσ>XˆT }
⏐⏐⏐⏐Fσ
⎤⎦ ≤ C αaLαaσ .
This proves (2.17). The proof is complete.
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We recall that for a > 1, L is bounded from above by Proposition 2.4.2 i). The following
theorem shows that L is bounded away from 0 as soon as L(p) is bounded away from 0 for some
p ∈ (−∞, 0).
Theorem 2.4.5. Suppose that U satisfies (Ga,b,C) with a ≥ 1. Assume that there exists q ∈ (0, 1)
and Y ∈ Y∗ satisfying (b−q ). Then there exist two strictly positive constants l, l depending only
on a, b and C such that:
l ≤ L ≤ l. (2.19)
Proof. Let Y ∈ Y∗ satisfy (b−q ). Then by Lemma 2.2.6 Y satisfies
(
b−l
)
for all l ∈ (0, 1). It
follows from Proposition 2.3.5 that L(−α) is bounded away from 0 for all α > 0. Let α < a and
β ∈ (0, αb ).
We set κα = inft∈[0,T ] Lt(−α) > 0. We infer from Lemma 2.4.4 that for t ∈ [0, T ]
κα ≤ Lt(−α) ≤ E
[
Xαt
XαT
⏐⏐⏐⏐Ft
]
≤ CβLβt + C
α
aL
α
a
t ≤ max{Cβ, C
α
a }Lβt
(
1 + L
α
a
−β
t
)
. (2.20)
Since a ≥ 1, by Proposition 2.4.2 L ≤ l = 1+C1 where C1 > 0 is a positive constant depending
only on b and C. We deduce from (2.20) that L ≥ l with lβ = κα
max{Cβ ,C αa }
(
1+(1+C1)
α
a−β
) .
Proposition 2.4.2 and Theorem 2.4.5 show that for a ≥ 1, L and L(1 − a) possess the same
properties in terms of uniform bounds. This will be further emphasized by Theorem 2.5.1 which
gives a converse to Theorem 2.4.5 for the particular case where a > 1. For a ∈ (0, 1), we will
only be able to show that L inherits the integrability properties of L(1− a). The starting point
of our analysis is the following lemma which establishes an inequality for L leading to a pathwise
estimate for its upper bound.
Lemma 2.4.6. Suppose that U satisfies (Ga,b,C) with a ∈ (0, 1) and u1−a < +∞. Let γ ∈ R
such that 0 < γ < min
{
1
b , 1
}
. Then for every σ ∈ T (F), we have
Lσ ≤ CγL1−γσ + CLσ(1− a). (2.21)
Proof. Let γ ∈ (0, 1) satisfying 0 < γ < min
{
1
b , 1
}
. Let σ ∈ T (F). We recall that
Lσ = E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
⏐⏐⏐⏐Fσ
]
= E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
]
+ E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
]
.
First we provide an upper bound of E
[
XˆTU
′ (XˆT )
XˆσU
′ (Xˆσ)
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ]. An application of (Ga,b,C) yields
U
′(XˆT )
U ′(Xˆσ)
1{XˆT>Xˆσ} =
1
U ′ (Xˆσ)
U ′ (XˆT )
1{XˆT>Xˆσ} ≤ C
(
Xˆσ
XˆT
)a
1{XˆT>Xˆσ} ≤ C
(
XˆT
Xˆσ
)−a
.
We infer from the supermartingale property of Xˆ1−aL(1− a) that
E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
]
≤ CE
⎡⎣(XˆT
Xˆσ
)1−a⏐⏐⏐⏐Fσ
⎤⎦ ≤ CLσ(1− a).
Next we give an upper bound of the term
E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
]
= E
⎡⎣XˆT
Xˆσ
(
U
′(XˆT )
U ′(Xˆσ)
)γ (
U
′(XˆT )
U ′(Xˆσ)
)1−γ
1{XˆT≤Xˆσ}
⎤⎦ .
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As U satisfies (Ga,b,C), we have
(
U
′ (XˆT )
U ′ (Xˆσ)
)γ
1{XˆT≤Xˆσ} ≤ C
γ
(
Xˆσ
XˆT
)γb
1{XˆT≤Xˆσ}. Consequently
XˆT
Xˆσ
(
U
′(XˆT )
U ′(Xˆσ)
)γ
1{XˆT≤Xˆσ} ≤ C
γ
(
Xˆσ
XˆT
)γb−1
= Cγ
(
XˆT
Xˆσ
)1−γb
1{XˆT≤Xˆσ} ≤ C
γ .
We deduce that
E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
]
≤ CγE
⎡⎣(U ′(XˆT )
U ′(Xˆσ)
)1−γ⏐⏐⏐⏐Fσ
⎤⎦ . (2.22)
Using Jensen’s inequality and the supermartingale property of Yˆ = U ′(Xˆ)L, we obtain
E
⎡⎣(U ′(XˆT )
U ′(Xˆσ)
)1−γ⏐⏐⏐⏐Fσ
⎤⎦ ≤ (E [U ′(XˆT )
U ′(Xˆσ)
⏐⏐⏐⏐Fσ
])1−γ
= L1−γσ
(
E
[
U
′(XˆT )LT
U ′(Xˆσ)Lσ
⏐⏐⏐⏐Fσ
])1−γ
≤ L1−γσ .
We infer from (2.22) that E
[
XˆTU
′ (XˆT )
XˆσU
′ (Xˆσ)
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ] ≤ CγL1−γσ . We obtain (2.21) by summing
up the two upper bounds. The proof is complete.
The following proposition shows that for a ∈ (0, 1), L inherits the integrability properties of
L(1− a).
Proposition 2.4.7. Suppose that U satisfies (Ga,b,C) with a ∈ (0, 1) and u1−a < +∞. Then:
A1. L is integrable, i.e. E [Lt] < +∞, ∀ t ∈ [0, T ].
A2. L is bounded from above if L(1− a) is bounded from above.
If additionally L is a semimartingale, then :
A3. L is a special semimartingale.
A4. If L(1− a) ∈ Sr for some r > 0, then L ∈ Sr.
Proof. Let γ ∈ R such that 0 < γ < min{1, 1b}. For a real valued càdlàg process Γ, Γ∗ is defined
as follows Γ∗t = sups∈[0,t] |Γs|, t ∈ [0, T ].
A1. Let t ∈ [0, T ]. By Lemma 2.4.6 we have Lt ≤ CγL1−γt + CLt(1 − a). Integrating, and
applying Jensen’s inequality, we obtain
E [Lt] ≤ Cγ (E [Lt])1−γ + CE [Lt(1− a)] .
L(1− a) being a supermatingale, we have E [Lt(1− a)] < +∞. We deduce from the inequality
above that E [Lt] satisfies the inequality z ≤ Cγz1−γ + CE [Lt(1− a)] , z > 0. Therefore by
Lemma 2.4.1, E [Lt] < +∞. As t is arbitrary, L is integrable.
A2. Let ϵ = ||L(1− a)||∞ < +∞. By Lemma 2.4.6, for each t ∈ [0, T ],
Lt ≤ CγL1−γt + Cϵ.
We infer from Lemma 2.4.1 that Lt ≤ Kϵ where Kϵ is the root of the equation
z = Cγz1−γ + Cϵ, z > 0. (2.23)
As Kϵ is independent of t, ω ∈ Ω and L has càdlàg paths3, it follows that supt∈[0,T ] Lt ≤ Kϵ.
Thus L is bounded from above.
3 L has càdlàg paths since Xˆ and Yˆ have càdlàg paths and U ′ is continuous.
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A3. Assume that L is a semimartingale. L(1−a) is a special semimartingale by Proposition 2.3.2.
Hence L∗(1− a) is locally integrable, see [Pro04, Theorem 33, Chapter 3]. Let (σn)n∈N ⊆ T (F)
be a localizing sequence for L∗(1 − a). We will show that (σn)n∈N is also a localizing sequence
for L∗. Let t ∈ [0, T ] and n ∈ N. By Lemma 2.4.6 we have
L∗t∧σn ≤ Cγ
(
L∗t∧σn
)1−γ + CL∗t∧σn(1− a).
Integrating the above inequality and applying Jensen’s inequality we obtain
E
[
L∗t∧σn
] ≤ Cγ (E [L∗t∧σn])1−γ + CE [L∗t∧σn(1− a)] .
Now E
[
L∗t∧σn(1− a)
]
= κ < +∞. Clearly E [L∗t∧σn] satisfies the inequality z ≤ Cγz1−γ + Cκ.
Again by Lemma 2.4.1, E
[
L∗t∧σn
]
< +∞ and L∗t∧σn is integrable. Consequently, (σn)n∈N is a
localizing sequence for L∗ and thus L is a special semimartingale.
A4. Assume δ = E
[(
L∗T (1− a)
)r]
< +∞. By Lemma 2.4.6, we have L∗T ≤
(
L∗T
)1−γ +L∗T (1− a).
Using the binomial inequality (x + y)r ≤ 2r(xr + yr) for x, y > 0 and Jensen’s inequality, we
deduce from the preceding inequality that
E
[(
L∗T
)r] ≤ 2r(E [(L∗T )r])1−γ + 2rδ. (2.24)
As γ ∈ (0, 1), there exists a unique z∗ > 0 solution to the equation
z = 2rz1−γ + 2rδ, z > 0.
We infer from (2.24) and Lemma 2.4.1 that E
[(
L∗T
)r] ≤ z∗ which implies that L ∈ Sr.
Remark 2.4.8. Note that L is semimartingale if for example U ′ is twice differentiable, convex
or concave. If additionally, 1/U ′(Xˆ) is locally bounded, then L is a special semimartingale. The
condition (Ga,b,C) is not needed, see for example Lemma 3.3.4.
Applying Lemma 2.4.4 and Proposition 2.4.7, we obtain the following Theorem which shows
that L is bounded away from 0 and ∞, if L(1− a) possesses such a property.
Theorem 2.4.9. Suppose that U satisfies (Ga,b,C) with a ∈ (0, 1) and there exists Y ∈ Y∗ which
satisfies
(
A 1
1−a
)
. Then there exist two strictly positive constants l, l depending only on a, b and
C such that
l ≤ L ≤ l.
Proof. As there exists Y ∈ Y∗ which satisfies (A 1
1−a
), Y also satisfies (b−q ) for every q ∈ (0, 1) by
Lemma 2.2.6. Proposition 2.3.5 implies that ||L(1− a)||∞ < +∞ and for every α > 0, we have
κα = inft∈[0,T ] Lt(−α) > 0. We infer from Proposition 2.4.7 that L ≤ l where l is the root of the
equation (2.23). Note that l depends only on b, C and ||L(1 − a)||∞. For the lower bound, we
choose α < a, β ∈ (0, αb ) and apply Lemma 2.4.4 which yields for t ∈ [0, T ]
κα ≤ max{Cβ, C
α
β }Lβt
(
1 + (1 + l)
α
a
−β) .
We deduce that L ≥ l with lβ = κα/max{Cβ, C
α
β }
(
1 + (1 + l)αa−β
)
.
With Theorem 2.4.5, Proposition 2.4.7 and Theorem 2.4.9, we have reduced our analysis of
integrability properties of L to that L(p) for some p ∈ (−∞, 0) ∪ (0, 1). In Section 2.6, we will
rely on this reduction to identify market models for which L is bounded away from 0 and ∞. A
sufficient condition for L to be in Sr for some r ≥ 1 will be given in Chapter 3.
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2.5 Uniform bounds of L and integrability properties of the op-
timizers
Our goal in this section is to show how uniform bounds of L away from 0 and ∞ relate to
the integrability properties of the optimizers: dual optimizer Yˆ , optimal wealth Xˆ and optimal
trading strategy ν. We will rely on these properties in Section 2.7 to provide a stability analysis
of the optimizers w.r.t. to misspecification in the risk preference and initial wealth.
2.5.1 Uniform bounds of L and reverse Hölder’s condition for Yˆ
In this section, we are interested in the uniform bounds of L and its links with the conditions
(b−q ) or (Ar) for Yˆ for some q ∈ (0, 1) or r > 1. These will complement Theorems 2.4.5 and 2.4.9
in terms of necessary conditions for L to be bounded away from 0 and ∞. We will distinguish
the cases a > 1 and a ≤ 1 which will be related respectively to the conditions (b−q ) and (Ar) for
Yˆ .
Uniform bounds of L and the (b−q ) condition for Yˆ
We confine our attention in section to the class of utility functions U satisfying (Ga,b,C) with
a > 1. The following theorem reduces the complete study of the boundedness of L away from 0
and ∞, and the condition (b−q ) for Yˆ for any q ∈ (0, 1) to the condition (b−q′ ) for any arbitrary
element Y ∈ Y∗ and for any q′ ∈ (0, 1).
Theorem 2.5.1. Suppose that U satisfies (Ga,b,C) with a > 1. Let q ∈ (0, 1). The following
assertions are equivalent:
i) L is bounded away from 0 and ∞.
ii) (b−q ) holds for Yˆ .
iii) (b−q ) holds for some Y ∈ Y∗.
iv) L(p) is bounded away from 0 and ∞ for all p < 0.
Proof. i) ⇒ ii) Let σ ∈ T (F). First we suppose that q satisfies 1 − 1b ≤ q < 1 and show that
Yˆ = U ′(Xˆ)L satisfies
(
b−q
)
. By Proposition 2.4.2 there exists C1 > 0 such that L ≤ C1. We
infer from (Ga,b,C) that
E
[(
YˆT
Yˆσ
)q⏐⏐⏐⏐Fσ
]
= 1
Lqσ
E
[(
U
′(XˆT )
U ′(Xˆσ)
)q
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
]
+ 1
Lqσ
E
[(
U
′(XˆT )
U ′(Xˆσ)
)q
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
]
≥ 1
Cq
1
Lqσ
⎛⎝E [( Xˆσ
XˆT
)qa
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
]
+ E
⎡⎣( Xˆσ
XˆT
)bq
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠ . (2.25)
For p ∈
{
qa
a−1 ,
qb
b−1
}
, the map (0,+∞) ∋ y ↦→ yp is convex as p > 1. By Jensen’s inequality,
E
[(
Xˆσ
XˆT
)qa
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
]
≥
⎛⎝E
⎡⎣( Xˆσ
XˆT
)a−1
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
qa
a−1
,
E
⎡⎣( Xˆσ
XˆT
)bq
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦ ≥
⎛⎝E
⎡⎣( Xˆσ
XˆT
)b−1
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
bq
b−1
.
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With γ = 1CqC1 , we deduce from (2.25) that
E
[(
YˆT
Yˆσ
)q⏐⏐⏐⏐Fσ
]
≥ γ
⎡⎢⎣
⎛⎝E
⎡⎣( Xˆσ
XˆT
)a−1
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
qa
a−1
+
⎛⎝E
⎡⎣( Xˆσ
XˆT
)b−1
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
bq
b−1
⎤⎥⎦ .
As E
[(
Xˆσ
XˆT
)b−1
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
]
∈ [0, 1] and bqb−1 ≤ qaa−1 , we have
⎛⎝E
⎡⎣( Xˆσ
XˆT
)b−1
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
bq
b−1
≥
⎛⎝E
⎡⎣( Xˆσ
XˆT
)b−1
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
aq
a−1
.
Using the binomial inequalities zl1 + zl2 ≥ 12l (z1 + z2)l , z1, z2 > 0, l > 0, we obtain
E
[(
YˆT
Yˆσ
)q⏐⏐⏐⏐Fσ
]
≥ γ¯
⎛⎝E
⎡⎣( Xˆσ
XˆT
)a−1
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦+ E
⎡⎣( Xˆσ
XˆT
)b−1
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
qa
a−1
,
(2.26)
where γ¯ = γ2−
qa
a−1 . It remains to show that the right hand term in (2.26) is bounded away from
0. For this, we use the fact that κ = ess infω∈Ω inft∈[0,T ] Lt(ω) > 0 by i). The condition (Ga,b,C)
gives
κ ≤ Lσ = E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
]
+ E
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
]
≤ CE
⎡⎣( Xˆσ
XˆT
)b−1
1{XˆT≤Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦+ CE
⎡⎣( Xˆσ
XˆT
)a−1
1{XˆT>Xˆσ}
⏐⏐⏐⏐Fσ
⎤⎦ . (2.27)
Inserting (2.27) in (2.26) yields E
[(
YˆT
Yˆσ
)q⏐⏐⏐⏐Fσ] ≥ γ¯ ( κC ) qaa−1 . We deduce that Yˆ satisfies (b−q ). As
Yˆ is a supermartingale, Lemma 2.2.6 entails that it satisfies (b−l ) for all l ∈ (0, 1).
ii)⇒ iii). This is clear since Yˆ ∈ Y∗. iii)⇒ i) holds by Theorem 2.4.5. The equivalence between
iii) and iv) follows from Proposition 2.3.5 and assertion ii) of Lemma 2.2.6.
Theorem 2.5.1 extends Proposition 2.3.5 for power utility functions with risk aversion 1−p > 0
to the larger class of utility functions U satisfying (Ga,b,C) with a > 1.
Remark 2.5.2. Theorem 2.5.1 fails in general for a ≤ 1.
• Consider the logarithmic utility U(z) = log z, z > 0, which satisfies (G1,1,1) and for which
L = 1. For the continuous market model given in [KS99, Example 5.1], the corresponding
dual optimizer is not uniformly integrable. Hence by Lemma 2.2.6, the dual optimizer does
not satisfy the condition (b−q ) for every q ∈ (0, 1). The assertion i) implies ii) in Theorem
2.5.1 fails.
• For a ∈ (0, 1), take U(z) = z1−a1−a , z > 0. In [FMW12, Proposition 5.1 and Theorem 5.2],
market models are constructed for which the density of the minimal martingale measure
satisfies the condition (b−q ) for every q ∈ (0, 1). However L(1−a) is unbounded. Therefore
in Theorem 2.5.1, iii) does not imply i).
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Uniform bounds of L and the (Ar) condition for Yˆ
We consider in this section the links between the boundedness of L and the condition (Ar)
for Yˆ . We recall that the condition (Ar) implies (b−q ) for all q ∈ (0, 1). Thus building on
Remark 2.5.2, we cannot expect the boundedness of L away from 0 and ∞ to be sufficient
in all cases to guarantee that Yˆ satisfies (Ar) for some r > 1. Indeed, if Yˆ satisfies (Ar) for
some r > 1, then by Proposition 2.3.5, L(1/r) is bounded away from 0 and ∞, and the dual
optimizer Y corresponding to the power utility case with risk aversion 1 − 1r satisfies as well
(Ar). Thus in general for Yˆ to satisfy (Ar), it is necessary for an element Y ∈ Y∗ to satisfy an
analogue condition. The following theorem collects some sufficient conditions under which the
boundedness of L away from 0 and ∞, leads to the condition (Ar) for Yˆ for some r > 1.
Theorem 2.5.3. Suppose that U satisfies (Ga,b,C) with 0 < a ≤ b. The following assertions
hold:
i) Assume that L is bounded away from 0 and ∞, and there exists Y ∈ Y∗ satisfying (Ak)
for some k > 1. Then Yˆ satisfies (Ar) for r ≥ 1 + bk.
ii) Assume that L is bounded away from 0 and ∞, and b < 1. Then Yˆ satisfies (A 1
1−b
).
Proof. i) Let r ≥ 1 + bk and σ ∈ T (F). As Yˆσ = U ′(Xˆσ)Lσ and LT = 1, we obtain
E
⎡⎣( Yˆσ
YˆT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ = L 1r−1σ E
⎡⎣(U ′(Xˆσ)
U ′(XˆT )
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ . (2.28)
Using (Ga,b,C), we deduce that
E
⎡⎣(U ′(Xˆσ)
U ′(XˆT )
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ ≤ E
⎡⎣max
⎧⎨⎩1, C 1r−1
(
XˆT
Xˆσ
) b
r−1
⎫⎬⎭
⏐⏐⏐⏐Fσ
⎤⎦ ≤ E
⎡⎣1 + C 1r−1 (XˆT
Xˆσ
) b
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ .
We set p := br−1 . Clearly p ≤ 1k and as Y satisfies (Ak), the opportunity process L(p) is uniformly
bounded by Proposition 2.3.5. It follows from the supermartingale property of XˆpL(p) that
E
[
1 + C
1
r−1
(
XˆT
Xˆσ
)p⏐⏐⏐⏐Fσ
]
≤ 1 + C 1r−1L(p) ≤ 1 + C 1r−1 ||L(p)||∞.
Since L is bounded from above, we deduce from (2.28) and the above inequalities that
E
⎡⎣( Yˆσ
YˆT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ ≤ ||L|| 1r−1∞ (1 + C 1r−1 ||L(p)||∞) := Kr. (2.29)
Hence Yˆ satisfies (Ar).
ii) We assume that b < 1 and L is bounded from above. Let σ ∈ T (F). With r = 11−b , we
have 1r−1 =
1−b
b . Therefore
E
⎡⎣( Yˆσ
YˆT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ = E
⎡⎣(U ′(Xˆσ)Lσ
U ′(XˆT )
) 1−b
b
⏐⏐⏐⏐Fσ
⎤⎦ = L 1−bbσ E
⎡⎣(U ′(Xˆσ)
U ′(XˆT )
) 1−b
b
⏐⏐⏐⏐Fσ
⎤⎦ . (2.30)
As U ′ is decreasing,
(
U
′ (Xˆσ)
U ′ (XˆT )
) 1−b
b
1{Xˆσ>XˆT } ≤ 1. Now (Ga,b,C) implies that(
U
′(Xˆσ)
U ′(XˆT )
) 1
b
−1
1{Xˆσ≤XˆT } =
(
U
′(Xˆσ)
U ′(XˆT )
) 1
b U
′(XˆT )
U ′(Xˆσ)
1{Xˆσ≤XˆT } ≤ C
1
b
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
.
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With the above inequalities, the definition of L and the monotonicity property of U ′ we have
E
⎡⎣(U ′(Xˆσ)
U ′(XˆT )
) 1−b
b
⏐⏐⏐⏐Fσ
⎤⎦ ≤ 1 + E
⎡⎣(U ′(Xˆσ)
U ′(XˆT )
) 1−b
b
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
⎤⎦
≤ 1 + C 1bE
[
XˆTU
′(XˆT )
XˆσU
′(Xˆσ)
⏐⏐⏐⏐Fσ
]
= 1 + C
1
bLσ.
We infer from (2.30) that
E
⎡⎣( Yˆσ
YˆT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ ≤ ||L|| 1b−1∞ + C 1b ||L|| 1b∞ <∞.
As σ is arbitrary, Yˆ satisfies (Ar).
Remark 2.5.4. Theorem 2.5.3 is stronger than the recent result [KW16, Theorem 3.4] which
states that under the condition (Ga,b,C) with a ∈ (0, 1), Yˆ satisfies (Ar) with r = 1 + b1−a if
there exits Y ∈ Y∗ satisfying (Ak) with k = 11−a . Indeed by Theorem 2.4.9, the existence of
Y ∈ Y∗ satisfying (Ak) with k = 11−a implies the boundedness of L away from 0 and ∞, and
as a result all the conditions of Theorem 2.5.3 are satisfied and we recover that Yˆ satisfies (Ar)
with r = 1 + b1−a .
The following proposition shows that in the special case a = b ∈ (0, 1), we have an equivalence
between the boundedness of L away from 0 and ∞, and the condition (Ar) for Yˆ with r = 11−a .
It serves as a converse of Theorem 2.4.9 and extends Proposition 2.3.5 to the larger class of
utility functions satisfying the condition (Ga,a,C). In practice, it will be useful to show that
sharp conditions derived for the boundedness of L(1−a) extend as well to L, see Remark 2.6.13.
Proposition 2.5.5. Suppose that U satisfies (Ga,b,C) with a = b ∈ (0, 1). Let r = 11−a . The
following assertions are equivalent:
A1) L is bounded away from 0 and ∞.
A2) (Ar) holds for Yˆ .
A3) (Ar) holds for some Y ∈ Y∗.
A4) L(1− a) is bounded away from 0 and ∞.
Proof. A1) ⇒ A2) follows from assertion ii) of Theorem 2.5.3 . A2) ⇒ A3) holds since Yˆ ∈ Y∗.
Observe that A3) ⇒ A1) is a consequence of Theorem 2.4.9. By Proposition 2.3.5, A3) is
equivalent to A4).
For a ≥ 1, a combination of Theorems 2.4.5 and 2.5.3 lead to the following sufficient condition
for both the boundedness of L away from 0 and∞, and the condition (Ar) for Yˆ for some r > 1.
Proposition 2.5.6. Suppose that U satisfies (Ga,b,C) with a ≥ 1. Let k > 1. Assume that (Ak)
holds for some Y ∈ Y∗. Then Yˆ satisfies (Ar) with r = 1 + bk and L is bounded away from 0
and ∞.
Proof. As a ≥ 1 and (Ak) implies (b−q ) for all q ∈ (0, 1), Theorem 2.4.5 entails that L is bounded
away from 0. We infer from Theorem 2.5.3 that Yˆ satisfies (Ar) with r = 1 + bk.
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Observing carefully the proof of Theorem 2.5.3, the boundedness of L away from 0, is not
needed. However, L bounded away from 0, is a necessary condition for Yˆ to satisfy the condition
(Ar) for some r > 1 as the following lemma shows.
Lemma 2.5.7. Suppose that U satisfies (Ga,b,C) with a ∈ (0, 1) and u1−a < +∞. Assume that
Yˆ satisfies (Ar) for some r > 1. Then there exists δ > 0 depending only on a,C and r such that
L ≥ δ.
Proof. Let α > 0 such that αb = 1r and σ ∈ T (F). The function R ∋ x ↦→ x−α is decreasing and
convex. Using Jensen’s inequality and the supermartingale property of Yˆ = U ′(Xˆ)L, we have
E
⎡⎣( YˆT
Yˆσ
)−α⏐⏐⏐⏐Fσ
⎤⎦ = E
⎡⎣(U ′(XˆT )
U ′(Xˆσ)
)−α 1
L−ασ
⏐⏐⏐⏐Fσ
⎤⎦ ≥ 1.
Thus L−ασ ≤ E
[(
U
′ (XˆT )
U ′ (Xˆσ)
)−α⏐⏐⏐⏐Fσ
]
= E
[(
U
′ (Xˆσ)
U ′ (XˆT )
)α⏐⏐⏐⏐Fσ]. An application of (Ga,b,C) yields
(
U
′(Xˆσ)
U ′(XˆT )
)α
≤ 1 + Cα
(
XˆT
Xˆσ
)αb
= 1 + Cα
(
XˆT
Xˆσ
) 1
r
.
Since Yˆ satisfies (Ar), Proposition 2.3.5 entails that L(1/r) is uniformly bounded. Employing
the supermartingale property of the product X 1rL(1/r) and the previous inequalities, we obtain
L−ασ ≤ E
[(
U
′(Xˆσ)
U ′(XˆT )
)α⏐⏐⏐⏐Fσ
]
≤ 1 + CαE
⎡⎣(XˆT
Xˆσ
) 1
r
⏐⏐⏐⏐Fσ
⎤⎦ ≤ 1 + Cα||L(1/r)||∞.
Take δ =
(
1
1+Cα||L(1/r)||∞
) 1
α .
In view of Proposition 2.5.5 and Lemma 2.5.7, the boundedness of L away from 0 and∞ does
not only lead to a sufficient condition for Yˆ to satisfy (Ar) for some r > 1, but also provides
a necessary condition. A particular benefit for addressing the condition (Ar) for Yˆ by looking
at the boundedness of L is the simple verification principle given by Proposition 2.5.6 for the
case a ≥ 1. This is treated in [KW16, Corollary 5.5] only for S with continuous paths and for a
continuous filtration F. In Remark 2.5.14, we will highlight the importance of the boundedness
of L in conferring to Yˆ the structure of the stochastic exponential of a BMO martingale in a
general setting.
2.5.2 Uniform bounds of L and moments of the optimal wealth process
So far we have illustrated the importance of L in yielding necessary and sufficient conditions
for Yˆ to satisfy the condition (b−q ) for some q ∈ (−∞, 0) ∪ (0, 1). In this section, we turn our
attention to the optimal terminal wealth XˆT . Contrary to the dual optimizer Yˆ which is directly
connected to L via the relation Yˆ = U ′(Xˆ)L, we do not have such a connection for the optimal
wealth process Xˆ. A priori, it is not clear if the boundedness of L away from 0 and ∞, ensures
that XˆT admits moments of a certain order. For this reason, we will work under the assumption
that the dual optimal martingale measure exists, i.e. Yˆ /Yˆ0 is the density process of an equivalent
local martingale measure Qˆ, and look for the moments of XˆT w.r.t. the measure Qˆ. Now observe
that if Qˆ is well defined, then for γ > 1 and σ ∈ T (F), we have
EQˆ
[(
XˆT
Xˆσ
)γ⏐⏐⏐⏐Fσ
]
= E
[
YˆT
Yˆσ
(
XˆT
Xˆσ
)γ⏐⏐⏐⏐Fσ
]
= E
⎡⎣(XˆT YˆT
XˆσYˆσ
)γ (
Yˆσ
YˆT
)γ−1⏐⏐⏐⏐Fσ
⎤⎦ .
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Thus if XˆYˆ satisfies (Rp) for some p > 1 and Yˆ satisfies (Ar) for some r > 1, then for γ
suitably chosen and applying Hölder’s inequality, Xˆ will satisfy (Rγ) w.r.t. to the measure Qˆ
and therefore we will have XˆT ∈ Lγ(Qˆ). The process L was defined via the martingale XˆYˆ and
we expect the boundedness of L to be connected to the condition (Rp) for XˆYˆ . We will proceed
in two steps to infer moments of XˆT from the boundedness of L. In a first step, we establish the
equivalence between the boundedness of L away from 0 and ∞, and the condition (Ar) stated
for XˆYˆ for some r > 1. In a second step, we provide a sufficient condition for the existence of
Yˆ /Yˆ0 to define the density process of an equivalent local martingale measure for S and how to
choose γ.
Uniform bounds of L and the (Ar) condition for XˆYˆ
Before stating the main result of this section, we recall some facts and properties of the martin-
gale XˆYˆ . We consider the process SXˆ and the probability measure QXˆ defined by
SXˆ =
( 1
Xˆ
,
S
Xˆ
)
and dQ
Xˆ
dP
⏐⏐⏐⏐
FT
= XˆT YˆT
xy
. (2.31)
Clearly SXˆ is the asset price process discounted by the numeraire Xˆ. It is well known that X˜ is
a wealth process from trading in the assets with price process SXˆ if and only if X˜Xˆ is a wealth
process from trading in the assets with prices modeled by S, see [DS95, Theorem 11]. Moreover,
QXˆ is an equivalent local martingale measure for SXˆ , see [DS94, Theorem 5.6].
The following proposition shows that (Ar′ ) holds for Yˆ for some r
′
> 1 if (Ar) holds for XˆYˆ for
some r > 1. It does not depend on the condition (Ga,b,C) nor L. The process XˆYˆ is thus an
auxiliary tool to investigate the Muckenhoupt’s condition for Yˆ .
Proposition 2.5.8. Assume that there exists Y ∈ Y∗ satisfying (Ak) for some k > 1 and XˆYˆ
satisfies (Ar) for some r > 1. Then Yˆ satisfies (Aγ) for some γ > 1 and in addition there exists
a constant δ > 0 such that for every σ ∈ T (F), we have
E
⎡⎣( Xˆσ
XˆT
) 1
r
⏐⏐⏐⏐Fσ
⎤⎦ ≤ δ. (2.32)
Proof. Let q > 1, q¯ = qq−1 and γ = 1 + q(r − 1). Let σ ∈ T (F). By Hölder’s inequality one has
E
⎡⎣( Yˆσ
YˆT
) 1
γ−1 ⏐⏐⏐⏐Fσ
⎤⎦ = E
⎡⎣( XˆσYˆσ
XˆT YˆT
) 1
γ−1
(
XˆT
Xˆσ
) 1
γ−1 ⏐⏐⏐⏐Fσ
⎤⎦
≤
⎛⎝E
⎡⎣( XˆσYˆσ
XˆT YˆT
) q
γ−1 ⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
1
q
⎛⎝E
⎡⎣(XˆT
Xˆσ
) q¯
γ−1 ⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
1
q¯
.
Note that qγ−1 =
1
r−1 and
q¯
γ−1 =
1
(q−1)(r−1) . By assumption, there exists Cr > 0 such that
E
[(
XˆσYˆσ
XˆT YˆT
) q
γ−1
⏐⏐⏐⏐Fσ
]
≤ Cr. Choosing q such that (q − 1)(r − 1) ≥ k, we have q¯γ−1 ≤ 1k ∈ (0, 1).
We set p = q¯γ−1 . Since there exists Y ∈ Y∗ which satisfies (Ak), we deduce from Proposition
2.3.5 that L(p) is bounded. Using the supermartingale property of the product XpL(p), we have
E
⎡⎣(XˆT
Xˆσ
) q¯
γ−1 ⏐⏐⏐⏐Fσ
⎤⎦ ≤ Lσ(p) ≤ ||L(p)||∞.
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Altogether, it follows that Yˆ satisfies (Aγ) with γ = 1 + q(r − 1), q > 1 + kr−1 .
Next we prove (2.32). Let p = 1r ∈ (0, 1). We denote by uS
Xˆ
p (resp. vS
Xˆ
p ) the value function (resp.
dual value function) for the power utility maximization problem with relative risk aversion 1−p
and underlying asset price SXˆ . Since QXˆ ∈ Me(SXˆ) and XˆYˆ satisfies (A 1
p
), we deduce from
Remark 2.3.1 that vSXˆp (z) < +∞, ∀z > 0. Thus uS
Xˆ
p (z) < +∞, ∀z > 0 by [KS03, Theorem
2]. From Proposition 2.3.2, we infer that the corresponding opportunity process LSXˆ (p) is well
defined. By Proposition 2.3.5, LSXˆ (p) is bounded since XˆYˆ satisfies (A 1
p
). As 1
Xˆ
is a wealth
process from trading into the assets with price process SXˆ ,
(
1
Xˆ
)p
LS
Xˆ (p) is a supermartingale.
Hence for σ ∈ T (F) we have
E
⎡⎣( Xˆσ
XˆT
) 1
r
⏐⏐⏐⏐Fσ
⎤⎦ ≤ LSXˆσ (p) ≤ ||LSXˆ (p)||∞.
Remark 2.5.9. For logarithmic utility U(z) = log z, z > 0, we have XˆYˆ = 1. By Remark 2.5.2,
the dual optimizer might fail to be uniformly integrable and thus will not satisfy a Muckenhoupt’s
condition. Hence, the existence of Y ∈ Y∗ satisfying (Ak) in Proposition 2.5.8 is necessary.
The following theorem shows that the condition (Ar) for XˆYˆ is equivalent to the boundedness
of L away from 0 and ∞, provided (Ak) holds for some Y ∈ Y∗.
Theorem 2.5.10. Suppose that U satisfies (Ga,b,C) with 0 < a ≤ b. Assume that there exists
Y ∈ Y∗ satisfying (Ak) for some k > 1. The following assertions are equivalent:
i) XˆYˆ satisfies (Ar) for r > max
{
1+a
a , 1 + bk
}
.
ii) L is bounded away from 0 and ∞.
Proof. We first prove that i) implies ii). For this purpose, let r > 1 and let us first prove that L
is bounded away from 0. As XˆYˆ satisfies (Ar), we infer from Proposition 2.5.8 that Yˆ satisfies
(Ar′ ) for some r
′
> 1 and from Lemma 2.5.7 that L is bounded away from 0. Next we show
that L is bounded from above. Let γ ∈ (0, 1) with γb < 1r . Since Yˆ satisfies (Ar′ ), it satisfies
(b−γ ) by Lemma 2.2.6. Therefore there exists Kγ such that for every σ ∈ T (F), we have
Kγ ≤ E
[(
YˆT
Yˆσ
)γ⏐⏐⏐⏐Fσ
]
= E
[(
U
′(XˆT )
U ′(Xˆσ)Lσ
)γ⏐⏐⏐⏐Fσ
]
.
Let σ ∈ T (F). Using (Ga,b,C), we have
(
U
′ (XˆT )
U ′ (Xˆσ)
)γ
≤ max
{
1, Cγ
(
Xˆσ
XˆT
)γb}
≤ 1 + Cγ
(
Xˆσ
XˆT
)γb
.
Hence
KγL
γ
σ ≤ 1 + CγE
⎡⎣( Xˆσ
XˆT
)γb⏐⏐⏐⏐Fσ
⎤⎦ . (2.33)
As XˆYˆ satisfies (Ar) and r < 1γb , it also satisfies
(
A 1
γb
)
. Proposition 2.5.8 ensures that the
right hand term of (2.33) is uniformly bounded and therefore L is bounded from above.
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We now show that ii) implies i). Choose r > max
{
1+a
a , 1 + bk
}
, α = 1r−1 and σ ∈ T (F).
Then
E
[(
XˆσYˆσ
XˆT YˆT
)α⏐⏐⏐⏐Fσ
]
= E
[(
XˆσYˆσ
XˆT YˆT
)α
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
]
+ E
[(
XˆσYˆσ
XˆT YˆT
)α
1{Xˆσ>XˆT }
⏐⏐⏐⏐Fσ
]
.
L being bounded and r > 1 + bk, Yˆ satisfies (Ar) by Theorem 2.5.3. More precisely, we have
E
[(
Yˆσ
YˆT
)α⏐⏐⏐⏐Fσ
]
≤ Kr,
where Kr is the constant given by (2.29). Hence
E
[(
XˆσYˆσ
XˆT YˆT
)α
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
]
≤ E
[(
Yˆσ
YˆT
)α
1{Xˆσ≤XˆT }
⏐⏐⏐⏐Fσ
]
≤ Kr. (2.34)
The function U ′ is decreasing. Thus U
′ (Xˆσ)
U ′ (XˆT )
1{Xˆσ>XˆT } ≤ 1. Since Yˆ = U
′(Xˆ)L, we have
E
[(
XˆσYˆσ
XˆT YˆT
)α
1{Xˆσ>XˆT }
⏐⏐⏐⏐Fσ
]
≤ LασE
[(
Xˆσ
XˆT
)α⏐⏐⏐⏐Fσ
]
. (2.35)
The inequality r > 1 + 1a implies that α =
1
r−1 < a. Choosing β ∈
(
0, αb
)
, Lemma 2.4.4 implies
that
E
[(
Xˆσ
XˆT
)α⏐⏐⏐⏐Fσ
]
≤ CβLβσ + C
α
aL
α
a
σ ≤ max{Cβ, C αa }||L||β∞
(
1 + ||L||
α
a
−β
∞
)
.
We infer from (2.35) that
E
[(
XˆσYˆσ
XˆT YˆT
)α
1{Xˆσ>XˆT }
⏐⏐⏐⏐Fσ
]
≤ max{Cβ, C αa }||L||β+α∞
(
1 + ||L||
α
a
−β
∞
)
.
Combining (2.34) and (2.35) we obtain
E
[(
XˆσYˆσ
XˆT YˆT
)α⏐⏐⏐⏐Fσ
]
≤ Kr +max{Cβ, C αa }||L||β+α∞
(
1 + ||L||
α
a
−β
∞
)
. (2.36)
Since σ is arbitrary, we deduce that XˆYˆ satisfies (Ar). The proof is complete.
Moments of the optimal wealth and BMO representation of the dual optimizer
We will now apply Theorem 2.5.10 to show that the boundedness of L away from 0 and ∞
enhances the moments of Xˆ w.r.t. the dual optimal martingale measure. In Section 2.6.2, we
will show that for continuous asset prices, a similar result holds with the minimal martingale
measure. We recall that Xˆ = xE(ν ·R) where ν is the optimal trading strategy and R = ∫ ·0 1S−dS.
Theorem 2.5.11. Suppose that U satisfies (Ga,b,C) with a ≤ b, and there exists Y ∈ Y∗
satisfying (Ak) for some k > 1. Let ν be the optimal trading strategy and Qˆ be the probability
measure equivalent to P with density
dQˆ/dP
⏐⏐
FT = YˆT /Yˆ0. (2.37)
Suppose additionally that Xˆ satisfies (J), the process Yˆ is a local martingale and L is bounded
away from 0 and ∞. Then the following hold:
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a) Qˆ ∈Me(S),
b) The process ν ·R ∈ BMO(Qˆ) and there exists γ > 1 such that Xˆ ∈ Sγ(Qˆ).
c) There exists a BMO martingale M˜ such that Yˆ = Yˆ0E
(
M˜
)
.
If a > 1, then the existence of Y satisfying (Ak) for some k > 1 can be omitted.
For the proof, we need the following lemma.
Lemma 2.5.12. Suppose that U satisfies (Ga,b,C) with a ≤ b. Assume that Xˆ and L satisfy the
condition (J). Then:
i) Yˆ and XˆYˆ satisfy the condition (J).
ii) If Yˆ is a local martingale satisfying (b−q ) for some q ∈ (0, 1), then there exists a BMO
martigale M˜ such that Yˆ = Yˆ0E
(
M˜
)
.
Proof. i) Let k > 1 and l > 1 such that
1
k
≤ Xˆ
Xˆ−
≤ k and 1
l
≤ L
L−
≤ l. (2.38)
Note that as k > 1 and a ≤ b, we have ka ≤ kb. Using the condition (Ga,b,C) and (2.38), we
have
U
′(Xˆ)
U ′(Xˆ−)
≤ C
(
Xˆ−
Xˆ
)b
1{Xˆ≤Xˆ−} + C
(
Xˆ−
Xˆ
)a
1{Xˆ>Xˆ−} ≤ Ck
b,
U
′(Xˆ)
U ′(Xˆ−)
≥ 1
C
k−a1{Xˆ≤Xˆ−} +
1
C
k−b1{Xˆ>Xˆ−} ≥ C
−1k−b.
As Xˆ, U ′(Xˆ) and L satisfy the condition (J), one verifies that Yˆ = U ′(Xˆ)L and XˆYˆ = XˆU ′(Xˆ)L
satisfy as well the condition (J).
ii) As Yˆ is a strictly positive local martingale, we have Yˆ = Yˆ0E
(
M˜
)
where M˜ =
∫ ·
0
1
Yˆ−
dYˆ . The
process Yˆ being a supermartingale, it satisfies
(
b+1
)
. By hypothesis and the first assertion, Yˆ
satisfies
(
b−q
)
and (J). Hence, by Gehring’s lemma [DDM79, Proposition 4] there exists ϵ > 0
such that Yˆ satisfies
(
b+1+ϵ
)
. We infer from Proposition 2.2.7 that M˜ is a BMO martingale.
Proof of Theorem 2.5.11. a) By hypothesis, there exists Y ∈ Y∗ satisfying (Ak) and Yˆ is a local
martingale. Due to the boundedness of L, Theorem 2.5.3 implies that Yˆ satisfies (Ar) with r =
1+bk and therefore it is a uniformly integrable martingale. Hence Yˆ /Yˆ0 =
(
E
[
dQˆ/dP
⏐⏐Ft])
t∈[0,T ]
is the density process of the measure Qˆ. Since Yˆ ∈ Y, we deduce from [DS94, Theorem 5.6] that
Qˆ ∈Me(S).
b) First note that as XˆYˆ is a uniformly integrable martingale (see Theorem 2.2.12), Xˆ is a
Qˆ-martingale. Observe that Xˆ = xE(ν ·R) is a Qˆ-local martingale satisfying the condition (J).
So to prove the assertion, it suffices to show that Xˆ satisfies (Rγ) under the measure Qˆ for some
γ > 1 and then apply successively Proposition 2.2.7 and Corollary 2.2.8. To achieve this, we
use the fact that there exists p > 1 such that XˆYˆ satisfies (Rp). Indeed by Theorem 2.5.10
and Lemma 2.5.12, XˆYˆ satisfies (Ar) for some r > 1 and the condition (J). Thus by Gehring’s
lemma [DDM79, Proposition 4], there exists p > 1 such that XˆYˆ satisfies (Rp). Let γ, α > 1
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and such that γα = p to be made precise later. Let σ ∈ T (F). Using the fact that Qˆ has density
process Yˆ /Yˆ0 and Hölder’s inequality, we obtain
EQˆ
[(
XˆT
Xˆσ
)γ⏐⏐⏐⏐Fσ
]
= E
[
YˆT
Yˆσ
(
XˆT
Xˆσ
)γ⏐⏐⏐⏐Fσ
]
= E
⎡⎣(XˆT YˆT
XˆσYˆσ
)γ (
Yˆσ
YˆT
)γ−1⏐⏐⏐⏐Fσ
⎤⎦
≤
(
E
[(
XˆT YˆT
XˆσYˆσ
)γα⏐⏐⏐⏐Fσ
]) 1
α
⎛⎜⎝E
⎡⎢⎣( Yˆσ
YˆT
) (γ−1)α
α−1 ⏐⏐⏐⏐Fσ
⎤⎥⎦
⎞⎟⎠
α−1
α
.
We take γ = p 1+kb1+kbp and α =
1+kpb
1+kb . Then γα = p,
α
α−1 =
1+kpb
kb(p−1) and
(γ−1)α
α−1 =
1
kb . As XˆYˆ
satisfies (Rp), there exists a constant Θ independent of σ such that
EQˆ
[(
XˆT
Xˆσ
)γ⏐⏐⏐⏐Fσ
]
≤ Θ
⎛⎝E
⎡⎣( Yˆσ
YˆT
) 1
kb
⏐⏐⏐⏐Fσ
⎤⎦⎞⎠
α−1
α
.
The condition (Ga,b,C) and the supermartingale property of the product Xˆ
1
kL( 1k ) yield
E
⎡⎣( Yˆσ
YˆT
) 1
kb
⏐⏐⏐⏐Fσ
⎤⎦ ≤ L 1kbσ + C 1kbL 1kbσ E
⎡⎣(XˆT
Xˆσ
) 1
k
⏐⏐⏐⏐Fσ
⎤⎦ ≤ ||L|| 1kp∞ (1 + C 1kbLσ(1/k)).
Now by hypothesis, there exists Y ∈ Y∗ satisfying (Ak) and we infer from Proposition 2.3.5 that
||L(1/k)||∞ < +∞. We deduce from the above two estimates that Xˆ satisfies (Rγ) under the
measure Qˆ. We obtain the assertion by applying Proposition 2.2.7 and Corollary 2.2.8.
c)By Theorem 2.5.3, Yˆ satisfies (Ar) with r = 1+ bk. Hence it satisfies (b−q ) for all q ∈ (0, 1) by
Lemma 2.2.6. Assertion c) is a consequence of Lemma 2.5.12.
Assume that a > 1. Then Yˆ satisfies (b−q ) for all q ∈ (0, 1) by Theorem 2.5.1. Applying
similar arguments as in Lemma 2.5.12, Yˆ satisfies the condition (J) and (b+1+ϵ) for some ϵ > 0.
We deduce from Proposition 2.2.7 that Yˆ satisfies the condition (Ak) for some k > 1. We can
therefore repeat the same arguments as before to show a), b) and c).
Remark 2.5.13. The condition (J) for XˆYˆ and/or Xˆ is the most restrictive assumption in
Theorem 2.5.11 for which we do not have a verification principle for a general semimartingale
model S. Regarding the local martingale property of Yˆ , we refer to the recent work [KW16,
Proposition 4.2] which gives sufficient conditions. For models S with continuous paths, Yˆ is
always a local martingale, see [KW16, Lv07]. Moreover , Xˆ is continuous and therefore satisfies
condition (J).
Remark 2.5.14. Assertion c) in Theorem 2.5.11 generalizes [KW16, Corollaries 5.5 and 5.6]
which assumes the filtration F to be continuous. In such a filtration the condition (J) is satisfied
since Yˆ is a continuous local martingale. If the filtration F fails to be continuous, then Yˆ
might be discontinuous and in this case, the additional condition (J) is necessary for a positive
uniformly integrable martingale to be written as the stochastic exponential of a BMO martingale
, see [DDM79, ISS79]. As Xˆ is continuous, the condition (J) for Yˆ is precisely equivalent to
L
L− being bounded away from 0 and ∞. The latter equivalence enlightens the role played by the
process L to endow Yˆ with nice representation properties in a general filtration.
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2.6 Market models and the boundedness of the opportunity pro-
cess
The results in Sections 2.4 and 2.5 relate the boundedness of L away from 0 and ∞, to the
condition (b−q ), q ∈ (−∞, 0) ∪ (0, 1) for some element Y ∈ Y∗. For some models of the price
process S = E(R) such as the stochastic volatility models of Heston [Hes93] or Barndorff-
Nielsen-Shephard [BNS01], the process L is not bounded away from 0 and ∞. Indeed in these
cases, the opportunity process for power utility L(p) is an exponentially affine process of the
corresponding volatility process which is unbounded4 (see [KMK10, Section 3]) and therefore
L(p) is not bounded away from 0 and∞. Thus for U satisfying (Ga,b,C), one infers from Theorem
2.5.1 that L is not bounded away from 0 and ∞ for a > 1. This is also the case for b < 1 by
Theorem 2.5.3.
Our aim in this section is to give precise sharp conditions for the validity of the boundedness
of L away from 0 and ∞ in market models of exponential Lévy types and continuous price
processes. Since we do not have an explicit expression of L, we will make use of Theorems
2.4.5 and 2.4.9 relating the boundedness of L away from 0 and ∞, to that of L(p) for some
p ∈ (−∞, 0) ∪ (0, 1).
2.6.1 Exponential Lévy models
We recall that S = S0E(R) where R is an Rn-valued semimartingale with R0 = 0. We suppose
that
Assumption 2.6.1. R is a Lévy process5 and S is positive.
Under Assumption 2.6.1, the problem (2.4) has been investigated for the logarithmic utility
function [Kal00] and the class of power utilities U(z) = zpp , z > 0, p ∈ (−∞, 0)∪(0, 1) in [Nut12b].
A particular feature of the opportunity process L(p) in this context is that it is a deterministic
function of time. More precisely, it has the following form Lt(p) = exp(α(1−p)(T −t)), t ∈ [0, T ]
where α is a constant depending on p and the Lévy triplet
(
bR, cR, FR
)
of R (see [Nut12a,
Theorem 3.2]). L(p) is therefore uniformly bounded away from 0 and ∞ for p ∈ (−∞, 0)∪ (0, 1)
provided the value function up is finite. Theorems 2.4.5 and 2.4.9 lead to the following result
concerning the boundedness of L.
Proposition 2.6.2. Suppose that Assumption 2.6.1 holds and U satisfies (Ga,b,C) with a ≤ b.
Assume either that a ̸= 1 and u1−a < +∞, or a = 1 and up < +∞ for some p ∈ (0, 1). Then
1. L is bounded away from 0 and ∞,
2. For a ≤ 1, Yˆ satisfies (Ar) for some r > 1 and for a > 1, Yˆ satisfies (b−q ) for all q ∈ (0, 1).
Proof. We consider the case a ̸= 1 and u1−a < +∞. By Theorem 3.2 in [Nut12b], L(1 − a) is
bounded away from 0 and ∞. For a > 1, Theorem 2.5.1 implies that L is bounded away from 0
and ∞, and Yˆ satisfies (b−q ) for some q ∈ (0, 1). For a < 1, we infer from Proposition 2.3.5 and
Theorem 2.4.9 that there exists Y ∈ Y∗ which satisfies (A 1
1−a
) and L is bounded away from 0
and ∞. Theorem 2.5.3 implies that Yˆ satisfies (Ar) with r = 1 + b1−a .
We now assume that a = 1 and there exists p ∈ (0, 1) such that up < +∞. Then L(p) is
bounded away from 0 and ∞ by Theorem 3.2 in [Nut12b]. Proposition 2.3.5 entails that there
4 For the Heston model, the volatility process is the square root process while for the Barndorff Nielsen and
Shephard model, it is a Lévy driven Ornstein-Uhlenbeck process
5A Lévy process is a càdlàg process having stationary and independent increments, and stochastically contin-
uous, see [Sat99]
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exists Y ∈ Y∗ which satisfies (A 1
p
). As a = 1, Theorem 2.4.5 and Proposition 2.5.6 guarantee
that L is bounded away from 0 and ∞, and Yˆ satisfies (Ar) with r = 1 + b1p .
One deduces from Proposition 2.6.2 that for exponential Lévy models, the dual optimizer Yˆ
is a true martingale if it possesses the local martingale property.
Corollary 2.6.3. In addition to the assumptions of Proposition 2.6.2, suppose that Yˆ is a local
martingale. Then the measure Qˆ defined by dQˆdP =
YˆT
Yˆ0
is an equivalent local martingale measure
for S.
Remark 2.6.4. A necessary and sufficient condition for up, p ∈ (0, 1) to be finite is given by
[Nut12b, Corollary 3.7] in terms of the Lévy measure FR of R.
2.6.2 Case for continuous asset price processes
In this section, we consider the particular case where the risky asset price process S is a contin-
uous semimartingale. We provide concrete conditions on its finite variation part that pertain to
ensuring that the resulting opportunity process L be bounded away from 0 and ∞. So we will
work under the following standing assumption:
Assumption 2.6.5. The asset price process S is continuous.
As S = S0E(R) is continuous, the condition Me(S) ̸= ∅ entails that it satisfies the structure
condition (see [Sch95]), i.e. there exists an Rn-valued continuous martingale M starting at 0
and µ ∈ L(M) such that for t ∈ [0, T ]
Rt = Mt +
∫ t
0
d⟨M⟩uµu. (2.39)
Let Zµ be the process defined by Zµ = E (−µ ·M) and Qµ the probability measure defined by
dQµ
dP
⏐⏐⏐⏐FT = ZµT . (2.40)
Note that ZµS is a local martingale and Zµ ∈ Y∗. If µ ·M ∈ BMO, then Zµ is a uniformly
integrable martingale by [Kaz94, Theorem 2.3]. Moreover, Qµ ∈Me(S) and Qµ is referred to as
the minimal martingale measure, see [Sch95]. As Zµ ∈ Y∗, L is bounded away from 0 and ∞, if
Zµ satisfies (Ar) for some r > 1 appropriately chosen depending on whether a ≥ 1 or a ∈ (0, 1).
The local martingale µ ·M being continuous, the condition (Ar) for some r > 1 stated for Zµ
entails a BMO property for µ ·M . The following lemma shows that such a property is actually
necessary for the boundedness of L.
Lemma 2.6.6. Suppose that U satisfies (Ga,b,C) and L is bounded away from 0 and ∞. Then
µ ·M is a BMO martingale if a > 1 or b < 1.
Proof. Since a > 1 or b < 1, and L is bounded away from 0 and ∞, we infer from Theorems
2.5.1, 2.5.3 and Lemma 2.2.6 that Yˆ satisfies
(
b−q
)
for all q ∈ (0, 1). As S is continuous, Xˆ
is continuous. Moreover, it follows from [Lv07, Proposition 3.2 and Corollary 3.3] that Yˆ is a
local martingale of the form Yˆ0E (−µ ·M +N) where N is a local martingale orthogonal to M .
We deduce from Lemma 2.5.12 that M˜ = −µ ·M +N is a BMO martingale. As M and N are
orthogonal, µ ·M ∈ BMO.
Remark 2.6.7. Recall that for U of power type with relative risk aversion 1 − p with p ∈
(−∞, 0) ∪ (0, 1), we have a = b = 1− p ∈ (0, 1) ∪ (1,+∞). The necessity of the BMO property
for the boundedness of L(p) was first observed in [Nut12c, Corollary 5.12]. Lemma 2.6.6 is thus
an extension of this result to the class of utility functions satisfying (Ga,b,C) with a > 1 or b < 1.
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The BMO property of µ · M turns out be sufficient for the boundedness of L if a ≥ 1.
However this is not the case for a < 1. Indeed, for U(z) = zpp , z > 0, p ∈ (0, 1) in which case
a = 1− p ∈ (0, 1) and L = L(p), examples illustrating the insufficiency of the BMO property of
µ·M for the boundedness of L(p) have been constructed by [FMW12]. Before stating a sufficient
sharp condition for the boundedness of L(p) based on µ obtained in [FMW12], let us provide
for completeness some bounds of L(p) that will also be needed in Chapter 3 for the study of the
moments of L.
Lemma 2.6.8. Let κ be the function defined as follows:
κ : (0,+∞) ∋ z ↦→ z2 + 12z + z
√
z(z + 1) = 12
(
z +
√
z(z + 1)
)2
. (2.41)
Then for p ∈ (0, 1), we have
Lσ(p) ≤
(
E
[
exp
(
κ
( p
1− p
) ∫ T
σ
µ⊤s d⟨M⟩sµs
)⏐⏐⏐⏐Fσ
])1−√p
, σ ∈ T (F). (2.42)
Proof. The proof relies on the dual representation of L(p) given by Proposition 2.3.4 and the
fact that Zµ ∈ Y∗. Note that for every σ ∈ T (F)
Zµ
Zµσ
= exp
(
−
∫ T
σ
µsdMs − 12
∫ T
σ
µ⊤s ⟨M⟩sµs
)
.
We consider the case p ∈ (0, 1). Let r = 1p and σ ∈ T (F). By Proposition 2.3.4
L
1
1−p
σ (p) = ess inf
Y ∈Y∗
E
[(
YT
Yσ
) p
p−1
⏐⏐⏐⏐Fσ
]
≤ E
⎡⎣(ZµT
Zµσ
) p
p−1 ⏐⏐⏐⏐Fσ
⎤⎦ = E
⎡⎣(Zµσ
ZµT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ . (2.43)
Setting for ρ > 1, ρ = ρρ−1 and β =
1
2
ρ
r−1
(
ρ
r−1 + 1
)
. Using Hölder’s inequality and the super-
martingale property of E
(
ρ
r−1µ ·M
)
, we have
E
⎡⎣(Zµσ
ZµT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ = E
⎡⎣(exp( ρ
r − 1
∫ T
σ
µsdMs +
1
2
ρ
r − 1
∫ T
σ
µ⊤s d⟨M⟩sµs
)) 1
ρ
⏐⏐⏐⏐Fσ
⎤⎦
= E
⎡⎣(E ( ρ
r − 1µ ·M
)
σ,T
) 1
ρ
(
exp
(
β
∫ T
σ
µ⊤s d⟨M⟩sµs
)) 1
ρ
⏐⏐⏐⏐Fσ
⎤⎦
≤
(
E
[
E
(
ρ
r − 1µ ·M
)
σ,T
⏐⏐⏐⏐Fσ
]) 1
ρ
(
E
[
exp
(
β
ρ¯
ρ
∫ T
σ
µ⊤s d⟨M⟩sµs
)⏐⏐⏐⏐Fσ
]) 1
ρ¯
≤
(
E
[
exp
(
β
ρ¯
ρ
∫ T
σ
µsd⟨M⟩sµs
)⏐⏐⏐⏐Fσ
]) 1
ρ¯
. (2.44)
Observe that β ρρ =
ρ
r−1
(
ρ
r−1 + 1
)
is a function of ρ and the left hand side of (2.44) is minimal
for ρ = 1 +
√
r. In this case, β ρρ =
1
2
(
1
1−√r
)2
= 12
p
(1−√p)2 = κ
( p
1−p
)
. Now (2.43) and (2.44)
yield (2.42).
We will now introduce the notion of a critical exponent of a continuous local martingale to
derive sharp conditions for the boundedness of L(p),
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Definition 2.6.9. Let N be a continuous martingale with N0 = 0. The critical exponent of N
denoted by b(N) is given by
b(N) = sup
{
l ≥ 0 ⏐⏐ sup
σ∈T (F)
⏐⏐⏐⏐⏐⏐E [exp(l (⟨N⟩T − ⟨N⟩σ))⏐⏐Fσ]⏐⏐⏐⏐⏐⏐∞ <∞
}
. (2.45)
Remark 2.6.10. The notion of critical exponent was introduced in [Kaz94] to investigate the
denseness of some subspaces of BMO. Using the John-Nirenberg inequality [Kaz94, Theorem 2.2],
one sees that a continuous local martingale N is a BMO martingale if and only if b(N) > 0. It
has been shown in [FMW12, Lemma 6.2] that the supremum in (2.45) is never attained.
By the definition of the critical exponent, it follows from Lemma 2.6.8 that for p ∈ (0, 1),
L(p) is bounded if b (µ ·M) admits κ( p1−p) as a strict lower bound. The following result from
[FMW12] shows that in general the lower bound κ( p1−p) for b (µ ·M) cannot be improved.
Theorem 2.6.11. [FMW12, Theorem 6.5] Let p ∈ (0, 1) and κ defined by (2.41). We have the
following:
i) L(p) is bounded away from 0 and ∞, if b (µ ·M) > κ( p1−p).
ii) Assume that n = 1, M is a one dimensional Brownian motion and F the completion of
the filtration generated by M . Then:
• for every δ < κ( p1−p), there exists a price process S = S0E(R) with R given by (2.39)
such that δ < b (µ ·M) < κ( p1−p) and the corresponding opportunity process L(p), is
unbounded.
• there exists a price process S = S0E(R) with R given by (2.39) such that b (µ ·M) =
κ( p1−p) and the corresponding opportunity process L(p), is bounded.
Coming back to general utility functions, we have the following result regarding the bound-
edness of L away from 0 and ∞.
Proposition 2.6.12. Suppose that U satisfies (Ga,b,C) with a ≤ b. Let κ be defined by (2.41).
Assume either a ≥ 1 and µ ·M ∈ BMO or a ∈ (0, 1) and b (µ ·M) > κ
(
1−a
a
)
. Then there exist
two strictly positive constants l, l depending only on a, b, C and ||µ ·M ||BMO such that
l ≤ L ≤ l.
Proof. Assume that a ≥ 1 and µ ·M ∈ BMO. By [Kaz94, Theorem 2.4], Zµ satisfies (Ar) for
some r > 1 depending only ||µ ·M ||BMO. We obtain the existence of l and l by applying Lemma
2.2.6 and Theorem 2.4.5.
Assume that a ∈ (0, 1) and b(µ ·M) > κ(1−aa ). We set p = 1 − a ∈ (0, 1). Then p1−p = 1−aa
and by Theorem 2.6.11, L(1 − a) is bounded or equivalently by Proposition 2.3.5 there exists
Y ∈ Y∗ which satisfies (A 1
1−a
). The assertion follows from Theorem 2.4.9.
Remark 2.6.13. We recall that for a > 1, the necessity of the BMO property of µ ·M is justified
by Lemma 2.6.6. In the specific case where a = b ∈ (0, 1), Proposition 2.5.5 entails that the
boundedness of L away from 0 and ∞, is equivalent to that of L(1− a). The bound κ
(
1−a
a
)
is
therefore sharp in the sense of Theorem 2.6.11.
Remark 2.6.14. Let Q ∈Me(S) with density ZQ. Due to the decomposition (2.39) of R, ZQ is
of the form ZQ = E(MQ) whereMQ = −µ·M+NQ with NQ a local martingale orthogonal toM ,
see [AS92, Sch95]. If the filtration F is continuous, b(MQ) is well defined and by orthogonality
of M and NQ one has b(µ ·M) ≥ b(MQ). Thus Proposition 2.6.12 remains valid if one assumes
that b(MQ) > κ(1−aa ).
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We close this section by showing that under the assumptions of Proposition 2.6.12 guaran-
teeing the boundedness of L, the running maximum of Xˆ and Yˆ at the terminal date admit
moments of order k > 1 and the optimal trading strategy ν is such that ν ·M is a BMO mar-
tingale. Moreover, k as well as the BMO norm ||ν ·M ||BMO can be controlled solely by a, b, C
and ||µ ·M ||BMO. The tractability of the constant k is at the core of the stability result of
the optimal wealth and dual optimizer in the topology of uniform convergence established in
Theorem 2.7.5.
Theorem 2.6.15. Suppose that U satisfies (Ga,b,C) with a ≤ b. Let Qµ be the probability
measure defined by (2.40), ν the optimal trading strategy and κ the function defined by (2.41).
We consider the assertions:
i) a ≥ 1 and µ ·M ∈ BMO.
ii) a ∈ (0, 1) and b(µ ·M) > κ(1−aa ).
Assume that i) or ii) hold. Then:
A1. There exists a strictly positive constant CBMO depending only on a, b, C and ||µ ·M ||BMO
such that
||ν ·M ||BMO + ||ν ·R||BMO(Qµ) ≤ CBMO. (2.46)
A2. There exists γ > 1 and η > 0 depending only on a, b, C and ||µ ·M ||BMO such that
EQ
µ
[
XˆγT
]
+ E
[
Yˆ γT
]
≤ (xγ + Yˆ γ0 )η. (2.47)
Moroever, Xˆ ∈ Sγ(Qµ) and Yˆ ∈ Sγ.
Proof. Assume that i) or ii) hold. First, we fix some constants. By Proposition 2.6.12, there
exist strictly positive constants l, l depending only on a, b and C such that
l ≤ L ≤ l. (2.48)
As µ ·M is a continuous BMO-martingale, by Proposition 2.8.2, there exists k > 1 depending
only on ||µ ·M ||BMO such that Zµ = E(−µ ·M) satisfies (Ak). Let r, p and Kr be defined as
follows:
r := max
{1 + a
a
, 1 + bk
}
, p := b
r − 1 and Kr := ||L||
1
r−1∞
(
1 + C
1
r−1 ||L(p)||∞
)
.
A1. To prove (2.46), we begin by deriving the equation describing the dynamics of XˆYˆ . We
recall that Xˆ = xE (∫ ·0 ν(dM + ⟨M⟩µ)) and Yˆ = Yˆ0E (−µ ·M +N) where N is local martingale
orthogonal to M . An application of Itô’s formula to XˆYˆ gives for t ∈ [0, T ]
d(XˆtYˆt) = XˆtdYˆt + Yˆt−dXˆt + d[Xˆ, Yˆ ]t = XˆtYˆt− ((−µt + νt)dMt + dNt) (2.49)
Thus XˆYˆ = xYˆ0E (
∫ ·
0(ν − µ)dM +N). As L is bounded and Zµ satisfies (Ak), Theorem 2.5.10
implies that XˆYˆ satisfies (Ar). More precisely, with α = 1r−1 and β ∈ (0, α/b), the estimate
(2.36) holds for every σ ∈ T (F), i.e.
E
⎡⎣( XˆσYˆσ
XˆT YˆT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ ≤ Kr +max{Cβ, C αa }||L||β+α∞ (1 + ||L||αa−β∞ ) =: Kr. (2.50)
Section 2.7. Stability of the utility maximization problem Page 51
Note that as Xˆ has continuous paths, the bounds (2.48) imply that l/l ≤ XˆYˆ
Xˆ−Yˆ−
= LL− ≤ l/l. We
deduce from Proposition 2.2.7 that (ν − µ) ·M +N ∈ BMO. Moreover, by Proposition 2.8.1,
there exists KBMO depending only on l, l, r and Kr such that ||(ν−µ) ·M +N ||2BMO ≤ KBMO.
Since M and N are orthogonal, we have (ν − µ) ·M ∈ BMO and
||(ν − µ) ·M ||2BMO ≤ KBMO. (2.51)
As (ν − µ) ·M and µ ·M are BMO martingales, ν ·M is a BMO martingale. Moreover, using
the binomial inequalities (x+ y)2 ≤ 2x2 + 2y2 for every x, y ∈ R, it follows from (2.51) that
||ν ·M ||2BMO = ||(ν − µ) ·M + µ ·M ||2BMO ≤ 2KBMO + 2||µ ·M ||2BMO. (2.52)
Recall that ν ·R = ν ·M − ⟨ν ·M,−µ ·M⟩. Since Zµ = E (−µ ·M) is the density process of Qµ,
Theorem 3.6 in [Kaz94] entails that ν ·R ∈ BMO(Qµ). Furthermore, by Theorem 2 in [CM14]
there exists a constant K ′BMO depending only on ||µ ·M ||BMO such that
||ν ·R||BMO(Qµ) ≤ K
′
BMO||ν ·M ||BMO. (2.53)
Let CBMO = (1 +K
′
BMO)
√
2KBMO + 2||µ ·M ||2BMO. Combining (2.52) and (2.53), we obtain
(2.46).
A2. We recall that Xˆ = xE (ν ·R). As ||ν ·R||BMO(Qµ) ≤ CBMO and R has continuous paths,
by Corollary 2.2.8 there exist positive constants γ1 > 1, and η1 depending only on CBMO such
that
sup
t∈[0,T ]
EQ
µ
[
Xˆγ1t
]
≤ η1xγ1 .
Note that Xˆµ is a Qµ-uniformly integrable martingale. Hence applying Doob’s maximal inequal-
ity, we obtain that Xˆ ∈ Sγ1(Qµ).
We now turn our attention to Yˆ . By Theorem 2.5.3, Yˆ satisfies (Ar) with constant Kr, i.e. for
σ ∈ T (F) we have
E
⎡⎣( Yˆσ
YˆT
) 1
r−1 ⏐⏐⏐⏐Fσ
⎤⎦ ≤ Kr.
Following Theorem 2.5.11, Yˆ = Yˆ0E(M˜) where M˜ is a BMO-martingale. Using the bounds (2.48)
and the continuity of Xˆ, we have l/l ≤ Yˆ
Yˆ−
= LL− = 1 + ∆M˜ ≤ l/l. We infer from Proposition
2.8.1 that ||M˜ ||2BMO ≤ KBMO where KBMO is a positive constant depending only on l, l, r and
Kr. Applying Corollary 2.2.8, there exist positive constants γ2 > 1, and η2 depending only on
l, l, r and Kr such that
sup
t∈[0,T ]
E
[
Yˆ γ2t
]
≤ η2Yˆ γ20 .
The martingale property of Yˆ and Doob’s maximal inequalities ensure that Yˆ ∈ Sγ2 . We obtain
(2.47) by choosing γ ∈ (1,min{γ1, γ2}), η = η
γ
γ1
1 + η
γ
γ2
2 and using Hölder’s inequalities.
2.7 Stability of the utility maximization problem
We work in this section with the same setup as in Section 2.6.2, i.e. we assume that S = S0E(R)
is continuous and R is given by the canonical decomposition (2.39). Our aim is to exploit
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the integrability properties for the optimizers obtained in Theorem 2.6.15 to establish stability
results for the utility maximization problem w.r.t. misspecification in the initial position and
risk preference. To this end, let (Um)m∈N (resp. U) be a sequence of utility functions defined on
(0,+∞) and (xm)m∈N ⊆ (0,+∞) (resp. x ∈ (0,+∞)) a sequence of initial capitals. We suppose
that
Assumption 2.7.1. limm→+∞ xm = x and limm→+∞ Um = U pointwise.
The question regarding the convergence of the sequence of the optimal terminal wealth
(XmT )m∈N corresponding to the sequences (Um)m∈N and (xm)m∈N has been investigated in the
literature [JN04, Lar09, KŽ11]. Though the convergence of the sequences (Um)m∈N and (xm)m∈N
appears necessary for a positive answer, it is not sufficient. For a counterexample, we refer to
[Lar09]. A complement for sufficiency is given by the condition (UI) introduced in [KŽ11].
Definition 2.7.2. We say that a sequence (Um)m∈N of utility functions defined on (0,+∞)
satisfies (UI) if there exists Q ∈Me(S) such that
∀ y > 0,
(
dQ
dP
V +m
(
y
dQ
dP
))
m∈N
is uniformly integrable
where for each m ∈ N, Vm is the convex conjugate of Um and V +m = max{Vm, 0}.
Let us recall the main result in [KŽ11] on the stability of the utility maximization problem.
Theorem 2.7.3. [KŽ11, Theorem 2.6] Let (Um)m∈N (resp. U) be a sequence of utility functions
and (xm)m∈N ⊆ (0,+∞) (resp. x ∈ (0,+∞)) satisfying Assumption 2.7.1. For each m ∈ N,
let um and vm (resp. u and v) be the value function of the primal and dual problems (2.4-2.5)
associated to Um (resp. U) and ym = u
′
m(xm) (resp. y = u
′(x)). For each m ∈ N, let Xˆm
and Yˆ m (resp. Xˆ and Yˆ ) be the optimal wealth process and dual optimizer to the corresponding
primal and dual problems with utility function Um (resp. U). Suppose that (Um)m∈N satisfies
the condition (UI). We have the following convergence in probability
lim
m→+∞ Xˆ
m
T = XˆT and limm→+∞ Yˆ
m
T = YˆT .
Moreover, limm→+∞ Yˆ m0 = limm→+∞ ym = y.
Our goal in the sequel is to build on Theorem 2.7.3 to establish a convergence result for the
sequences (Xˆm)m∈N and (Yˆ m)m∈N. The main difficulty is to identify the appropriate topology
in which to investigate this convergence. To overcome this, we will assume that for some fixed
a, b, C > 0 with a ≤ b, Um satisfies the growth condition (Ga,b,C) for all m ∈ N. As a result,
we will be able to embed under the additional assumptions of Theorem 2.6.15, the sequences
(Xˆm)m∈N, (Yˆ m)m∈N respectively in the normed spaces Sk(Qµ) and Sk for some k > 1. The
latter embedding confers us with the topology of uniform convergence as a suitable candidate
for our investigation. We will also be interested in the convergence w.r.t. the semimartingale
topology (see Section 2.2.1).
Before stating the main result, we give the following lemma which constitutes a sufficient
condition for the condition (UI) under the growth condition (Ga,b,C). It will be useful for the
proof of Theorem 2.7.5 below.
Lemma 2.7.4. Let (Um)m∈N (resp. U) be a sequence of utility functions with (Um)m∈N con-
verging pointwise to U . Suppose that there exists a, b, C > 0 with a ≤ b such that Um satisfies
the condition (Ga,b,C) for every m ∈ N. Then U satisfies the condition (Ga,b,C). If either a ≥ 1
or a ∈ (0, 1) and Zµ satisfies
(
A 1
1−a
)
, then (Um)m∈N satisfies the condition (UI).
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Proof. For m ∈ N, and x1, x2 ∈ (0,+∞) with x1 ≤ x2, by definition of the condition (Ga,b,C)
for Um we have
1
C
(
x2
x1
)a
≤ U
′
m(x1)
U ′m(x2)
≤ C
(
x2
x1
)b
. (2.54)
As (Um)m∈N is a sequence of concave functions, the pointwise convergence of (Um)m∈N implies
that (U ′m)m∈N converges pointwise as welll (see [Roc70, Theorem 25.7]). One deduces from
(2.54) that U satisfies the condition (Ga,b,C). We now proceed to show that (Um)m∈N satisfies
the condition (UI). We will make use of the bounds for utility functions satisfying the condition
(Ga,b,C) obtained in the of proof Lemma 2.3.8. Let p ∈ (0, 12), x =
(1
p
) 1
p and x0 = 1 + x. Since
(Um)m∈N and (U
′
m)m∈N converge pointwise, we have
U = sup
m∈N
|Um(x0)| < +∞ and U ′ = sup
m∈N
U
′
m(x0) < +∞.
We consider separately the cases a > 1, a = 1 and a ∈ (0, 1).
Assume that a > 1. Let m ∈ N and y > 0. Then by (2.11), Um ≤ Um(x0)+CU ′m(x0) x0a−1 . Hence
Vm(y) = sup
x>0
(Um(x)− xy) ≤ U + CU ′ x0
a− 1 .
Let Q ∈ Me(S). Clearly, we have dQdPV +m
(
y dQdP
)
≤
(
U + CU ′ x0a−1
)
dQ
dP ∈ L1. As m is arbitrary,(
dQ
dPV
+
m
(
y dQdP
))
m∈N is uniformly integrable. Thus (Um)m∈N satisfies (UI).
Assume that a = 1 and µ ·M ∈ BMO. Let m ∈ N and y > 0. The condition (Ga,b,C) implies
that Um satisfies (2.13) which leads to the following upper bound for Vm(y):
Vm(y) = sup
x>0
(Um(x)− xy) ≤ Um(x0) + sup
x>0
(
Cx0U
′
m(x0)xp − xy
)
≤ Um(x0) + (1− p)
(
1/p
) p
p−1
(
Cx0U
′
m(x0)
) 1
1−p y
p
p−1
≤ U + (1− p)(1/p) pp−1 (Cx0U ′) 11−p y pp−1 .
Using the above bound, we have ZµTV +m (yZ
µ
T ) ≤ ZµTU+(1−p)
(
1/p
) p
p−1
(
Cx0U
′) 11−p y pp−1 (ZµT ) 2p−1p−1 .
The BMO property of µ ·M entails that E [ZµT ] < +∞. As p ∈ (0, 12), we have r = 2p−1p−1 ∈ (0, 1)
and Hölder’s inequality gives
E [(ZµT )
r] ≤ (E [ZµT ])
1
r < +∞.
The family
(
ZµTV
+
m (yZ
µ
T )
)
m∈N being P-a.s. bounded by an L
1-integrable random variable, it is
uniformly integrable. Since Zµ is the density of the ELMM Qµ and y > 0 is arbitrary, (Um)m∈N
satisfies (UI).
Assume that a ∈ (0, 1) and Zµ satisfies
(
A 1
1−a
)
. Let m ∈ N and y > 0. Due to the condition
(Ga,b,C), (2.12) holds Um for every m ∈ N. Thus for m ∈ N, and y > 0, we have
Vm(y) = sup
x>0
(Um(x)− xy) ≤ Um(x0) + sup
x>0
(
Cx0U
′
m(x0)
x1−a
1− a − xy
)
≤ Um(x0) + a1− a
(
Cxa0U
′(x0)
) 1
a y
a−1
a ≤ U + a1− a
(
Cxa0U
′) 1a y a−1a .
The above inequality yields the following upper bound for ZµTV +m (yZ
µ
T ), for m ∈ N and y > 0:
ZµTV
+
m (yZ
µ
T ) ≤ UZµT +
a
1− a
(
Cxa0U
′
) 1
a (ZµT )
2a−1
a .
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To conclude that
(
ZµTV
+
m (yZ
µ
T )
)
m∈N is uniformly integrable, it suffices to show that (Z
µ
T )
2a−1
a is
integrable. Now for a ∈ [12 , 1), we have 2a−1a ∈ [0, 1) and an application of Hölder’s inequality
gives
E
[
(ZµT )
2a−1
a
]
≤ (E [ZµT ])
a
2a−1 < +∞.
Assume that a ∈ (0, 12). Clearly, (ZµT )
2a−1
a =
(
1
ZµT
) 1−2a
a
=
(
1
ZµT
) 1
1−a
1−2a−1 . Set r = 1−a1−2a .
We have r > 11−a . Since Zµ satisfies
(
A 1
1−a
)
, it satisfies (Ar). Consequently,
E
[
(ZµT )
2a−1
a
]
= E
⎡⎣( 1
ZµT
) 1
r−1
⎤⎦ < +∞.
The proof is complete.
The following theorem gives the convergence of the sequences (Xˆm)m∈N and (Yˆ m)m∈N in the
semimartingale topology and the topology of uniform convergence. It also provides a statement
for the convergence of the sequence of optimal trading strategies (νm)m∈N.
Theorem 2.7.5. Let (Um)m∈N (resp. U) be a sequence of utility functions defined on (0,+∞)
and (xm)m∈N ∈ (0,+∞) (resp. x ∈ (0,+∞)). We keep the notation of Theorem 2.7.3. For each
m ∈ N, let νm, Lm (resp. ν, L) be the optimal strategy and opportunity process corresponding the
primal problem with utility function Um (resp. U). In addition to Assumption 2.7.1, we suppose
that
i) there exist a, b, C > 0 with a ≤ b such that for each m ∈ N, Um satisfies (Ga,b,C),
ii) either a ≥ 1 and µ ·M ∈ BMO or a ∈ (0, 1) and b(µ ·M) > κ(1−aa ).
Set
(
Yˆ m − Yˆ )∗ = supt∈[0,T ] |Yˆ mt − Yˆt| and (Xˆm − Xˆ)∗ = supt∈[0,T ] |Xˆmt − Xˆt|. Let Qµ be the
probability measure defined by (2.40). Then:
A1. There exists k1 > 1 such that
lim
m→+∞E
Qµ
[
|(Xˆm − Xˆ)∗|k1
]
+ lim
m→+∞E
[
|(Yˆ m − Yˆ )∗|k1] = 0. (2.55)
A2. limm→+∞ Xˆm = Xˆ in S0 and limm→+∞ Yˆ m = Yˆ in S0.
A3. We have
lim
m→+∞E
⎡⎣(∫ T
0
(νms − νs)⊤d⟨M⟩s(νms − νs)
) 1
2
⎤⎦ = 0. (2.56)
A4. For each t ∈ [0, T ], limm→+∞ E [|Lmt − Lt|] = 0.
For the proof of A3. we will rely on the following convergence result from [Kar10].
Theorem 2.7.6. [Kar10, Theorem 2.5] Let (Zn)n∈N be a sequence of strictly positive càdlàg
local martingales. For n ∈ N, let ϑn be the stochastic logarithm of Zn, i.e. ϑn = ∫ ·0(1/Zn−)dZn.
Assume that for each n ∈ N, Zn0 = 1 and for every t ∈ [0, T ], we have limn→+∞ Znt = 1 in
probability. Then for every t ∈ [0, T ], limn→+∞[ϑn, ϑn]t = 0 in probability.
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Proof of Theorem 2.7.5. A1. First we show that there exists k1 > 1 such that
(|XˆmT −XˆT |k1)m∈N
is Qµ-uniformly integrable and
(|Yˆ mT − YˆT |k1)m∈N is P-uniformly integrable. Since (Um)m∈N and
U satisfy the hypotheses of Lemma 2.7.4, U satisfies also the condition (Ga,b,C). We infer from
Theorem 2.6.15 that there exist k > 1, and η depending only on a, b, C and ||µ ·M ||BMO such
that for each m ∈ N
EQ
µ
[
|XˆmT − XˆT |k
]
+ E
[
|Yˆ mT − YˆT |k
]
≤
(
xkm + (Yˆ m0 )k + xk + Yˆ k0
)
η.
(Um)m∈N satisfies the condition (UI) by Lemma 2.7.4. By Theorem 2.7.3, (Yˆ m0 )m∈N is bounded
and thus the right hand term in the above inequality is uniformly bounded. We deduce that
sup
m∈N
EQ
µ
[
|XˆmT − XˆT |k
]
+ sup
m∈N
E
[
|Yˆ mT − YˆT |k
]
< +∞. (2.57)
Let k1 ∈ (1, k) and r = kk1 > 1. As (|XˆmT − XˆT |k1)m∈N ⊆ Lr(Qµ) and (2.57) is satisfied, we
infer from de la Vallée-Poussin Theorem that (|XˆmT − XˆT |k1)m∈N is Qµ-uniformly integrable.
Similarly,
(|Yˆ mT − YˆT |k1)m∈N is P-uniformly integrable.
We now show (2.55). Theorem 2.7.3 implies that limm→+∞ |XˆmT − XˆT |k1 + |Yˆ mT − YˆT |k1 = 0
in probability. The Qµ-uniform integrability property of (|XˆmT − XˆT |k1)m∈N and the P-uniform
integrability property of (|Yˆ mT − YˆT |k1)m∈N give
lim
m→+∞E
Qµ
[
|XˆmT − XˆT |k1
]
+ lim
m→+∞E
[
|Yˆ mT − YˆT |k1
]
= 0. (2.58)
For every m ∈ N, Xˆm − Xˆ is a Qµ-uniformly integrable martingale and thus |Xˆm − Xˆ| is a
positive Qµ submartingale. Applying Doob’s maximal inequality and using (2.58), one obtains
lim
m→+∞E
Qµ
[
|(Xˆm − Xˆ)∗|k1
]
≤ lim
m→+∞
(
k1
k1 − 1
)k1
EQ
µ
[
|XˆmT − XˆT |k1
]
= 0.
For each m ∈ N, Yˆ m − Yˆ is a P-uniformly integrable martingale and thus |Yˆ m − Yˆ | is a
P-submartingale. Relying once more on Doob’s maximal inequality and (2.58), it holds that
limm→+∞ E
[
|(Yˆ m − Yˆ )∗|k1] = 0. This completes the proof of (2.55).
A2. Recall that (Xˆm − Xˆ)m∈N is a sequence of Qµ- martingales. By the Burkholder-Davis-
Gundy (BDG) inequalities, there exist two positive constants K and K such that for every
m ∈ N, we have
KEQ
[
(Xˆm − Xˆ)∗
]
≤ EQµ
[[
Xˆm − Xˆ] 12
T
]
≤ KEQ
[
(Xˆm − Xˆ)∗
]
.
The above inequalities together with (2.55) imply that
lim
m→+∞E
Qµ
[[
Xˆm − Xˆ] 12
T
]
= 0. (2.59)
The probability measures P and Qµ being equivalent, the semimartingale topology remains
unchanged if one replaces P by Qµ (see [Eme79, Proposition 6]). We deduce from (2.59) and
Proposition 2.2.9 that (Xˆm)m∈N converges to Xˆ in S0. The proof for (Yˆ m)m∈N is based on
similar arguments.
A3. We first show that
lim
m→+∞
∫ T
0
(νms − νs)⊤d⟨M⟩s(νms − νs) = 0 in probability. (2.60)
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We recall that Xˆ = xE (ν ·R) and XˆZµ = xE ((ν − µ) ·M) is a uniformly integrable martingale
as (ν − µ) ·M ∈ BMO. Let Q be the probability measure equivalent to P and with density
given by
dQ
dP
:= Z = XˆZ
µ
x
.
To show (2.60), we will apply Theorem 2.7.6 to an appropriate sequence of strictly positive
local martingales. We begin by rewriting for each m ∈ N, ∫ ·0(νms − νs)⊤d⟨M⟩s(νms − νs) as the
quadratic variation of the stochastic logarithm of a local martingale w.r.t. the measure Q. For
m ∈ N, set
ξm = xXˆ
m
xmXˆ
and ζm =
∫ ·
0
1
ξm
dξm.
Let m ∈ N. Applying Itô’s formula, we have for t ∈ [0, T ]
d
(
1
Xˆt
)
= − 1
Xˆ2t
dXˆt +
1
Xˆ3t
d⟨Xˆ⟩t = − νt
Xˆt
dRt +
1
Xˆt
(νt)⊤d⟨M⟩tνt,
dξmt =
x
xm
d
(
Xˆmt
Xˆt
)
= x
xm
Xˆmt d
(
1
Xˆt
)
+ x
xm
1
Xˆt
dXˆmt +
x
xm
d
⟨ 1
Xˆ
, Xˆm
⟩
t
= ξmt
(
(νmt − νt)dMt + (νmt − νt)⊤d⟨M⟩t(µt − νt)
)
.
From the above equation and the definition of ζm, we have
ζm =
∫ ·
0
(νmt − νt)dMt + (νmt − νt)⊤d⟨M⟩t(µt − νt) and [ζm] =
∫ ·
0
(νms − νs)⊤d⟨M⟩s(νms − νs).
Clearly, ξm is a Q-local martingale since Zξm = xxm Xˆ
mZµ is P-local martingale. Note that
ξm0 = 1 and for every t ∈ [0, T ], we have ξmt > 0. Moreover, by (2.55), as m goes to ∞, ξmt tends
to 1 in probability for every t ∈ [0, T ]. We infer from Theorem 2.7.6 that as m goes to∞, [ζm]
T
tends to 0 in probability. In particular (2.60) holds.
Next we show that
([
ζm
] 1
2
T
)
m∈N
is uniformly integrable. By Theorem 2.6.15, there exists
CBMO > 0 such that supm∈N ||νm · M ||BMO ≤ CBMO. Applying the binomial inequality
(x+ y)2 ≤ 2x2 + 2y2 for x, y ∈ R, we have for m ∈ N
E
[[
ζm
]
T
]
≤ 2E
[∫ T
0
(νms )⊤d⟨M⟩sνms
]
+ 2E
[∫ T
0
(νs)⊤d⟨M⟩sνs
]
≤ 2||νm ·M ||2BMO + 2||ν ·M ||2BMO ≤ 2C2BMO + 2||ν ·M ||2BMO < +∞.
The above uniform bound implies that
([
ζm
] 1
2
T
)
m∈N
is uniformly integrable. As
([
ζm
] 1
2
T
)
m∈N
converges to 0 in probability, we also have L1-convergence. Thus
lim
m→+∞E
⎡⎣(∫ T
0
(νms − νs)⊤d⟨M⟩s(νms − νs)
) 1
2
⎤⎦ = lim
m→+∞E
[[
ζm
] 1
2
T
]
= 0.
A4. Since for each m ∈ N, Um satisfies (Ga,b,C), hypothesis ii), Proposition 2.6.12 implies that
(Lm)m∈N is uniformly bounded. Let t ∈ [0, T ]. Recall that Lt = Yˆt
U ′ (Xˆt)
and for each m ∈ N,
Lmt =
Yˆmt
U ′ (Xˆmt )
. As (Yˆ mt )m∈N and (Xˆmt )m∈N converge to 0 in probability by (2.55), we deduce that
limm→+∞ Lmt = Lt in probability. The uniform boundedness of (Lm)m∈N gives the result.
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2.8 Appendix
This appendix collects some complements on BMO martingales and the Muckenhoupt’s condi-
tion used in the proof of Theorem 2.6.15 and necessary for the proof of Corollary 2.2.8.
We begin with the following link between BMO martingales and Muckhenhoupt’s condition
(Ar) for some r > 1. The assertions can be found in [DDM79, Proposition 6] and [ISS79,
Theorem 2].
Proposition 2.8.1. Let M be a local martingale with M0 = 0 and Z = E(M). The following
assertions are true:
i) Assume that there exist r > 1 and Kr > 0 such that for every σ ∈ T (F) we have
E
[(
Zσ
ZT
) 1
r−1
⏐⏐⏐⏐Fσ
]
≤ Kr. (2.61)
Assume additionally that there exists K > 1 such that 1K ≤ ZZ− ≤ K. Then there exists a
constant KBMO > 0 depending only on r,Kr and K such that ||M ||2BMO ≤ KBMO.
ii) Suppose that there exists ϵ > 0 such that 1+∆M > ϵ and M is a BMO-martingale. Then
there exists K ′ > 0, r′ and Kr′ > 0 depending only on ||M ||2BMO and ϵ > 0 such that
1/K ′ ≤ Z/Z− ≤ K ′. Moreover for every σ ∈ T (F), we have
E
[(
Zσ
ZT
) 1
r
′−1
⏐⏐⏐⏐Fσ
]
≤ Kr′ . (2.62)
Proof. We begin with the first assertion following the same steps as in the proof of Proposition
6 in [DDM79]. We set l = 1r−1 . Observe that Z/Z− = 1 + ∆M and 1/K ≤ Z/Z− ≤ K is
equivalent to 1/K ≤ 1+∆M ≤ K. Thus ∆M ∈ [1/K − 1,K − 1]. There exists j ≤ 12 such that
ejz
2 ≤ e
z
1 + z , ∀ z ∈ I := [1/K − 1,K − 1] . (2.63)
The process M is a BMO-martingale by Proposition 2.2.7. Let σ ∈ T (F). To obtain an
estimate of ||M ||2BMO, we look at exp
(
E
[
lj ([M ]T − [M ]σ)
⏐⏐Fσ]). Using the fact that M is a
true martingale and Jensen’s inequality, we have
exp
(
E
[
lj ([M ]T − [M ]σ)
⏐⏐Fσ]) ≤ exp (E [l (MT −Mσ) + lj ([M ]T − [M ]σ)⏐⏐Fσ]) ,
≤ E [exp (l (MT −Mσ) + lj ([M ]T − [M ]σ))⏐⏐Fσ] .
Now note that [M ]T − [M ]σ = ⟨M⟩cT − ⟨M⟩cσ +
∑
σ<u≤T |∆Mu|2. For u ∈ [0, T ], we set
Ju :=
(
e∆Mu
1+∆Mu
)l
. As ∆M ∈ I and j ≤ 12 , we infer from the above estimate and (2.63) that
exp
(
E
[
lj ([M ]T − [M ]σ)
⏐⏐Fσ]) ≤ E
⎡⎣exp
⎛⎝l (MT −Mσ) + l2 (⟨M⟩cT − ⟨M⟩cσ) + lj ∑
σ<u≤T
∆M2u
⎞⎠⏐⏐⏐⏐Fσ
⎤⎦ ,
≤ E
⎡⎣exp(l (MT −Mσ) + l2 (⟨M⟩cT − ⟨M⟩cσ)
)
×
∏
σ<u≤T
Ju
⏐⏐⏐⏐Fσ
⎤⎦ .
The right hand term of the above inequality equals E
[(
Zσ
ZT
)l⏐⏐⏐⏐Fσ]. Recalling that l = 1r−1 ,
we deduce from hypothesis that E
[(
Zσ
ZT
)l⏐⏐⏐⏐Fσ] ≤ Kr. An application of the log function on
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both sides of the above estimates yields E
[
[M ]T − [M ]σ
⏐⏐Fσ] ≤ logKrlj . Since |∆M | ≤ K and
∆[M ]σ = |∆Mσ|2 ≤ K2, we have
E
[
[M ]T − [M ]σ−
⏐⏐Fσ] ≤ logKr
lj
+ 4K2 := KBMO. (2.64)
With the above choice of KBMO, the first assertion is complete.
For the second assertion, we proceed as in [ISS79, Theorem 2]. As M is a BMO martingale,
the jump process ∆M is uniformly bounded. W.l.o.g. we can assume that ϵ is sufficiently small
and 1 + ||∆M ||∞ ≤ 1ϵ . Choosing K
′ = 1ϵ , we have 1/K
′ ≤ Z/Z− ≤ K ′ . Let a > 0 such that
βa = (4a2 + a)/ϵ < 1/||M ||2BMO. Let σ ∈ T (F). Following the computations in the proof of
Theorem 2 in [ISS79], we have
E
[(
Zσ
ZT
)a⏐⏐⏐⏐Fσ] ≤ E [exp (βa ([M ]T − [M ]σ−))⏐⏐Fσ]
Applying John-Nirenberg’s inequality, we obtain E
[(
Zσ
ZT
)a⏐⏐⏐⏐Fσ] ≤ 11−βa||M ||2BMO .
We chose r′ = 1 + 1a and Kr′ =
1
1−βa||M ||2BMO
.
The following lemma gives an equivalent characterization of the Muckhenhoupt’s condition.
Lemma 2.8.2. Let Z be a strictly positive semimartingale, r > 1 and C > 0. The following
are equivalent:
a) Z satisfies the condition (Ar) with constant C, i.e. ∀σ ∈ T (F) we have E
[(
Zσ
ZT
) 1
r−1
⏐⏐⏐⏐Fσ] ≤
C.
b) For every positive martingale Y and σ ∈ T (F), we have
ZσY
r
σ ≤ CE
[
ZTY
r
T
⏐⏐Fσ] . (2.65)
Proof. See Proposition 1 and the remarks (more precisely inequality (9)) in [DDM79].
The following result is a weak version of Gehring’s Lemma [DDM79, Proposition 4] and the
main result to prove Corollary 2.2.8.
Proposition 2.8.3. Let Z be a positive càdlàg process. Assume that there exist positive constants
r > 1 and k1, k2, k3 such that for every σ ∈ T (F), we have
E
[(
Zσ
ZT
) 1
r−1
⏐⏐⏐⏐Fσ
]
≤ k1, E
[
ZT
Zσ
⏐⏐⏐⏐Fσ] ≤ k2, and ZZ− ≤ k3. (2.66)
Then there exist γ > 1, and Kb depending only on r, k1, k2 and k3 such that
(E [ZγT ]) ≤ KbZγ0 . (2.67)
Proof. For the proof, we extend processes Z defined on [0, T ] to [0,+∞] by setting Zt = ZT , t ∈
(T,+∞]. Similarly, we extend the filtration (Ft)t∈[0,T ] to (Ft)0≤t≤+∞ with F∞ = σ (∪t≥0Ft).
The sole purpose of this extension is to have a meaning for Zτ on {τ = +∞} where τ is the
stopping time given by (2.68).
Let β ∈ (0, 1) such that (k1β) 1r ∈ (0, 1). We fix 1− δ = (k1β) 1r . To prove the assertion, we will
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apply Gehring’s inequality, see [DDM79, Lemme 1]. To this end, let λ > 0, and τ the stopping
time given by
τ := {t ≥ 0 : Zt > λ} . (2.68)
Let N be the martingale defined by Nt = E
[
1{ZT≤βZτ}
⏐⏐Ft] , t ∈ [0,+∞]. Note that
N∞ = NT = 1{ZT≤βZτ} and Nτ = E
[
1{ZT≤βZτ}
⏐⏐Fτ ] .
As Z satisfies (Ar), we infer from Lemma 2.8.2 that
N rτZτ ≤ k1E
[
Z∞N r∞
⏐⏐Fτ ] = k1E [ZTN rT ⏐⏐Fτ ] = k1E [ZT 1{ZT≤k1βZτ}⏐⏐Fτ ] ≤ k1βZτ = (1− δ)rZτ .
Consequently, we have Nτ = E
[
1{ZT≤βZτ}
⏐⏐Fτ ] ≤ 1− δ which implies that
E
[
1{ZT>βZτ}1{τ<+∞}
⏐⏐Fτ ] ≥ a1{τ<+∞}. (2.69)
Since Z ≤ k3Z−, we deduce that on the set {τ < +∞} = {τ ≤ T}, we have Zτ ≤ k3Zτ− ≤ k3λ.
Using the inequality E
[
ZT
⏐⏐Fτ ] 1{τ≤T} ≤ k2Zτ1{τ≤T} and the previous one, together with (2.69),
we obtain
E
[
ZT 1{ZT>λ}
]
≤ E
[
ZT 1{τ≤T}
]
= E
[
E
[
ZT 1{τ≤T}
⏐⏐Fτ ]]
≤ k2EQ
[
ZτE
[
1{τ≤T}
⏐⏐Fτ ]] ≤ λk2k3P(τ < +∞) ≤ λk2k3
a
E
[
1{ZT>βλ}
]
.
Due to the last inequality, we infer from Gehring’s inequality (see [DDM79, Lemme 1]) that
there exists γ > 1 and K depending only on k1, k2, k3 and β such that
E [ZγT ] ≤ K (E [ZT ])γ .
As E [ZT ] ≤ k2Z0, we obtain our desired inequality with Kb = kγ2K.
We are now ready to prove Corollary 2.2.8 which we restate for convenience.
Corollary 2.8.4. Let KBMO > 0 and ϵ > 0. There exists p > 1 and Sp > 0 depending only
on KBMO and ϵ such that for every local martingale M satisfying ||M ||2BMO ≤ KBMO and
ϵ ≤ 1 + ∆M ≤ 1ϵ , the process Z = E(M) satisfies
sup
t∈[0,T ]
E [Zpt ] ≤ Sp.
Proof. Let M be a BMO-martingale satisfying ||M ||2BMO ≤ KBMO and ϵ ≤ 1 + ∆M ≤ 1ϵ . Let
Z = E(M). Then Z is a uniformly integrable martingale [ISS79, Theorem 2] and Z/Z− ≤ 1ϵ .
Let a > 0 such that βa = (4a2 + a)/ϵ ≤ 1/||M ||2BMO. Following the proof of Proposition 2.8.1,
for every σ ∈ T (F)
E
[(
Zσ
ZT
)a⏐⏐⏐⏐Fσ] ≤ 11− βa||M ||2BMO ≤ 11− βaKBMO .
The conditions of Proposition 2.8.3 are satisfied for Z with r = 1 + 1a , k1 =
1
1−βaKBMO , k2 = 1
and k3 = 1ϵ . We deduce that there exists γ > 1 and Kb depending only on r, k1, k2 and k3 such
that
E [ZγT ] ≤ Kb.
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We now show that the last inequality holds at an arbitrary time t ∈ [0, T ]. Let t ∈ [0, T ].
We consider the stopped martingales N := M·∧t and P := E(N) = Z·∧t. As M is BMO
martingale, N is a BMO-martingale and ||N ||2BMO ≤ ||M ||2BMO ≤ KBMO. Moreover, we also
have ϵ ≤ 1+∆N ≤ 1ϵ . Since N satisfies the same conditions asM , P satisfies the same conditions
as Z. Therefore, with the same constants γ and Kb as for Z, we have E [P γT ] = E [Z
γ
t ] ≤ Kb.
The proof is complete.
3. FBSDEs systems related to utility
maximization: analysis of solutions and risk
aversion asymptotics
3.1 Introduction
In this chapter we consider the problem of maximization of utility from terminal wealth for a
utility function U defined on the positive line, and asset prices modeled by a continuous semi-
martingale S. We provide a description of the optimal trading strategy by means of solutions
to a system of forward-backward stochastic differential equations (FBSDEs), see (1.16). The
forward equation describes the dynamical behavior of the optimal wealth Xˆ. The backward com-
ponent of the system of FBSDEs describes the dynamics of the generalized opporutunity process
L which corresponds to a reduced form of the dual optimizer, the solution to the associated dual
problem. The system of FBSDEs is fully coupled except for logarithmic and power utilities,
and the coefficients are non Lipschitz continuous. Using the a priori estimates of L derived in
Chapter 2, we study normed spaces of solutions of the aforementioned system of FBSDEs under
exponential moment and BMO conditions on the market price of risk, respectively. Under BMO
conditions on the market price of risk, we prove the existence of a unique bounded solution.
Equipped with the knowledge of the normed spaces of solutions to our system of FBSDEs
and the description of the optimal trading strategy, we exploit stability arguments from the
theory of BSDEs to study the behavior of the optimal trading strategy as the coefficient of
relative risk aversion uniformly approaches c = 1 or c = +∞. For c = 1, we obtain that the
limiting strategy is identical to the optimal trading strategy for logarithmic utility. In the case
c = +∞, we show that the limiting strategy corresponds to no trading at all. However, by
rescaling the optimal trading strategy with the coefficient of relative risk aversion, one obtains
in the limit the optimal trading strategy for the exponential utility maximization problem with
unit absolute risk aversion. Our results generalize existing results valid for power utilities, i.e.
U(z) = zpp , p ∈ (−∞, 0) ∪ (0, 1), see [MT03b, Nut12c, MW13].
This chapter is structured as follows. In Section 3.2, we recall the utility maximization prob-
lem and some estimates for the generalized opportunity process L. In Section 3.3, we provide a
dynamical description of the evolution of the pair (Xˆ, L) by (Xˆ, L) a system of forward backward
stochastic differential equations (FBSDE). Tractable expressions of the optimal trading strategy
and dual optimizer Yˆ are also given. Section 3.4 deals with the analysis of the integrability
properties of solutions to systems of FBSDEs describing the joint dynamics of (Xˆ, L). Several
properties are deduced based on the market price of risk and the bounds on the derivatives of
U . We study the risk aversion asymptotics of the optimizers in Section 3.5.
3.2 Preliminaries
We fix a time horizon T ∈ (0,+∞) and work with a filtered probability space (Ω,A,F,P) with
filtration F = (Ft)t∈[0,T ] satisfying the usual conditions of right-continuity and completeness, and
F0 being trivial. T (F) denotes the set of stopping times valued in [0, T ]. For a given probability
measure Q, EQ denotes the expectation w.r.t. the measure Q. For Q = P, we will simply write
E. Let n ∈ N. For z ∈ Rn, z⊤ denotes its transpose and ||z|| =
(
z⊤z
) 1
2 its Euclidean norm.
For an Rn-valued semimartingale N and an Rn-valued predictable integrand π, the stochastic
integral, denoted by
∫ ·
0 πdN or π ·N is the scalar semimartingale with initial value zero given by∫ ·
0 πdN =
∑m
i=1
∫ ·
0 π
idN i. We denote by L(N) the set of Rn-valued predictable integrands π, for
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which
∫ ·
0 πdN is well defined and by S the set of all real valued càdlàg semimartingales. For two
real-valued càdlàg semimartingales N,R, [N,R] denotes the quadratic covariation of N and R
and ⟨N,R⟩ the predictable quadratic covariation of N and R when it exists1. We simply write
[N ] for [N,N ] and ⟨N⟩ for ⟨N,N⟩. We recall that a real-valued local martingale R is orthogonal
to an Rn-valued local martingale N =
(
N1, · · · , Nm) if and only if [R,N i] is a local martingale
for i = 1, · · · , n.
For Z ∈ S, Z− denotes the process of left limits, i.e. Zt− = lims↗t Zs (Z0− = Z0). and Z∗ the
running maximum process given by
Z∗t = sup
s≤t
|Zs|, t ∈ [0, T ].
The Doleans-Dade exponential of a semimartingale Z will be denoted by E(Z).
3.2.1 The utility maximization problem
Let R = (Ri)1≤i≤n be an Rn-valued continuous semimartingale with Ri0 = 0 for i = 1, 2, · · · , n.
We consider a financial market which consists of n assets and one bond. The bond is assumed
to be constant and equal to 1. The joint price process for the n assets is modeled by a strictly
positive Rn-valued semimartingale S = (Si)1≤i≤n with Si = Si0E(Ri),i = 1, 2 · · ·n. We denote
by Me(S) the set of equivalent local martingale measures for S. In order to exclude arbi-
trage opportunities in the sense of No Free Lunch with Vanishing Risk (see [DS94]), we assume
throughout this whole chapter that
Me(S) ̸= ∅. (3.1)
The continuity of R and the conditionMe(S) ̸= ∅ entail that R satisfies the structure condition,
i.e. there exists an Rn-valued continuous local martingale M with M0 = 0 and µ ∈ L(M) such
that
R = M +
∫ ·
0
d⟨M⟩µ. (3.2)
From [JS03, II.2.9], there exists an R-valued predictable increasing process K and a predictable
process Σ with values in the set of all symmetric positive semidefinite n × n matrices such
that for every i, j ∈ {1, 2, · · · , n}, we have ⟨M⟩i,j = ∫ ·0 Σi,jdK . Moreover, Σ = σ⊤σ where
σ is a predictable process with values in the set of n × n matrices. We can w.l.o.g. take
K = arctan
(∑n
i=1⟨M i,M i⟩
)
so that K is bounded2. Note that the factorization of ⟨M⟩ is not
unique (see [JS03, II.2.9]) and our results do not depend on the specific choice ofK. However, the
boundedness of K is essential as we use BSDEs results from [MW12] for which this is required.
Let P be the predictable σ-field of F-predictable sets on [0, T ] × Ω. We consider the Doléans
measure λK on P, defined for E ∈ P by
λK(E) := E
[∫ T
0
1E(t)dKt
]
.
Remark 3.2.1. Denote by N the set of Rn-valued predictable processes γ such that σγ = 0, λK-
a.e. It is clear that for π, ν ∈ L(R) such that π−ν ∈ N , ∫ ·0 πdR and ∫ ·0 νdR are indistinguishable.
1This is for example the case if N and R are locally square integrable martingales
2 Indeed with K = arctan
(∑n
i=1⟨M i,M i⟩
)
, for every i, j ∈ {1, 2, · · · , n}, ⟨M i,M j⟩ is absolutely continuous
w.r.t. K by Kunita-Watanabe inequality and the existence of Σ follows from Radon-Nikodym theorem.
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We consider an investor with risk preference modeled by a utility function U defined on
(0,+∞). By a utility function, we mean a strictly increasing, strictly concave and continuously
differentiable function. Moreover, we will always assume that U satisfies Inada’s conditions
lim
x→+∞U
′(x) = 0 and lim
x→0U
′(x) = +∞, (3.3)
and U has reasonable asymptotic elasticity strictly less than 1, i.e.
AE[U ] = lim sup
x→+∞
xU
′(x)
U(x) < 1. (3.4)
Let x0 > 0 be the initial capital of the investor. A trading strategy is a predictable R-integrable
Rn-valued process π =
(
πi
)
1≤i≤n, where πi denotes the proportion of wealth invested in the
asset Si, i = 1, · · · , n. The wealth process associated to an initial capital x0 > 0 and the trading
strategy π is defined by the equation
Xπt = x0 +
∫ t
0
πuX
π
udRu, t ∈ [0, T ].
The trading strategy π is said to be admissible3 if Xπ ≥ 0 and we denote by A(x0) the set of all
admissible trading strategies with initial capital x0. The aim of our investor is to trade so as to
maximize his expected utility from terminal wealth. This corresponds to the stochastic control
problem with value function u given by
u(x0) = sup
π∈A(x0)
E [U(XπT )] , x0 > 0. (3.5)
An admissible trading strategy ν attaining the sup in (3.5) will be referred to as an optimal
trading strategy and the corresponding wealth Xν as the optimal wealth process.
Related to the problem (3.5) is a dual problem. Given y > 0, the dual domain Y(y) is given by
Y(y) := {Y ≥ 0 | Y0 = y and XπY is a supermartingale for every π ∈ A(1)} .
Note that every Y ∈ Y(y) is a supermartingale since 0 ∈ A(1). The value function v of the dual
problem to (3.5) is
v(y) = inf
Y ∈Y(y)
E [V (YT )] , y > 0, (3.6)
where for y > 0, V (y) = supx>0 (U(x)− xy). We refer to Y (y) attaining the inf in (3.6) as the
dual optimizer. We have the following existence result for Xν and Y (y).
Theorem 3.2.2. [KS99, Theorem 2.2.] Assume that u(x) < +∞ for some x > 0. Then u
and v are finite valued and continuously differentiable. Moreover, for y = u′(x0), there exists
ν ∈ A(x0) and Y (y) ∈ Y(y) such that
u(x0) = E [U(XνT )] and v(y) = E [V (YT (y))] .
Furthermore, YT (y) = U
′(XνT ) and XνY (y) is a uniformly integrable martingale.
3As R is continuous and µ ∈ L(M), L(M) = L(R) (see [CMS80, Théoreme 2]). Moreover, E(∫ ·0 πdR) ≥ 0 for
every π ∈ L(R) and thus A(1) = L(M)
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3.2.2 The generalized opportunity process
Suppose that u(x0) < +∞. Let y = u′(x0), Xν the optimal wealth process for (3.5) and Y (y)
the dual optimizer for (3.6). From now on, we set Xˆ := Xν and Yˆ := Y (y). We recall the notion
of generalized opportunity process introduced in Section 2.3.2 as the reduced form of the dual
optimizer Yˆ . More precisely, it is the process L given by
L := Yˆ
U ′(Xˆ)
. (3.7)
Note that LT = 1 and L depends only on Xˆ. Indeed, the equality YˆT = U
′(XˆT ) and the
martingale property of the product XˆYˆ given by Theorem 3.2.2 imply that for t ∈ [0, T ]
Lt =
Yˆt
U ′(Xˆt)
= YˆtXˆt
XˆtU
′(Xˆt)
=
E
[
XˆT YˆT
⏐⏐Ft]
XˆtU
′(Xˆt)
and LT =
YˆT
U ′(XˆT )
= 1.
Let p ∈ (−∞, 0) ∪ (0, 1) and U(z) = zpp , z > 0. Then by [Nut10, Propositions 3.1 and 3.4], L is
the unique càdlàg semimartingale such that for every π ∈ A(x0)
1
p
(Xπt )Lt = ess sup
θ∈At(x0,π)
E
[1
p
(XθT )
⏐⏐Ft] , (3.8)
where for t ∈ [0, T ], At(x0, π) = {θ ∈ A(x0) | θs = πs, s ∈ [0, t]}. We will use the notation L(p)
for L if U(z) = zpp , z > 0 and we will denote the corresponding value function by up. For U of
logarithmic type, i.e. U(z) = log z, z > 0, we have zU ′(z) = 1 and thus L = 1. By convention,
we will set
L(0) := 1.
Let us recall the growth condition (Ga,b,C) introduced in Section 2.3.2 for the purpose of deriving
a priori bounds of L independently of the knowledge of Xˆ.
Definition 3.2.3. Let a, b, C > 0 with a ≤ b. We say that U satisfies the condition (Ga,b,C) if
for every x, y > 0 with x ≤ y, we have
1
C
(
y
x
)a
≤ U
′(x)
U ′(y) ≤ C
(
y
x
)b
.
Remark 3.2.4. Let AU be the relative risk aversion coefficient of U , i.e.
AU (x) = −xU
′′(x)
U ′(x) , x > 0.
Note that if there exists a, b ∈ (0,+∞) with a ≤ AU ≤ b, then U satisfies (Ga,b,1).
For convenience, we recall estimates of L given by Lemmas 2.4.4 and 2.4.6 from Chapter 2
for U satisfying the growth condition (Ga,b,1).
Lemma 3.2.5. Suppose that U satisfies (Ga,b,1) for some a, b with a ≤ b and u(x0) < +∞.
1. Let α ∈ (0, a) and ρ > 0 such that 0 < ρ ≤ αb . Then for every τ ∈ T (F), we have
Lτ (−α) ≤ Lρτ + L
α
a
τ .
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2. Assume that a ∈ (0, 1) and u1−a < +∞. Let γ ∈
(
0,min{1, 1b}
)
. Then for every τ ∈ T (F),
we have
Lτ ≤ L1−γτ + Lτ (1− a).
We will rely on Lemma 3.2.5 for the study of the normed properties of L in Section 3.4.
We close this section with some theorems on regarding BMO martingales and the introduction
of some normed spaces. The following theorem from [Kaz94] collects some useful properties
of BMO martingales. For a probability measure Q, BMO(Q) denotes the space of BMO-
martingales under the measure Q.
Theorem 3.2.6. [Kaz94, Theorems 3.1 and 3.6] Let N be a continuous Q-local martingale with
N0 = 0 and Γ = E (N). The following assertions are true:
a) N ∈ BMO(Q) implies that Γ is a Q-uniformly integrable martingale and there exists l > 1
and C2 depending only on ||N ||BMO(Q) such that for every τ ∈ T (F),
EQ
[(ΓT
Γτ
)l⏐⏐⏐⏐Gτ
]
≤ C2.
In other words, Γ satisfies the reverse Hölder’s inequality (Rl) w.r.t. the measure Q.
b) Assume that Γ is a Q-uniformly integrable martingale. The following are equivalent:
i) Γ satisfies (Rk) for some k ∈ (1,+∞) w.r.t. the measure Q.
ii) N ∈ BMO(Q).
c) Assume that N ∈ BMO(Q) and let Qˆ be the measure defined by dQˆdP
⏐⏐⏐⏐
GT
= ΓT . Then for
every Z ∈ BMO(Q), Zˆ = Z−⟨Z,N⟩ ∈ BMO(Qˆ). Moreover ||Zˆ||
BMO(Qˆ) ≤ C3||Z||BMO(Q)
where C3 is a constant depending only on ||N ||BMO(Q).
Let r ≥ 1 and Q a probability measure equivalent to P. We introduce the following spaces.
• Lr(Q) (resp. L∞(Q)) is the space of FT -measurable real valued random variables H such
that ||H||Lr(Q) = EQ [|H|r] < +∞ (resp. ||H||∞ = ess supω∈Ω |H(ω)| < +∞).
• Sr(Q) (resp. S∞(Q)) the space of real valued càdlàg semimartingales Z such that
||Z||Sr(Q) =
(
EQ
[
sup
t∈[0,T ]
|Zt|r
]) 1
r
< +∞
(
resp. ||Z||∞ =
⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐ supt∈[0,T ] |Zt|
⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐
∞
< +∞
)
.
• Ξ(Q) denotes set of càdlàg semimartingales Z such that for all r ≥ 1
E
[
exp
(
r sup
t∈[0,T ]
|Zt|
)]
< +∞.
• Hr(Q) denotes the set of Rn-valued predictable processes Z such that
||Z||Hr(Q) :=
⎛⎝EQ
⎡⎣(∫ T
0
Z⊤s d⟨M⟩sZs
) r
2
⎤⎦⎞⎠ 1r < +∞.
• Mr(Q) denotes the set of real valued local martingales R satisfying
||R||Mr(Q) :=
(
EQ
[
⟨R⟩
r
2
T
]) 1
r
.
We will simply write BMO,H1, Lr, L∞,Sr,S∞, Ξ and Mr if P = Q.
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3.3 Tractable solution to the utility maximization problem
In this section, we derive equations describing the joint dynamics of the pair (Xˆ, L) where Xˆ
is the optimal wealth process and L the generalized opportunity process defined by (3.7). The
joint dynamics will enable us to obtain a tractable expression of the optimizers : optimal trading
strategy ν, dual optimizer Yˆ and optimal wealth Xˆ. This leads to a suitable understanding of
the links between the optimizers and their dependence w.r.t. input parameters such as the
market price of risk µ, the risk preference U or its relative risk aversion coefficient AU . Taking
full advantage of this knowledge will allow us to study the continuity properties of the optimizers
w.r.t. relative risk aversion coefficient in various topologies in Section 3.5. For power utilities, L
is independent of Xˆ and can be described as the backward component of the solution to a BSDE
[HIM05, Mor09a, MT10, Nut12a]. Both the dynamics of Xˆ and L result from the application
of the martingale optimality principle. For general utilities, L depends on Xˆ and a complete
description of the dynamics of L relies on the joint dynamics of (Xˆ, L). The tool of forward
backward stochastic differential equations (hereafter FBSDEs) appears as a natural candidate
to describe this dynamical behavior. We work under the following assumption on U :
Assumption 3.3.1. U is three times continuously differentiable.
Our system of FBSDEs of interest is the following:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dXt = − U
′
(Xt)
U ′′ (Xt)
(
µt + QtPt−
)
dMt − U
′
(Xt)
U ′′ (Xt)
(
µt + QtPt−
)⊤
d⟨M⟩tµt, t ∈ [0, T ],
X0 = x0,
dPt = QtdMt + dNt + Pt−
(
1− 12 U
(3)(Xt)U
′
(Xt)
|U ′′ (Xt)|2
)(
µt + QtPt−
)⊤
d⟨M⟩t
(
µt + QtPt−
)
,
PT = 1.
(3.9)
We now define what we mean by a solution of this system.
Definition 3.3.2. A solution of (3.9) is a quadruple (X,P,Q,N) where
1. X is a strictly positive and continuous semimartingale,
2. P is a strictly positive càdlàg semimartingale with P− > 0,
3. Q ∈ L(M) and N is a local martingale orthogonal to M and such that the system of
equations (3.9) holds.
The system (3.9) is fully coupled and the coupling is encoded by the map
ΦU : (0,∞) ∋ z ↦→ 1− 12
U (3)(z)U ′(z)
|U ′′(z)|2 . (3.10)
Clearly if ΦU is constant i.e. ΦU = c, c ∈ R, (3.9) decouples into a forward and backward
component, where the latter is independent of the former. The solvability of the resulting
backward and forward components can be addressed using the results from standard BSDE
theory (see [Kob00, Mor09a, MW12]) and SDE theory (see [Pro04]). For the logarithmic utility
U(z) = log z, z > 0, we have Φlog = 0 and a solution to (3.9) is given by (xE (µ ·R) , 1, 0, 0). For
U of power type, i.e. U(z) = zpp , z > 0 for some p ∈ (−∞, 0) ∪ (0, 1), we have ΦU = p2(p−1) . The
corresponding backward equation takes the form
dPt = QtdMt + dRt +
p
2(p− 1)Pt−
(
µt +
Qt
Pt−
)⊤
d⟨M⟩t
(
µt +
Qt
Pt−
)
, t ∈ [0, T ], PT = 1.
(3.11)
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The BSDE (3.11) is the Bellman equation for power utility, see [Nut12a]. It admits infinitely
many solutions. We refer to [FMW12, Theorem 3.6] for such constructions. Thus in general we
expect (3.9) to admit infinitely many solutions in the sense of Definition 3.3.2. Therefore, we
need to restrict to a particular class of solutions in order to address the question of uniqueness.
We now introduce the following concept of solution that will lead to uniqueness.
Definition 3.3.3. A solution (X,P,Q,N) of (3.9) admits the martingale property if XU ′(X)P
is a martingale.
Let A =
(
X1, P 1, Q1, N1
)
and B =
(
X2, P 2, Q2, N2
)
be pairs of solutions to (3.9). We say that
A = B if and only if we have X1 = X2,P 1 = P 2, Q1 ·M = Q2 ·M and N1 = N2. We will
sometimes denote a solution
(
X1, P 1, Q1, R1
)
by
(
X1, P 1
)
and simply omit further mentioning
of the additional solution components.
Our interest in solutions with the martingale property stems from the fact that we want to
identify a solution (X,P ) of (3.9) with (Xˆ, L). As XˆU ′(Xˆ)L is a martingale, the martingale
property is thus necessary for the above identification to hold. It is the minimal condition
required to ensure a unique solution and can be seen as a minimality property for the backward
component P of a solution, see Remark 3.3.6. In order to show that (Xˆ, L) is the unique solution
to (3.9) with the martingale property, we need the following lemma which shows that L is a
special semimartingale.
Lemma 3.3.4. Suppose that u(x0) < +∞ and Assumption 3.3.1 holds. The process L defined
by (3.7) is a special semimartingale. Moreover, we have L > 0 and L− > 0.
Proof. Clearly E
[
YˆT
]
< +∞ as Yˆ ∈ Y(y). Since YˆT = U ′(XˆT ) by Theorem 3.2.2 and U satisfies
Inada’s conditions (3.3), we deduce that XˆT and YˆT are strictly positive. XˆYˆ is therefore a
uniformly integrable martingale with strictly positive terminal value. The minimum principle
for supermartingales entails that XˆYˆ > 0 and Xˆ−Yˆ− > 0. Hence L = Yˆ
U ′ (Xˆ)
satisfies L > 0
and L− > 0. By Assumption 3.3.1, 1U ′ is twice continuously differentiable and thus
1
U ′ (Xˆ)
is a
semimartingale. S being continuous, Xˆ is continuous and 1
U ′ (Xˆ)
is locally bounded. As L is the
product of a locally bounded process 1
U ′ (Xˆ)
and a special semimartingale Yˆ , it is also a special
semimartingale (see [EKQ95, Proposition 1.b]).
As L is a special semimartingale, it admits a unique canonical decomposition L = L0 +
ML + AL, where ML is a local martingale starting at 0 and AL a predictable process of finite
variation satisfying A0 = 0. The process M being continuous, ML admits a Kunita-Watanabe
decomposition w.r.t. M (see [AS93]), i.e. there exists ZL ∈ L(M) and NL a local martingale
orthogonal to M such that ML =
∫ ·
0 Z
LdM + NL. One can therefore rewrite the canonical
decomposition of L as follows
L = L0 +
∫ ·
0
ZLdM +NL +AL. (3.12)
The following theorem gives the explicit structure of AL and shows that
(
Xˆ, L
)
is the unique
solution of (3.9) with the martingale property.
Theorem 3.3.5. Suppose that u(x0) < +∞ and Assumption 3.3.1 holds. Let ZL and NL be
given as in (3.12). The following assertions hold:
i) The optimal trading strategy ν satisfies the following relation which is implicit since Xˆ and
L depend on ν:
ν = − U
′(Xˆ)
XˆU ′′(Xˆ)
(
µ+ Z
L
L−
)
, λK-a.e. (3.13)
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ii) The quadruple
(
Xˆ, L, ZL, NL
)
is the unique solution of (3.9) with the martingale property.
iii) The dual optimizer is given by
Yˆ = U ′(x0)L0E
(∫ ·
0
−µdM +
∫ ·
0
1
L−
dNL
)
, (3.14)
and the martingale XYˆ has the form
XˆYˆ = xU ′(x0)L0E
(∫ ·
0
[
−µ+ 1
AU (Xˆ)
(
µ+ Z
L
L−
)]
dM +
∫ ·
0
1
L−
dNL
)
, (3.15)
where AU (z) = − zU
′′ (z)
U ′ (z) , z ∈ (0,+∞).
Proof. We recall that Xˆ = Xν = x0E (ν ·R) where ν ∈ A(x0) is the optimal trading strategy.
In order to prove i) and ii), we first identify AL and for this we use the fact that XˆU ′(Xˆ)L is a
martingale. From Itô’s formula, we have for t ∈ [0, T ]
dU
′(Xˆt) = U
′′(Xˆt)XˆtνtdMt +
(
U
′′(Xˆt)Xˆtµt +
1
2U
(3)(Xˆt)Xˆ2t νt
)⊤
d⟨M⟩tνt,
d
(
XˆtU
′(Xˆt)
)
=
[
U
′′(Xˆt)Xˆ2t νt + U
′(Xˆt)Xˆtνt
]
dMt +
(
U
′′(Xˆt)Xˆ2t + U
′(Xˆt)Xˆt
)
ν⊤t d⟨M⟩tµt
+
(1
2U
(3)(Xˆt)Xˆ3t + U
′′(Xˆt)Xˆ2t
)
ν⊤t d⟨M⟩tνt.
Using the decomposition (3.12) of L and the above equation, one obtains for t ∈ [0, T ]
d
(
XˆtU
′(Xˆt)Lt
)
= XˆtU
′(Xˆt)dLt + Lt−d
(
XˆtU
′(Xˆt)
)
+ d
[
XˆU
′(Xˆ), L
]
t
(3.16)
= XˆtU
′(Xˆt)
[
ZLt dMt + dNLt
]
+ Yt−
[
U
′′(Xˆt)Xˆ2t νt + U
′(Xˆt)Xˆtνt
]
dMt
+ dBLt ,
with
BLt =
∫ t
0
XˆsU
′(Xˆs)dALs +
∫ t
0
(
U
′′(Xˆs)Xˆ2s + U
′(Xˆs)Xˆs
)
ν⊤s ⟨M⟩s
(
Ls−µs + ZLs
)
+ Ls−
(1
2U
(3)(Xˆs)Xˆ3s + U
′′(Xˆs)Xˆ2s
)
ν⊤s d⟨M⟩sνs. (3.17)
As L−, ZL, ν and Xˆ are predictable, the finite variation process BL is predictable. Since
XˆU
′(Xˆ)L is a martingale, BL is therefore a predictable local martingale of finite variation.
Hence BL = 0. Due to the equation (3.17) and the strict positivity of XˆU ′(Xˆ), we infer from
[JS03, Theorem I.3.13] that for t ∈ [0, T ]
ALt = −
∫ t
0
(
1 + U
′′(Xˆs)Xˆs
U ′(Xˆs)
)
ν⊤s d⟨M⟩s
(
Ls−µs + ZLs
)
(3.18)
−
∫ t
0
Ls−
(
1
2
U (3)(Xˆs)Xˆ2s
U ′(Xˆs)
+ U
′′(Xˆs)Xˆs
U ′(Xˆs)
)
ν⊤s d⟨M⟩sνs.
i) We now show (3.13). To achieve this, we exploit the fact that XπU ′(Xˆ)L is a supermartingale
for every π ∈ A(x0). Let π ∈ A(x0). An application of Itô’s formula yields for t ∈ [0, T ]
d
(
U
′(Xˆt)Lt
)
=
(
U
′(Xˆt)ZLt + Lt−U
′′(Xˆt)Xˆtνt
)
dMt + U
′(Xˆt)dNLt (3.19)
− U ′(Xˆt)
(
Lt−µt + ZLt + Lt−
U
′′(Xˆt)Xˆt
U ′(Xˆt)
νt
)⊤
d⟨M⟩tνt,
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d
(
Xπt U
′(Xˆt)Lt
)
= Xπt d
(
U
′(Xˆt)Lt
)
+ U ′(Xˆt)L−dXπt + d
[
Xπ, U
′(Xˆ)L
]
t
=
(
Xπt U
′(Xˆt)ZLt + Lt−U
′′(Xˆt)Xπt Xˆtνt + U
′(Xˆt)Lt−Xπt πt
)
dMt
+ Xπt U
′(Xˆt)dNLt
+ U ′(Xˆt)Xπt (πt − νt)⊤ d⟨M⟩t
(
Lt−µt + ZLt + Lt−
U
′′(Xˆt)Xˆt
U ′(Xˆt)
νt
)
.
The process Cπ =
∫ ·
0X
π
t U
′(Xˆt) (πt − νt)⊤ d⟨M⟩t
(
Lt−µt + Lt−U
′′ (Xˆt)Xˆt
U ′ (Xˆt)
U
′(Xˆt)νt
)
is predictable
and of finite variation. We have XπU ′(Xˆ)L = Mπ + Cπ where Mπ is a local martingale. As
XπU
′(Xˆ)L is a supermartingale, it follows from Doob-Meyer’s decomposition theorem that Cπ
is decreasing. Thus for every t ∈ [0, T ]∫ t
0
Xπs U
′(Xˆs) (πs − νs)⊤ d⟨M⟩s
(
Ls−µs + ZLs + Ls−
U
′′(Xˆs)Xˆs
U ′(Xˆs)
νs
)
≤ 0, P-a.s.. (3.20)
Note that (3.20) holds for arbitrary π ∈ A(x0). The process L being càdlàg, L− is left-continuous
and has right limits. Hence L− is locally bounded (see [DM82b, Remark VII. 32]). As Xˆ is
continuous and ZL, µ, ν ∈ L(M), we deduce that ζ = ν + L−µ + ZL + L−U
′′ (Xˆ)Xˆ
U ′ (Xˆ)
ν ∈ A(x0).
Inserting π = ζ in (3.20) and using the factorization d⟨M⟩ = σ⊤σdK we obtain∫ T
0
Xπt U
′(Xˆt)
⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐σt
(
µtLt− + ZLt + Lt−
U
′′(Xˆt)Xˆt
U ′(Xˆt)
νt
)⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐
2
dKt ≤ 0.
Since XπU ′(Xˆ) is strictly positive, we deduce that
ν = − U
′(Xˆ)
U ′′(Xˆ)Xˆ
(
µ+ Z
L
L−
)
+ γ, λK-a.e. (3.21)
with γ ∈ N (Remark 3.2.1). As ∫ ·0 γdR = 0, we can w.l.o.g assume that γ = 0 in (3.21). Thus
(3.13) holds.
ii) First we show that
(
Xˆ, L, ZL, NL
)
is a solution to (3.9). With ν defined by (3.13), Xˆ
satisfies⎧⎨⎩ dXˆt = − U
′ (Xˆt)
U ′′ (Xˆt)
(
µt + Z
L
t
Lt−
)
dMt − U
′ (Xˆt)
U ′′ (Xˆt)
(
µt + Z
L
t
Lt−
)⊤
d⟨M⟩tµt, t ∈ [0, T ],
X0 = x0.
We recall that L = L0+ML+AL withML =
∫ ·
0 Z
LdM+NL and AL defined by (3.18). Inserting
(3.13) into AL, we obtain that for t ∈ [0, T ]⎧⎨⎩ dLt = ZLt dMt + dNLt + Lt−
(
1− 12 U
(3)(Xˆt)U
′ (Xˆt)
|U ′′ (Xˆt)|2
)(
µt + Z
L
t
Lt−
)⊤
d⟨M⟩t
(
µt + Z
L
t
Lt−
)
,
LT = 1.
The quadruple
(
Xˆ, L, ZL, NL
)
is therefore a solution of (3.9). Moreover, XˆU ′(Xˆ)L = XˆYˆ is
a uniformly integrable martingale by Theorem 3.2.2. Hence (Xˆ, L, ZL, NL) has the martingale
property.
We now prove uniqueness. Let (X,P,Q,N) be a solution of (3.9) with the martingale property.
Then X is the wealth process associated to the strategy − U
′ (X)
U ′′ (X)X
(
µ+ QP−
)
. Itô’s product rule
gives
d
(
U
′(Xt)Pt
)
= U ′(Xt)Pt−
(
−µtdMt + 1
Pt−
dNt
)
, t ∈ [0, T ].
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Let π ∈ A(x0). Applying Itô’s formula once more yields for t ∈ [0, T ]
d
(
Xπt U
′(Xt)Pt
)
=
[
Xπt U
′(Xt)Qt + Pt−
[
−Xπt U
′(Xt)
(
µt +
Qt
Pt−
)
+ U ′(Xt)Xππt
]]
dMt
+Xπt U
′(Xt)dNt.
One sees that XπU ′(X)P is a local martingale. Since it is positive, it is a supermartingale and
therefore the difference (Xπ −X)U ′(X)P is supermartingale with initial value 0. From the
strict concavity of U , we obtain that E [U(XπT )− U(XT )] ≤ E
[
(XπT −XT )U
′(XT )PT
]
≤ 0. The
process X is therefore an optimal wealth process. By the uniqueness of the optimal wealth, we
haveX = Xˆ. We infer that XˆU ′(Xˆ)P and XˆU ′(Xˆ)L are both martigales with the same terminal
value. Hence, they are indistinguishable. Thus P = L as XˆU ′(Xˆ) is strictly positive. Since L is a
special semimartingale, its canonical decomposition is unique. Thus L0+ML = L0+
∫ ·
0QdM+N .
By uniqueness of the Kunita-Watanabe decomposition, we deduce that
∫ ·
0 Z
LdM =
∫ ·
0QdM and
NL = N . Uniqueness is proven.
iii) By definition of L, we have Yˆ = U ′(Xˆ)L whose dynamical behavior is described by (3.19).
We obtain (3.14) by using the expression of ν given by (3.13). Noting that BL = 0, we recall
from (3.16) that for t ∈ [0, T ]
d
(
XˆtU
′(Xˆt)Lt
)
= XˆtU
′(Xˆt)
[
ZLt dMt + dNLt
]
+ Yt−
[
U
′′(Xˆt)Xˆ2t νt + U
′(Xˆt)Xˆtνt
]
dMt.
Inserting the expression of ν given by (3.13) in the above equation, we obtain the formula of
XˆYˆ = XˆU ′(Xˆ)L given by (3.15). The proof is complete.
Remark 3.3.6. i) Theorem 3.3.5 gives a precise description of the optimal portfolio in terms
of the solution (3.9). A similar result in the setting of a continuous filtration appears
in [HHI+14, ST14]. The derivation of the system of FBSDEs (3.9) relies on the the
variational calculus of Peng [Pen93] and requires additional integrability conditions on Xˆ
and bounds on the derivative of U . However, they work with a terminal random endowment
which we do not consider here.
ii) The relation (3.14) shows that Yˆ is a local martingale. This is a known fact for S with
continuous paths, see [KLSX91, Lv07, KW16]. However, L allows for a concise description
of Yˆ . The dependence of Yˆ on the local martingale
∫ ·
0
1
L−dN
L highlights the necessity of
a suitable knowledge of L to investigate the uniformly integrability of Yˆ as illustrated in
Section 2.5.1.
iii) The martingale property attributes to L a minimality property. Indeed, let L+(Xˆ) be the
set of strictly positive processes P such that PT = 1 and XˆU
′(Xˆ)P is a local martingale.
As XˆU ′(Xˆ)L is a martingale, we deduce that L ≤ P for all P ∈ L+(X). Clearly L is the
minimal element of L+(Xˆ). The above minimality property has been observed in [Nut12a]
for power utilities. There the set L+(Xˆ) can be identified with the class of solutions to the
Bellman BSDE (3.11).
iv) If the filtration F is continuous then L is a continuous semimartingale. If F is discontin-
uous, L might be discontinuous and its jumps are embedded into NL.
Remark 3.3.7. Theorem 3.3.5 above establishes an equivalence between the existence of a so-
lution to (3.9) with the martingale property and the existence of a solution to the problem (3.5).
In general, fully coupled systems of FBSDE admit solutions only for T sufficiently small. This
occurs for (3.9) if u < +∞ only for T < T∞ for some T∞ ∈ (0,∞). See for example [KMK10,
Section 2] or [KK04, Section 3.4] where S is given by the Heston model [Hes93] and U is the
power utility.
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3.4 Normed spaces of the solution (Xˆ, L, ZL, NL)
Our aim in this section is to give the integrability properties of (Xˆ, L, ZL, NL) based on condi-
tions on the market price of risk µ and the functions AU ,ΦU by identifying a suitable normed
space in which (Xˆ, L, ZL, NL) belongs to, e.g. (Xˆ, L, ZL, NL) ∈ Sr × Sr ×Hr ×Mr for some
r ≥ 1. The main difficulty in providing the integrability properties lies in the fact that Xˆ is
coupled to L. This coupling hinders the direct application of results from SDE theory [Pro04]
and or BSDEs theory [Kob00, Mor09a, MW12] to embed (Xˆ, L, ZL, NL) in a normed space.
We will circumvent this coupling by exploiting partial estimates of L given by Lemma 3.2.5 to
establish its integrability properties. We will then rely on the canonical decomposition of L
and results from semimartingale theory [LLP80, MW12] to derive the integrability properties of
Xˆ, ZL and NL from those of L.
We will work under the following assumptions on U :
Assumption 3.4.1. There exists c ∈ (0,+∞) such that for every x > 0, AU (x) = −xU
′′ (x)
U ′ (x)
satisfies
c ≤ AU (x).
Assumption 3.4.2. There exist α, α ∈ (−∞, 12) such that for every x > 0, ΦU (x) = 1 −
1
2
U(3)(x)U ′ (x)
|U ′′ (x)|2 satisfies
α ≤ ΦU (x) ≤ α.
Remark 3.4.3. Under Assumption 3.4.1, the conditions α, α ∈ (−∞, 12) in Assumption 3.4.2
are not too restrictive. To see this, set U
′ (0)
U ′′ (0) := limx↓0
U
′ (x)
U ′′ (x) . Note that AU ≥ c implies that
0 ≤ − U
′ (x)
U ′′ (x) ≤
x
c , x > 0. Taking the limit as x ↓ 0 yields U
′ (0)
U ′′ (0) = 0. Now ΦU =
1
2 +
1
2
(
U
′
U ′′
)′
.
Therefore α ≤ ΦU ≤ α is equivalent to
2α− 1 ≤
(
U
′
U ′′
)′
≤ 2α− 1.
Using U
′ (0)
U ′′ (0) = 0 and integrating
(
U
′
U ′′
)′
between 0 and x > 0, one obtains
1− 2α ≤ 1/AU (x) = − U
′(x)
xU ′′(x) ≤ 1− 2α. (3.22)
As AU > 0, it follows that α < 12 . It is by now commonly acknowledged from the works of [Arr65]
that the coefficient of absolute risk aversion −U
′′
U ′ is decreasing. Assuming the latter property,
one has
(
U
′
U ′′
)′
< 0 and thus ΦU = 12 +
1
2
(
U
′
U ′′
)′
< 12 . Hence α <
1
2 . The restrictive condition
in Assumption 3.4.2 is the boundedness from below of the function ΦU .
Remark 3.4.4. Under Assumptions 3.4.1 and 3.4.2, one deduces from (3.22) that
a = 11− 2α ≤ AU ≤ b =
1
1− 2α. (3.23)
It follows from Remark 3.2.4 that U satisfies therefore (Ga,b,1) (see Definition 3.2.3). Note that
a ≥ 1 is equivalent to ΦU ≥ 0 and b ≤ 1 is equivalent to ΦU ≤ 0.
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The primary necessity of Assumptions 3.4.1 and 3.4.2 is to enhance U with the growth
condition (Ga,b,1). As a result, we can apply Lemma 3.2.5 to obtain the integrability properties
of L on the basis of those of L(p), p ∈ (−∞, 0) ∪ (0, 1) as shown in Theorem 3.4.10 below. The
secondary necessity of Assumptions 3.4.1 and 3.4.2 is to attribute convexity, locally Lipschitz
and quadratic growth properties to the driver of the BSDE describing the dynamics of logL,
see Remark 3.4.5. These properties are necessary to infer the integrability properties of ZL and
NL from those of L, see Propositions 3.4.12 and 3.4.14.
We recall that ⟨M⟩ = σ⊤σ. By Theorem 3.3.5, the equation describing the dynamics of L is
given by
dLt = ZLdMt + dNLt + Lt−ΦU (Xˆt)
(
µt +
ZLt
Lt−
)⊤
d⟨M⟩
(
µt +
ZLt
Lt−
)
, LT = 1. (3.24)
Let FU be defined for (t, ω, x, z) ∈ [0, T ]× Ω× (0,+∞)× Rn by
FU (t, ω, x, z) = −ΦU (x)||σt(ω)(µt(ω) + z)||2 + 12 ||σt(ω)z||
2, (3.25)
and (ξL,ΠL) the pair defined by the change of variable
ξL = Z
L
L− and Π
L =
∫ ·
0
1
L−dN
L. (3.26)
Assuming L is continuous, an application of Itô’s formula to logL using the equation above
yields
d logLt = ξLt dMt + dΠLt − FU (t, Xˆt, ξLt )dKt −
1
2d
[
ΠL
]
t
, t ∈ [0, T ], logLT = 0. (3.27)
Remark 3.4.5. Assumption 3.4.2 confers to FU the following properties:
1. For all (t, x) ∈ [0, T ]× (0,+∞), the map Rn ∋ z ↦→ FU (t, x, z) is convex. As 12 − ΦU > 0,
the convexity of FU (t, x, ·) follows from the decomposition
FU (t, x, z) =
(
−ΦU (x) + 12
)
||σtz||2 − ΦU (x)||σtµt||2 − 2ΦU (x)
(
σtµt
)⊤(
σtz
)
.
2. FU has quadratic growth in z. Indeed, let β = max{|α|, |α|} and δ > 0. Young’s inequality
2|z⊤1 z2| ≤ δ||z1||2 + 1δ ||z2||2, z1, z2 ∈ Rn, yields for (t, x, z) ∈ [0, T ]× (0,+∞)× Rn,
|FU (t, x, z)| ≤ β
(
1 + 1
δ
)
||σtµt||2 + 12 (2β + 2βδ + 1) ||σtz||
2. (3.28)
3. FU is as well locally Lipschitz in z since for (x, z1, z2) ∈ (0,+∞)× Rn × Rn we have
|FU (t, x, z1)− FU (t, x, z2)| ≤
(
2β||σtµt||+ 2β + 12 ||σtz1||+
2β + 1
2 ||σtz2||
)
||σt∆z||,
with ∆z = z1 − z2.
Let us gives some examples of utility functions satisfying Assumptions 3.4.1 and 3.4.2.
Example 3.4.6. Let p, q ∈ (−∞, 0) ∪ (0, 1) with p ≤ q.
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i) Let U(z) = log z + zpp , z > 0. Then for z > 0, we have
AU (z) =
1 + (1− p)zp
1 + zp ,
(
U
′(z)
U ′′(z)
)′
= (p− 1)z
2p + (p− 2− p2)zp − 1
|(p− 1)zp − 1|2 < 0 and
ΦU (z) =
1
2 +
1
2
(
U
′(z)
U ′′(z)
)′
= p2
(p− 1)z2p − (p+ 1)zp
|(p− 1)zp − 1|2 <
1
2 .
For p ∈ (0, 1), 1 − p ≤ AU ≤ 1 and 12 pp−1 ≤ ΦU ≤ 0 while for p < 0, 1 ≤ AU ≤ 1 − p and
0 ≤ ΦU ≤ 12 pp−1 < 12 .
ii) U(z) = zpp +
zq
q , z > 0. Then for z > 0 and A(p, q) = p+ q − 2− (p− q)2 one has
AU (z) =
(1− p) + (1− q)zq−p
1 + zq−p ,
(
U
′(z)
U ′′(z)
)′
= (p− 1) + (q − 1)z
2(q−p) +A(p, q)zq−p
|(p− 1) + (q − 1)zq−p|2 < 0,
ΦU (z) =
1
2
p(p− 1) + q(q − 1)z2(q−p) + (4pq − p2 − q2 − p− q)zq−p
|(p− 1) + (q − 1)zq−p|2 <
1
2 .
Note that 1 − q ≤ AU ≤ 1 − p and ΦU is bounded from below as the quotient of two
polynomials of the same degree.
3.4.1 Normed space of (L,ZL, NL) under exponential moments condition
In this section, we identify a normed space for the triplet
(
L,ZL, NL
)
under the following
assumption:
Assumption 3.4.7. For all r > 1, we have E
[
exp
(
r
∫ T
0 µ
⊤
s d⟨M⟩sµs
)]
< +∞.
Assumption 3.4.7 has been used in [FMW12, MW13] for the study of the Bellman BSDE
(3.11) which corresponds to our main system of interest (3.9) in the power utility case. It also
appears in papers studying BSDE with drivers satisfying the same properties as FU described
by Remark 3.4.5, see [MW12, BH08, DHR11]. Assumption 3.4.7 will enable us to apply the
following existence and uniqueness result.
Theorem 3.4.8. [MW12, Theorem 5, Corollary 1 and 2] Suppose that Assumption 3.4.7 holds
and the filtration F is continuous. Let F be a driver satisfying the following conditions:
i) F is independent of y and for every t ∈ [0, T ], the map Rn ∋ z ↦→ F (t, z) is continuous.
ii) F is locally Lipschitz in z with Lipschitz constant k > 0, i.e. for all (t, z1, z2) ∈ [0, T ] ×
Rn × Rn,
F (t, z1)− F (t, z2)| ≤ k (||σtµt||+ ||σtz1||+ ||σtz2||) (||σt(z1 − z2)||) .
iii) F has quadratic growth in z, i.e. there exists α, γ > 0 such that for all (t, z) ∈ [0, T ]×Rn,
|F (t, z)| ≤ α||σtµt||2 + γ2 ||σtz||
2.
Then the following hold:
Existence. The BSDE(F, 0) admits a solution (Y,Z,N) such that Y ∈ Ξ. Moreover, (Z,N) ∈
Hr ×Mr for all r ≥ 1.
Comparison principle and uniqueness. Let F ′ be another generator satisfying i), ii) and
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iii) and (Y ′ , Z ′ , N ′) a solution to BSDE(F ′ , 0) with Y ′ ∈ Ξ. Assume that F is convex and for
each t ∈ [0, T ]
F (t, Y ′t , Z
′
t) ≤ F
′(t, Y ′t , Z
′
t).
Then for each t ∈ [0, T ], Yt ≤ Y ′t . In particular (Y,Z,N) is the unique solution to BSDE(F, 0)
with Y ∈ Ξ (see [MW12, Theorem 6 and Corollary 2]).
Before proceeding with our analysis of the integrability properties of the solution, let us point
out the following consequence of Assumption 3.4.7 pertaining to the absence of arbitrage and
the finiteness of the value function u.
Proposition 3.4.9. Suppose that Assumption 3.4.7 holds. Let Zµ = E (−µ ·M) and Qµ be the
probability measure equivalent to P on FT and given by
dQµ/dP := ZµT = E (−µ ·M)T . (3.29)
The measure Qµ belongs to Me(S) and for every r > 1, we have E [(ZµT )r + (1/ZµT )r] < +∞.
If additionally Assumptions 3.4.1 and 3.4.2 hold, then the value function u defined by (3.5) is
finitely valued.
Proof. Clearly Zµ is a local martingale and one verifies that ZµS is a local martingale. Assump-
tion 3.4.7 implies that E
[
exp
(
1
2
∫ T
0 µ
⊤
s d⟨M⟩sµs
)]
< +∞ and therefore Zµ is a uniformly inte-
grable martingale by Novikov’s criteria (see [Kaz94, Corollary 1.1.]). Thus we have Qµ ∈Me(S).
Let r > 1. We only show that E [(ZµT )r] < +∞ as the arguments for E [(1/ZµT )r] < +∞ are
similar. Applying Hölder’s inequality and using the supermartingale property of E (−r2µ ·M),
we obtain
E [(ZµT )
r] = E
⎡⎣exp(−r2 ∫ T
0
µsdMs − 12r
2
∫ T
0
µ⊤s d⟨M⟩sµs
) 1
r
⎤⎦
= E
[(
E
(
−r2µ ·M
)
T
) 1
r exp
(
1
2(r
3 − r)
∫ T
0
µ⊤s d⟨M⟩sµs
)]
≤
(
E
[
E
(
−r2µ ·M
)
T
]) 1
r
(
E
[
exp
(
r2(r + 1)
2
∫ T
0
µ⊤s d⟨M⟩sµs
)]) r−1
r
< +∞.
Suppose that Assumptions 3.4.1 and 3.4.2 hold. Then by Remark 3.2.4, U satisfies (Ga,b,1) with
a and b given by (3.23). By Lemma 2.3.8, to show that u is finitely valued, it suffices to show
that for every p ∈ (−∞, 0) ∪ (0, 1), the value function up corresponding to the power utility
Up(z) = z
p
p , z > 0 is finitely valued. Note that up ≤ 0 for p ∈ (−∞, 0). As E
[(
1/ZµT
)r]
< +∞
for every r > 1, we have that for p ∈ (0, 1), E
[
(ZµT )
p
p−1
]
< +∞ and up is finitely valued by
Remark 2.3.1. The proof is complete.
In the following Theorem we establish the main integrability properties of L under Assump-
tion 3.4.7 on which the subsequent results are built on. Fist we recall the function κ introduced
in Section 2.6.2 to derive sufficient conditions for the boundedness of L:
κ : (0,+∞) ∋ z ↦→ z2 + 12z + z
√
z(z + 1). (3.30)
Theorem 3.4.10. Suppose that Assumptions 3.3.1, 3.4.1, 3.4.2 and 3.4.7 hold. Then L ∈ Sr
for every r > 1. Moreover, if F is continuous, then logL ∈ Ξ.
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Proof. By Remark 3.4.4, U satisfies (Ga,b,1) with a and b given by (3.23). We assume w.l.o.g.
that a ∈ (0, 1) since for a′ < a, U satisfies (Ga′ ,b,1) as it satisfies (Ga,b,1).
We begin with the first assertion. Let r > 1. By Proposition 2.4.7, L belongs to Sr if L(1− a)
belongs to Sr. So we only have to show that L(1 − a) ∈ Sr. Set p = 1 − a and assume that
r > 11−√p . Then by Lemma 2.6.8, we have for t ∈ [0, T ]
Lt(p) ≤
(
E
[
exp
(
κ
( p
1− p
) ∫ T
t
µ⊤s d⟨M⟩sµs
)⏐⏐⏐⏐Ft
])1−√p
≤ M˜1−
√
p
t , (3.31)
where M˜ is the martingale defined by M˜t = E
[
exp
(
κ
( p
1−p
) ∫ T
0 µ
⊤
s d⟨M⟩sµs
)⏐⏐⏐⏐Ft] for t ∈ [0, T ].
Using Assumption 3.4.7 on the exponential moments of all orders of
∫ T
0 µ
⊤
s d⟨M⟩sµs, one deduces
from Doob’s maximal inequalities that M˜ ∈ Sq for all q > 1. One sees from the inequality (3.31)
and the fact that M˜ ∈ Sr(1−√p) that L(p) ∈ Sr. Since S l ⊆ S l′ for l < l′ , we have L(p) ∈ Sr for
all r > 1.
For the second assertion, the idea of the proof is to bound | logL| by processes in Ξ. Our
proof consists of two steps. Let α ∈ (0, a), ρ ∈ (0, αb ) and γ ∈ (0,min{1b , 1}).
Step 1. We show that (logL)+ = max{logL, 0} ∈ Ξ. By Lemma 3.2.5, we have for t ∈ [0, T ]
Lt(−α) ≤ Lρt + L
α
a
t . (3.32)
Since a ≤ b, we have ρ− αa < 0 and Lρ + L
α
a ≤ 2max{1, Lαa }. We deduce from (3.32) that
a
α
(logLt(−α)− log 2) ≤ (logLt)+ , t ∈ [0, T ]. (3.33)
By Lemma 3.2.5, we have for t ∈ [0, T ], Lt ≤ L1−γt + Lt(1− a) and thus
logLt ≤ log 2 + logmax{L1−γt , Lt(1− a)}
≤ log 2 + (1− γ) (logLt)+ + logLt(1− a). (3.34)
Note that L(1−a) is a supermartingale with lower bound 1 (see [Nut10, Lemma 3.5]). The map
R ∋ z ↦→ z+ = max{z, 0} is increasing and logL(1 − a) ≥ 0. The right hand term of (3.34) is
therefore positive and we deduce that
γ(logL)+ ≤ log 2 + logL(1− a). (3.35)
Summing up (3.33) and (3.34), we obtain the following bound for (logL)+
a
α
(logL(−α)− log 2) ≤ (logL)+ ≤ 1
γ
(log 2 + logL(1− a)) . (3.36)
By Lemma A.6 in [MW13], | logL(−α)|, logL(1−a) ∈ Ξ. Thus (3.36) implies that (logL)+ ∈ Ξ.
Step 2. We provide suitable bounds for | logL|. By (3.32) we have L(−α) ≤ Lρ(1+Lαa−ρ). We
recall that αa − ρ > 0. Using the properties of the function log and the latter inequality we see
that
logL(−α) ≤ log 2 + ρ logL+ (α
a
− ρ)(logL)+. (3.37)
Putting together (3.34) and ( 3.37), we obtain
1
ρ
(
logL(−α)− log 2− (α
a
− ρ)(logL)+
)
≤ logL ≤ log 2 + (1− γ) (logL)+ + logL(1− a).
Since (logL)+, logL(1− a), logL(−α) ∈ Ξ, the above inequalities entail that logL ∈ Ξ.
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Remark 3.4.11. • Observe that we didn’t use the equation (3.24) describing the dynamics
of L in the proof of Theorem 3.4.10. In particular, Theorem 3.4.10 does not require U
to be three times differentiable provided it satisfies the condition (Ga,b,1) for some positive
constants a and b.
• Under the growth condition (Ga,b,1), it was shown in Proposition 2.4.2 that L is bounded
from above for a ≥ 1. In the latter case L ∈ Sr for all r ≥ 1 irrespective of Assumption
3.4.7.
Having established that L admits moment of all orders, we will now use the equation (3.24)
describing its dynamics to provide some additional properties. The following proposition shows
that L enjoys a supermartingale or submartingale property depending on the sign of the function
ΦU .
Proposition 3.4.12. Suppose that Assumptions 3.3.7, 3.4.1 and 3.4.2 hold. Let
(
ξL,ΠL
)
be
given by (3.26),
ML = ZL ·M +NL and AL =
∫ ·
0
Ls−ΦU (Xˆ)
(
µ+ ξL
)⊤
d⟨M⟩
(
µ+ ξL
)
. (3.38)
With a and b defined by (3.23), the following assertions hold:
A1. Assume that a ≥ 1. Then L is a submartingale, ML ∈ BMO and AL ∈ Sr for every
r ≥ 1.
A2. Assume that b ≤ 1. Then L is a supermartingale. If additionally Assumption 3.4.7 hold,
then for every r ≥ 1, we have ML ∈Mr and ξL ·M +ΠL ∈Mr.
For the proof of A1., we need the following lemma concerning positive bounded submartin-
gales whose proof can be found in [Nut12c, Lemmas 5.9 and 5.11].
Lemma 3.4.13. Let δ > 0 and Z a submartingale satisfying 0 ≤ Z ≤ δ. Then for every
τ, ν ∈ T (F) with τ ≤ ν, we have
E
[
[Z]ν − [Z]τ
⏐⏐Fτ ] ≤ E [Z2ν − Z2τ ⏐⏐Fτ ] .
Let Z = Z0+MZ +AZ be the canonical decomposition of Z with MZ its martingale part. Then
MZ ∈ BMO. The last assertion is true if Z is a supermartingale 4.
Proof of Proposition 3.4.12. A1. By Remark 3.4.4, a ≥ 1 implies that ΦU ≥ 0. Thus AL ≥ 0,
and we infer from the canonical decomposition (3.24) of L that it is is a local submartingale.
Since for r > 1, L ∈ Sr by Theorem 3.4.10 or Remark 3.4.11, L is a true submartingale.
We will apply Lemma 3.4.13 to show the BMO property of ML. As LT = 1, the submartingale
property of L entails that L ≤ 1. The local martingale M being continuous, and orthogonal to
NL, we have
[L] =
[
ML
]
=
∫ ·
0
(ZL)⊤d⟨M⟩ZL + [NL] and ∆
[
ML
]
= ∆
[
NL
]
= |∆NL|2 = |∆L|2 ≤ 1.
Using the fact that L ≤ 1, and applying Lemma 3.4.13, we obtain that for τ ∈ T (F)
E
[[
ML
]
T
−
[
ML
]
τ−
⏐⏐Fτ] = E [[ML]
T
−
[
ML
]
τ
+∆
[
ML
]
τ
⏐⏐Fτ ]
= E
[
[L]T − [L]τ +∆
[
ML
]
τ
⏐⏐Fτ ] ≤ E [L2T − L2τ ⏐⏐Fτ ]+ 1 ≤ 2.
4 If Z is a positive bounded supermartingale, then Z = ||Z||∞−Z is positive bounded submartingale with the
martingale part ||Z||∞ −MZ .
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We deduce from the above bound that ML ∈ BMO. Let r ≥ 1. As the map R+ ∋ x ↦→ xr ∈ R+
is convex, of moderate growth5 and L is a bounded submartingale, Theorem 3.2 in [LLP80]
ensures that
E
[(
ALT
)r] ≤ (2r)rE [ sup
t∈[0,T ]
|Lt|r
]
≤ (2r)r.
The process L being increasing, the above inequality implies that AL ∈ Sr.
A2. We suppose that b ≤ 1. Then ΦU ≤ 0 by Remark 3.4.4 and as a result AL ≤ 0.
Consequently, the canonical decomposition (3.24) confers to L a local supermartingale structure.
The process L being positive, it is a true supermartingale.
We suppose additionally that Assumption 3.4.7 holds. Let r ≥ 1. First we show that ML ∈ Sr.
Theorem 3.4.10 ensures that L ∈ Sr. Since the map R+ ∋ z ↦→ zr ∈ R+ is of moderate growth,
we infer from [LLP80, Theorem 3.1] that there exists η > 0, such that
E
[
(ALT )r
]
≤ ηE
[
sup
t∈[0,T )
|Lt|r
]
≤ ηE
[
sup
t∈[0,T ]
|Lt|r
]
< +∞.
Hence, AL ∈ Sr. We deduce thatML = L−L0−AL ∈ Sr since Sr is a vector space. To conclude
that ML ∈ Mr, we apply the Burkholder-Davis-Gundy (BDG) inequalities which entail that
for some positive constant cr we have
E
[[
ML
] r
2
T
]
≤ crE
[
sup
t∈[0,T ]
⏐⏐MLt ⏐⏐r
]
< +∞. (3.39)
We now show that ξL ·M + ΠL ∈ Mr. The process L being a supermartingale with terminal
value 1, we have L ≥ 1. Consequently,
[
ξL ·M +ΠL
]
=
∫ ·
0
(
ZL
L−
)⊤
d⟨M⟩
(
ZL
L−
)
+
∫ ·
0
1
L2−
d
[
NL
]
≤
∫ ·
0
(
ZL
)⊤
d⟨M⟩
(
ZL
)
+
[
NL
]
=
[
ML
]
.
The above inequality and (3.39) yield E
[[
ξL ·M +ΠL
] r
2
T
]
≤ E
[[
ML
] r
2
T
]
< +∞. We conclude
that ξL ·M +ΠL ∈Mr.
In general, it is not possible to infer the integrability properties of ML or ξL · M + ΠL
from those of L in a general filtration without the additional supermartingale/supermartingale
property of L. However, for F continuous we can apply Theorem 3.4.8 from BSDEs theory to
infer the desired properties.
Proposition 3.4.14. Suppose that Assumptions 3.3.1, 3.4.1, 3.4.2, 3.4.7 hold and F is contin-
uous. Let ZL, NL be as in Theorem 3.3.5, (ξL,ΠL) defined by (3.26) and ν the optimal trading
strategy. For every r ≥ 1, we have :
i) ξL ·M +ΠL ∈Mr.
ii) ν ∈ Hr.
iii) L ∈ Sr and ML = ZL ·M +NL ∈Mr.
5 Let f be a right-continuous and increasing function defined on R+, and such that f(0) = 0 and f(x) > 0 for
x > 0. f is said to be of moderate growth, if there exists γ > 1 such that supx>0
f(γx)
f(x) < +∞.
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Proof. i) By (3.27), (logL, ξL,ΠL) is a solution to the BSDE(FU (·, Xˆ, ·), 0), i.e.
d logLt = ξLt dMt + dΠLt − FU (t, Xˆt, ξLt )dKt −
1
2d
[
ΠL
]
t
, t ∈ [0, T ], logLT = 0.
By Remark 3.4.5, FU (·, Xˆ, ·) is locally Lipschitz and has quadratic growth in z. Since logL ∈ Ξ,
we infer from Theorem 3.4.8 that ξL ·M +ΠL ∈Mr.
ii) By (3.13), ν = 1
AU (Xˆ)
(
µ+ ξL
)
. The first assertion and Assumption 3.4.7 guarantee that
µ+ ξL ∈ Hr. As 1AU ≤ 1c by Assumption 3.4.1, we deduce that ν ∈ Hr.
iii) We have L ∈ Sr by Theorem 3.4.10. Let AL = ∫ ·0 LΦU (Xˆ) (µ+ ξL)⊤ d⟨M⟩ (µ+ ξL). We
recall that L = L0 +ML + AL. Since µ, ξL ∈ Hr and ΦU is bounded, we have AL ∈ Sr. As Sr
is vector space, ML = L−L0 −AL ∈ Sr and by Burkholder-Davis-Gundy inequalities, we have
ML ∈Mr.
In the sequel, we assume that F is continuous. We want to exploit the canonical decomposition
(3.27) of L to give a refinement of the estimates in Lemma 3.2.5 for U satisfying Assumptions
3.4.1 and 3.4.2, and a, b given by (3.23). We already noticed on the basis on Lemma 3.2.5 in
Section 2.4 that L inherits the integrability properties of L(1− a) while L(1− b) inherits those
of L (see for example Theorem 2.5.3). We will rely on the comparison principle for BSDEs to
establish a more precise relationship between the processes L(1−b), L and L(1−a). First, let us
introduce some notation applying to the power utility case U(z) = zpp , z > 0, p ∈ (−∞, 0)∪(0, 1).
Fix p ∈ (−∞, 0) ∪ (0, 1). By Theorem 3.3.5, L(p) has the canonical decomposition
L(p) = L0(p) +
∫ ·
0
ZL(p)dM +NL(p) + 12
p
p− 1
∫ ·
0
(
µ+ Z
L(p)
L(p)
)⊤
d⟨M⟩
(
µ+ Z
L(p)
L(p)
)
,
where ML(p) =
∫ ·
0 Z
L(p)dM + NL(p) is the Kunita-Watanabe decomposition of its martingale
part. Similarly as for (ZL, NL) , we consider the pair (ξL(p),ΠL(p)) defined by
ξL(p) = ZL(p)/L(p) and ΠL(p) =
∫ ·
0
1
L(p)dN
L(p). (3.40)
Now LT (p) = 0 and by Ito’s formula,
d logL(p) = ξL(p)t dMt + dΠ
L(p)
t − fp(t, ξL(p))dKt −
1
2
[
ΠL(p)
]
t
, t ∈ [0, T ], (3.41)
where for (t, z) ∈ [0, T ]× Rn,
fp(t, z) = −12
p
p− 1 ||σt(µt + z)||
2 + 12 ||σtz||
2. (3.42)
Taking p ∈ {1− a, 1− b} and recalling that α = 12 a−1a and α = 12 b−1b , we have
f1−a(t, z) = −12
1− a
−a ||σt(µt + z)||
2 + 12 ||σtz||
2 = −α||σt(µt + z)||2 + 12 ||σtz||
2,
f1−b(t, z) = −12
1− b
−b ||σt(µt + z)||
2 + 12 ||σtz||
2 = −α||σt(µt + z)||2 + 12 ||σtz||
2.
By Assumption 3.4.2, α ≤ ΦU ≤ α. Using the definitions of f1−a, f1−b and FU given by (3.25),
we derive from the last inequality that
f1−b(t, z) ≤ FU (t, Xˆt, z) ≤ f1−a(t, z), (t, z) ∈ [0, T ]× Rn. (3.43)
The comparison principle of Theorem 3.4.8 suggests that logL(1 − b) ≤ logL ≤ logL(1 − a).
The following proposition gives the precise statement and a universal lower bound for L.
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Proposition 3.4.15. Suppose that Assumptions 3.3.1, 3.4.1, 3.4.2 and 3.4.7 hold, and F is
continuous. Let Qµ be probability measure defined by (3.29) . Let a and b be defined by (3.23).
The following assertions hold:
i) The processes L,L(1− a) and L(1− b) satisfy
L(1− b) ≤ L ≤ L(1− a). (3.44)
ii) For every τ ∈ T (F), we have
logLτ ≥ −12E
Qµ
[∫ T
τ
||σsµs||2dKs
⏐⏐⏐⏐Fτ
]
. (3.45)
Proof. i) Let p ∈ {1 − a, 1 − b} and (ξL(p),ΠL(p)) be defined by (3.40). By Theorem 3.4.10,
logL(p) and logL belong to Ξ. The drivers FU (·, Xˆ, ·) and fp being convex in z, Theorem 3.4.8
entails that (logL, ξL,ΠL) (resp. (logL(p), ξL(p),ΠL(p))) is the unique solution to the BSDE
(FU (·, Xˆ, ·), 0) (resp. (fp, 0) with logL ∈ Ξ (resp. logL(p) ∈ Ξ). Moreover, due the inequalities
(3.43), we have
logL(1− b) ≤ logL ≤ logL(1− a).
One obtains (3.44) by taking the exponentials.
ii) Let τ ∈ T (F). Using (3.27) describing the dynamical behavior of logL, we have
logLτ = −
∫ T
τ
ξLs dMs −
∫ T
τ
dΠLs +
∫ T
τ
F (s, Xˆs, ξLs )dKs +
1
2
∫ T
τ
d[ΠL]s. (3.46)
As ΦU < 12 , we have for s ∈ [0, T ]
FU (s, Xˆs, ξLs ) = −ΦU (Xˆs)||σs(µs + ξLs )||2 +
1
2 ||σsξ
L
s ||2 ≥ −
1
2 ||σsµs||
2 − (σsµs)⊤(σsξLs ).
Inserting the above inequality in (3.46) and using the factorization d⟨M⟩ = σ⊤σdK yields
logLτ ≥ −
∫ T
τ
ξLs dRs −
1
2
∫ T
τ
||σsµs||2dKs −
∫ T
τ
dΠLs +
1
2
∫ T
t
d[ΠL]s, (3.47)
where dR = dM+⟨M⟩µ. We recall that dQµdP = ZµT on FT where Zµ = E (−µ ·M). By Girsanov’s
theorem,
∫ ·
0 ξ
LdR is a Qµ-local martingale with quadratic variation
∫ ·
0(ξL)⊤d⟨M⟩ξL. We have
E
[
(ZµT )2
]
< +∞ by Proposition 3.4.9. Using Proposition 3.4.14 and Hölder’s inequality we
obtain
EQ
µ
[∫ T
0
(ξLs )⊤d⟨M⟩sξLs
]
= E
[
ZµT
(∫ T
0
(ξLs )⊤d⟨M⟩sξLs
)]
≤
(
E
[
(ZµT )
2
]) 1
2
⎛⎝E
⎡⎣(∫ T
0
(ξLs )⊤d⟨M⟩sξLs
)2⎤⎦⎞⎠ 12 < +∞.
We infer from the Burkholder-Davis-Gundy (BDG) inequalities that
∫ ·
0 ξ
LdR is a true Qµ-
martingale. As ΠL is orthogonal to M , ΠL is a Qµ-local martingale. Arguing similarly as
for
∫ ·
0 ξ
LdR we obtain that ΠL is Qµ-martingale. Hence taking conditional expectation w.r.t Fτ
in (3.47) we obtain
logLτ ≥ −12E
Qµ
[∫ T
τ
||σsµs||2dKs
⏐⏐⏐⏐Fτ
]
.
This completes the proof.
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Remark 3.4.16. In view of the dichotomy relation (3.44), it is clear that L inherits the in-
tegrability properties of L(1 − a) as mentioned above. Compare to the estimates of L given by
Lemma 3.2.5, (3.44) and (3.45) are more precise and one sees directly that L is bounded away
from 0 and ∞ if logL(1− a) is bounded and µ ·M is a BMO martingale. Moreover, the bounds
are more explicit than those derived using Lemma 3.2.5, see Remark 3.4.22.
We close this section by establishing an a priori estimate for logL in terms of the exponential
moments of
∫ ·
0 ||σµ||2dK. The a priori estimates will further shed light on the BMO property
of µ ·M for the boundedness of logL from a BSDE perspective. It relies on Theorem 3.4.10 and
standard arguments from the theory of BSDEs with quadratic growth, see [MW12, Proposition
1]. We recall that for x ∈ R, sign(x) = x|x|1{x ̸=0}.
Proposition 3.4.17. Suppose that Assumptions 3.3.1, 3.4.1, 3.4.2 and 3.4.7 hold, and F is
continuous. Let β = max{|α|, |α|}, δ > 0, γ = 1 + 2β(1 + δ) and α = β(1 + 1δ ). Then for every
τ ∈ T (F), we have
| logLτ | ≤ 1
γ
log
(
E
[
exp
(
γα
∫ T
τ
||σsµs||2dKs
)⏐⏐⏐⏐Fτ
])
. (3.48)
For δ =
√
1+2β
2β , we have γα = κ(2β) where κ is defined by (3.30).
Proof. Let Θ = γ| logL|+ γα ∫ ·0 ||σsµs||2dKs. To show (3.48), it suffices to show that exp(Θ) is
submartingale. Recall that by (3.27), the dynamics of logL is described by the equation
d logLt = ξLt dMt + dΠLt − FU (t, Xˆt, ξLt )dKt −
1
2d
[
ΠL
]
t
, t ∈ [0, T ], logLT = 0.
Let ΓlogL be the local time of logL. By Ito’s formula, we have for t ∈ [0, T ]
dΘt = sign(logLt)
(
γξLt dMt + γdΠLt − γFU (t, Xˆt, ξLt )dKt −
γ
2d
[
ΠL
]
t
)
+
+ γdΓlogLt + γα||σtµt||2dKt.
We deduce that for t ∈ [0, T ], we have
d exp(Θt) = exp(Θt)
(
sign(logLt)γξLt dMt + sign(logLt)γdΠLt
)
+ exp(Θt)
(
−sign(logLt)γFU (t, Xˆt, ξLt ) +
1
2γ
2||σtξLt ||2 + γα||σtµt||2
)
dKt
+ γ exp(Θt)dΓlogLt +
1
2 exp(Θt)
(
γ2 − sign(logLt)γ
)
d
[
ΠL
]
t
. (3.49)
Since γ > 1, we have γ2 − sign(logLt)γ ≥ 0. With the respective choices of γ and α, (3.28)
reads
|FU (t, Xˆt, ξLt )| ≤ α||σtµt||+
1
2γ||σtξ
L
t ||2,∀ t ∈ [0, T ],
and therefore
−sign(logLt)γFU (t, Xˆt, ξLt ) +
1
2γ
2||σtξLt ||2 + γα||σtµt||2 ≥ 0,∀ t ∈ [0, T ].
As ΓlogL ≥ 0, the above inequalities and (3.49) entail that exp(Θ) is a local submartingale.
Theorem 3.4.10 and Assumption 3.4.7 ensure that exp(Θ) is uniform integrable. We deduce that
exp(Θ) is a true submartingale and (3.48) is a consequence of the submartingale property.
Remark 3.4.18. From (3.48), one sees that logL is bounded as soon as the critical exponent
(see Definition 3.4.20 below) of µ ·M is strictly bigger than κ(2β). The boundedness of logL is
therefore determined by the critical exponent of µ ·M and the bounds of ΦU .
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3.4.2 Normed space of the solution (Xˆ, L, ZL, NL) under BMO condition
So far we have determined a suitable normed space for the triplet (L,ZL, NL) and the optimal
trading strategy ν. It remains to identify a normed space for the optimal wealth process Xˆ =
x0E (ν ·R) with R given by (3.2). The properties of ν given by Proposition 3.4.14 are in general
not sufficient to embed Xˆ into a suitable normed space. Recall that R is a Qµ-local martingale
and following the links between BMO martingales and reverse Hölder’s inequalities, a BMO
property of the Qµ-local martingale ν · R will be enough to assert that Xˆ ∈ Sk(Qµ) for some
k > 1. We know from Theorem 2.6.15 that the latter property is satisfied if µ ·M is a BMO
martingale, and L is bounded away from 0 and ∞. Our goal in this section is to provide
auxiliary properties for
(
ZL, NL
)
under BMO conditions ensuring the boundedness of L and
give an alternative unique characterization of the solution
(
Xˆ, L, ZL, NL
)
.
We introduce the following concept of solution which also leads to the uniqueness of a solution
to the system (3.9).
Definition 3.4.19. A solution (X, l, Z l, N l) to (3.9) is said to be bounded if l is bounded away
from 0 and ∞, or equivalently log l is bounded.
Let us recall the notion of critical exponent of a continuous local martingale, see [Kaz94].
Definition 3.4.20. Let N be a continuous local martingale with N0 = 0. The critical exponent
of N is the constant b(N) defined by
b(N) := sup
{
l ≥ 0 ⏐⏐ sup
ς∈T (F)
⏐⏐⏐⏐⏐⏐E [exp(l (⟨N⟩T − ⟨N⟩ς))⏐⏐Fς]⏐⏐⏐⏐⏐⏐∞ <∞
}
.
By the John-Nirenberg inequality ([Kaz94, Theorem 2.2]), b(N) > 0 if and only if N ∈ BMO.
The following proposition giving sufficient conditions for logL to be bounded is a reformu-
lation of Proposition 2.6.12. It builds on Proposition 3.4.15 to give more precise bounds of L
than those in Proposition 2.6.12.
Proposition 3.4.21. Suppose that U satisfies (Ga,b,1) with a ≤ b. Let κ be defined by (3.30).
We consider the following two cases:
i) a ≥ 1 and µ ·M ∈ BMO
ii) a ∈ (0, 1) and b (µ ·M) > κ
(
1−a
a
)
.
If i) or ii) holds, then there exist two strictly positive constants l, l depending only on a, b and
||µ ·M ||BMO such that
l ≤ L ≤ l.
Suppose that Assumptions 3.3.1, 3.4.1, 3.4.2 and 3.4.7 are satisfied and F is continuous. Let a
and b be given by (3.23). If i) or ii) holds, then there exists δ > 0, depending only on ||µ·M ||BMO
such that
exp
(
−δ12 ||µ ·M ||BMO
)
≤ L ≤ ||L(1− a)||∞. (3.50)
Proof. The first assertion is a reformulation of Proposition 2.6.12. We only prove the second.
Let Qµ be the probability measure equivalent to P with density process Zµ = E (−µ ·M). As
µ · M ∈ BMO, we infer from Theorem 3.2.6 that R = µ · M + ∫ ·0 d⟨M⟩sµs ∈ BMO(Qµ).
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Moreover, ||R||BMO(Qµ) ≤ δ||µ ·M ||BMO where δ is a constant depending only on ||µ ·M ||BMO.
Since R has quadratic variation
∫ ·
0 ||σµ||2dK, we deduce that for every τ ∈ T (F)
EQ
µ
[∫ T
τ
||σsµs||2dKs
⏐⏐⏐⏐Fτ
]
= EQµ
[
[R]T − [R]τ
⏐⏐Fτ ] ≤ ||R||2BMO(Qµ) ≤ δ2||µ ·M ||2BMO.
Using the lower bound (3.45) and the above inequality, we obtain that for τ ∈ T (F), we have
logLτ ≥ −12E
Qµ
[∫ T
τ
||σsµs∥2dKs
⏐⏐⏐⏐Fτ
]
≥ −12δ
2||µ ·M ||2BMO.
To complete the proof, it suffices to show that ||L(1 − a)||∞ < +∞ and apply (3.44). If
a ≥ 1, then L(1 − a) is a submartingale with terminal value 1 by Proposition 3.4.12. Hence
||L(1 − a)||∞ = 1. Now for a ∈ (0, 1), logL(1 − a) satisfies (3.48) with 2β = 1−aa . As a result,
||L(1− a)||∞ < +∞ since b(µ ·M) > κ
(1−a
a
)
.
Remark 3.4.22. The hypotheses in Proposition 3.4.21 ensure that || logL(1−a)||∞ < +∞, see
Theorem 2.6.11. Suppose that a ∈ (0, 1). Following Lemma 3.2.5, for every γ ∈(0,min{1, 1b}),
one can take l as the unique solution to the equation
z = z1−γ + ||L(1− a)||∞, z > 0. (3.51)
Clearly ||L(1 − a)||∞ ≤ ||L(1 − a)||1−γ∞ + ||L(1 − a)||∞ and thus ||L(1 − a)||∞ ≤ l by Lemma
2.4.1. The upper bound ||L(1−a)||∞ is therefore more precise and sharper than l for all possible
choices of γ. Note that the lower bound exp
(
−δ 12 ||µ ·M ||BMO
)
is valid also for L(p) for all
p ∈ (−∞, 0) ∪ (0, 1). Using once more Lemma 3.2.5, for arbitrary α ∈ (0, a) and ρ ∈(0, αb ) one
can choose l as follows
l =
(
inft∈[0,T ] Lt(−α)
1 + (1 + l)αa−ρ
) 1
ρ
or l =
⎛⎝exp
(
−δ 12 ||µ ·M ||BMO
)
1 + (1 + l)αa−ρ
⎞⎠
1
ρ
≤ exp
(
−δ12 ||µ ·M ||BMO
)
.
One sees in the second case that the lower bound exp
(
−δ 12 ||µ ·M ||BMO
)
is more explicit and
sharper than l. For the case a ≥ 1, one shows analogously that the bounds given by (3.50) are
more sharper than l and l. The canonical decomposition of L therefore leads to more precise
bounds for L.
The following theorem shows that under the same conditions as in Proposition 3.4.21, the
quadruplet
(
Xˆ, L, ZL, NL
)
is the unique bounded solution to the the system (3.9).
Theorem 3.4.23. Suppose that Assumptions 3.3.1, 3.4.1 and 3.4.2 hold. Let a, b be defined
by (3.23) and Qµ the probability measure given by (3.29). Let ZL and NL be as in (3.12) and
(ξL,ΠL) be given by (3.26). We consider the following two cases:
i) a ≥ 1 and µ ·M ∈ BMO.
ii) a ∈ (0, 1) and b(µ ·M) > κ(1−aa ).
If i) or ii) holds, then we have the following assertions:
C1. There exists CBMO > 0 depending only on a, b and ||µ ·M ||BMO such that
||ZL ·M +NL||2BMO + ||ξL ·M ||2BMO + ||ΠL||2BMO + ||ν ·M ||2BMO ≤ CBMO. (3.52)
C2. There exist k > 1 depending only a, b and ||µ ·M ||BMO such that Xˆ ∈ Sk(Qµ) and Yˆ ∈ Sk.
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C3. (Xˆ, L, ZL, NL) is the unique bounded solution to the system (3.9).
Proof. Suppose that i) or ii) holds. From Remark 3.4.4, U satisfies (Ga,b,1) and Proposition
3.4.21 implies that there exists l and l depending only a, b and ||µ ·M ||BMO such that
l ≤ L ≤ l.
C1. We follow similar ideas as in [Mor09b]. Let (σn)n∈N ∈ T (F) be a localizing sequence for the
local martingales ξL ·M , NL and ΠL. Let n ∈ N and τ ∈ T (F). An application of Itô’s formula
to logL yields
logLT∧σn − logLτ∧σn =
∫ T∧σn
τ∧σn
1
Ls−
dLs − 12
∫ T∧σn
τ∧σn
1
L2s−
d
[
L]cs
+
∑
τ∧σn<s≤T∧σn
{
log
(
1 + ∆Ls
Ls−
)
− ∆Ls
Ls−
}
.
Note that ∆LL = −1 + LL− > −1 and log
(
1 + ∆LL−
)
− ∆LL− ≤ 0. The above equation entails that
logLT∧σn − logLτ∧σn ≤
∫ T∧σn
τ∧σn
1
Ls−
dLs − 12
∫ T∧σn
τ∧σn
1
L2s−
d
[
L]cs. (3.53)
We recall from (3.24) that LT = 1 and
dLt = ZLt dMt + dNLt + Lt−ΦU (Xˆt)
(
µt + ξLt
)⊤
d⟨M⟩t
(
µt + ξLt
)
, t ∈ [0, T ]. (3.54)
Since M is continuous and orthogonal to NL, we have [L] =
∫ ·
0
(
ZLs
)⊤
d⟨M⟩sZLs +
[
NL
]
and∫ T∧σn
τ∧σn
1
L2s−
d [L]c =
∫ T∧σn
τ∧σn
1
L2s−
(
ZLs )⊤d⟨M⟩sZLs +
∫ T∧σn
τ∧σn
1
L2s−
d
[
NL
]c
s
=
∫ T∧σn
τ∧σn
(
ξLs
)⊤
d⟨M⟩sξLs +
[
ΠL
]c
T∧σn
−
[
ΠL
]c
τ∧σn
.
The stopped processes
(
ξL ·M
)
·∧σn
and
(
ΠL
)
·∧σn
being martingales, inserting the last two
equations into (3.53), and taking conditional expectations w.r.t Fτ∧σn , we see that
E
[
log LT∧σn
Lτ∧σn
⏐⏐⏐⏐Fτ∧σn] ≤ E
[∫ T∧σn
τ∧σn
ΦU (Xˆs)
(
µs + ξLs
)⊤
d⟨M⟩s
(
µs + ξLs
)⏐⏐⏐⏐Fτ∧σn
]
(3.55)
−12E
[∫ T∧σn
τ∧σn
(
ξLs
)⊤
d⟨M⟩sξLs −
1
2
[
ΠL
]c
T∧σn
+ 12
[
ΠL
]c
τ∧σn
⏐⏐⏐⏐Fτ∧σn
]
.
By Assumption 3.4.2, ΦU ≤ α < 12 . Let ϵ ∈ (0, 1) such that ϵ|α|+ α− 12 < 0. We define:
β := 12 − α− ϵ|α|, C := log l/l and γ := α+
|α|
ϵ
> 0. (3.56)
Using Kunita-Watanabe’s inequality and Young’s inequality xy ≤ x22ϵ + ϵy
2
2 , x, y ∈ R, we have∫ T∧σn
τ∧σn
ΦU (Xˆs)
(
µs + ξLs
)⊤⟨M⟩s(µs + ξLs )
≤ α
∫ T∧σn
τ∧σn
[
µ⊤s d⟨M⟩sµs + 2µ⊤s d⟨M⟩sξLs +
(
ξLs
)⊤
d⟨M⟩sξLs
]
≤ (ϵ|α|+ α)
∫ T∧σn
τ∧σn
(
ξLs
)⊤
d⟨M⟩sξLs +
(
α+ |α|
ϵ
)∫ T∧σn
τ∧σn
µ⊤s d⟨M⟩sµs.
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Inserting the latter inequality into (3.55) and rearranging terms, we obtain
βE
[∫ T∧σn
τ∧σn
(
ξLs
)
d⟨M⟩sξLs +
1
2
([
ΠL
]c
T∧σn −
[
ΠL
]c
τ∧σn
)⏐⏐⏐⏐Fτ∧σn
]
≤ E
[
C + γ
∫ T∧σn
τ∧σn
µ⊤s d⟨M⟩sµs
⏐⏐⏐⏐Fτ∧σn
]
(3.57)
where β, γ and C are given by (3.56). Choosing τ = 0 in (3.57) and taking the limit as n→ +∞,
we observe that
E
[∫ T
0
(
ξLs
)
d⟨M⟩sξLs +
[
ΠL
]c
T
]
< +∞.
As a result, for τ ∈ T (F), taking the limit in (3.57) as n → +∞ and applying Hunt’s Lemma
[DM82b, Theorem V.45], we obtain that
βE
[∫ T
τ
(
ξLs
)⊤
d⟨M⟩sξLs
⏐⏐⏐⏐Fτ
]
≤ C + γ||µ ·M ||2BMO. (3.58)
In particular ||ξL ·M ||2BMO ≤ 1β
(
C + γ||µ ·M ||2BMO
)
. We now proceed to give an upper bound
for ||ZL ·M + NL||2BMO. Let (σn)n∈N ∈ T (F) be defined as above. Let τ ∈ T (F) and n ∈
N. Applying Itô’s formula to L2 and using (3.54) together with the martingale property of
(ZL ·M)·∧σn and NL·∧σn , we have
E
[
[L]T∧σn − [L]τ∧σn
⏐⏐Fτ∧σn] = E
[
L2T∧σn − L2τ∧σn − 2
∫ T∧σn
τ∧σn
Ls−dLs
⏐⏐⏐⏐Fτ∧σn
]
= E
[
L2T∧σn − L2τ∧σn
⏐⏐Fτ∧σn]
−2E
[∫ T∧σn
τ∧σn
L2s−ΦU (Xˆs)
(
µs + ξLs
)⊤
d⟨M⟩s
(
µs + ξLs
)⏐⏐⏐⏐Fτ∧σn
]
≤ l2 + 2l2||ΦU (Xˆ)||∞||(µ+ ξL) ·M ||2BMO.
Taking the limits in the above inequality and applying once more Hunt’s lemma [DM82b, The-
orem V.45], we obtain
E
[∫ T
τ
(
ZLs
)⊤
d⟨M⟩sZLs +
[
NL
]
T
−
[
NL
]
τ
⏐⏐⏐⏐Fτ
]
≤ l2(1 + 2||ΦU (Xˆ)||∞||(µ+ ξL) ·M ||2BMO).(3.59)
Clearly, as L is bounded, the jumps of L are bounded by 2l. Moreover, ∆L = ∆NL and
∆
[
NL
]
= |∆NL|2 ≤ 4l2. Hence
E
[∫ T
τ
(
ZLs
)⊤
d⟨M⟩sZLs +
[
NL
]
T
−
[
NL
]
τ−
⏐⏐⏐⏐Fτ
]
≤ l2(5 + 2||ΦU (Xˆ)||∞||(µ+ ξL) ·M ||2BMO).(3.60)
Given that τ is arbitrary, (3.60) entails that ||Z ·M + NL||2BMO ≤ l
2(5 + 2||ΦU (Xˆ)||∞||(µ +
ξL) · M ||2BMO
)
. We now show that ΠL ∈ BMO. We recall that ΠL = ∫ ·0 1L−dNL. Thus
∆ΠL = ∆NLL− =
∆L
L− ≤ l/l, and ∆
[
ΠL
]
= |∆ΠL|2 ≤ (l/l)2. Employing the estimate (3.59), we
have for τ ∈ T (F)
E
[[
ΠL
]
T
− [ΠL]
τ−
⏐⏐Fτ] = E [[ΠL]T − [ΠL]τ +∆ [ΠL]τ ⏐⏐Fτ ] ≤ E
[∫ T
τ
1
L2s−
d
[
NL
]⏐⏐⏐⏐Fτ
]
+ (l/l)2
≤ (1/l)2E [[NL]
T
− [NL]
τ
⏐⏐Fτ ]+ (l/l)2 (3.61)
≤ 2(l/l)2(1 + ||ΦU (Xˆ)||∞||(µ+ ξL) ·M ||2BMO).
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It remains to show that ν ·M ∈ BMO. Since AU ≥ a by (3.23), an application of Kunita-
Watanabe’s inequality yields for τ ∈ T (F):
E
[∫ T
τ
(
νs)⊤⟨M⟩sνs
⏐⏐⏐⏐Fτ
]
= E
[∫ T
τ
1
A2U (Xˆs)
(
µs + ξLs
)⊤
d⟨M⟩s
(
µs + ξLs
)⏐⏐⏐⏐Fτ
]
≤ 2
a2
(||µ ·M ||2BMO + ||ξL ·M ||2BMO) (3.62)
which proves the BMO property of ν · M . Combining (3.58), (3.60), (3.61) and (3.62), one
obtains (3.52) with
CBMO = 5l
2 + 2(l/l)2 + ηC
β
+
(
2η + γ
β
)
||µ ·M ||2BMO,
where η = 4l2||ΦU (Xˆ)||∞ + 4(l/l)2||ΦU (Xˆ)||∞ + 2a2 and γ,C, β are given by (3.56).
C2. Recall that Xˆ = xE(ν ·R) where dR = dM + d⟨M⟩µ. Note that
ν ·R = ν ·M − ⟨ν ·M,−µ ·M⟩.
Since ν ·M and −µ ·M are BMO martingales, ν · R ∈ BMO(Qµ) and Theorem 3.2.6 implies
that Xˆ is a Qµ-uniformly integrable martingale. By Theorem 3.2.6, we have ||ν ·R||BMO(Qµ) ≤
C3||ν ·M ||BMO where C3 is a constant depending only on ||µ·M ||BMO. We deduce from assertion
C1. and Corollary 2.2.8 that there exists k1 depending only a, b and ||µ ·M ||BMO such that
Xˆ ∈ Sk1(Qµ).
Regarding Yˆ = Yˆ0E
(
−µ ·M +ΠL
)
, we employ the same arguments. First observe that we have
l/l ≤ 1+∆ΠL = 1+∆LL− ≤ l/l, and from the assertion C1., ||−µ·M+ΠL||2BMO ≤ ||µ·M ||2+CBMO.
Hence, by Corollary 2.2.8 there exists k2 > 1 depending only on a, b and ||µ ·M ||BMO such that
Yˆ belongs to Sk2 . Take k = min{k1, k2}.
C3. As logL is bounded by Proposition 3.4.21, (Xˆ, L, ZL, NL) is a bounded solution to
(3.9). Let (X,P,Q,N) be another bounded solution to (3.9). To show that (Xˆ, L) = (X,P ), it
suffices to show that (X,P ) has the martingale property, i.e. XU ′(X)P is a uniformly integrable
martingale. This will guarantee by Theorem 3.3.5 that (X,P ) = (Xˆ, L). To simplify notation,
we set
ξ = Q
P−
and Π =
∫ ·
0
1
P−
dN.
As (X,P ) solves (3.9), PT = 1 and
dPt = QtdMt + dNt + Pt− (µt + ξt)⊤ d⟨M⟩(µt + ξt), t ∈ [0, T ].
Since the equation describing the dynamical behavior of P has the same structure as (3.54),
using similar arguments as in assertion C1.,the boundedness of logP entails that there exists
δ > 0 such that
||Q ·M +N ||2BMO + ||ξ ·M +Π||2BMO < δ.
Applying Itô’s product rule, we have for t ∈ [0, T ]
dU
′(Xt) = −U ′(Xt)
⎡⎣(µt + ξt) dMt +
(
µt − 12
U (3)(Xt)U
′(Xt)
|U ′′(Xt)|2 (µt + ξt)
)⊤
d⟨M⟩t(µt + ξt)
⎤⎦ ,
d(U ′(Xt)Pt) = U
′(Xt)Pt (−µtdMt + dΠt) ,
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and
d
(
XtU
′(Xt)Pt
)
= XtU
′(Xt)Pt
[(
−µt − U
′(Xt)
XtU
′′(Xt)
(µt + ξt)
)
dMt + dΠt
]
.
Let N˜ be the local martingale starting at 0 and satisfying
dN˜t =
(
−µt − U
′(Xt)
XtU
′′(Xt)
(µt + ξt)
)
dMt + dΠt, t ∈ [0, T ].
As P is bounded away from 0 and ∞, there exists a constant h > 0 such that PP− ≥ h. Due to
the continuity of M , the jumps of P are carried by N and the jumps ∆N˜ of N˜ satisfy
1 + ∆N˜ = 1 +∆Π = 1 + P − P−
P−
= P
P−
≥ h. (3.63)
By (3.23), − U
′ (X)
XU ′′ (X) ≤
1
a . Thus N˜ is a BMO martingale as the sum of BMO martingales.
Moreover, as 1+∆N˜ ≥ h, we infer from [ISS79, Theorem 2] that XU ′(X)P = xU ′(x0)P0E(N˜) is
a uniformly integrable martingale and thus (X,P,Q,N) is a solution to (3.9) with the martingale
property.
Remark 3.4.24. Even if ΦU is bounded and Lipschitz continuous, the driver FU is not Lipschitz
in x since it contains the product ΦU (x)||σ(µ+ z)||2 and neither is the volatility or the drift of
Xˆ. Moreover, note that µ is not required to be bounded. Thus we cannot expect to obtain
the integrability condition Xˆ ∈ Sk(Qµ) or to prove the existence and uniqueness of a bounded
solution with standard techniques (see [LL17, MWZZ15, FI13, AH06, Del02]). This is the reason
why we rely only on the duality result given in Theorem 3.2.2, the concept of solution with the
martingale property, and Proposition 3.4.21. Theorems 3.3.5 and 3.4.23 give the existence of
suitably integrable solutions to a class of fully coupled non standard FBSDEs.
An important feature in Theorem 3.4.23 is the fact that the norms ||ξL ·M + ΠL||BMO can
be controlled through the parameters of the function U and ||µ ·M ||BMO. We will exploit this
feature in Section 3.5 to show that for a family of utility functions for which the relative risk
aversion are uniformly bounded, one can control the corresponding norms for the opportunity
processes.
3.5 Risk aversion asymptotics
Throughout this section, we suppose that F is continuous. Having obtained explicit structure
of the optimizers and studied their integrability properties, we investigate in this section their
asymptotic behavior as the relative risk aversion coefficient approaches a constant c ∈ (0,+∞)
or +∞. To this end, we consider a sequence of utility functions (Um)m∈N satisfying the following
conditions:
Assumption 3.5.1. H1) For each m ∈ N, Um is three times continuously differentiable. For
z > 0, let
AUm(z) := −
zU
′′
m(z)
U ′m(z)
and ΦUm(z) := 1−
1
2
U
(3)
m (z)U
′
m(z)
|U ′′m(z)|2
= 12 +
1
2
(
U
′
m
U ′′m
)′
(z)
H2) There exists cm > 0 such that AUm ≥ cm.
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H3) There exists αm, αm ∈ (−∞, 12) such that αm ≤ ΦUm ≤ αm.
H4) There exists c ∈ (0,+∞) or c = +∞ such that uniformly in z > 0, we have
lim
m→+∞ΦUm(z) = φ1−c =
{
1
2
c−1
c if c ̸= +∞,1
2 else.
(3.64)
The following remark resumes some consequences of Assumption 3.5.1.
Remark 3.5.2. Let (Um)m∈N satisfying Assumption 3.5.1. W.l.o.g. we can assume that for
each m ∈ N: αm := infx>0ΦUm(x) and αm := supx>0ΦUm(x). Note that as (ΦUm)m∈N converges
uniformly, we have limm→+∞ αm = limm→+∞ αm = limm→+∞ΦUm . Following Remark 3.4.3,
for each m ∈ N
am =
1
1− 2αm
≤ AUm ≤
1
1− 2αm = bm. (3.65)
i) Let c ∈ (0,+∞) or c = +∞ such that (3.64) holds. Then uniformly in z > 0, we have
lim
m→+∞AUm = c. (3.66)
The convergence of the sequences (αm)m∈N and (αm)m∈N to the same limit φ1−c and the
bounds (3.65) imply that (AUm)m∈N converges uniformly. Moreover, we have
lim
m→+∞AUm =
1
1− limm→+∞ΦUm
= c.
ii) There exists a, b ∈ (0,+∞) with a ≤ b such that for every m ∈ N, Um satisfies (Ga,b,1).
Indeed, for each m ∈ N, the inequality (3.65) and Remark 3.2.4 imply that Um satisfies
(Gam,bm,1). Due to the convergence of (αm)m∈N and (αm)m∈N, the sequences (am)m∈N and
(bm)m∈N converge and are therefore bounded. Choosing a = inf l∈N al and b = supl∈N bl,
for m ∈ N, Um satisfies (Ga,b,1) since a ≤ am and b ≥ bm.
iii) There exist k1 > 0 and k2 ∈ R such that for each z > 0, we have the following convergence
lim
m→+∞Um(z) =
{
k1
z1−c
1−c + k2 if c ∈ (0, 1) ∪ (1,+∞),
k1 log z + k2 if c = 1.
(3.67)
Indeed, by Remark 3.4.3, H2) and H3) imply that for each m ∈ N, U
′
m(0)
U ′′m(0)
= 0. Noting that
for m ∈ N, U
′′
m
U ′m
=
(
logU ′m
)′
and applying [Rud76, Theorem 7.17] on uniform convergence
and integration, together with the locally Lipschitz property of the exponential function, we
obtain the desired pointwise convergence from the hypothesis H4).
In view of assertion i) of Remark 3.5.2, the condition (3.64) can be considered as an asymptotic
statement on the relative risk aversion of the investor. This is precisely the case if for eachm ∈ N,
there exists γm ∈ (0,+∞) such that AUm(z) = − zU
′′
m(z)
U ′m(z)
= γm, z > 0. Indeed in this case, we
have ΦUm = 12 +
1
2
(
U
′
m
U ′′m
)′
= 12
γm−1
γm
. Clearly γm → c ∈ (0,+∞] if and only if (3.64) holds. We
will now give examples of sequences satisfying (3.64) and (3.66):
Example 3.5.3. E1) Um(z) = z
pm
pm
, z > 0 where (pm)m∈N is a sequence in (−∞, 0) ∪ (0, 1)
converging to 1− c, c ∈ (0,+∞) or c = +∞.
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E2) Um(z) = log z + z
p
m
pm
, z > 0, where (pm)m∈N is a sequence in (−∞, 0) ∪ (0, 1) converging
to 0. Using the computations in Example 3.4.6, one has |AUm − 1| ≤ pm → 0, and also
|ΦUm | ≤ 12 | pm1−pm | → 0.
E3) Um(z) = δe−mzz−m, z > 0 and δ ≤ 0. Then for z > 0
U
′
m(z) = −mδe−mzz−m−1(1 + z) and U
′′
m(z) = mδe−mzz−m−2
[
mz2 + 2mz +m+ 1
]
,
AUm(z) =
mz2 + 2mz +m+ 1
1 + z and
(
U
′
m(z)
U ′′m(z)
)′
= −mz
2 + 2z(m+ 1) +m+ 1
|mz2 + 2mz +m+ 1|2 .
Uniformly in z, we have AUm(z)→ +∞ and ΦUm(z) = 12 + 12
(
U
′
m
U ′′m
)′
(z)→ 12 .
We denote by (um)m∈N and (vm)m∈N, the primal and dual value functions associated to
(Um)m∈N. We recall that for m ∈ N and x, y > 0
um(x) = sup
π∈A(x)
E [Um(XπT )] and vm(y) = inf
Y ∈Y
E [Vm(yYT )] , (3.68)
where Vm is the convex conjugate of Um. Assuming that for each m ∈ N, um < +∞, we
denote respectively by νm, Xˆm, Yˆ m and Lm, the optimal trading strategy, optimal wealth process
, dual optimizer and generalized opportunity process corresponding to the primal and dual
problems (3.68) with initial value x = x0 > 0 and y = u
′
m(x0). We recall that for each
m ∈ N, Lm := Yˆm
U ′m(Xˆm)
is a special semimartingale and by Theorem 3.3.5, it admits the canonical
decomposition
dLmt = ZL
m
t dMt + dNL
m
t + Lmt ΦUm(Xˆmt )
(
µt + ξL
m
t
)⊤
d⟨M⟩t
(
µt + ξL
m
t
)
, t ∈ [0, T ], (3.69)
where MLm =
∫ ·
0 Z
LmdM +NLm is the Kunita-Watanabe decomposition of its martingale part
while
ξL
m = Z
Lm
Lm
and ΠLm =
∫ ·
0
1
Lm
dNL
m
.
An application of Itô’s formula to logLm shows that (logLm, ξLm ,ΠLm) is a solution to the
BSDE (FUm(·, Xˆm, ·), 0) where for (t, ω, x, z) ∈ [0, T ]× Ω× (0,+∞)× Rn
FUm(t, ω, x, z) := −ΦUm(x)||σt(ω)(µt(ω) + z)||2 +
1
2 ||σt(ω)z||
2. (3.70)
The explicit formulas of the optimizers are given by
νm = 1
A
Um(Xˆm)
(
µ+ ξLm
)
, Xˆm = x0E (νm ·R) and Yˆ m = Yˆ m0 E
(
−µ ·M +ΠLm
)
. (3.71)
Our goal in the sequel is to study for (Um)m∈N satisfying Assumption 3.5.1, the convergence of the
sequences (νm)m∈N, (Xˆm)m∈N and (Yˆ m)m∈N. Let us provide some intuition on the procedure we
will adopt for our study. One observes from (3.71) that the convergence of the optimizers is en-
tirely determined by the convergence of the sequences (ξLm)m∈N and (ΠL
m)m∈N which are related
to the martingale parts of (logLm)m∈N. Our study therefore reduces to the convergence of the
sequence (logLm)m∈N and its corresponding martingale parts. Recall that (logLm, ξL
m
,ΠLm) is
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a solution to the BSDE (FUm(·, Xˆm, ·), 0) and for every (t, ω, x, z) ∈ [0, T ]× Ω× (0,+∞)× Rn,
(3.64) implies that
FUm(t, ω, x, z) −→ f(t, ω, z) =
⎧⎪⎨⎪⎩
flog(t, ω, z) if c = 1,
f1−c(t, ω, z) if c ∈ (0, 1) ∪ (1,+∞),
fexp(t, ω, z) else
where for (t, ω, z) ∈ [0, T ]× Ω× Rn, flog, f1−c and fexp are defined as follows6:
flog(t, ω, z) =
1
2 ||σt(ω)z||
2, f1−c(t, ω, z) = −12
c− 1
c
||σt(ω)(µt(ω) + z)||2 + 12 ||σt(ω)z||
2,
(3.72)
fexp(t, ω, z) = −12 ||σt(ω)µt(ω)||
2 − (σt(ω)µt(ω))⊤(σt(ω)z). (3.73)
As the drivers FUm → f ∈ {flog, f1−c, fexp}, one expects
(
logLm, ξLm ,ΠLm
)
m∈N to converge to
the solution of the BSDE(f, 0) and (νm)m∈N, (Xˆm)m∈N and (Yˆ m)m∈N to converge accordingly
using (3.71). Typically the mode of convergence will depend on the integrability properties of
the optimizers and the market price of risk µ. For the latter, we will consider two different
assumptions. The first will be Assumption 3.4.7 on the exponential moments of all orders for∫ T
0 ||σsµs||2dKs, and in this case, we will give the convergence of the optimal wealth processes
and dual optimizers in the semimartingale topology S0. The second will be a BMO condition
on µ ·M and we will be mainly interested in the convergence of the dual optimizers in entropy
(see below). We briefly recall the concept of relative entropy between probability measures (see
[Csi75]).
Definition 3.5.4. Let Q1,Q2 be two probability measures. Then the relative entropy of Q1 w.r.t.
Q2 denoted by I(Q1,Q2) is defined as
I(Q1,Q2) =
{
EQ2
[
dQ1
dQ2 log
dQ1
dQ2
]
if Q1 ≪ Q2,
+∞ otherwise. (3.74)
A sequence of probability measures (Qm)m∈N converges in entropy to a probability measure Q if
lim
m→+∞ I(Q
m,Q) = 0.
Note that the drivers flog and f1−c, c ∈ (0, 1)∪(1,+∞) are identical to FUm with Um replaced
respectively by log and U(z) = z1−c1−c , z > 0. Due to the pointwise convergence of (Um)m∈N given
by Remark 3.5.2, the limits of the optimizers coincide with the optimizers of the respective
utilities, see Remark 3.5.5. Contrary to flog, f1−c, the driver fexp is related to the exponential
utility maximization problem, see [HIM05, Mor09a] or Section 3.5.3. Nevertheless, the limits of
the optimizers will be related to the optimizers of the latter problem. We state separately the
results for the cases c ∈ (0, 1) ∪ (1,+∞), c = 1 and c = +∞ as they are connected respectively
to the power, logarithmic and exponential utilities. However, the proof for all three cases are
similar due to the identical structure of the drivers f1−c, flog and fexp. We will give a rigorous
proof for c ∈ (0, 1) and adapt it accordingly in the other cases.
Remark 3.5.5. Assume that c ∈ (0,+∞) and Assumption 3.4.7 holds. Then with Zµ = E(−µ ·
M), for every y > 0,
(
ZµTV
+
m (yZ
µ
T )
)
m∈N is uniformly integrable, in particular (Um)m∈N satisfies
the condition (UI) (see Definition 2.7.2). As the sequence (Um)m∈N converges pointwise and
the condition (Ga,b,1) holds for each m ∈ N (see Remark 3.5.2), the condition (UI) follows from
6In the sequel, we omit the dependence on ω
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similar arguments as those in the proof of Lemma 2.7.4. Note that the limiting objective function
given by (3.67) is an affine transformation of the logarithmic utility U(z) = log z, z > 0 for c = 1
or the power utility U(z) = z1−c1−c , z > 0, for c ∈ (0, 1)∪(1,+∞); and the corresponding optimizers
are invariant w.r.t. such transformations. As a result, Theorem 2.7.3 entails that (XˆmT )m∈N
(resp. (Yˆ mT )m∈N) converges in probability to the optimal terminal wealth (resp. terminal value
of the dual optimizer) for the utility maximization problem with objective function given by the
logarithmic utility for c = 1 and power utility for c ∈ (0, 1) ∪ (1,+∞).
We recall some continuity results on which we will rely for our study of risk aversion asymp-
totics. We begin with the following stability results for BSDEs.
Theorem 3.5.6. [MW12, Theorem 7] Suppose that Assumption 3.4.7 holds and the filtration F
is continuous. Let F be a convex driver satisfying the conditions i), ii) and iii) of Theorem 3.4.8
and (Y,Z,N) the unique solution to the BSDE(F, 0) in the space Ξ ×H2 ×M2. Let (Fm)m∈N
be a sequence of drivers such that for each m, Fm is convex in z and satisfies the conditions i),
ii) and iii) of Theorem 3.4.8. Let (Y m, Zm, Nm) be the solution in Ξ ×H2 ×M2 associated to
(Fm, 0). Suppose additionally that as m goes to +∞,∫ T
0
|Fm(t, Zt)− F (t, Zt)|dKt → 0 in probability.
Then for each l ≥ 1 and as m goes to +∞,
E
⎡⎣(exp( sup
t∈[0,T ]
|Yt − Y mt |
))l⎤⎦→ 1 and ||Zm − Z||Hl + ||Nm −N ||Ml → 0.
Let us recall the following continuity result for stochastic exponential of BMO martingales.
Theorem 3.5.7. [Kaz94, Theorem 3.2] Let Q be a probability measure equivalent to P. We
denote by H1(Q) the Hardy space of continuous Q-local martingales N equipped with the norm
||N ||H1(Q) = EQ
[⟨N⟩ 12T ]. Then the mapping BMO(Q) ∋ N ↦→ E(N)− 1 ∈ H1(Q) is continuous.
3.5.1 The limit c ∈ (0, 1) ∪ (1,+∞)
The sequences (ΦUm)m∈N and (AUm)m∈N converge uniformly to φ1−c = 12
c−1
c and c respectively,
and the corresponding limits are identical to ΦU and AU with U(z) = z
1−c
1−c , z > 0. We consider
the power utility maximization problem with relative risk aversion c, i.e.
u1−c(x0) := sup
π∈A(x0)
E [U(XπT )] . (3.75)
Assuming that 7 u1−c < +∞, let L(1 − c) be the opportunity process for the power utility
function U(z) = z1−c1−c , z > 0. By Theorem 3.3.5, there exists ZL(1−c) ∈ L(M) and NL(1−c) a
local martingale orthogonal to M such that for t ∈ [0, T ]
dLt(1− c) = ZL(1−c)t dMt + dNL(1−c)t + Lt(1− c)φ1−c
(
µt + ξL(1−c)t
)⊤
d⟨M⟩t
(
µt + ξL(1−c)t
)
,(3.76)
where
ξL(1−c) = Z
L(1−c)
L(1− c) , Π
L(1−c) =
∫ ·
0
1
L(1− c)dN
L(1−c) and φ1−c =
1
2
c− 1
c
. (3.77)
7This is always guaranteed for c ∈ (1,+∞). For c ∈ (0, 1), it is guaranteed as soon as E
[(
ZµT
) c−1
c
]
, see
Remark 2.3.1. A sufficient condition for the latter is Assumption 3.4.7 or b(µ ·M) > κ( 1−c
c
).
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The optimal trading strategy, wealth process and dual optimizers for the problem (3.75) are
given respectively by νL(1−c), x0Xˆ(1− c) and u′1−c(x0)Yˆ (1− c) where
νL(1−c) = 1
c
(
µ+ ξL(1−c)
)
, Xˆ(1− c) = E
(
νL(1−c) ·R
)
and Yˆ (1− c) = E
(
−µ ·M +ΠL(1−c)
)
.
(3.78)
The following theorem gives the convergence of the optimizers under the exponential moments
condition on
∫ T
0 ||σsµs||2dKs. We recall that S0 is the semimartingale topology.
Theorem 3.5.8. Suppose that Assumption 3.4.7 holds. Let (Um)m∈N be a sequence of utility
functions satisfying Assumption 3.5.1. Let (νm)m∈N, (Xˆm)m∈N and (Yˆ m)m∈N be the sequence
of optimizers given by (3.71) and νL(1−c), Xˆ(1− c) and Yˆ (1− c) be defined by (3.78). Then as
m→ +∞:
A1. ||νm − νL(1−c)||H2 → 0,
A2. Xˆm → x0Xˆ(1− c) in S0 and Yˆ m/Yˆ m0 → Yˆ (1− c) in S0.
The proof relies on the following lemma.
Lemma 3.5.9. Under the assumptions and notation of Theorem 3.5.8, as m→ +∞:
||ξLm − ξL(1−c)||H2 + ||ΠL
m −ΠL(1−c)||M2 → 0. (3.79)
Proof. First we give some properties. Let m ∈ N. Due to H2), H3) and Assumption 3.4.7,
Theorem 3.4.10 and Proposition 3.4.14 entail that
(
logLm, ξLm ,ΠLm
) ∈ Ξ × H2 ×M2. As
FUm(·, Xˆm, ·) is convex, locally Lipschitz, and has quadratic growth in z (see Remark 3.4.5),
we infer from Theorem 3.4.8 that
(
logLm, ξLm ,ΠLm
)
is the unique solution to the BSDE
(FUm(·, Xˆm, ·), 0) in the space Ξ ×H2×M2. One verifies that
(
logL(1− c), ξL(1−c),ΠL(1−c)) is
a solution to the BSDE(f1−c, 0), and f1−c is as well locally Lipschitz, convex and has quadratic
growth in z. Since logL(1 − c) ∈ Ξ by Lemma A.6 in [MW13], Theorem 3.4.8 ensures that(
logL(1 − c), ξL(1−c),ΠL(1−c)) ∈ Ξ × H2 × M2. Moreover, it is the unique solution to the
BSDE(f1−c, 0) in the aforementioned space.
Now, (3.79) follows from Theorem 3.5.6 as soon as we show that
lim
m→+∞
∫ T
0
|FUm(t, Xˆmt , ξL(1−c)t )− f1−c(t, ξL(1−c)t )|dKt = 0 in probability. (3.80)
Let m ∈ N, using the expressions of FUm and f1−c given respectively by (3.70) and (3.72), we
have for t ∈ [0, T ]
|FUm(t, Xˆmt , ξL(1−c)t )− f1−c(t, ξL(1−c)t )| = |ΦUm(Xˆmt )− φ1−c| × ||σt(µt + ξL(1−c)t )||2.
Hence with ρm = ||ΦUm(Xˆm)− φ1−c||∞, the above estimate implies that
E
[∫ T
0
|FUm(t, Xˆmt , ξL(1−c)t )− f1−c(t, ξL(1−c)t )|dKt
]
≤ ρmE
[∫ T
0
||σt(µt + ξL(1−c)t )||2dKt
]
≤ ρm||µ+ ξL(1−c)||2H2 .
By hypothesis,
(
ΦUm
)
m∈N converges to φ1−c uniformly. Thus limm→+∞ ρm = 0. Consequently,
(3.80) holds and the proof is complete.
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Proof of Theorem 3.5.8. A1. For m ∈ N, set γm := 1
AUm (Xˆm)
− 1c and δm := 1AUm (Xˆm) . We recall
that for m ∈ N, νm = 1
AUm (Xˆm)
(
µ+ ξLm
)
and νL(1−c) = 1c
(
µ+ ξL(1−c)
)
. Clearly for m ∈ N, we
have
νm − νL(1−c) = γm(µ+ ξL(1−c))+ δm(ξLm − ξL(1−c)). (3.81)
An application of the binomial inequalities yields for m ∈ N
||νm − νL(1−c)||2H2 = E
[∫ T
0
||σs(νms − νL(1−c)s )||2dKs
]
= E
[∫ T
0
||σsγms (µs + ξL(1−c)s ) + δms σs
(
ξL
m
s − ξL(1−c)s
)||2dKs
]
≤ 2||γm||2∞ × ||µ+ ξL(1−c)||2H2 + 2||δm||2∞ × ||ξL
m − ξL(1−c)||2H2 .
As (AUm)m∈N converges uniformly to c, limm→+∞ ||γm||∞ = 0 and limm→+∞ ||δm||∞ = 1/c. We
infer from Lemma 3.5.9 and the above estimate that limm→+∞ ||νm − νL(1−c)||2H2 = 0.
A2. We begin with the convergence of the optimal wealth processes. We recall that dR =
dM + d⟨M⟩µ, Xˆ(1− c) = E(νL(1−c) ·R) and for m ∈ N, Xˆm = x0E(νm ·R). Under Assumption
3.4.7, Zµ = E(−µ·M) is a true martingale and E
[(
ZµT
)2]
< +∞ by Proposition 3.4.9. Let Qµ be
the probability measure defined by dQµ/dP = Zµ = E(−µ ·M). As P and Qµ are equivalent, the
topology S0 remains unchanged if we replace P by Qµ in the Emery distance (2.3), see [Eme79,
Proposition 6]. Using Bayes’ formula and Hölder’s inequalities, we have for m ∈ N
EQ
µ
[[∫ ·
0
(
νm − νL(1−c)
)
dR
] 1
2
T
]
= EQµ
⎡⎣(∫ T
0
||σs(νms − νL(1−c)s )||2dKs
) 1
2
⎤⎦
≤
(
E
[(
ZµT
)2]) 12 × (E [∫ T
0
||σs(νms − νL(1−c)s )||2dKs
]) 1
2
≤
(
E
[(
ZµT
)2]) 12 × ||νm − νL(1−c)||H2 .
Assertion A1. and the above estimate give
lim
m→+∞E
Qµ
[[∫ ·
0
(
νm − νL(1−c)
)
dR
] 1
2
T
]
= 0.
Since by Girsanov’s theorem, νL(1−c) ·R and νm ·R are Qµ-local continuous martingales for each
m ∈ N, it follows from Proposition 2.2.9 that as m→ +∞, we have νm · R → νL(1−c) · R in S0
and Xˆm/x0 = E(νm ·R)→ Xˆ(1− c) = E
(
νL(1−c) ·R) in S0,
For the convergence of dual optimizers, we argue similarly. As
(
ΠLm−ΠL(1−c))
m∈N is a sequence
of martingales, using once more Proposition 2.2.9, Lemma 3.5.9 implies that
lim
m→+∞Π
Lm = ΠL(1−c) in S0.
Now Yˆ m/Yˆ0 = E
(−µ ·M +ΠLm) for m ∈ N and Yˆ (1−c) = E(−µ ·M +ΠL(1−c)). As (ΠLm)m∈N
is a sequence of continuous local martingales converging in S0, Proposition 2.2.9 guarantees that
(Yˆ m/Yˆ0)m∈N converge to Yˆ (1− c) in S0.
Remark 3.5.10. Theorem 3.5.8 generalizes Theorem 3.8 in [MW13] for which (Um)m∈N has
the form E1) in Example 3.5.3. Note however, that in [MW13], trading strategies are subject to
constraints and the underlying market price of risk µ is allowed to vary.
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The following theorem gives the convergence of the sequence of the optimizers under a BMO
condition on µ ·M . In comparison to the general stability result on utility maximization given
by Theorem 2.7.5, Assumption 3.5.1 enables us to obtain the convergence of the opportunity
processes and optimal trading strategies in stronger topologies. In addition, we also have con-
vergence of the dual optimizers in entropy.
Theorem 3.5.11. We keep the notation of Theorem 3.5.8. Let κ be defined by (3.30), i.e.
κ(z) = z2 ++12z + z
√
z(z + 1), z > 0. (3.82)
We consider the following two cases:
i) c ∈ (0, 1) and there exists ϵ > 0 such that b (µ ·M) > κ(1−cc + 2ϵ).
ii) c ∈ (1,+∞) and µ ·M ∈ BMO.
Set dQˆ(1− c)/dP := YˆT (1− c) and dQˆm/dP = Yˆ mT /Yˆ m0 for m ∈ N. If either i) or ii) holds, then
as m→∞,
a) || logLm − logL(1− c)||∞ → 0,
b) ||(νm − νL(1−c)) ·M ||BMO → 0,
c) ||Xˆm − x0Xˆ(1− c)||H1(Qµ) → 0,
d) ||Yˆ m/Yˆ m0 − Yˆ (1− c)||H1 + I
(
Qˆm, Qˆ(1− c)
)
→ 0.
Remark 3.5.12. The key assertion in Theorem 3.5.11 is the convergence of the sequence of
opportunity processes (Lm)m∈N in the norm || · ||∞. All subsequent assertions will be based on
this convergence. Observe that the convergence of (logLm)m∈N given by assertion a) generalizes
the convergence at each date given by Theorem 2.7.5. This is also the case for the sequence(
νm ·M)
m∈N. Recall however that in Theorem 2.7.5 we required less differentiability and the
filtration need not be continuous.
Proof of Theorem 3.5.11. a) We consider the case c ∈ (0, 1). For the convergence of the sequence
(logLm)m∈N, we will adapt accordingly some arguments from [MT03b, Lemma 4.2] showing the
Lipschitz property of the opportunity process w.r.t. risk aversion in the particular case of power
utilities. First we show that the sequence
(
logLm− logL(1− c))
m∈N is uniformly bounded from
a certain rank. The function κ being increasing, we can assume that ϵ < 12c . As (ΦUm)m∈N
converges to 12
c−1
c , there exists Nϵ > 0 such that for all m ≥ Nϵ,
αϵ =
1
2
c− 1
c
− ϵ ≤ ΦUm ≤
1
2
c− 1
c
+ ϵ = αϵ.
Following Remark 3.4.4, the above inequality together with hypotheses H2) and H3) of Assump-
tion 3.5.1 imply that for m ≥ Nϵ, Um satisfies (Gaϵ,bϵ,1) where aϵ = 11−2αϵ and bϵ =
1
1−2αϵ . Since
aϵ ∈ (0, 1) and b (µ ·M) > κ
(1−c
c + 2ϵ
)
= κ
(1−aϵ
aϵ
)
, by Proposition 3.4.21 there exists K∞ > 0
such that
sup
m≥Nϵ
|| logLm||∞ + || logL(1− c)||∞ ≤ K∞. (3.83)
Letm ≥ Nϵ. We recall the following equation describing the dynamics of logLm and logL(1−c).
For t ∈ [0, T ]
d logLmt = ξL
m
t dMt + dΠL
m
t − FUm(t, Xˆmt , ξL
m
t )dKt −
1
2d
⟨
ΠLm
⟩
t
,
d logLt(1− c) = ξL(1−c)t dMt + dΠL(1−c)t − f1−c(t, ξL(1−c)t )dKt −
1
2d
⟨
ΠL(1−c)
⟩
t
.
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We make the following change of variables:⎧⎪⎪⎪⎨⎪⎪⎪⎩
ψm = logLm − logL(1− c)
ξm = ξLm − ξL(1−c)
Πm = ΠLm −ΠL(1−c),
∆mF = FUm(·, Xˆm, ξLm)− f1−c(·, ξL(1−c)).
Let τ ∈ T (F). From the identity
⟨
ΠLm
⟩
−
⟨
ΠL(1−c)
⟩
=
⟨
Πm,ΠLm +ΠL(1−c)
⟩
,the definition of
ψm and ψmT = 0, we have
−ψmτ =
∫ T
τ
ξmdMt +ΠmT −Πmτ −
1
2
∫ T
τ
d
[
Πm,ΠLm +ΠL(1−c)
]
t
−
∫ T
τ
∆mF (t)dKt.
Now for t ∈ [0, T ], we can write −∆mF (t) as follows
−∆mF (t) = ΦUm(Xˆmt )||σt(µt + ξL
m
t )||2 − φ1−c||σt(µt + ξL(1−c)t )||2
+ 12 ||σtξ
L(1−c)
t ||2 −
1
2 ||σtξ
Lm
t ||2
= (ΦUm(Xˆmt )− φ1−c)||σt(µt + ξL
m
t )||2 −
1
2
(
σtξ
m
t
)⊤(
σtξ
L(1−c)
t + σtξL
m
t
)
+
(
σtξ
m
t
)⊤(2φ1−cσtµt + φ1−cσtξLmt + φ1−cσtξL(1−c)t )
= (ΦUm(Xˆmt )− φ1−c)||σt(µt + ξL
m
t )||2
+
(
σtξ
m
t
)⊤ (2φ1−cσtµt + (φ1−c − 12)σtξLmt + (φ1−c − 12)σtξL(1−c)t
)
.
Let ζm, Nm, Mˆm and Πˆm be the processes defined by:
ζm = −2φ1−cµ− (φ1−c − 12)ξ
Lm − (φ1−c − 12)ξ
L(1−c)
Nm =
∫ ·
0
ζmdM + 12
(
ΠLm +ΠL(1−c)
)
, (3.84)
Mˆm =
∫ ·
0
ξm(dM + d⟨M⟩ζm), and Πˆm = Πm − 12
⟨
Πm,ΠL(1−c) +ΠLm
⟩
.
With the above decomposition of −∆mF , ζm, Mˆm and Πˆm, −ψmτ takes the form
−ψmτ =
∫ T
τ
ξmt (dMt + d⟨M⟩tζmt ) + ΠmT −Πmτ −
1
2
∫ T
τ
d
⟨
Πm,ΠLm +ΠL(1−c)
⟩
t
(3.85)
+
∫ T
τ
(ΦUm(Xˆmt )− φ1−c)||σt(µt + ξL
m
t )||2dKt (3.86)
= MˆmT − Mˆmτ + ΠˆmT − Πˆmτ +
∫ T
τ
(
ΦUm(Xˆmt )− φ1−c
)
||σt(µt + ξLmt )||2dKt. (3.87)
Since µ · M, ∫ ·0 ξLmdM, ∫ ·0 ξL(1−c)dM,ΠLm and ΠL(1−c) are BMO martingales, Nm is a BMO
martingale. Furthermore, as ΠLm and ΠL(1−c) are orthogonal to M
Mˆm =
∫ ·
0
ξmdM −
⟨∫ ·
0
ξmdM,Nm
⟩
and Πˆm = Πm − ⟨Πm, Nm⟩.
Employing Theorem 3.2.6, Mˆm, Πˆm ∈ BMO(Qm) where Qm is the probability measure equiva-
lent to P with density given by
dQm/dP = ZˆmT where Zˆm = E(Nm).
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Taking conditional expectation in (3.87) w.r.t. the measure Qm gives
−ψmτ = EQ
m
[∫ T
τ
(
ΦUm(Xˆmt )− φ1−c
)||σt(µt + ξLmt )||2dKt⏐⏐⏐⏐Fτ
]
.
The above equality implies that
|ψmτ | ≤ ρmEQ
m
[∫ T
τ
||σt(µt + ξLmt )||2dKt
⏐⏐⏐⏐Fτ
]
, (3.88)
where
ρm = ||ΦUm(Xˆm)− φ1−c||∞. (3.89)
By hypothesis ii), (ρm)m∈N converges to 0 as m goes to +∞. Therefore to show a), it remains
to show that the other multiplicative factor in the right hand of (3.88) is uniformly bounded for
m ≥ Nϵ and τ ∈ T (F). To this end, we apply Theorem 3.4.23 and use the uniform bound (3.83)
to guarantee the existence of a constant KBMO depending only on
⏐⏐⏐⏐µ ·M ⏐⏐⏐⏐
BMO
such that for
all m ≥ Nϵ,⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0 ξLmdM
⏐⏐⏐⏐⏐⏐⏐⏐2
BMO
+
⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0 ξL(1−c)dM
⏐⏐⏐⏐⏐⏐⏐⏐2
BMO
+
⏐⏐⏐⏐⏐⏐ΠLm ⏐⏐⏐⏐⏐⏐2
BMO
+
⏐⏐⏐⏐⏐⏐ΠL(1−c)⏐⏐⏐⏐⏐⏐2
BMO
≤ KBMO. (3.90)
We deduce from the expression (3.84) of Nm and the above bound that there exists δ > 0 which
depends only on c and ||µ ·M ||BMO such that for all m ≥ Nϵ, we have
||Nm||BMO ≤ δ.
Recalling that for m ∈ N, we have Zˆm = E(Nm) the above bound and Theorem 3.2.6 imply
that there exists k > 1 such that
sup
m≥Nϵ, τ∈T (F)
E
⎡⎣( ZˆmT
Zˆmτ
)k⏐⏐⏐⏐Fτ
⎤⎦ ≤ η,
where η is a constant depending only on δ. Let r ∈ N such that rr−1 < k ,m ≥ Nϵ and τ ∈ T (F).
Then Hölder’s inequality yields
EQ
m
[∫ T
τ
||σt(µt + ξLmt )||2dKt
⏐⏐⏐⏐Fτ
]
= E
[
ZˆmT
Zˆmτ
∫ T
τ
||σt(µt + ξLmt )||2dKt
⏐⏐⏐⏐Fτ
]
≤
⎛⎝E
⎡⎣( ZˆmT
Zˆmτ
) r
r−1 ⏐⏐⏐⏐Fτ
⎤⎦⎞⎠
r−1
r
×
(
E
[(∫ T
τ
||σt(µt + ξLmt )||2dKt
)r⏐⏐⏐⏐Fτ
]) 1
r
.
The first term on the right hand of the above inequality is uniformly bounded. Indeed, Hölder’s
inequality and the bound η give
⎛⎝E
⎡⎣( ZˆmT
Zˆmτ
) r
r−1 ⏐⏐⏐⏐Fτ
⎤⎦⎞⎠
r−1
r
≤
⎛⎝E
⎡⎣( ZˆmT
Zˆmτ
)k⏐⏐⏐⏐Fτ
⎤⎦⎞⎠ 1k ≤ η 1k .
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The second term on the right hand of the previous inequality is also uniformly bounded. This
follows from the application of the energy inequalities (see [DM82b, Remarks 106.2]) from which
we obtain(
E
[(∫ T
τ
||σt(µt + ξLmt )||2dKt
)r⏐⏐⏐⏐Fτ
]) 1
r
≤
(
r!
⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0
(
µ+ ξLm
)
dM
⏐⏐⏐⏐⏐⏐⏐⏐2r
BMO
) 1
r
≤ K ′BMO,
(3.91)
where K ′BMO is a constant depending on ||µ ·M ||BMO and c. We infer from (3.88) that
||ψm||∞ ≤ ρmη 1kK ′BMO → 0 as m→ +∞.
b) We now prove the second statement. First we show that as m→∞,⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0 ξmdM
⏐⏐⏐⏐⏐⏐⏐⏐
BMO
+ ||Πm||BMO → 0. (3.92)
We will apply standard arguments for BSDEs to obtain a control of the norm in (3.92). Let Ψ
be the function given by
Ψ : R ∋ z → ez − z − 1.
Let m ∈ N and τ ∈ T (F). As ψmT = 0 and Ψ(0) = 0, Itô’s formula and (3.85) imply that
Ψ(ψmτ ) +
1
2
∫ T
τ
Ψ′′(ψms )d [ψm]s = −
∫ T
τ
Ψ′(ψms )dψms
= −
∫ T
τ
Ψ′(ψms )ξms (dMs + d⟨M⟩sζms )−
∫ T
τ
Ψ′(ψms )dΠms
+ 12
∫ T
τ
Ψ′(ψms )d
⟨
Πm,ΠL(1−c) +ΠLm
⟩
s
−
∫ T
τ
Ψ′(ψms )(ΦUm(Xˆms )− φ1−c)||σs(µs + ξL
m
s )||2dKs.
Since ψm is bounded, Ψ′(ψm) is bounded. Thus the BMO properties of
∫ ·
0 ξ
mdM and Πm entail
that the local martingales
∫ ·
0Ψ
′(ψm)ξmdM and
∫ ·
0Ψ
′(ψm)dΠm are true martingales. Therefore
taking conditional expectations in the above equation and using the fact that Ψ ≥ 0 give
1
2E
[∫ T
τ
Ψ
′′
(ψms )d [ψm]s
⏐⏐⏐⏐Fτ
]
≤ −E
[∫ T
τ
Ψ
′
(ψms ) (σsξms )
⊤ (σsζms )dKs
⏐⏐⏐⏐Fτ
]
+ 12E
[∫ T
τ
Ψ
′
(ψms )d
⟨
Πm,ΠL(1−c) +ΠL
m
⟩
s
⏐⏐⏐⏐Fτ
]
(3.93)
− E
[∫ T
τ
Ψ
′
(ψms )(ΦUm(Xˆms )− φ1−c)||σs(µs + ξL
m
s )||2dKs
⏐⏐⏐⏐Fτ
]
.
We will now give an appropriate bound for each term on the right hand side of the above
inequality. Using the binomial inequalities |ab| ≤ 12(a2 + b2) and the inequality of Kunita-
Watanabe, we have⏐⏐⏐⏐⏐E
[∫ T
τ
Ψ
′
(ψms ) (σsξms )
⊤ (σsζms )dKs
⏐⏐⏐⏐Fτ
]⏐⏐⏐⏐⏐ ≤ 12 ||Ψ′(ψm)||∞
(⏐⏐⏐⏐⏐⏐⏐⏐∫ ·
0
ξmdM
⏐⏐⏐⏐⏐⏐⏐⏐2
BMO
+
⏐⏐⏐⏐⏐⏐⏐⏐∫ ·
0
ζmdM
⏐⏐⏐⏐⏐⏐⏐⏐2
BMO
)
,
and⏐⏐⏐⏐⏐E
[∫ T
τ
Ψ
′
(ψms )d
[
Πm,ΠL(1−c) +ΠL
m
]
s
⏐⏐⏐⏐Fτ
]⏐⏐⏐⏐⏐ ≤ 12 ||Ψ′(ψm)||∞ (||Πm||2BMO + ||ΠLm +ΠL(1−c)||2BMO) .
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With ρm = ||ΦUm(Xˆm)− φ1−c||∞, we have the following estimate for the last term⏐⏐⏐⏐⏐E
[∫ T
τ
Ψ′(ψms )(ΦUm(Xˆmt )− φ1−c)||σt(µt + ξL
m
t )||2dKt
⏐⏐⏐⏐Fτ
]⏐⏐⏐⏐⏐
≤ ρm||Ψ′(ψm)||∞
⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0
(
µ+ ξLm
)
dM
⏐⏐⏐⏐⏐⏐⏐⏐2
BMO
.
We recall that ξm is given by (3.84). Putting the above estimate together and using the uniform
bound (3.90) with additional simple inequalities, we deduce from (3.93) that
1
2E
[∫ T
τ
Ψ′′(ψms )d [ψm]s
⏐⏐⏐⏐Fτ
]
≤ ||Ψ′(ψm)||∞
(
k
′
m ||µ ·M ||2BMO + k
′′
mKBMO
)
, (3.94)
where k′m and k
′′
m are given by
k
′
m = 2ρm + 6|φ1−c|2 and k
′′
m = 2ρm + 3 + 3|φ1−c|2.
Now Ψ′′(ψm) = eψm and for every s ∈ [0, T ], e−||ψm||∞ ≤ eψms . The function Ψ′ being increasing,
||Ψ′(ψm)||∞ ≤ Ψ′
(||ψm||∞). Clearly [ψm] = ∫ ·0 ||σξm||2dK + [Πm]. We infer therefore from the
last two inequalities and (3.94) that
E
[∫ T
τ
||σsξms ||2dKs + [Πm]T − [Πm]τ
⏐⏐⏐⏐Fτ
]
≤ 2e||ψm||∞Ψ′(||ψm||∞) (k′m ||µ ·M ||2BMO + k′′mKBMO) .
Since τ is arbitrary, it follows from the above estimate that⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0 ξmdM
⏐⏐⏐⏐⏐⏐⏐⏐
BMO
+ ||Πm||BMO ≤ 2e||ψm||∞Ψ′
(||ψm||∞) (k′m ||µ ·M ||2BMO + k′′mKBMO) .
(3.95)
As (ρm)m∈N converges to 0, the sequences (k
′
m)m∈N and (k
′′
m)m∈N are bounded. Due to the first
assertion, ||ψm||∞ tends to 0 as m→ +∞ and Ψ′(0) = 0. Consequently, the right hand side of
(3.95) goes to 0 as m tends to ∞ and (3.92) holds.
We can now prove b). For m ∈ N, let γm = 1
AUm (Xˆm)
− 1c and δm = 1AUm (Xˆm) . Let m ∈ N. As
νm = 1
AUm (Xˆm)
(
µ+ ξLm
)
and νL(1−c) = 1c
(
µ+ ξL(1−c)
)
,
νm − νL(1−c) = γm
(
µ+ ξL(1−c)
)
+ δm (ξm) .
For τ ∈ T (F), we have
E
[∫ T
τ
||σs(νms − νs)||2dKs
⏐⏐⏐⏐Fτ
]
≤ 2||γm||2∞E
[∫ T
τ
||σs(µs + ξL(1−c)s )||2dKs
⏐⏐⏐⏐Fτ
]
+ 2||δm||2∞E
[∫ T
τ
||σsξms ||2dKs
⏐⏐⏐⏐Fτ
]
≤ 2||γm||∞
⏐⏐⏐⏐⏐⏐⏐⏐∫ ·
0
(µ+ ξL(1−c))dM
⏐⏐⏐⏐⏐⏐⏐⏐2
BMO
+ 2||δm||∞
⏐⏐⏐⏐⏐⏐⏐⏐∫ ·
0
ξmdM
⏐⏐⏐⏐⏐⏐⏐⏐2
BMO
.
Now ||γm||∞ converges to 0 as AUm − 1c converges uniformly to 0. The sequence (||δm||∞)m∈N
is bounded and thus by (3.92), ||δm||∞ ||
∫ ·
0 ξ
mdM ||2BMO converges to 0 as m → +∞. From the
above estimate, we deduce that b) holds.
For the proof of c), we rely on the continuity result given by Theorem 3.5.7. We recall that
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dQµ/dP = ZµT with Zµ = E (−µ ·M) and dR = dM + d⟨M⟩µ. Let m ∈ N. Note that by
Theorem 3.2.6, we have
∫ ·
0(νm− ν)dR ∈ BMO(Qµ) and there exists CBMO > 0 depending only
||µ ·M ||BMO such that⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0 (νm − ν)dR
⏐⏐⏐⏐⏐⏐⏐⏐
BMO(Qµ)
≤ CBMO
⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0 (νm − ν)dM
⏐⏐⏐⏐⏐⏐⏐⏐
BMO
.
We deduce from b) that as m tends to ∞,⏐⏐⏐⏐⏐⏐⏐⏐∫ ·0 (νm − ν)dR
⏐⏐⏐⏐⏐⏐⏐⏐
BMO(Qµ)
→ 0.
Now as Xˆm/x0 = E (
∫ ·
0 ν
mdR) and Xˆ(1−c) = E (∫ ·0 νdR), Theorem 3.5.7 and the convergence of
||∫ ·0(νm − ν)dR||BMO(Qµ) yields that ||Xˆm/x0 − Xˆ(1− c)||H1(Qµ) converges to 0. Thus c) holds.
d). First we show that ||Yˆ m/Yˆ m0 − Yˆ (1 − c)/Yˆ0(1 − c)||H1 tends to 0 as m goes to ∞. For
m ∈ N, Yˆ m/Yˆ m0 = E
(
−µ ·M +ΠLm
)
, Yˆ (1 − c)/Yˆ0(1 − c) = E
(
−µ ·M +ΠL(1−c)
)
and by
(3.92),
||ΠLm −ΠL(1−c)||BMO = ||Πm||BMO → 0 as m→ +∞.
Theorem 3.5.7 entails that ||Yˆ m/Yˆ m0 − Yˆ (1− c)/Yˆ0(1− c)||H1 tends to 0 as m→∞.
It remains to show that as m goes to +∞, I
(
Qˆm, Qˆ(1− c)
)
→ 0. Let m ∈ N. Clearly the
measures Qˆm and Qˆ(1− c) are equivalent and by definition
I
(
Qˆm, Qˆ(1− c)
)
= EQˆ(1−c)
[
dQˆm
dQˆ(1− c) ln
dQˆm
dQˆ(1− c)
]
= E
[
dQˆm
dP
ln dQˆ
m
dQˆ(1− c)
]
= EQˆm
[
ln Yˆ mT /Yˆ m0 − ln YˆT (1− c)/Yˆ0(1− c)
]
.
Using the definitions of Yˆ m and Yˆ (1− c), we have
ln Yˆ mT /Yˆ m0 − ln YˆT (1− c)/Yˆ0(1− c) = ΠL
m
T −
1
2
⟨
ΠLm
⟩
T
−ΠL(1−c)T +
1
2
⟨
ΠL(1−c)
⟩
T
.(3.96)
The terms on the right hand side of (3.96) can be rewritten as follows:
ΠLmT −
1
2
⟨
ΠLm
⟩
T
= ΠLmT −
⟨
ΠLm
⟩
T
+ 12
⟨
ΠLm
⟩
T
−ΠL(1−c)T +
1
2
⟨
ΠL(1−c)
⟩
T
= −ΠL(1−c)T +
⟨
ΠL(1−c),ΠLm
⟩
T
−
⟨
ΠL(1−c),ΠLm
⟩
T
+ 12
⟨
ΠL(1−c)
⟩
T
.
Since ΠLm and ΠL(1−c) are BMO martingales, Theorem 3.2.6 implies that
ΠLm −
⟨
ΠLm
⟩
∈ BMO(Qˆm) and −ΠL(1−c) +
⟨
ΠL(1−c),ΠLm
⟩
∈ BMO(Qˆm).
By integrating (3.96) w.r.t. Qˆm, one obtains the following reduced form of I
(
Qˆm, Qˆ(1− c)
)
I
(
Qˆm, Qˆ(1− c)
)
= EQˆm
[1
2
⟨
ΠLm
⟩
T
−
⟨
ΠL(1−c),ΠLm
⟩
T
+ 12
⟨
ΠL(1−c)
⟩
T
]
= 12E
Qˆm
[⟨
ΠLm −ΠL(1−c)
⟩
T
]
= EQˆm [⟨Πm⟩T ] .
Since supm≥Nϵ ||ΠL
m ||2BMO ≤ KBMO by (3.90) and Yˆ mT /Yˆ m0 = E
(
−µ ·M +ΠLm
)
for every
m ∈ N, we infer from Theorem 3.2.6 that there exists k > 1 and η > 0 such that
sup
m∈Nϵ, σ∈T (F)
E
⎡⎣( Yˆ mT
Yˆ mτ
)k⏐⏐⏐⏐Fτ
⎤⎦ ≤ η.
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Let r ∈ N such that rr−1 < k and m ≥ Nϵ. Then using arguments as the one leading to (3.91) ,
we get
EQˆ
m [⟨Πm⟩T ] ≤
(
E
[(
Yˆ mT /Yˆ
m
0
) r
r−1
]) r−1
r
(E [⟨Πm⟩rT ])
1
r ≤ η 1k (r!||Πm||2rBMO) 1r .
Using (3.92), we see that EQˆm [⟨Πm⟩T ] converges to 0 as m tends to +∞. We deduce therefore
that I
(
Qˆm, Qˆ(1− c)
)
goes to 0 as m→ +∞.
We consider the case c ∈ (1,+∞). The most important point for the case c ∈ (0, 1) was the
boundedness of the sequence
(|| logLm||∞+ || logL(1− c)||∞)m∈N. Once we show such a bound
for c ∈ (1,+∞) under the BMO property of µ ·M the same arguments lead to the results. To
achieve this, we observe that c−1c ≥ 0 since c > 1. Thus as ΦUm converges to 12 c−1c , there exists
γ < 12c and Nγ > 0 such that for all m > Nγ
0 ≤ ΦUm ≤
1
2
c− 1
c
+ γ = αγ .
Setting bγ = 11−2αγ , Um satisfies (G1,bγ ,1) for every m ≥ Nγ by Remark 3.4.4. We infer therefore
from Proposition 3.4.21 that there exists K∞ > 0 depending only on ||µ ·M ||∞ such that
sup
m≥Nγ
(|| logLm||∞ + || logL(1− c)||∞) ≤ K∞.
This completes the proof.
3.5.2 The limit c = 1
In this case, ΦUm → 0 and AUm → 1 uniformly as m → +∞. For the logarithmic utility
U = log, we have AU = 1 and ΦU = 0. Following Remark 3.5.5, we consider the logarithmic
utility maximization problem
ulog(x0) := sup
π∈A(x0)
E [logXπT ] . (3.97)
Recall that ulog(x0) < +∞ if Assumption 3.4.7 is satisfied or if µ·M is a BMO martingale8. Note
that for logarithmic utility, the opportunity process L equals 1. Therefore from the canonical
decomposition (3.12), ZL = 0 and NL = 0. With Zµ = E(−µ ·M), we infer from Theorem 3.3.5
that the corresponding optimal trading strategy ν, optimal wealth process Xˆ and dual optimizer
Y have the precise formulas
ν = µ, Xˆ = x0/Zµ and Yˆ = u
′(x0)Zµ. (3.98)
Theorems 3.5.13 and 3.5.15 give the convergence of the sequences (νm)m∈N, (Xˆm)m∈N and
(Yˆ m)m∈N.
Theorem 3.5.13. Suppose that Assumption 3.4.7 holds. Let (Um)m∈N be a sequence of utility
functions satisfying Assumption 3.5.1, Zµ = E(−µ · M), and (νm)m∈N, (Xˆm)m∈N, (Yˆ m)m∈N
defined by (3.71). Then as m→ +∞:
C1. ||νm − ν||H2 → 0,
8Indeed, by Proposition 2.2.7, there exists p ∈ (0, 1) such that Zµ satisfies (A 1
p
). In particular, E
[(
ZµT
) p
p−1
]
<
+∞ and up < +∞ by Remark 2.3.1. Now there exists z > 0 such that log z ≤ zp for all z > z. The finiteness of
u(x0) follows from that of up.
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C2. Xˆm → x0/Zµ in S0 and Yˆ m/Yˆ0 → Zµ in S0.
Proof. Let flog(t, z) = 12 ||σtz||2, (t, z) ∈ [0, T ] × Rn. Clearly, (0, 0, 0) is the unique solution to
the BSDE(flog, 0) in the space Ξ ×H2 ×M2. Using FUm given by (3.70) for m ∈ N, we have
E
[∫ T
0
|FUm(t, Xˆmt , 0)− flog(t, 0)|dKt
]
= E
[∫ T
0
|ΦUm(Xˆmt )| × ||σtµt||2dKt
]
≤ ||ΦUm(Xˆm)||∞||µ||2H2 .
The above inequality combined with the uniform convergence of ΦUm to 0 as m→ +∞ give
lim
m→+∞
∫ T
0
|FUm(t, Xˆmt , 0)− flog(t, 0)|dKt = 0 in probability.
Using similar arguments as in Lemma 3.5.9, with ξL(1−c) replaced by 0 and ΠL(1−c) by 0, one
sees that limm→+∞ ||ξLm ||H2 + ||ΠLm ||M2 = 0. Similar arguments as in the proof of Theorem
3.5.8 lead to C1. and C2.
Remark 3.5.14. Theorem 3.5.13 is a generalization of [MW13, Theorem 3.8] for Um(z) =
zpm
pm
, z > 0 and (pm)∈N ⊆ (−∞, 0) ∪ (0, 1) a sequence converging to 0. In this particular case of
power utilities, the continuity assumption on the filtration and Assumption 3.4.7 can be omitted
[Nut12c, Theorem 3.4]. This is mainly possible due to the monotonicity of L(p) w.r.t. p which
yields pointwise convergence of
(
L(pm)
)
m∈N and also allows for a uniform localization of the
sequence
(
L(pm)
)
m∈N in the space S∞. We do not have such a monotonicity property in the
general setup and our reliance on Theorem 3.5.6 for the convergence of BSDEs results is at the
basis of the restrictions in Theorem 3.5.13.
Theorem 3.5.15. Suppose that µ ·M ∈ BMO. We keep the notation of Theorem 3.5.13. In
addition for m ∈ N, let dQˆm/dP = Yˆ mT /Yˆ m0 and dQµ/dP = ZµT . Then as m→ +∞:
a) || logLm||∞ → 0,
b) ||(νm − µ) ·M ||BMO → 0,
c) ||Xˆm → x0/Zµ||H1(Qµ) → 0,
d) ||Yˆ m/Yˆ m0 − Zµ||H1 + I(Qˆm,Qµ)→ 0.
Proof. It suffices to show that
(|| logLm||∞)m∈N is uniformly bounded from a certain rank and
apply the same arguments as in Theorem 3.5.11 replacing f1−c by flog, ξL(1−c) by 0 and ΠL(1−c)
by 0.
As µ · M ∈ BMO, δ = b (µ ·M) > 0. We choose ϵ ∈ (0, 12) such that δ > κ(2ϵ). Since
ΦUm → 0 as m → +∞, there exists Nϵ ∈ N, such that for every m ≥ Nϵ,−ϵ ≤ ΦUm ≤ ϵ. Let
aϵ = 11+2ϵ ∈ (0, 1). Then b(µ ·M) = δ > κ(2ϵ) = κ(1−aϵaϵ ). We deduce from Proposition 3.4.21
that there exists K∞ > 0 such that sup
m≥Nϵ
|| logLm||∞ ≤ K∞.
Remark 3.5.16. Assertion d) has been obtained in [MT03b] for Um(z) = −mz− 1m , z > 0,m ∈
N. In this case, note that for each m ∈ N, Lm = L(− 1m) ,ΦUm = 12 11+m ↓ 0 and by Proposition
3.4.21 the BMO property of µ ·M is sufficient to have supm∈N || logLm||∞ < +∞. However for
an arbitrary sequence (Um)m∈N, (ΦUm)m∈N might not be monotone nor has a steady positive sign.
Due to these possibilities, the sufficiency of the BMO property of µ ·M is not straightforward
and the choice of ϵ in the above proof is necessary to guarantee the existence of a uniform bound
for (|| logLm||∞)m∈N.
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3.5.3 The limit c = +∞
Here we have ΦUm → 12 and AUm → +∞ as m → +∞. As mentioned earlier, the limits of the
optimizers are related to the exponential utility maximization problem which we will now recall.
First, let us introduce the following set
Ment(S) = {Q ∈Me(S) | I(Q,P) < +∞} . (3.99)
Throughout this section, we identify Q ∈ Ment(S) with its density process ZQ and we assume
that
Ment(S) ̸= ∅.
The exponential utility function is given by U(z) = − exp(−z), z ∈ R. For the given initial
capital x0, the investor aims to maximize his expected utility from terminal wealth, i.e.
sup
π∈Θ
E [− exp (−x0 − (π ·R)T )] , (3.100)
where Θ =
{
π ∈ L(R) s.t. π ·R is a Q−martingale ∀Q ∈Ment(S)}. A trading strategy at-
taining the sup in (3.100) will be refereed to as optimal. Such a strategy exists (see [KS02,
Theorem 2.1]) and will be denoted by νexp. Related to (3.100) is the following minimization
problem
min
Q∈Ment(S)
I(Q,P). (3.101)
By the results in [Fri00, Theorems 2.1 and 2.2], the minimization problem (3.101) admits a
unique solution Qexp known as the the minimal entropy martingale measure, see [Fri00, GR02].
We consider the processes Lexp and V˜ defined as follows
V˜t = ess inf
Q∈Ment(S)
E
[
ZQT
ZQt
log Z
Q
T
ZQt
⏐⏐⏐⏐Ft
]
, t ∈ [0, T ] (3.102)
Lexpt = ess inf
π∈Θ
E
[
exp
(
−
∫ T
t
πudRu
)⏐⏐Ft
]
, t ∈ [0, T ]. (3.103)
Clearly V˜ is the dynamic value process associated to (3.101). The process Lexp is a reduced form
of the value process associated to (3.100). The following proposition collects some properties of
Lexp.
Proposition 3.5.17. i) Lexp is a submartingale with terminal value 1 and Lexp = e−V˜ .
ii) There exists ZLexp ∈ L(M) and NLexp a local martingale orthogonal to M such that for
t ∈ [0, T ]
dLexp = ZLexpt dMt + dNL
exp
t +
1
2L
exp
t
(
µt +
ZL
exp
t
Lexpt
)⊤
d⟨M⟩t
(
µt +
ZL
exp
t
Lexpt
)
. (3.104)
iii) The optimal trading strategy νexp and the density process of Qexp are given by
νexp = µ+ ξLexp and Y exp = E
(
−µ ·M +ΠLexp
)
, (3.105)
where
ξL
exp = Z
Lexp
Lexp
and NLexp =
∫ ·
0
1
Lexp
dNL
exp
. (3.106)
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iv) If Assumption 3.4.7 holds, then logLexp ∈ Ξ.
v) logLexp is bounded if µ ·M ∈ BMO.
Proof. i) Clearly LexpT = 1 by definition. The submartingale property of Lexp is a consequence
of dynamic programming principle, see [Nut12c, Lemma 6.5] or [MT03b, Proposition 2.1]. Re-
garding the equality Lexp = e−V˜ , we refer to [MS05, Proposition 2] or [MT03b, Proposition 2.3].
The assertions ii) and iii) have been obtained in [MT03b, Theorem 3.1].
iv) Now assume that F is continuous and Assumption 3.4.7 holds. To show that logLexp ∈ Ξ,
we use the equality L = e−V˜ and (3.102). We recall that Zµ = E(− µ ·M), dR = dM + d⟨M⟩µ
and dQµ/dP = ZµT . Observe that Qµ ∈Me(S). First we show that Zµ ∈Ment(S). To this end,
note that for t ∈ [0, T ]
log
(
ZµT /Z
µ
t
)
= −
∫ T
t
µsdMs − 12
∫ T
t
µ⊤s d⟨M⟩sµs = −
∫ T
t
µsdRs +
1
2
∫ T
t
µ⊤s d⟨M⟩sµs.
By Girsanov’s theorem, µ · R is a Qµ-local martingale. An application of Hölder’s inequality
and Proposition 3.4.9 give
EQ
µ
[∫ T
0
µ⊤s d⟨M⟩sµs
]
=
(
E
[
(ZµT )
2
]) 1
2
⎛⎝E
⎡⎣(∫ T
0
µ⊤s d⟨M⟩sµs
)2⎤⎦⎞⎠ 12 < +∞. (3.107)
We infer from (3.107) and Burkholder-Davis-Gundy’s inequalities that µ ·R is a Qµ martingale.
Thus for t ∈ [0, T ]
E
[
ZµT
Zµt
log Z
µ
T
Zµt
⏐⏐⏐⏐Ft] = EQµ
[
−
∫ T
t
µsdRs +
1
2
∫ T
t
µ⊤s d⟨M⟩sµs
⏐⏐⏐⏐Ft
]
= EQ
µ
[∫ T
t
µ⊤s d⟨M⟩sµs
⏐⏐⏐⏐Ft
]
.
(3.108)
Taking t = 0 in the above inequality, we see that Zµ ∈ Ment(S). As | logL| = V˜ and
Zµ ∈ Ment(S), (3.102) implies that | logLexpt | ≤ E
[
ZµT
Zµt
log Z
µ
T
Zµt
⏐⏐Ft] , t ∈ [0, T ]. Hence, (3.108)
yields
sup
t∈[0,T ]
| logLexpt | ≤
1
2 supt∈[0,T ]
EQ
µ
[∫ T
t
µ⊤s d⟨M⟩sµs
⏐⏐⏐⏐Ft
]
≤ 12 supt∈[0,T ]
EQ
µ
[∫ T
0
µ⊤s d⟨M⟩sµs
⏐⏐⏐⏐Ft
]
.
The filtration F being continuous, all local martingale are continuous. Consequently for r > 0,
exchanging sup and exp, and applying Jensen’s inequality, we get
exp
(
r sup
t∈[0,T ]
| logLexpt |
)
≤
(
exp
(
sup
t∈[0,T ]
E
[
1
2
∫ T
0
µ⊤s d⟨M⟩sµs
⏐⏐⏐⏐Ft
]))r
≤ sup
t∈[0,T ]
(
EQ
µ
[
exp
(
1
2
∫ T
0
µ⊤s d⟨M⟩µs
)⏐⏐⏐⏐Ft
])r
.
We define ζT = exp
(
1
2
∫ T
0 µ
⊤
s d⟨M⟩µs
)
and ζt = EQ
µ [
ζT
⏐⏐Ft] , t ∈ [0, T ]. Using Doob’s maximal
inequalities and Proposition 3.4.9, one verifies that ζ ∈ Sk(Qµ) ∩ Sk for all k > 1. Taking
expectations in the previous inequality, the integrability of ζ ensures that
E
[
exp
(
r sup
t∈[0,T ]
| logLexpt |
)]
< +∞.
Since r is arbitrary, we deduce that logLexp ∈ Ξ.
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Suppose that µ ·M ∈ BMO. We keep the notation in iv). As µ ·M ∈ BMO, Theorem
3.2.6 entails that µ ·R is a Qµ-martingale. Similar arguments as in iv) show that Qµ ∈Ment(S)
and (3.108) holds. Using once more the equality Lexp = e−V˜ , (3.102) and (3.108), we have for
t ∈ [0, T ]
logLexpt = −V˜t ≥ −E
[
ZµT
Zµt
log Z
µ
T
Zµt
⏐⏐⏐⏐Ft
]
≥ −12E
Qµ
[∫ T
t
µ⊤s d⟨M⟩sµs
⏐⏐⏐⏐Ft
]
≥ −12 ||µ ·R||
2
BMO(Qµ).
We deduce that logLexp is bounded from below. Since LexpT = 1 and Lexp is a submartingale,
we have logLexp ≤ 0.
With
(
ξL
exp
,ΠLexp
)
defined by (3.106), an application of Itô’s formula to logLexp using (3.104)
gives
d logLexpt = ξL
exp
t dMt + dΠL
exp
t − fexp(t, ξL
exp
t )dKt, t ∈ [0, T ], logLexpT = 0, (3.109)
where fexp is the driver defined as follows:
fexp(t, z) = −12 ||σtµt||
2−(σtµt)⊤(σtz), (t, z) ∈ [0, T ]× Rn.
The following corollary of Proposition 3.5.17 identifies
(
logLexp, ξLexp ,ΠLexp
)
as the unique
solution to the BSDE (fexp, 0) under certain conditions on the market price of risk µ.
Corollary 3.5.18. Let
(
ξL
exp
,ΠLexp
)
be defined by (3.106). If Assumption 3.4.7 holds, then the
triplet
(
logLexp, ξLexp ,ΠLexp
)
is the unique solution to the BSDE (fexp, 0) in the space Ξ×H2×
M2. If µ ·M is a BMO martingale, then ( logLexp, ξLexp ,ΠLexp) is the unique solution to the
BSDE (fexp, 0) with bounded first component.
Proof. The driver fexp is convex and Lipschitz in the control variable z. Under Assumption 3.4.7,
logLexp ∈ Ξ by Proposition 3.5.17. We infer from Theorem 3.4.8 that ( logLexp, ξLexp ,ΠLexp)
belongs to Ξ × H2 × M2 and it is the unique solution to the BSDE (fexp, 0) in the latter
space. Now if µ ·M ∈ BMO, logLexp is bounded by Proposition 3.5.17. The uniqueness of
the solution follows from classical linearization and change of measures techniques, see [HIM05,
Tev08, Mor09a].
To obtain the limits of our sequence of optimizers, we observe that as
(
ΦUm)m∈N converging
uniformly to 12 , the sequence of drivers FUm → fexp as m→ +∞ pointwise. Having established
strong integrability properties of the solutions, we expect their martingale parts to converge in
their respective space and thus the limits of optimizers to be related to the processes νexp, Y exp
and logLexp. The following two theorems give a precise formulation of these facts.
Theorem 3.5.19. Suppose that Assumption 3.4.7 holds. Let (Um)m∈N be a sequence of utility
functions satisfying Assumption 3.5.1 with c = +∞. Let (νm)m∈N, (Xˆm)m∈N and Yˆ m)m∈N be
defined by (3.71). Let νexp and Y exp be defined by (3.105). Then as m→ +∞:
F1. ||νm||H2 + ||AUm(Xˆm)νm − νexp||H2 → 0,
F2. Xˆm/x0 → 1 in S0 and Yˆ m/Yˆ m0 → Yˆ exp in S0.
Proof. Due to Corollary 3.5.18, similar arguments as in the proof of Lemma 3.5.9 yield
lim
m→+∞ ||ξ
Lm − ξLexp ||H2 + ||ΠL
m −ΠLexp ||M2 = 0.
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Let m ∈ N. Then νm = 1
AUm (Xˆm)
(
µ+ ξLm
)
. As supm∈N ||ξLm ||H2 < +∞ and 1/AUm tends to 0
uniformly, we deduce that ||νm||H2 tends to 0 as m→ +∞. With νexp given by (3.105), we have
AUm(Xˆm)νm − νexp = ξL
m − ξLexp .
The assertion F1. is thus a consequence of the fact that limm→+∞ ||ξLm − ξLexp ||H2 = 0. To
show F2. one proceeds as in the proof of Theorem 3.5.19 replacing ξL(1−c) by ξLexp and ΠL(1−c)
by ΠLexp .
Remark 3.5.20. • The fact that the optimal trading strategy converges to 0 as the relative
risk aversion goes to 0 has been obtained in [GT11, Theorem 2.6 ] in the setting of a
complete market model and with bounded market price risk µ using PDE methods. For
(Um)m∈N of power type, a convergence in incomplete markets and without Assumption
3.4.7 has been obtained in [Nut12c, Theorem 3.1]. Theorem 3.5.19 is thus the most general
result for general utility functions.
• Regarding the convergence of the rescaled optimal strategy, it has been observed in [Nut12c,
Theorem 3.2] for (Um)m∈N of power type without Assumption 3.4.7. To the best of your
knowledge, the extension to utility functions of arbitrary type is new in the literature.
Theorem 3.5.21. We keep the notation of Theorem 3.5.19. Assume that µ ·M ∈ BMO. Then
as m→ +∞, the following hold:
a) || logLm − logLexp||∞ → 0,
b) ||νm ·M ||BMO + ||
(
AUm(Xˆm)νm − νexp
) ·M ||BMO → 0,
c) ||Xˆm/x0 − 1||H1(Qµ) → 0,
d) ||Yˆ m/Yˆ0 − Y exp||H1 + I(Qˆm,Qexp)→ 0.
Proof. Again the proof follows the same line of argument as the one of Theorem 3.5.11 once we
establish that the BMO property of µ ·M leads to a uniform bound of the sequence (logLm)m∈N.
Observe that as ΦUm converges to 12 and ΦUm <
1
2 , we can assume that for each m ∈ N
0 ≤ ΦUm ≤
1
2 − ϵm, (3.110)
where (ϵm)m∈N is a sequence of positive integers in (0, 12) converging to 0. By Remark 3.4.4, the
above inequality entails that Um satisfies (G1,bm,1) with bm = 11−2ϵm for each m ∈ N. We deduce
from Proposition 3.4.21 that the sequence (|| logLm||∞)m∈N is uniformly bounded. As logLexp
is bounded by Proposition 3.5.17, we have
sup
m∈N
(|| logLm||∞ + || logLexp||∞) < +∞.
To obtain the assertions, we replace f1−c,ΠL(1−c), ξL(1−c) respectively by fexp,ΠL
exp
, ξL
exp in the
proof of Theorem 3.5.11.
Remark 3.5.22. Assertion d) in Theorem 3.5.21 has been previously obtained in [MT03b,
Corollaries 4.1 and 4.2] for Um(z) = − z−mm , z > 0 and m ∈ N. A nonstandard example is given
by Um(z) = −e−mzz−m, z > 0,m ∈ N
4. Optimal stopping problem in a
progressively enlarged filtration : a two step
decomposition approach
4.1 Introduction
A common risk embedded in most financial contracts is the default risk, i.e. the risk that a party
involved in a financial contract does not meet its obligations. Default risk affects parameters in
the financial markets such as the prices of traded securities, rating of institutions, the infusion or
redrawal of capital by investors and above all, panic sales or purchases of financial agents exposed
to the risk. Due to the increased interconnectedness of financial institutions and the contagion
effect of default risk, the magnitude of the impact of default can be large so as to affect the
whole economy as seen in the 2008’s mortgage crisis. This impact has led to an increase interest
in the literature in the study of control problems faced by financial agents in the presence of
default risk. In particular, one is interested in providing a description of their actions before and
after the default event. Such problems include for examples the pricing of defaultable claims
[EKJJ15a], mean-variance hedging of defaultable claims [CGN15] and portfolio optimization
with defaultable securities [JP11, Pha10, JKP13, IJL16]. Our aim in this chapter is to provide
a similar analysis for optimal stopping problem [EK81, KQ12] with a reward ζ that is subject
to a default event modeled by a random time τ .
Our underlying filtration G = (Gt)t≥0 modeling the global market information flow including
the default event is given by the progressive enlargement of a reference filtration F = (Ft)t≥0
by the random time τ , i.e Gt = ∩s>t
(
Fs ∨ σ
(
1{τ≤u}, u ≤ s
))
, t ≥ 0. We assume the density
hypothesis on the conditional distribution of τ given F. The density hypothesis introduced in
[Jac85] for the study of the initial enlargement of F with τ denoted by Gτ = (Gτt )t≥0 where
Gτt = ∩s>t (Fs ∨ σ(τ)) , t ≥ 0 has now been adopted for the study of the filtration G, see
[JLC09b, EKJJ10, CJZ13, JLC09a]. A particular feature of the density hypothesis shown in
[EKJJ10] is that it leads to formulas for the conditional expectation w.r.t. Gt on the after
default event {t ≥ τ} and thus is suitable for the analysis of after default events. Another
feature of the density hypothesis is the optional splitting formula obtained in [Son14] which
asserts that every G-optional process ψ is of the form
ψt = ψbt 1{t<τ} + ψdt (τ)1{t≥τ}, t ≥ 0,
where ψb is O(F)-measurable, ψd is O(F) ⊗ B(R)-measurable and O(F) denotes the σ-field of
F-optional sets. Exploiting the above features in the context where F is a Brownian filtration, in
[JP11] the authors showed that optimal investment problems in the filtration G can be reduced to
two sub optimal investment problems in the filtration F: an after default problem parametrized
by the occurrence of default and a global before default problem containing the latter. The
optimal trading strategy is then obtained as the pasting at time τ of the optimal strategies
resulting from the sub-control problems in the filtration F. This yields a better understanding
of the optimal strategy compared to the more direct approach in the filtration G using the
dynamic programming principle or convex duality methods [KS99]. This approach reducing the
optimization investment problem in the filtrationG into two weakly coupled investment problems
in the filtration F is now known in the literature as the decomposition approach due to the two
step procedures it involves. It extends naturally to the setting of multiple default events [Pha10,
JKP13] and has been applied successfully to address other stochastic control problems such as
the mean-variance hedging [CGN15] and controller-stopper problems [BZ14]. A corresponding
decomposition approach has been developed in [KL12, ABSEL10] for the solvability of backward
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stochastic differential equations (BSDEs) in the filtration G.
We will adopt a similar approach as in [JP11] for the optimal stopping problem with reward
ζ which consists in splitting the stopping problem into an after-default problem and a global
before default problem. However, rather than focusing on the static value of the optimal stopping
problem, we will look at the dynamic value process which corresponds to the Snell envelope V
of the reward ζ. The Snell envelope being the main tool to address optimality and satisfying
the optional splitting formula Vt = V bt 1{t<τ} + V dt (τ)1{t≥τ}, t ≥ 0, our approach will consist in
providing the explicit expressions of V b and V d(τ) which we link to optimal stopping problems
in the filtrations F and Gτ corresponding respectively to the optimal stopping problems to be
solved before and after τ , the former depending on the latter. Building on the knowledge of
the optimal stopping problems to be addressed before and after τ , we obtain as well a complete
characterization of optimal stopping times before and after τ . The fact that the optimal stopping
problem to be addressed after τ is in the filtration Gτ is consistent with the fact that the
filtrations G and Gτ coincide after τ (see Definition 4.2.9) as shown in [KLP13]. We illustrate
the importance of our approach by deriving an explicit formula for hedging strategies against
American defaultable contingent claims in a market consisting of a default free asset and a
defaultable zero coupon bond. In Chapter 5, we rely on the link between optimal stopping
problems and reflected backward stochastic differential equations (RBSDEs) to provide a similar
decomposition approach for the solvability of RBSDEs and new existence results.
The rest of this chapter is structured as follows. In Section 4.2, we set up the notation. We
also review and provide some results on filtration enlargements. We present our decomposition
approach for the optimal stopping problem in Section 4.3. In Section 4.4, we present an ap-
plication of the decomposition approach by providing optional splitting formulas for hedging
strategies for defaultable American contingent claims.
4.2 Filtration enlargements
We set R+ = [0,+∞[. We fix some generic notation. Let (Σ,A,Q) be a complete probabil-
ity space. We denote by EQ the expectation w.r.t. to Q. Let H = (Ht)t≥0 be a filtration of
sub-σ-algebras of A and H∞ = ⋁t∈R+ Ht. We will denote by P(H) (resp. O(H)) the σ-field of
H-predictable sets (resp. H-optional sets) on R+ ×Ω and T (H) the set of all H-stopping times.
For ν, γ ∈ T (H) with ν ≤ γ Q-a.s., Tν,γ(H) denotes the set of H-stopping times σ such that
Q(ν ≤ σ ≤ γ) = 1. For simplicity, we note T0,ν(H) = Tν(H) for ν ∈ T (H). For ν ∈ T (H), the
sub-sigma algebra of A generated by real valued H-adapted càdlàg processes stopped at ν will
be denoted by Hν . The Borel σ-algebra of a Polish space E will be denoted by B(E).
We introduce some spaces that will play an important role in the sequel. Let r ≥ 1 and
T ∈ (0,+∞]. Lr(HT ,Q) (resp. L∞(HT ,Q)) is the space of HT -measurable real valued ran-
dom variables H such that EQ[|H|r] < +∞ (resp. H is essentially bounded). We denote
by SrT (H,Q) the space of real valued càdlàg H-semimartingales Z such that ||Z||SrT (H,Q) =
EQ
[
supt∈[0,T ] |Zt|r
]
< +∞.
Equalities between random variables are understood to hold Q-a.s. while equalities between
processes are understood to hold dt ⊗ Q-a.e. unless mentioned otherwise. Moreover, we will
often omit the dependence on ω ∈ A in the notation for random variables and for processes
when there is no ambiguity. We will sometimes use the abbreviation r.v. for random variable.
4.2.1 Definitions and assumptions
Let (Ω,A,P) be a complete probability space. E denotes the expectation w.r.t. P. Let F =
(Ft)t≥0 be a filtration of sub-σ-algebras of A. We assume that F0 is complete and that F is
right-continuous. Let τ : Ω → R+ be a non-negative random time and D the indicator process
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of τ defined by
Dt = 1{τ≤t}, t ∈ R+.
To F and τ , we associate the filtrations Gτ = (Gτt )t≥0 and G = (Gt)t≥0, where
Gτt =
⋂
s>t
(Fs ∨ σ(τ)) , Gt =
⋂
s>t
(Fs ∨ σ (Du, u ≤ s)) , t ∈ R+. (4.1)
The filtration F is the reference filtration and represents the information flow that is publicly
available to agents, say, in a financial market. The filtration Gτ is known as the initial enlarge-
ment of F by τ and it is by now a well known ingredient in models for insider trading where τ is
considered as the knowledge possessed by some special agent, see [PK96, AIS98, GP97, GP99].
The filtration G is known as the progressive enlargement of F by τ and it appears in the context
of credit risk modeling. Here typically τ represents the default time of some company or assets,
see [BR02].
Throughout this work, we will suppose that τ satisfies the so-called density hypothesis:
Assumption 4.2.1 (Density hypothesis). For any t ∈ R+, the conditional distribution of τ
given Ft is equivalent to the law η of τ , i.e. there exists an Ft ⊗ B(R+) − B(R+)-measurable
map αdt : Ω× R+ ∋ (ω, u) ↦→ αdt (ω, u) ∈ (0,+∞) such that
P [τ ∈ du|Ft] = αdt (·, u)η(du) P-a.s.
From [Jac85, Lemme 1.8] and [Ame00, Lemma 2.2] we know that under the density hypoth-
esis, there exists an O(F)⊗B(R+)−B(R+)-measurable map αd : R+×Ω×R+ → (0,+∞) with
the properties
• for all u ∈ R+, the process
(
αdt (·, u)
)
t≥0 is a càdlàg (F,P)-martingale,
• for any t ∈ R+ and for P-almost all ω ∈ Ω, the measure αdt (·, u)P (τ ∈ du) on
(
R+,B(R+)
is a version of the conditional distribution P
(
τ ∈ du⏐⏐Ft).
The process αd is referred to as the density process of τ w.r.t. the filtration F under the measure
P.
The density hypothesis given by Assumption 4.2.1 is stronger than the standard Jacod hypothesis
which requires only the absolute continuity of the regular conditional distribution of τ given Ft
w.r.t. to its law η for t ≥ 0, see [Jac85]. We recall that Jacod’s hypothesis ensures that an
F-semimartingale remains a Gτ -semimartingale and one can obtain explicitly the corresponding
canonical decomposition in the filtration G, see [Jac85, Théorème 2.1]. The preservation of
the semimartingale property in passing from F to Gτ is necessary in mathematical finance
to investigate for instance the presence of arbitrage opportunities, see [DS94]. The density
hypothesis in the case where it is satisfied only for t ∈ [0, T ] for some T ∈ R+ appears already
in [FI93, GP98, Ame00] and all for t ≥ 0, see [CJZ13]. In addition to the preservation of the
semimartingale property between F ⊆ Gτ , the density hypothesis preserves as well the strong
predictable representation property as shown in [Ame00, CJZ13, Fon15].
While the density hypothesis is common for the study of the filtration Gτ , a dominant hypothesis
in the study of the filtration G which leads to the preservation of the semimartingale invariance
property under P is the immersion hypothesis or (H)-hypothesis, [JLC09a, CJN12, Kus99]:
Assumption 4.2.2. [(H)-hypothesis] Every (F,P)-martingale is a (G,P)-martingale.
A typical situation in which the immersion hypothesis is satisfied is if τ is independent of F
under P. The immersion hypothesis has the inconvenience of not being stable under a change
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of probability measure (see [Kus99]). It turns out to be suitable only for the analysis of before
default events and become restrictive as soon as one deals with successive defaults (see [EKJJ10,
Remark 4.5]).
Though the density hypothesis was initially introduced for the study of the filtration Gτ it
has been recently adopted for the same purpose for the filtration G, see [JLC09b, EKJJ10,
JLC09a, CJZ13]. Observe that F ⊆ G ⊆ Gτ and it follows from Stricker’s theorem [Str77] that
the preservation of the semimartingale property holds also between F and G. The canonical
decomposition of an F-local martingale in the filtration G has been obtained in [JLC09b, CJZ13]
and in [CJZ13] it is shown that the strong predictable representation property is also preserved
between F and G. The importance of the density hypothesis for the filtration G has been further
emphasized by the recent work [EKJJ10] which shows that it is a suitable hypothesis for the
analysis of after default events. Moreover, it has the advantage of being stable under change to
an equivalent probability measure (see [JLC09a, Proposition 1]) and not being too restrictive
when considering the setup of successive defaults, see [EKJJ15a].
Throughout this chapter, we work also under the following standing assumption on η:
Assumption 4.2.3. η is absolutely continuous w.r.t. the Lebesgue measure on R+, i.e. there
exists a positive Borel function aF such that
∫+∞
0 a
F(u)du = 1 and η(du) = aF(u)du for every
u ∈ R+.
Assumption 4.2.3 entails that the law η of τ is non-atomic. Consequently, τ avoids F-stopping
times, i.e. P(τ = ν) = 0, ∀ ν ∈ T (F), see [EKJJ10, Corollary 2.2]. The conditional survival
process G of τ will play a useful role in the sequel. It is given by
Gt = P [τ > t|Ft] =
∫ +∞
t
αdt (u)η(du) = E
[∫ ∞
t
αdu(u)η(du)
⏐⏐⏐⏐Ft] , t ∈ R+. (4.2)
Since αd is strictly positive and η is non-atomic, G is strictly positive. In [EKJJ10], the authors
provide an additive and a multiplicative decomposition of G which we now recall.
Proposition 4.2.4. Let λF be the process defined by λFt =
αdt (t)
Gt
, t ∈ R+. The Doob-Meyer
decomposition of the survival process (Gt)t≥0 is given by Gt = 1 +MF −
∫ t
0 α
d
u(u)η(du), t ≥ 0,
where MF is the square integrable martingale given by
MFt = E
[∫ ∞
0
αdu(u)η(du)
⏐⏐⏐⏐Ft]− 1, t ∈ R+.
The process G also has a multiplicative decomposition given by G = LFe−
∫ ·
0 λ
F
sη(ds), where LF is
the (F,P)-local martingale solution of
dLFt = e
∫ t
0 λ
F
sη(ds)dMFt , L
F
0 = 1, t ≥ 0.
The process λF in Proposition 4.2.4 is the F-intensity of τ . For links between the intensity
process λF and the density process αd, we refer to [EKJJ10, Section 4]. The process G appears
naturally when computing conditional expectations w.r.t. Gt, t ≥ 0 or Gν , ν ∈ T (G). We will
rely on the processes LF and λF to provide equivalent characterizations of G-supermartingales.
4.2.2 Characterization of different measurability properties
In this section we present a description of Gτ and G-optional and predictable processes as well as
stopping times. We will rely on this description to obtain results regarding the computation of
conditional expectations and characterization of supermartingales. The formulas for conditional
expectations as well as the characterization of the supermartingales will be essential features for
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the development of the decomposition approach to address stopping problems in the filtration
G which we present in Section 4.3.
Throughout this section and the subsequent ones, T ∈ (0,+∞) is a fixed constant. Let
ψ(ω) = (ω, τ(ω)) , ω ∈ Ω.
For the characterization of Gτ -stopping times and the computation of conditional expectations,
we introduce the product space (Ωˆ, Aˆ) and the probability measure Pˆ defined as follows
Ωˆ = Ω× R+, Aˆ = A⊗ B(R+) and Pˆ (C) = P
(
ψ−1(C)
)
, C ∈ A⊗ B(R+).
We consider the filtration Fˆ = (Fˆt)t≥0 where
Fˆt =
⋂
s>t
(
Fs ⊗ B(R+)
)
, t ∈ R+.
It will be sometimes convenient to work with the product measure P⊗η. The expectation w.r.t.
the measure Pˆ (resp. P⊗ η) will be denoted by Eˆ (resp. Ed).
Remark 4.2.5. We have some useful relationships between the measures P, Pˆ and P⊗ η:
i) We have Pˆ ∼ P⊗ η on Fˆt for t ≥ 0. Indeed, let s > 0. For A ∈ Fs and B ∈ B(R+) using
the density hypothesis, we obtain that
Pˆ(A×B) = P
(
ψ−1(A×B)
)
= P ({ω ∈ Ω : (ω, τ(ω)) ∈ A×B}) = P
(
A ∩ τ−1(B)
)
= E [1A1B(τ)] = E
[∫ +∞
0
1A1B(u)αds(u)η(du)
]
= Ed
[
1A1Bαds
]
.
Since A and B are arbitrary, Pˆ ∼ P ⊗ η on Fs ⊗ B(R+) and dPˆ/dP ⊗ η|Fs⊗B(R+) = αds.
Now fix t ≥ 0. Then by definition of Fˆt, we have Fˆt ⊆ Fs ⊗ B(R+) for s > t. Hence
Pˆ ∼ P⊗η on Fˆt. We recall that for every u ∈ R+ the process αd(u) is an (F,P)-martingale.
Thus αd is an
(Fs ⊗B(R+))s≥0-martingale w.r.t. the measure P ⊗ η. One verifies that
dPˆ/dP⊗ η|Fˆt = α
d
t .
Using similar arguments, one shows that for an Fˆ-stopping times νd satisfying νd ≤ T, Pˆ-
a.s., we have Pˆ ∼ P⊗ η on Fˆνd and dPˆ/dP⊗ η|Fˆ
νd
= αd
νd.
ii) If A ∈ A ⊗ B(R+) is a Pˆ-null set, then ψ−1(A) is a P-null set. As a result, it follows
that for two real valued random variables Xd, Y d on Ωˆ such that Xd = Y d Pˆ-a.s., we have
Xd(τ) = Y d(τ) P-a.s. A similar result also holds for indistinguishable processes.
Notation: For Xd : Ωˆ→ R, u ∈ R+, we denote by Xd(u) (resp. Xd(τ)) the map Ω ∋ ω ↦→
X(ω, u) (resp. Xd (ω, τ(ω))). Similarly for a process Xd : R+ × Ω × R+ → R and u ∈ R+, we
denote by Xd(u) (resp. Xd(τ)) the map R+ × Ω ∋ (t, ω) ↦→ Xdt (ω, u) (resp. Xdt (ω, τ(ω))). We
use a similar notation for processes defined on [0, T ].
We will now give the different measurability properties. We begin with the following lemma
which gives a full characterization of Gτ -predictable processes and Gτ -stopping times.
Proposition 4.2.6. The following hold:
i) A mapping Y : R+×Ω→ R is P(Gτ )-measurable if and only if there exists a P(F)⊗B(R+)-
measurable random variable Y d : R+ × Ωˆ→ R such that Y = Y d(τ).
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ii) Let γ : Ω→ R+ be a random time. The random time γ is a Gτ -stopping time if and only
if there exists an Fˆ-stopping time γd : Ωˆ → R+ satisfying γ = γd(τ). If γ is such that
γ ≤ T P-a.s., then γd can be chosen such that γd ≤ T Pˆ-a.s..
Proof. The proof of assertion i) can be found e.g. in [Jeu80, CJZ13]. Assertion ii) was recently
obtained in [EI18, Proposition 3.4].
Remark 4.2.7. The following observations will be quite useful.
i) Let FˆPˆ be the completion of Fˆ w.r.t. Pˆ-null sets. By Lemma I.1.19 in [JS03], for every
γd ∈ T (FˆPˆ), there exists γd′ ∈ T (Fˆ) such that γd = γd′ Pˆ-a.s.. Due to Remark 4.2.5 ii),
we can therefore replace Fˆ in Proposition 4.2.6 by FˆPˆ.
ii) The set T (F) is naturally embedded in T (Fˆ). Indeed for γ ∈ T (F), one has γ = γd(τ),
where γd(ω, u) = γ(ω), (ω, u) ∈ Ωˆ. Note that τ = τd(τ) where τd(ω, u) = u, ∀ (ω, u) ∈ Ωˆ.
iii) Let νd ∈ T (Fˆ), then νd(u) ∈ T (F) for every u ∈ R+. Indeed, Let u ∈ R+ and t ∈ R+.
Define Au =
{
νd(u) ≤ t
}
and A =
{
νd ≤ t
}
. Au is the u-section of A in Ω. Since
νd ∈ T (Fˆ), A ∈ Fˆt = ⋂s>t (Fs ⊗ B(R+)) and therefore Au ∈ Fs,∀s > t. F being right-
continuous, Au ∈ Ft. As t is arbitrary, νd(u) ∈ T (F).
The following proposition gives a characterization of Gτ -optional processes.
Proposition 4.2.8. Let X : R+×Ω→ R be a B(R+)⊗A−B(R)-measurable map and νd ∈ T (Fˆ)
with Pˆ
(
νd < +∞
)
= 1. Then:
a) X is O(Gτ )-measurable if and only there exists an O(F)⊗B(R+)−B(R)-measurable map
Xd : R+ × Ωˆ→ R such that X = Xd(τ).
b) ξ is Gτ
νd(τ)-measurable if and only if there exists an O(F) ⊗ B(R+)-measurable process ξd
such that ξ = ξd
νd(τ)(τ).
c) Gττ = Fτ .
Proof. a) We refer to [Fon15, Lemma 4.3].
b) By [HWY92, Corollary 3.23] ξ is Gτ
νd(τ)-measurable if and only if there exists an O(Gτ )-
measurable process X such that ξ = Xνd(τ). The characterization of O(Gτ ) obtained in a) gives
the result.
c) Clearly Fτ ⊆ Gττ . By the monotone class theorem, for an O(F)⊗B(R+)−B(R)-measurable
process ξd, ξdτ (τ) is Fτ -measurable . It follows from b) that Gττ ⊆ Fτ . The proof is complete.
We now turn our attention to the filtration G. It is well known that for every t ≥ 0,Ft ∩
{t > τ} = Gt∩{τ > t}. This translates the fact that G contains the same information as F before
the time τ . Observe that G ⊆ Gτ and thus some insights on the filtration G can be gained from
Gτ . In the recent work [KLP13], the authors link the filtration Gτ and G to provide a detailed
study of G. The link between Gτ and G is achieved by using a suitable notion of what it means
for two filtrations to coincide after a random time. The precise concept of this notion is given
by the following.
Definition 4.2.9. Let H1,H2 be two filtrations such that H1 ⊆ H2, and let γ be an H2-stopping
time. Then H1 and H2 are said to coincide after γ if for every H2-adapted process X, the process
1[γ,∞[(X −Xγ) is H1-adapted.
The following lemma asserts that G and Gτ coincide after τ . This property will be used to
obtain a full characterization of G-stopping times.
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Lemma 4.2.10. [KLP13, Lemmas 2 and 3] The following relations between G and Gτ hold:
i) The filtrations G and Gτ coincide after τ .
ii) For every Gτ stopping time γ, γ ∨ τ is a G-stopping time.
The following lemma gives the representation of G-predictable and optional processes in terms
of F-predictable and optional processes. The characterization of G-predictable processes relies
on a monotone class type argument [Jeu79, CJZ13] while the case of optional processes requires
a deeper analysis developed in [Son14].
Lemma 4.2.11. The following assertions hold:
1. A mapping K : R+ × Ω → R is P(G)-measurable if and only if there exists a P(F)-
measurable random variable Kb and a P(F)⊗B(R+)-measurable random variable Kd such
that
Kt = Kbt 1{t≤τ} +Kdt (τ)1{t>τ}, t ∈ R+. (4.3)
2. A mapping K : R+ × Ω → R is O(G)-measurable if and only if there exists an O(F)-
measurable random variable Kb and an O(F) ⊗ B(R+)-measurable random variable Kd
such that
Kt = Kbt 1{t<τ} +Kdt (τ)1{t≥τ}, t ∈ R+. (4.4)
The decomposition of G-optional processes given by (4.4) is known as the optional splitting
formula, see [Son14]. We will use the following terminology. For a G-optional process K satis-
fying (4.4), we call Kb (resp. Kd(τ)) the pre-default value (resp. post-default) of K. We will
employ a similar terminology for a G-predictable process K satisfying (4.3).
A splitting feature for G-stopping times similar to that of G-optional processes has been
obtained1in [BZ14, Theorem 2.1].
Proposition 4.2.12. Let γ : Ω → R+. Then γ is a G-stopping time if and only if there exists
γb ∈ T (F) and γd ∈ T (Fˆ) such that
γ = γb1{γb<τ} + γd(τ)1{γb≥τ}, (4.5)
γd(τ) ≥ τ. (4.6)
Moreover if γ ≤ T , then γb can be replaced by γb ∧ T and
{
γd(τ) ≤ T
}
= {τ ≤ T}.
We propose here a shorter and alternative proof2 [BZ14, Theorem 2.1].
Proof. ′′ ⇐′′ . First we show that every random variable γ that satisfies (4.5) and (4.6) is a
G-stopping time, i.e γ ∈ T (G). Let t ∈ R+. The sets
{
γb < τ
}
and
{
γb ≥ τ
}
being disjoint,
we have
{γ ≤ t} =
({
γb ≤ t
}
∩
{
γb < τ
})⋃({
γd(τ) ≤ t
}
∩
{
γb ≥ τ
})
= A
⋃
B,
where A =
{
γb ≤ t
}
∩
{
γb < τ
}
and B =
{
γd(τ) ≤ t
}
∩
{
γb ≥ τ
}
. Since γb ∈ T (F) ⊆
T (G), A ∈ Gt. Due to (4.6),
{
γd(τ) ≤ t
}
=
{
γd(τ) ≤ t
}
∩ {τ ≤ t} and Lemma 4.2.10 implies
1The result in [BZ14] is obtained in the setting where the filtration F is progressively enlarged with multiple
random times τ1, · · · , τn, n ∈ N
2The proof can be adapted to the setting of multiple default times in [BZ14] using the corresponding optional
splitting formula for G-optional processes given in [Son14, Theorem 6.5].
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that γd(τ) ∈ T (G). We therefore have B =
({
γd(τ) ≤ t
}
∩ {τ ≤ t}
)⋂{
τ ≤ γb ∧ t
}
∈ Gt and
{γ ≤ t} ∈ Gt. Hence γ ∈ T (G).
′′ ⇒′′ . Let H be the process defined by Ht = 1[0,γ)(t), t ≥ 0. Clearly H is O (G)-measurable and
by Lemma 4.2.11 there exists an O (F)-measurable functionHb and an O(F)⊗B(R+)-measurable
function Hd such that
Ht = Hbt 1{t<τ} +Hdt (τ)1{t≥τ}, t ≥ 0.
Let γb := inf
{
t ≥ 0, Hbt = 0
}
. Then γb ∈ T (F) as Hb is O(F)-measurable. From the equality
1[0,γ∧τ)(t) = Hb1[0,τ), t ≥ 0, and the definition of γb, we have γb ∧ τ = γ ∧ τ . Thus γ has the
decomposition
γ = γ1{γb<τ} + γ1{γb≥τ} = γb1{γb<τ} + γ1{γb≥τ}.
On {γb ≥ τ}, we have γ ≥ τ since γb ∧ τ = γ ∧ τ . Consequently on the event {γb ≥ τ}, H = 1
on [0, τ). It follows that on {γb ≥ τ}, we have
γ = inf{t ∈ R+, Ht = 0} = inf{t ≥ τ,Ht = 0}
= inf{t ≥ τ,Hdt (τ) = 0} = inf{t ∈ R+, Hdt (τ)1[τ,+∞[ − 1[0,τ)(t) = 0} = γd(τ)
where
γd(ω, u) = inf{t ≥ 0, Hdt (ω, u)1[u,∞[ − 1[0,u) = 0}, (ω, u) ∈ Ω× R+.
Clearly J = Hd(τ)1[τ,+∞[ − 1[0,τ [ is O(Gτ )-measurable. Hence γd(τ) ∈ T (Gτ ). Moreover by
construction of J , we have γd(τ) ≥ τ . With γb and γd(τ) as constructed above, (4.5) and (4.6)
are satisfied.
The last statement is obtained by replacing γ with γ ∧ T and using the fact that γ = γb on{
γb < τ
}
.
In analogy to the optional splitting formula for G-optional processes, for γ ∈ T (G), we call
the representation (4.5) the optional splitting formula for γ and γb (resp. γd(τ)) the pre-default
(resp. post-default) value of γ. For γd ∈ T (Fˆ), we denote by γdT the Fˆ-stopping time γd ∧ T .
Remark 4.2.13. The optional splitting formula of γ has a simple structure in some particular
cases:
i) For the particular case γ = τ , we take γb = +∞ and γd(ω, u) = τd(ω, u) = u, ∀ (ω, u) ∈ Ωˆ.
For an F-stopping time γ, we have γb = γ and γd(τ) = γ ∨ τ . Finally, for a Gτ -stopping
times γ bigger than τ, γb = +∞.
ii) By Proposition 4.2.12, γ ∈ Tτ (G) if and only if γ = γb1{γb<τ} + τ1{γb≥τ} for some γb ∈
T (F). In particular every G-stopping time strictly less than τ is in fact an F-stopping
time.
iii) As T ∧ τ ≤ τ , ii) implies that γ ∈ TT∧τ (G) if and only if γ = γb1{γb<τ} + τ1{γb≥τ}, γb ∈
TT (F).
Let ν, γ ∈ TT (G) and νb, γb ∈ T (F), νd, γd ∈ T (Fˆ) such that
ν = νb1{νb<τ} + νd(τ)1{νb≥τ} and γ = γb1{γb<τ} + γd(τ)1{γb≥τ}. (4.7)
Now assume that γ ∈ Tν,T (G). Then γb ≥ νb on the event {νb < τ}. However on the event
{νb ≥ τ}, ν and γ take precisely the values νd(τ) and γd(τ). This hinders a justification for the
inequality γb ≥ νb. In the following lemma, we give an alternative representation of γ for which
its pre-default value γ˜b satisfies γ˜b ≥ νb. The latter representation will be useful in Proposition
4.2.18 for the computation of conditional expectations.
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Lemma 4.2.14. Let ν, γ ∈ T (G) with optional splitting formulas given by (4.7).
i) If γ ∈ Tν,T (G), then there exists δ ∈ TνdT (τ),T (G
τ ) such that γ = δ on
{
νb ≥ τ
}
. Moreover,
γ = (γb ∨ νb)1{γb∨νb<τ} + γd(τ)1{γb∨νb≥τ}. (4.8)
If
(
γb, γd(τ)
) ∈ Tνb,T (F)× TνdT (τ),T (Gτ ), then γ given by (4.8) satisfies γ ∈ Tν,T (G).
Proof. Assume that γ ∈ Tν,T (G). Let γ¯d(τ) = νdT (τ)1{νb<τ} + γd(τ)1{νb≥τ}. As γd(τ) ≥ νd(τ)
on
{
νb ≥ τ
}
, γ¯d(τ) ∈ TνdT (τ),T (G
τ ). Clearly γ = γd(τ) = γ¯d(τ) on
{
νb ≥ τ
}
. We take δ = γ¯d(τ).
To show (4.8), we note that γ = γ ∨ ν = (γ ∨ ν)1{γb∨νb<τ} + (γ ∨ ν)1{γb∨νb≥τ}. On the event
{γb ∨ νb < τ}, γ = γb and ν = νb ≤ γb. Clearly ν = νd(τ) ≥ τ implies that γ = γd(τ).
Therefore {νb ≥ τ} ⊆ {γb ≥ τ} and ν∨γ = γd(τ) on the event {γb∨νb ≥ τ}. Thus (4.8) holds.
Assume that
(
γb, γd(τ)
) ∈ Tνb,T (F) × TνdT (τ),T (Gτ ). Since γb ≤ T and νd(τ) ≥ τ , on the event
{γb ≥ τ} one has γd(τ) ≥ νdT (τ) = νd(τ) ∧ T ≥ τ . Hence γ = γb1{γb<τ}+
(
γd(τ) ∨ τ)1{γb≥τ}
and Proposition 4.2.12 implies that γ ∈ TT (G). Due to the hypothesis on γb and γd(τ), γ ∈
Tν,T (G).
The following result which gives the characterization of the σ-algebra Gγ for γ ∈ T (G) is a
corollary of Proposition 4.2.12.
Corollary 4.2.15. Let γ ∈ T (G) with P(γ < +∞) = 1. Let γb ∈ T (F) and γd ∈ T (Fˆ) such
that γ = γb1{γb<τ}+γd(τ)1{γb≥τ}. Let ξ be a positive mapping defined on Ω. ξ is Gγ-measurable
if and only if ξ = ξb1{γb<τ} + ξd(τ)1{γb≥τ} where ξb is an Fγb-measurable random variable and
ξd(τ) a Gτ
γd(τ)-measurable random variable. Moreover, Gττ = Gτ = Fτ .
Proof. ′′ ⇒′′. Let ξ be Gγ-measurable. By [HWY92, Corollary 3.23], there exists an O(G)-
measurable random variable X such that ξ = Xγ . We infer from Lemma 4.2.11 that there exists
an O(F)-measurable random variable Xb and an O(F)⊗B(R+)-measurable random variable Xd
such that
Xt = Xbt 1{t<τ} +Xdt (τ)1{t≥τ}, t ≥ 0.
Due to the optional splitting formula for γ, one obtains that
ξ = Xγ = Xbγb1{γb<τ} +X
d
γd(τ)(τ)1{γb≥τ}.
Thus to obtain the splitting formula for ξ, we take ξb = Xb
γb and ξ
d(τ) = Xd
γd(τ)(τ).
′′ ⇐′′. Let ξ = ξb1{γb<τ} + ξd(τ)1{γb≥τ} where ξb is Fγb-measurable and ξd(τ) is Gτγd(τ)-
measurable. We want to show that ξ is Gγ-measurable. Let A ∈ B(R) and t ∈ R+. Using the
fact that {γb < τ} and {γb ≥ τ} are disjoint, we can write K = {ξ ∈ A} ∩ {γ ≤ t} as follows
K =
(
{ξb ∈ A} ∩ {γb < τ} ∩ {γb ≤ t}
)⋃(
{ξd(τ) ∈ A} ∩ {γb ≥ τ} ∩ {γd(τ) ≤ t}
)
. (4.9)
Clearly {ξb ∈ A} ∩ {γb < τ} ∩ {γb ≤ t} = {ξb ∈ A} ∩ {γb ≤ t}⋂{γb < τ} ∩ {γb ≤ t} ∈ Gt. The
inequality γd(τ) ≥ τ yields
{ξd(τ) ∈ A} ∩ {γb ≥ τ} ∩ {γd(τ) ≤ t} = {ξd(τ) ∈ A} ∩ {γd(τ) ≤ t}
⋂
{τ ≤ γd ∧ t} ∈ Gt.
Hence {ξ ∈ A} ∩ {γ ≤ t} ∈ Gt. Since A and t are arbitrary, we infer that ξ is Gγ-measurable.
Clearly Fτ ⊆ Gτ ⊆ Gττ . By Proposition 4.2.8 Fτ = Gττ . We deduce that Fτ = Gτ = Gττ .
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4.2.3 Computation of conditional expectations
In the theory of filtration enlargements, the computation of conditional expectations is a crucial
tool. The decomposition of F-local martingales in the filtrationGτ andG relies on this. The focus
in this section is to extend results from [CJZ13, EKJJ10, EKJJ15b] on conditional expectations
w.r.t. Ht ∈ {Gτt ,Gt}, t ∈ R+ to σ-algebras Gτν , ν ∈ TT (Gτ ) or Gν , ν ∈ TT (G).
First we provide some properties that will be often used, and the link between the spaces
L1(Ω,GτT ,P) and L1(Ωˆ, FˆT , Pˆ).
Lemma 4.2.16. Let r ≥ 1 and Y d an O(F)⊗ B(R+)-measurable process.
i) For every t ∈ [0, T ], Y dt ∈ Lr
(
Ωˆ, Fˆt, Pˆ
)
if and only if Y dt (τ) ∈ Lr (Ω,Gτt ,P).
ii) Let νd ∈ T (Fˆ) such that Y d
νd(τ)(τ)1{νd(τ)≤T} ≤ 0 P-a.s., and belongs to L1(Ω,GτT ,P).
Then Y d
νd(u)(u) ≤ 0 P-a.s. for η-almost all u ≤ T .
Proof. i) Let r ≥ 1 and t ∈ [0, T ]. The assertion follows from the equalities
E
[
|Y dt (τ)|r
]
= E
[∫ ∞
0
|Y dt (u)|rαdt (u)η(du)
]
= Ed
[
|Y dt |rαdt
]
= Eˆ
[
|Y dt |r
]
.
ii) By hypothesis, max{Y d
νd(τ)(τ)1{νd(τ)≤T}, 0} = 0. Using the density hypothesis and the mar-
tingale property of αd(u) for every u ≥ 0, we deduce that
E
[
max{Y dνd(τ)(τ)1{νd(τ)≤T}, 0}
]
= E
[
max{Y dνd(τ)(τ), 0}1{νd(τ)≤T}
]
= E
[∫ T
0
max{Y dνd(u)(u), 0}αdνd(u)(u)η(du)
]
= 0.
The process αd being strictly positive, we infer from Fubini’s theorem that Y d
νd(u)(u) ≤ 0 P-a.s.
for η-almost all u ∈ [0, T ].
Next we show how to compute conditional expectations w.r.t. Gτν for ν ∈ TT (Gτ ).
Proposition 4.2.17. Let νd, γd ∈ TT (Fˆ) with νd ≤ γd Pˆ-a.s. and ν = νd(τ), γ = γd(τ). Let
ξd be an O(F)⊗ B(R+)-measurable random variable such that ξ = ξd
γd(τ)(τ) ∈ L1(Ω,Gτγ ,P). We
have the equality
E [ξ|Gτν ] =
Ed
[
ξd
γdα
d
γd |Fˆνd
]
(τ)
αdν(τ)
= Eˆ
[
ξdγd
⏐⏐Fˆνd] (τ). (4.10)
If additionally ν ∈ TT (F), then
E [ξ|Gτν ] =
E
[
ξd
γd(u)(u)α
d
γd(u)(u)|Fν
]
|u=τ
αdν(τ)
. (4.11)
Proof. The expressions on the right hand side of (4.10) and (4.11) are well defined by Lemma
4.2.16 since ξ ∈ L1(Ω,Gτγ ,P). We begin with the proof of (4.10). Let Zd be a bounded O(F)⊗
B(R+)-measurable random variable. By the law of iterated conditional expectation and the
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density hypothesis, we have
E
[
ξZdνd(τ)(τ)
]
= E
[
ξdγd(τ)(τ)Z
d
νd(τ)(τ)
]
= E
[
E
[
ξdγd(τ)(τ)Z
d
νd(τ)(τ)
⏐⏐FT ]]
= E
[∫ ∞
0
ξdγd(u)(u)Z
d
νd(u)(u)α
d
T (u)η(du)
]
= Ed
[
ξdγdZ
d
νdα
d
γd
]
= Ed
[
Ed
[
ξdγdα
d
γd |Fˆνd
]
Zdνd
]
= E
[∫ ∞
0
Ed
[
ξdγdα
d
γd
⏐⏐Fˆνd] (u)Zdνd(u)(u)η(du)]
= E
⎡⎣∫ ∞
0
Ed
[
ξd
γdα
d
γd
⏐⏐Fˆνd] (u)
αd
νd(u)(u)
Zdνd(u)(u)α
d
νd(u)(u)η(du)
⎤⎦
= E
⎡⎣E
[
Zd
γdα
d
γd
⏐⏐Fˆνd] (τ)
αd
νd(τ)(τ)
Zdνd(τ)(τ)
⎤⎦ . (4.12)
Due to (4.12), we infer from Proposition 4.2.8 and the monotone class theorem that the first
equality in (4.10) holds, i.e. E
[
ξ
⏐⏐Gν] = Ed
[
ξd
γd
αd
γd
⏐⏐Fˆ
νd
]
(τ)
αd
νd(τ)
(τ) . By Remark 4.2.5 i), we have Pˆ ∼ P⊗η
on Fˆνd . An application of Bayes’ formula shows that (4.10) holds.
We now prove the equality (4.11). Let Zd a bounded O(F)⊗B(R+)-measurable random variable.
Proceeding as in (4.12), one obtains
E
[
ξZdν (τ)
]
= E
[∫ ∞
0
ξdγd(u)(u)α
d
γd(u)(u)Z
d
ν (u)η(du)
]
= E
⎡⎣∫ ∞
0
E
[
ξd
γd(u)(u)α
d
γd(u)|Fν
]
αdν(u)
Zdν (u)αdν(u)η(du)
⎤⎦
= E
⎡⎣E
⎡⎣E
[
ξd
γd(u)(u)α
d
γd(u)|Fν
]
|u=τ
αdν(τ)
Zdν (τ)
⏐⏐⏐⏐Fν
⎤⎦⎤⎦
= E
⎡⎣E
[
ξd
γd(u)
(u)αd
γd(u)|Fν
]
|u=τ
αdν(τ)
Zdν (τ)
⎤⎦ .
From here, we conclude using similar arguments as for (4.10) that (4.11) holds.
We recall that the survival process G is defined by Gt = P
(
τ > t
⏐⏐Ft) , t ≥ 0. The following
proposition is the counterpart of Proposition 4.2.17 for σ-algebras of the form Gν , ν ∈ TT (G).
Proposition 4.2.18. Let ν, γ ∈ TT (G) with ν ≤ γ, ν = νb1{νb<τ} + νd(τ)1{νb≥τ} and γ =
γb1{γb<τ} + γd(τ)1{γb≥τ}. Let ξb (resp. ξd) be an O(F) (resp. O(F) × B(R+))-measurable
random variable. Suppose that ξ = ξb
γb1{γb<τ} + ξ
d
γd(τ)(τ)1{γb≥τ} ∈ L1(Ω,Gγ ,P). Then
E [ξ|Gν ] = Xb1{νb<τ} +Xd(τ)1{νb≥τ}, (4.13)
where
Xb = 1
Gνb
E
[
ξbγbGγb +
∫ γb∨νb
νb
ξdγd(u)(u)α
d
γd(u)(u)η(du)
⏐⏐⏐⏐Fνb
]
(4.14)
= 1
Gνb
E
[
ξbγbGγb +
∫ γb∨νb
νb
Eˆ
[
ξdγd
⏐⏐FˆτdT ] (u)αdu(u)η(du)
⏐⏐⏐⏐Fνb
]
, (4.15)
Xd(τ) = E
[
ξdγd(τ)(τ)1{γb≥τ}
⏐⏐GτνdT (τ)] . (4.16)
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Proof. By Corollary 4.2.15, there exists a Gνb-measurable r.v. Xb and a GτνdT (τ)-measurable r.v.
Xd(τ) such that E [ξ|Gν ] = Xb1{νb<τ} +Xd(τ)1{νb≥τ}. We show that Xb and Xd(τ) are given
by (4.14) and (4.16) respectively.
We begin with (4.14). Multiplying (4.13) by 1{νb<τ} and taking conditional expectation w.r.t.
Fνb , we obtain XbGνb = E
[
E [ξ|Gν ] 1{νb<τ}|Fνb
]
= E
[
ξ1{νb<τ}|Fνb
]
. Indeed for A ∈ Fνb , the
random variable 1A1{νb<τ} is Gν-measurable (Corollary 4.2.15) and
E
[
E [ξ|Gν ] 1{νb<τ}1A
]
= E
[
E
[
ξ1{νb<τ}1A
]]
= E
[
ξ1{νb<τ}1A
]
= E
[
E
[
ξ1{νb<τ}|Fνb
]
1A
]
.
As γ ≥ ν, γb = γb ∨ νb on the event {νb < τ}. This leads to the following structure of ξ1{νb<τ}
ξ1{νb<τ} = ξbγb1{γb<τ} + ξ
d
γd(τ)(τ)1{γb≥τ}1{νb<τ} = ξ
b1{γb<τ} + ξdγd(τ)(τ)1{γb∨νb≥τ}1{νb<τ}.
Using the above equality and the equality XbGνb = E
[
ξ1{νb<τ}|Fνb
]
, we see that the density
hypothesis yields
XbGνb = E
[
ξbγb1{γb<τ} + ξ
d
γd(τ)(τ)1{γb∨νb≥τ}1{νb<τ}|Fνb
]
= E
[
ξbγbGγb +
∫ ∞
0
ξdγd(u)(u)1{γb∨νb≥u}1{u>νb}α
d
γd(u)(u)η(du)
⏐⏐⏐⏐Fνb]
= E
[
ξbγbGγb +
∫ γb∨νb
νb
ξdγd(u)(u)α
d
γd(u)(u)η(du)
]
.
We see that (4.14) is verified. To obtain (4.15) it suffices to show that
E
[∫ γb∨νb
νb
ξdγd(u)(u)α
d
γd(u)(u)η(du)
⏐⏐⏐⏐Fνb
]
= E
[∫ γb∨νb
νb
Eˆ
[
ξdγd
⏐⏐FˆτdT ] (u)αdu(u)η(u)
⏐⏐⏐⏐Fνb
]
. (4.17)
Let A ∈ Fνb . We recall that γb, νb ∈ TT (F) and P⊗ η ∼ Pˆ on FˆτdT . Thus
E
[∫ γb∨νb
νb
ξdγd(u)(u)α
d
γd(u)(u)η(du)1A
]
= Ed
[
ξdγdα
d
γd1{νb<τd≤γb∨νb}1A
]
= Ed
[
Ed
[
ξdγdα
d
γd
⏐⏐FˆτdT ] 1{νb<τdT≤γb∨νb}1A]
= Ed
[
Eˆ
[
ξdγd
⏐⏐FˆτdT ]αdτdT 1{νb<τdT≤γb∨νb}1A]
= E
[∫ ∞
0
Eˆ
[
ξdγd
⏐⏐FˆτdT ] (u)αdu(u)1{νb<u≤γb∨νb}1Aη(du)
]
.
By the law of iterated conditional expectation, the right hand side of the above equality gives
E
[
E
[∫ γb∨νb
νb
Eˆ
[
ξdγd
⏐⏐FˆτdT ] (u)αdu(u)η(du)
⏐⏐⏐⏐Fνb
]
1A
]
.
As A is arbitrary, we deduce that (4.17) holds. Hence (4.15) holds as well.
We proceed to show (4.16), or equivalently, E
[
ξ1{νb≥τ}
⏐⏐Gν] = Xd(τ)1{νb≥τ}. To this end, let
Z = Zνb1{νb<τ} + Zdνd(τ)(τ)1{νb≥τ} be a Gν-measurable and bounded r.v.. Since ν ≤ γ ≤ T , we
have
E
[
ξZ1{νb≥τ}
]
= E
[
ξbγd(τ)(τ)Z
d
νdT (τ)
(τ)1{νb≥τ}
]
= E
[
ξdγd(τ)(τ)1{γb≥τ}Z
d
νdT (τ)
(τ)1{νb≥τ}
]
= E
[
E
[
ξdγd(τ)(τ)1{γb≥τ}
⏐⏐GτνdT (τ)]ZdνdT (τ)(τ)1{νb≥τ}] = E [Xdνd(τ)(τ)1{νb≥τ}Z] .
We infer from the monotone class theorem that E
[
ξ1{νb≥τ}
⏐⏐Gν] = Xd(τ)1{νb≥τ} which yields
(4.16).
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Remark 4.2.19. Proposition 4.2.18 remains true if ξd
γd(τ)(τ) ∈ L1(Ω,Gτγd(τ),P) and we take
Xd(τ) = E
[
ξd
γd(τ)(τ)
⏐⏐Gτ
νdT (τ)
]
.
4.2.4 Characterization of supermartingales
Our goal in this section is to give a description of (G,P)-supermartingales in terms of F and
Gτ -supermartingales. For (G,P)-local martingales, this characterization has been obtained in
[EKJJ10, CJZ13]. The optimality principle for stochastic control problems is underpinned by the
supermartingale property of the associated dynamic value process resulting from the dynamic
programming principle, see [EK81]. We will rely on the description of G-supermartingales in
terms of F-supermartingales and Gτ -supermartingales to identify the candidate dynamic value
processes for the sub-control problems in F and Gτ faced by agents respectively before and after
τ .
We recall some classical definitions that will be used throughout. As we deal with differ-
ent filtrations and measures, we give the definitions for some generic filtered probability space(
Σ,A,H = (Ht)t∈[0,T ],Q
)
.
Definition 4.2.20. Let Z = (Zt)t∈[0,T ] be an H-optional process. We say that Z is of class
(D) w.r.t. the measure Q if the family of random variables {Zδ, δ ∈ TT (H)} is Q-uniformly
integrable. We denote by DT (H,Q) the set of H-adapted optional processes of class (D) w.r.t.
the measure Q.
Definition 4.2.21. A real valued càdlàg H-adapted process (Zt)t∈[0,T ] is a special semimartingale
if and only if it admits a decomposition of the form
Zt = Mt +At, t ∈ [0, T ],
where M is an (H,Q)-local martingale and A is an H-predictable process with paths of finite
variation.
The following proposition links Gτ -supermartingales w.r.t. Fˆ and F- supermartingales. A
similar result holds for submartingales. We recall that Ωˆ = Ω× R+.
Proposition 4.2.22. Let Xd : [0, T ] × Ωˆ → R be an O(F) ⊗ B(R+)-measurable process. The
following assertions are equivalent:
i)
(
Xdt (τ)
)
t∈[0,T ] is a càdlàg (G
τ ,P)-supermartingale.
ii) (Xd)t∈[0,T ] is a càdlàg (Fˆ, Pˆ)-supermartingale.
iii) (Xdt (u)αdt (u))t∈[0,T ] is a càdlàg
(F,P)-supermartingale for η-almost all u ∈ [0, T ].
Proof. Let γd, νd ∈ TT (Fˆ) with νd ≤ γd Pˆ-a.s.. By Proposition 4.2.17, E
[
Xd
γd(τ)
⏐⏐Gτ
νd(τ)
]
≤
Xd
νd(τ)(τ) if and only if Eˆ
[
Xd
γd
⏐⏐Fˆνd] (τ) ≤ Xdνd(τ)(τ). The equivalence between i) and ii) is a
consequence of Remark 4.2.5 ii). By Remark 4.2.5 i), Pˆ is equivalent to P⊗η on FˆT with Radon-
Nikodym density αdT . Using Bayes’ formula, one can see that i) is equivalent to: (Xdt αdt )t∈[0,T ]
is an (Fˆ,P⊗ η)-supermartingale. By Fubini’s theorem, i) and iii) are equivalent.
Next we give a characterization of (G,P)-supermartingales with càdlàg paths in terms of
(F,P)-supermartingales. Analogous assertions are valid as well for (G,P)-submartingales and
(G,P)-martingales with càdlàg paths.
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Proposition 4.2.23. Let r > 1 and Y ∈ SrT (G,P) with Yt = Y bt 1{t<τ} + Y dt (τ)1{t≥τ}, t ∈ [0, T ],
where Y b is an F-adapted càdlàg process and Y d is O(F) ⊗ B(R+)-measurable. Let ν ∈ TT (G).
Let ν = νb1{νb<τ} + νd(τ)1{νb≥τ} ∈ TT (G), where νb ∈ T (F) and νd ∈ TT (Fˆ). We consider
the process A = Y bG +
∫ ·
0 Y
d
u (u)αdu(u)η(du) with G the survival process defined by (4.2). The
following hold:
a) The stopped process Y·∧τ is a (G,P)-supermartingale if and only if the process A is an
(F,P)-supermartingale.
b) Y is a (G,P)-supermartingale if and only if
i) the stopped process Y·∧τ is a (G,P)-supermartingale,
ii)
(
Y dt (u)αdt (u)
)
t≥u is an (F,P)-supermartingale for η-almost all u ∈ [0, T ].
c) If Y is a (G,P)-supermartingale and Y·∧ν a (G,P)-martingale, then
i) The stopped process A·∧νb is an (F,P)-martingale,
ii) E
[
Y d
νd(τ)(τ)1{νb≥τ}
⏐⏐GτT∧τ ] = Y dτ (τ)1{νb≥τ}.
For the proof, we need the following lemma which justifies the integrability of the process A.
Lemma 4.2.24. We keep the notation and hypotheses of Proposition 4.2.23. Let p = 2rr+1 .
Then:
a)
∫ ·
0 |Y du (u)|αdu(u)η(du) ∈ SpT (F,P),
b) Y bG ∈ SpT (F,P),
c) A = Y bG+
∫ ·
0 Y
d
u (u)αdu(u)η(du) ∈ SpT (F,P).
Proof. a) Since Y ∈ SrT (G,P), we have E
[
|Y dτ (τ)|r1{τ≤T}
]
< +∞ and density hypothesis implies
that
E
[∫ T
0
|Y du (u)|rαdu(u)η(du)
]
< +∞. (4.18)
Let l1 = r+12 and l2 =
r+1
r−1 . Applying Hölder’s inequality, one obtains
E
[
sup
t∈[0,T ]
⏐⏐⏐⏐∫ t
0
Y du (u)αdu(u)η(du)
⏐⏐⏐⏐p
]
≤ E
[(∫ T
0
|Y du (u)||αdu(u)|
1
r |αdu(u)|
r−1
r η(du)
)p]
≤ E
⎡⎣(∫ T
0
|Y du (u)|rαdu(u)η(du)
) 2
r+1
(∫ T
0
αdu(u)η(du)
) 2(r−1)
r+1
⎤⎦
≤
(
E
[∫ T
0
|Y du (u)|rαdu(u)η(du)
])l1 ⎛⎝E
⎡⎣(∫ T
0
αdu(u)η(du)
)2⎤⎦⎞⎠l2 .
As E
[(∫ T
0 α
d
u(u)η(du)
)2]
< +∞ (see [EKJJ10]), we deduce from the above inequalities that a)
holds.
We now show b). Let κ = rp ∈ (1,+∞). By the fact that G ≤ 1, it follows that for t ∈ [0, T ]:
|Y bt Gt|p ≤ |Y bt |pGt = E
[
|Y bt |p1{t<τ}
⏐⏐Ft] = E [|Yt|p1{t<τ}⏐⏐Ft] ≤ E
[
sup
s∈[0,T ]
|Ys|p
⏐⏐⏐⏐Ft
]
.
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Let M be the martingale defined by Mt = E
[
sups∈[0,T ] |Ys|p
⏐⏐Ft] , t ∈ [0, T ]. Clearly M ∈
SκT (F,P) since E
[
| supt∈[0,T ] |Yt|r
]
< +∞. Applying Doob’s maximal inequality, we obtain
E
[
sup
t∈[0,T ]
|Y bt Gt|p
]
≤ E
[
sup
t∈[0,T ]
|Mt|
]
≤
(
E
[
sup
t∈[0,T ]
|Mκt |
]) 1
κ
<
κ
κ− 1E [M
κ
T ] < +∞.
Thus Y bG ∈ SpT (F,P). c) is a consequence of a) and b).
Proof of Proposition 4.2.23. Note that A ∈ DT (F,P) due to Lemma 4.2.24.
a) ′′ ⇒′′Let s, t ∈ [0, T ], s ≤ t. Then Yt∧τ = Y bt 1{t<τ} + Y dτ (τ)1{t≥τ}. Proposition 4.2.18 yields
E
[
Yt∧τ
⏐⏐Gs∧τ ] = 1
Gs
E
[
Y bt Gt +
∫ t
s
Y du (u)αdu(u)η(du)
⏐⏐⏐⏐Fs] 1{s<τ} + Y dτ (τ)1{s≥τ}.
The supermartingale inequality3 E
[
Yt∧τ
⏐⏐Gs∧τ ] 1{s<τ} ≤ Y bs 1{s<τ} and the above equality imply
that
1
Gs
E
[
Y bt Gt +
∫ t
s
Y du (u)αdu(u)η(du)
⏐⏐⏐⏐Fs] 1{s<τ} ≤ Y bs 1{s<τ}.
Taking the conditional expectation w.r.t. Fs we obtain
E
[
Y bt Gt +
∫ t
s
Y du (u)αdu(u)η(du)
⏐⏐⏐⏐Fs] ≤ Y bs Gs.
One infers that E
[
At
⏐⏐Fs] ≤ As. As s, t are arbitrary, A is an (F,P)-supermartingale.
′′ ⇐′′ Let s, t ∈ [0, T ], s ≤ t. We have E [At⏐⏐Fs] ≤ As and therefore
E
[
Yt∧τ
⏐⏐Gs] = E [Yt∧τ ⏐⏐Gs∧τ ] 1{s<τ} + E [Yt∧τ ⏐⏐Gs] 1{s≥τ}
= 1
Gs
E
[
Y bt Gt +
∫ t
s
Y du (u)αdu(u)η(du)
⏐⏐⏐⏐Fs] 1{s<τ} + Y dτ (τ)1{s≥τ}
≤ Y bs 1{s<τ} + Y dτ (τ)1{τ≥s}.
We deduce that E
[
Yt∧τ
⏐⏐Gs] ≤ Ys∧τ . As s, t are arbitrary , Y·∧τ is a (G,P)-supermartingale.
b)′′ ⇒′′. The process Y·∧τ is a (G,P)-supermartingale since Y is a (G,P)-supermartingale. To
prove ii) we apply Proposition 4.2.18. For s, t ∈ [0, T ] with s ≤ t, we have
E
[
Yt
⏐⏐Gs] 1{s≥τ} = E
[
Y dt (u)αdt (u)
⏐⏐Fs]⏐⏐u=τ
αds (τ)
1{s≥τ} ≤ Y ds (τ)1{s≥τ}.
The above inequality entails that for η-almost all u ≤ s ≤ t,E
[
Y dt (u)αdt (u)
⏐⏐Fs] ≤ Y ds (u)αds (u).
Hence
(
Y dt (u)αdt (u)
)
t≥u is an (F,P)-supermartingale for η-almost all u ∈ R
+.
′′ ⇐′′ By Propositions 4.2.18 and 4.2.17, for s, t ∈ [0, T ] with s ≤ t we have
E
[
Yt
⏐⏐Gs] 1{s≥τ} = E
[
Y dt (u)αdt (u)
⏐⏐Fs]⏐⏐u=τ
αds (τ)
1{s≥τ} ≤ Y ds 1{s≥τ}.
Using Proposition 4.2.18, a) and ii), one obtains the inequality
E
[
Yt
⏐⏐Gs] 1{s<τ} = 1GsE
[
Y bt Gt +
∫ t
s
E
[
Y dt (u)αdt (u)
⏐⏐Fu] η(du)⏐⏐⏐⏐Fs] 1{s<τ} ≤ Y bs 1{s<τ}.
3 As Y is a G-supermartingale, Y·∧τ is adapted to the filtration (Gs∧τ )s∈[0,T ] and it is also a supermartingale
w.r.t. this filtration.
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Combining the above two inequalities, we see that the supermartingale property for Y is proved.
c) Note that A is an (F,P)-supermartingale as Y is a (G,P)-supermartingale. A·∧νb is therefore
an (F,P)-supermartingale. Hence to show that A·∧νb is an (F,P)-martingale, it will be sufficient
to show the equality E [Aνb ] = E [A0] = E
[
Y b0
]
. To this end, we employ the martingale property
of Y·∧ν which entails that E [Yν∧τ ] = E [Y0] = E
[
Y b0
]
. Clearly Yν∧τ = Y bνb1{νb<τ}+Y
d
τ (τ)1{νb≥τ}
and the density hypothesis gives E [Yν∧τ ] = E
[
Y b
νbGνb +
∫ νb
0 Y
d
u (u)αdu(u)η(du)
]
= E [Aνb ]. Thus
i) holds.
To obtain ii), we rely once more on the martingale property of Y·∧ν which yield the equality
E
[
Yν
⏐⏐Gν∧τ ] = Yν∧τ . By Proposition 4.2.18 the last equality can be written equivalently as
Y bνb1{νb<τ} + E
[
Y dνd(τ)(τ)1{νb≥τ}
⏐⏐GτT∧τ ] 1{T≥τ} = Y bνb1{νb<τ} + Y dτ (τ)1{νb≥τ}.
From the inclusion {νb ≥ τ} ⊆ {T ≥ τ}, we deduce that ii) holds.
Remark 4.2.25. By Proposition 4.2.22, the assertion ii) in part b) of Proposition 4.2.23 is
equivalent to the (Gτ ,P)-supermartingale property of (Y dt (τ)1{t≥τ})t∈[0,T ].
The following proposition gives an equivalent characterization of the supermartingale prop-
erty of the process A in Proposition 4.2.23 which involves the local martingale LF (see Proposition
4.2.4) and the jump of Y at τ . It will be used in Section 4.3.4 where Y is the dynamic value
process associated to the optimal stopping problem to obtain a recursive formula of Y b.
Proposition 4.2.26. We keep the notation and hypotheses of Proposition 4.2.23. Let p = 2rr+1 .
Let λF and LF be as in Proposition 4.2.4. Recall that G = LFe−
∫ ·
0 λ
F
sη(ds). Assume that r > 1 and
there exists l > pp−1 such that E
[
el
∫ T
0 λ
F
uη(du)
]
< +∞. The following assertions are equivalent:
i) A = Y bG+
∫ ·
0 Y
d
u (u)αdu(u)η(du) is a càdlàg (F,P)-supermartingale (resp. submartingale).
ii) B = Y bLF +
∫ ·
0(Y du (u) − Y bu−)LFuλFuη(du) is a càdlàg (F,P)-supermartingale (resp. sub-
martingale).
Proof. First we will show that the process B ∈ DT (F,P). To this end, let δ ∈ (1, plp+l ). We will
show that B ∈ SδT (F,P). Let β1 = pδ and β2 = β1β1−1 =
p
p−δ . Note that β2δ < l. We recall that for
t ∈ [0, T ], Gt = LFe−
∫ t
0 λ
F
uη(du) and λFt =
αdt (t)
Gt
. Now For t ∈ [0, T ], |Y bt LFt | ≤ |Y bt Gt|e
∫ T
0 λ
F
uη(du).
We infer from Hölder’s inequality that
E
[
sup
t∈[0,T ]
|Y bt LFt |δ
]
≤ E
[
sup
t∈[0,T ]
|Y bt Gt|δeδ
∫ T
0 λ
F
uη(du)
]
≤
(
E
[
sup
t∈[0,T ]
|Y bt Gt|β1δ
]) 1
β1
(
E
[
eβ2δ
∫ T
0 λ
F
uη(du)
]) 1
β2
≤
(
E
[
sup
t∈[0,T ]
|Y bt Gt|p
]) 1
β1
(
E
[
eβ2δ
∫ T
0 λ
F
uη(du)
]) 1
β2
.
We have β2δ < l and Y bG ∈ Spt (F,P) by Lemma 4.2.24. The right hand term in the last line
of the inequality is therefore finite and Y bLF ∈ SδT (F,P). It remains to show that the process∫ ·
0(Y du (u) − Y bu−)λFuLFuη(du) ∈ SδT (F,P). Using the relation LFuλFu = αdu(u)e
∫ u
0 λ
F
sη(ds), u ∈ [0, T ]
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and similar arguments as above give
E
⎡⎣(∫ T
0
|Y du (u)|LFuλFuη(du)
)δ⎤⎦ ≤ E
⎡⎣e∫ T0 δλFuη(du)(∫ T
0
|Y du (u)αdu(u)|η(du)
)δ⎤⎦
≤
(
E
[
eβ2δ
∫ T
0 λ
F
uη(du)
]) 1
β2
(
E
[(∫ T
0
|Y du (u)αdu(u)|η(du)
)p]) 1β1
.
The last inequality is finite due to Lemma 4.2.24 and the fact that β2δ < l. Employing once
more similar arguments as above we obtain
E
⎡⎣(∫ T
0
|Y bu−|λFuLFuη(du)
)δ⎤⎦ = E
⎡⎣(∫ T
0
|Y bu−|GuλFue
∫ u
0 λ
F
sη(ds)η(du)
)δ⎤⎦
≤ E
⎡⎣ sup
t∈[0,T ]
|Y bt Gt|δ
(∫ T
0
λFue
∫ u
0 λ
F
sη(ds)η(du)
)δ⎤⎦
≤ E
[
sup
t∈[0,T ]
|Y bt Gt|δ
(
e
∫ T
0 λ
F
uη(du) − 1
)δ]
< +∞.
Combining the last two inequalities, we see that
∫ ·
0(Y du (u)− Y bu−)λFuLFuη(du) ∈ SδT (F,P).
We now ready to show the equivalences between i) and ii). The idea of the proof is to
determine the dynamics of B in terms of A and rely on the Doob-Meyer’s decomposition theorem
of supermartingales to show that locally A and B are (F,P)-supermartingales. An application
of Itô’s formula yields for t ∈ [0, T ]
d
(
Y bt L
F
t
)
= d
(
Y bt Gte
∫ t
0 λ
F
sη(ds)
)
= d
(
At −
∫ t
0
Y du (u)αdu(u)η(du)
)
e
∫ t
0 λ
F
sη(ds)
=
(
At− −
∫ t
0
Y du (u)αduη(du)
)
λFt e
∫ t
0 λ
F
uη(du)η(dt) + e
∫ t
0 λ
F
uη(du)(dAt − Y dt (t)αdt (t)η(dt))
= e
∫ t
0 λ
F
sη(ds)dAt +
(
(Y bt−Gt−e
∫ t
0 λ
F
uη(du) − Y dt (t)Gte
∫ t
0 λ
F
uη(du)
)
λFt η(dt)
= e
∫ t
0 λ
F
sη(ds)dAt −
(
Y dt (t)− Y bt−
)
LFt λ
F
t η(dt).
Hence dB = e
∫ ·
0 λ
F
sη(ds)dA. We prove the assertion for supermartingales.
i)⇒ ii). As A is an (F,P)-supermartingale with càdlàg paths, it admits a Doob-Meyer decompo-
sition A =MA−KA whereMA is an (F,P)-local martingale and KA an integrable F-predictable
increasing process of finite variation starting at 0. Since η is non-atomic, e
∫ ·
0 λ
Fη(ds) is continuous
and thus locally bounded. The semimartingale B is therefore special4 and [CMS80, Théoreme
2] entails that B = B0+MB−KB whereMBt =
∫ t
0 e
∫ s
0 λ
F
uη(du)dMAt and KB =
∫ t
0 e
∫ s
0 λ
F
uη(du)dKAs
for t ∈ [0, T ]. MB being an F-local martingale and KB an F-predictable process of finite vari-
ation, there exists an increasing sequence of stopping times (σn)n∈N ⊆ TT (F) such that σn ↑ T
as n→ +∞,Kσn is P-integrable and the stopped process MB·∧σn is an (F,P)-martingale. Clearly
E
[
Bt∧σn
⏐⏐Fs] ≤ Bs∧σn for s, t ∈ [0, T ] with s ≤ t. Since B ∈ DT (F,P), taking the limit in
the last inequality we obtain E
[
Bt
⏐⏐Fs] ≤ Bs for s, t ∈ [0, T ] with s ≤ t. Hence B is a càdlàg
(F,P)-supermartingale.
ii) ⇒ i). Lemma 4.2.24 ensures that A ∈ DT (F,P). By Ito’s formula, dA = e−
∫ ·
0 λ
F
uη(du)dB.
One proceeds using the same arguments as in the implication i) ⇒ ii) to show that A is an
(F,P)-supermartingale with càdlàg paths.
4 Since e
∫ ·
0
λFuη(du) is locally bounded and A is special, the process Jt = sups≤t |∆sB| ≤ e
∫ t
0
λFuη(du) sups≤t |∆sA|
is locally integrable.
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Remark 4.2.27. By Propositions 4.2.23 i) and 4.2.26, the stopped process Y·∧τ is a (G,P)-
supermartingale if and only if B is an (F,P)-supermartingale. Proposition 4.2.26 generalizes
the characterization of (G,P)-local martingales stopped at τ obtained in [EKJJ10, Proposition
5.1]. Note however that for local martingales, the integrability condition on e
∫ T
0 λ
F
uη(du) is not
required since there is no need to justify that B or A is integrable.
4.3 Decomposition of stopping problems in the filtration G
In this section, we consider optimal stopping problem faced by an agent with information flow
given by G. Due to the split of the information flow at time τ , the actions of agents before and
after τ differ. Our goal is to identify stopping problems in the filtrations F and Gτ corresponding
respectively to the stopping problems faced by the agents before and after τ . This identification
leads us to solve these problems in two steps, yielding a precise description of the actions of the
agents in the presence of default. Optimal stopping problems appear in finance when dealing
with the pricing and hedging of American contingent claims (see [Ben84, Kar88]). We will
illustrate the importance of this two step methodology for addressing stopping problems by
providing explicit formulae for hedges against such claims in Section 4.4. A further application
of this methodology will be given in the following chapter where we address the solvability of
reflected BSDEs in the filtration G.
4.3.1 Preliminaries on the optimal stopping problem
We recall the formulation and the main results of the optimal stopping problem, see [EK81,
KQ12]. As we will deal with different filtrations and measures, we consider here a probability
measure Q on (Ω,A) which is equivalent to P and a filtration H = (Ht)t∈[0,T ] on (Ω,A) satisfying
the usual conditions. We recall the following useful definitions of semi-continuity.
Definition 4.3.1. An H-optional process ζ is said to be left-upper semicontinuous (resp. right-
upper semicontinuous) in expectation along stopping times if for every γ ∈ TT (H) and every
sequence of H-stopping times (γn)n∈N such that γn ↑ γ (resp. γn ↓ γ), we have
EQ [ζγ ] ≥ lim sup
n→∞
EQ [ζγn ] .
An H-optional process ζ ∈ DT (H,Q) is called regular if it is left-continuous in expectation, i.e.
for every γ ∈ TT (H) and every sequence (γn)n∈N ⊆ TT (H) such that γn ↑ γ, we have
EQ [ζγ ] = lim
n→+∞E
Q [ζγn ] .
The above definition of regularity is equivalent to pX = X− where X− is the left limit of X and
pX the H-predictable projection of X (see comments [DM82a, VI.50]).
4.3.2 The optimal stopping problem and the Snell envelope
Let us now formulate the optimal stopping problem. Let ζ = (ζt)t∈[0,T ] be a real valued H-
adapted càdlàg process representing a reward, the payoff of a contract or a settlement that an
agent receives at each time when he acts e.g. in a financial market. Given δ ∈ TT (H), the
optimal stopping problem for the agent with reward ζ at time δ ∈ TT (H) consists in looking for
a stopping time ν ∈ Tδ,T (H) for which his conditional expected value EQ
[
ζν
⏐⏐Hδ] is maximal, i.e.
ess sup
ν∈Tδ,T (H)
EQ
[
ζν
⏐⏐Hδ] = EQ [ζν ⏐⏐Hδ] . (4.19)
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The stopping time ν is referred to as an optimal stopping time for the problem (4.19) at time
δ. We will simply say that ν is an optimal stopping time if δ = 0. The main tool to address the
optimal stopping problem with reward ζ is the Snell envelope V of ζ defined as follows.
Definition 4.3.2. Let ζ ∈ S1T (H,Q). Then the Snell envelope V of ζ is the smallest càdlàg
supermartingale dominating ζ, i.e. for each t ∈ [0, T ], Vt ≥ ζt Q-a.s. It is given by
Vδ = ess sup
ν∈Tδ,T (H)
EQ
[
ζν
⏐⏐Hδ] , δ ∈ TT (H). (4.20)
Remark 4.3.3. Let ζ1, ζ2 ∈ S1T (H,Q) with respective Snell envelope V 1 and V 2. It follows
from the explicit representation (4.20) that if ζ1t = ζ2t , t ∈ [ν, T ], for some ν ∈ TT (H), then
V 1t = V 2t , t ∈ [ν, T ].
Due to the explicit formula (4.20), V inherits the integrability properties of ζ.
Proposition 4.3.4. Let ζ ∈ DT (H,Q) and V its Snell envelope. Then V ∈ DT (H,Q). More-
over, if ζ ∈ SpT (H,Q) for some p > 1, then V ∈ SpT (H,Q).
Proof. The first statement follows from [EK81, Proposition 2.2.9]. For the second statement, we
consider the martingaleK defined byKt = E
[
sup0≤s≤T |ζs|
⏐⏐Ht] , t ∈ [0, T ]. ThenK ∈ SpT (H,Q)
and |V p| ≤ Kp. Applying Doob’s maximal inequality we obtain
EQ
[
sup
0≤t≤T
|Vt|p
]
≤ EQ
[
sup
0≤t≤T
(
EQ
[
sup
0≤s≤T
|ζs|
⏐⏐Ht
])p]
= EQ
[
sup
0≤t≤T
Kpt
]
< +∞.
The following theorem from [EK81] provides a necessary and sufficient condition for optimal-
ity. It highlights the crucial role played by the Snell envelope.
Theorem 4.3.5. [EK81, Theorem 2.31] Let r ≥ 1, ζ ∈ SrT (H,Q) and V the Snell envelope of
ζ. Let δ ∈ TT (H). Then ν ∈ Tδ,T (H) is an optimal stopping time for (4.19) if and only if the
following two conditions are satisfied:
1. Vν = ζν ,
2. the stopped process V·∧ν is an H-martingale on [δ, ν].
Assume that ζ is left-upper semicontinuous or V is regular. Then
ν = inf{t ≥ δ : Vt = ζt} ∧ T
is an optimal stopping time at time δ.
Remark 4.3.6. An optimal stopping time ν does not always exist (see [Ham02] or [KS98,
Example D.11] for a counterexample) and if it exists, it might not be unique (see [KS98, Example
D.14]).
4.3.3 Problem formulation for optimal stopping problems
Now we consider the special case where H = G and ζ ∈ SrT (G,P) for some r ≥ 1. As ζ is càdlàg,
there exists an F-adapted càdlàg process ζb and an O(F) ⊗ B(R+)-measurable process ζd such
that
ζt = ζbt 1{t<τ} + ζdt (τ)1{t≥τ}, t ∈ [0, T ]. (4.21)
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Our problem of interest is to look for a stopping time ν ∈ TT (G) such that
E [ζν ] = sup
ν∈TT (G)
E [ζν ] . (4.22)
As illustrated in Theorem 4.3.5, the Snell envelope V of ζ is the main tool for addressing
optimality in (4.22). Since V is G-optional, by Proposition 4.2.11 there exist anO(F)-measurable
process V b and an O(F)⊗ B(R+)-measurable process V d such that
Vt = V bt 1{t<τ} + V dt (τ)1{t≥τ}, t ∈ [0, T ]. (4.23)
In view of Theorem 4.3.5 and the optional splitting formula for G-stopping times, the explicit
expressions of V b and V d(τ) are necessary in order to provide a characterization of optimal
stopping times both before and after τ . As V describes the maximal conditional value the
agent can achieve at every time conditioned on the information he possesses, the knowledge of
V b and V d(τ) is important for the description of the actions of the agent before and after τ .
Our decomposition approach to solve (4.22) will consist in identifying V b and V d(τ) and their
connections to optimal stopping problems in the filtrations F and Gτ .
4.3.4 Optional splitting formula for the Snell envelope
First let us provide some intuition on the candidate processes V b and V d(τ). We recall that
Dt = 1{t≥τ}, t ∈ R+. We begin with V d(τ). By (4.21), ζ and ζd(τ)D are indistinguishable after
τ . Thus by Remark 4.3.3 their respective Snell envelopes w.r.t. G are indistinguishable after τ .
As G and Gτ coincide after τ , the Snell envelope of ζd(τ)D w.r.t. G should be indistinguishable
from its Snell envelope w.r.t. Gτ after τ . Indeed after τ , the agent has full information on τ
and will incorporate this information to obtain the best exercising stopping time. A candidate
for V d(τ) after τ is thus given by
V dt (τ)1{t≥τ} = ess sup
ν∈Tt,T (Gτ )
E
[
ζdν (τ)Dν
⏐⏐Gτt ] 1{t≥τ}, t ∈ [0, T ].
Up to τ , the information flow available to the agent is given by F 5. Therefore the best approx-
imation w.r.t. F of his maximal expected conditional value up to τ is given by J where, for
t ∈ [0, T ]
Jt = E
[
Vt∧τ
⏐⏐Ft] = E [V bt 1{t<τ} + V dτ (τ)1{t≥τ}⏐⏐Ft] = V bt Gt + ∫ t
0
V du (u)αdu(u)η(du).
Since J is the best approximation of V based on the information F, intuitively, J represents
the dynamic value process of the stopping problem faced by the agent before τ . To obtain the
corresponding reward, we note that as the information flow of the agent is given by F, he is
acting on the assumption that default has not occurred yet. Thus his reward should take into
account the survival probability of τ and a compensation for the possibility of default. A choice
for his reward is thus the process Υ given by
Υt = E
[
ζbt 1{t<τ} + V dτ (τ)1{t≥τ}
⏐⏐Ft] = ζbt Gt + ∫ t
0
V du (u)αdu(u)η(du), t ∈ [0, T ].
The process J being the F-Snell envelope of Υ = ζbG+
∫ ·
0 V
d
u (u)αdu(u)η(du) entails that
V bt Gt = ess sup
σb∈Tt,T (F)
E
[
ζbσbGσb +
∫ σb
t
V du (u)αdu(u)η(du)
⏐⏐⏐⏐Ft
]
, t ∈ [0, T ].
5 Fτ = Gτ by Corollary 4.2.15
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The following theorem justifies the above intuition for V b and V d(τ). It also provides a necessary
and sufficient condition for optimality before and after default. We use the terminology H-Snell
envelope and H-supermartingale (resp. martingale) to emphasize the filtration. The reference
probability is P.
Theorem 4.3.7. Let r > 1, ζ ∈ SrT (G,P) with optional splitting formula given by (4.21) and V
its G-Snell envelope. Let V d be the O(F)⊗ B(R+)-measurable process such that
V dδ (τ) = ess sup
ν∈Tδ,T (Gτ )
E
[
ζdν (τ)Dν
⏐⏐Gτδ ] , δ ∈ TT (Gτ ), (4.24)
and J the F-Snell envelope of Υ = ζbG+
∫ ·
0 V
d
u (u)αdu(u)η(du), i.e.
Jδb = ess sup
νb∈T
δb,T (F)
E
[
ζbνbGνb +
∫ νb
0
V du (u)αdu(u)η(du)
⏐⏐⏐⏐Fδb
]
, δb ∈ TT (F). (4.25)
Then the following properties are satisfied:
a) V obeys the following optional splitting formula
Vt = V bt 1{t<τ} + V dt (τ)1{t≥τ}, t ∈ [0, T ], (4.26)
where for t ∈ [0, T ]
V bt Gt = Jt −
∫ t
0
V du (u)αdu(u)η(du). (4.27)
Moreover we have
sup
ν∈TT (G)
E [ζν ] = sup
νb∈TT (F)
E
[
ζbνbGνb +
∫ νb
0
V du (u)αdu(u)η(du)
]
= E
[
V b0
]
. (4.28)
b) Let ν = νb1{νb<τ} + νd(τ)1{νb≥τ} ∈ TT (G). Then ν is an optimal stopping time for (4.22)
if and only if the following two equalities hold:
E
[
V b0
]
= E [V0] = E
[
ζbδbGνb +
∫ νb
0
V du (u)αduη(du)
]
, (4.29)
E
[
ζd
νd(τ)(τ)1{νb≥τ}
⏐⏐GτT∧τ ] = V dT∧τ (τ)1{νb≥τ} = V dτ (τ)1{νb≥τ}. (4.30)
c) Assume that ζbG and ζd(τ)D are left-upper semicontinuous. Let νb and νd(τ) be defined
as follows:
νb := inf
{
t ≥ 0 : V bt = ζbt
}
∧ T and νd(τ) := inf
{
t ≥ T ∧ τ : V dt (τ) = ζdt (τ)
}
∧ T.
Then ν = νb1{νb<τ} + (τ ∨ νd(τ))1{νb≥τ} is an optimal stopping time for (4.22).
Proof. a) First we check that V b and V d(τ) are well defined. By Proposition 4.3.4, V d(τ) ∈
SrT (Gτ ,P) since ζd(τ)D ∈ SrT (Gτ ,P). As V d(τ) ∈ SrT (Gτ ,P) and ζ ∈ SrT (G,P), Lemma 4.2.24
entails that Υ = ζbG +
∫ ·
0 V
d
u (u)αdu(u)η(du) ∈ SpT (F,P) for some p > 1. Hence J ∈ S1T (F,P)
and therefore V bG is well defined and integrable. We verify in the following steps that V is the
G-Snell envelope of ζ.
Step 1. We show that V is a G-supermartingale with càdlàg paths. As V d(τ) is the Gτ -Snell
envelope of ζd(τ)D, it is a Gτ -supermartingale. By Proposition 4.2.22,
{
V dt (u)αdt (u), t ∈ [u, T ]
}
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is an F-supermartingale for η-almost all u ∈ [0, T ]. Also, J is an F-supermartingale as the
F-Snell envelope of Υ. V is therefore a G-supermartingale by Proposition 4.2.23. The processes
V b and V d(τ)D being càdlàg, V is càdlàg.
Step 2. V dominates ζ. By the representations of V b and J given respectively by (4.27) and
(4.25), V b ≥ ζb. The definition of V d(τ) implies that V d(τ)D ≥ ζd(τ)D . Hence (4.26) yields
V ≥ ζ.
Step 3. V is the smallest supermartingale that dominates ζ. Let Z be a supermartingale
that dominates ζ with optional splitting formula Zt = Zbt 1{t<τ} + Zdt (τ)1{t≥τ}, t ∈ [0, T ]. Then
Zd(τ)D dominates ζd(τ)D and Zd(τ)D is a Gτ -supermartingale. Since V d(τ) is the Gτ -Snell
envelope of ζd(τ)D it follows from the minimality of the Snell envelope that for every ν ∈ TT (Gτ )
V dν (τ)1{ν≥τ} ≤ Zdν (τ)1{ν≥τ}. (4.31)
In particular for t ∈ [0, T ]
V dt (τ)1{t≥τ} ≤ Zdt (τ)1{t≥τ}, t ∈ [0, T ].
It remains to show that Zb ≥ V b or equivalently Π = ZbG + ∫ ·0 V du (u)αdu(u)η(du) ≥ J where
J is given by (4.25). J being the F-Snell envelope of Υ, it suffices to show that Π is an
F-supermartingale dominating Υ. We recall that as Z is a G-supermartingale, the process
ZbG +
∫ ·
0 Z
d
u(u)αdu(u)η(du) is an F-supermartingale by Proposition 4.2.23. Now using (4.31)
with ν = T ∧ τ , we obtain
V dτ (τ)1{T≥τ} ≤ Zdτ (τ)1{T≥τ}.
By Lemma 4.2.16, we infer that Zdu(u) ≥ V du (u) P-a.s. for η-almost all u ∈ [0, T ]. The last
inequality and the F-supermartingale property of ZbG+
∫ ·
0 Z
d
u(u)αdu(u)η(du) imply that Π is an
F-supermartingale. Hence Π ≥ J . As Zb ≥ ζb,Π ≥ Υ. Step 3 is proven.
By uniqueness of the Snell envelope, Steps 1, 2 and 3 show that V is the G-Snell envelope of
ζ.
The equality (4.28) follows from the equalities supν∈TT (G) E [ζν ] = E [V0] = E
[
V b0
]
and the
definition of V b0 given by (4.27).
b) ′′ ⇒′′. Assume that ν = νb1{νb<τ} + νd(τ)1{νb≥τ} ∈ TT (G) is an optimal stopping time.
Then by Theorem 4.3.5, ζν = Vν and V·∧ν is a G-martingale. Proposition 4.2.23 implies that
the stopped process J·∧νb is an F-martingale and
E
[
V d
νd(τ)(τ)1{νb≥τ}
⏐⏐GτT∧τ ] = V dτ (τ)1{νb≥τ}. (4.32)
The equality ζν = Vν yields ζbνb = V
b
νb
. This leads to Jνb = ζbνbGνb+
∫ νb
0 V
d
u (u)αdu(u)η(du) = Υνb .
J being the F-Snell envelope of Υ and J·∧νb an F-martingale, νb is an optimal stopping time for
the problem (4.28) by Theorem 4.3.5. Consequently (4.29) holds by optimality of νb. It follows
from the equality ζν = Vν that ζdνd(τ)(τ)1{νb≥τ} = V
d
νd(τ)(τ)1{νb≥τ} which together with (4.32)
gives (4.30).
′′ ⇐′′ By (4.29) and (4.30) we obtain
E [ζν ] = E
[
ζνb1{νb<τ} + E
[
ζd
νd(τ)(τ)1{νb≥τ}
⏐⏐GτT∧τ ]]
= E
[
ζb
νb1{νb<τ} + V
d
τ (τ)1{νb≥τ}
]
= E
[
V b0
]
.
By (4.28), ν is an optimal stopping time.
c) As G is strictly positive, νb = inf{t ≥ 0 : Jt = Υt} ∧ T . Since Υ is left-upper
semicontinuous, νb satisfies (4.29). ζd(τ)D being left upper semicontinuous, νd(τ) is an op-
timal stopping time for the stopping problem with reward ζd(τ)D at time T ∧ τ . Hence
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V d
νd(τ)(τ) = ζ
d
νd(τ)(τ)Dνd(τ). The G
τ -martingale property of V d(τ) on [T ∧ τ, T ] implies that
V dT∧τ (τ) = E
[
ζd
νd(τ)(τ)Dνd(τ)
⏐⏐GτT∧τ ]. Since {νb ≥ τ} ∈ GτT∧τ , we have
V dT∧τ (τ)1{νb≥τ} = E
[
ζd
νd(τ)1{νd(τ)≥τ}1{νb≥τ}
⏐⏐GτT∧τ ] .
On the event {νb ≥ τ}, νd(τ) = νd(τ) ∨ τ and thus the above equality shows that νd(τ) ∨ τ
satisfies (4.30). We conclude from b) that ν is an optimal stopping time.
Remark 4.3.8. Theorem 4.3.7 interpret the actions of the agent in the following way. From the
characterization of an optimal stopping time given by Theorem 4.3.7 b) and the equality (4.28),
it appears that to solve the optimal stopping problem (4.22) the agent has to proceed in two steps.
In a first step, he begins by assessing his maximal conditional value conditioned on the event that
default has occurred, i.e. V d(τ). Having full knowledge of τ , he acts as an insider and V d(τ) is
identified as the maximal conditional value of a stopping problem in the filtration Gτ , see (4.24).
In a second step, he addresses the optimal stopping problem (4.28) which yields the same value
as the original stopping problem (4.22). The reward Υ = ζbG +
∫ ·
0 V
d
u (u)αdu(u)η(du) in (4.28)
consists of a modification of the initial reward ζb which accounts only for paths for which default
does not occur before T and a compensating factor which is the best approximation w.r.t. F of
the maximal conditional value at default, i.e. V dτ (τ).
The following corollary shows that before default, an agent with the reward ζ faces the same
optimal control as an agent with reward X where Xt = ζbt 1{t<τ} + V dτ (τ)1{t≥τ}, t ∈ [0, T ].
Corollary 4.3.9. We keep the notation and assumptions of Theorem 4.3.7. Assume that
ζd(τ)D = CτD. where C is an O(F)-measurable process. Then for t ∈ [0, T ]
V dt (τ)1{t≥τ} = Cτ1{t≥τ},
V bt Gt = ess sup
νb∈Tt,T (F)
E
[
ζbνbGνb +
∫ νb
t
Cuα
d
u(u)η(du)
⏐⏐⏐⏐Ft
]
.
The (G,P)-Snell envelope of X where Xt = ζbt 1{t<τ} + V dτ (τ)1{t≥τ}, t ∈ [0, T ], is given by V·∧τ .
Proof. We show the first equality. By Theorem 4.3.7, V d(τ) is the Gτ -Snell envelope of ζd(τ)D.
Let δ ∈ TT (Gτ ). Clearly the family
{
E
[
ζdν (τ)Dν
⏐⏐Gτδ ] , ν ∈ TT (Gτ )} is stable by supremum.
Moreover, ζdν (τ)DνDδ = CτDδ for ν ∈ Tδ,T (Gτ ). Thus
V dδ (τ)Dδ =
(
ess sup
ν∈Tδ,T (Gτ )
E
[
ζdν (τ)Dν
⏐⏐Gδ]
)
Dδ =
(
ess sup
ν∈Tν,T (Gτ )
E
[
ζdν (τ)DνDδ
⏐⏐Gδ]
)
Dδ = CτDδ.
This proves the first equality. Furthermore, taking δ = T ∧ τ and applying Lemma 4.2.16, we
obtain that V du (u) = Cu P-a.s. for η-almost all u ∈ [0, T ]. The second equality follows from
Theorem 4.3.7. The second assertion is an application of the first by taking C = V d· (·).
Remark 4.3.10. For ζd(τ)D = CτD, the Snell envelope is uniquely determined by V b and
solving the optimal stopping problem (4.22) is equivalent to solving an optimal stopping problem
in the filtration F namely, (4.28). The decomposition approach thus leads to a filtration reduction
as termed in [BCJR09]. The particular case ζd(τ)D = CτD has also been treated in [Szi05] under
the immersion hypothesis.
In the sequel, we provide a recursive formula for V b. This will be useful in the next chapter
to identify the RBSDE satisfied by the pre-default value of the solution to a RBSDE in the
filtration G.
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Theorem 4.3.11. Let r > 1, ζ ∈ SrT (G,P) with optional splitting formula (4.21) and V its
G-Snell envelope with optional splitting formula
Vt = V bt 1{t<τ} + V dt (τ)1{t≥τ}, t ∈ [0, T ], (4.33)
where V b and V d(τ) are given respectively by (4.24) and (4.27). Suppose that there exists l > 2rr−1
such that E
[
el
∫ T
0 λ
F
uη(du)
]
< +∞ where λF is the F-intensity of τ . Let Qˆ be the equivalent
probability measure to P on (Ω,A) with density on FT given by
dQˆ/dP
⏐⏐
FT = L
F
T = GT e
∫ T
0 λ
F
uη(du). (4.34)
Then for every νb ∈ TT (F) we have
V bνb = ess sup
σb∈T
νb,T (F)
EQˆ
[
ζbσb +
∫ σb
νb
(
V du (u)− V bu−
)
λFuη(du)
⏐⏐⏐⏐Fνb
]
. (4.35)
Proof. First we show some integrability properties which result from the hypothesis on λF. We
recall that LF = Ge
∫
λFuη(du) is a F-local martingale by Proposition 4.2.4. Now as e
∫ T
0 λ
F
udu
is integrable and G ≤ 1, LF is a uniformly integrable F-martingale. By Theorem 4.3.7, J =
V bG +
∫ ·
0 V
d
u (u)αdu(u)η(du) is an F-supermartingale as the F-Snell envelope of Υ = ζbG +∫
V du (u)αdu(u)η(du). Since ζ ∈ SrT (G,P), Proposition 4.3.4 entails that V ∈ SrT (G,P) and we infer
from Proposition 4.2.26 that ∆ = V bLF +
∫ (
V du (u)− V bu−
)
LFuλ
F
uη(du) is an F-supermartingale
of class (D).
We proceed to show the equality (4.35). Let νb ∈ T (F).
′′ ≥′′. ∆ is an (F,P)-supermartingale and V b ≥ ζb. Consequently for σb ∈ Tνb,T (F), we have
V bνbL
F
νb ≥ E
[
ζbσbL
F
σb +
∫ σb
νb
(
V du (u)− V bu−
)
LFuλ
F
uη(du)
⏐⏐⏐⏐Fνb
]
.
Taking ess sup on both sides leads to the inequality
V bνbLνb ≥ ess sup
σb∈T
νb,T (F)
E
[
ζbσbL
F
σb +
∫ σb
νb
(
V du (u)− V bu−
)
LFuλ
F
uη(du)
⏐⏐⏐⏐Fνb
]
. (4.36)
Applying Bayes’ formula, we see that ′′ ≥′′ is satisfied.
′′ ≤′′ For ϵ > 0, we consider νbϵ defined by νbϵ = inf{t ≥ νb : Jt ≤ Υt + ϵ} ∧ T. Clearly
νbϵ ∈ Tνb,T (F) and by [LM84, Proposition 14], J is a F-martingale on [νb, νbϵ ]. We deduce from
Proposition 4.2.26 that ∆ is a uniformly integrable F-martingale on [νb, νbϵ ]. Hence
V bνbL
F
νb = E
[
V bνbϵ L
F
νbϵ
+
∫ νbϵ
νb
(
V du (u)− V bu−
)
LFuλ
F
uη(du)
⏐⏐⏐⏐Fνb
]
. (4.37)
From the relation J = V bG +
∫ ·
0 V
d
u (u)αdu(u)η(du), LF = Ge
∫ ·
0 λ
F
uη(du) and the definition of νbϵ ,
we have
V bνbϵ L
F
νbϵ
≤ ζbνbϵ Lνbϵ + ϵe
∫ T
0 λ
F
uη(du).
Consequently from (4.37), we infer that
V bνbL
F
νb ≤ E
[
ζbνbϵ L
F
νbϵ
+
∫ νbϵ
νb
(
V du (u)− V bu−
)
LFuλ
F
uη(du)
⏐⏐⏐⏐Fνb
]
+ ϵE
[
e
∫ T
0 λ
F
uη(du)⏐⏐Fνb] ,
≤ ess sup
σb∈T
νb,T (F)
E
[
ζbσbL
F
σb +
∫ νb
νb
(
V du (u)− V bu−
)
LFuλ
F
uη(du)
⏐⏐⏐⏐Fνb
]
+ ϵE
[
e
∫ T
0 λ
F
uη(du)⏐⏐Fνb] .
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Taking the limit as ϵ goes to 0, one obtains
V bνbGνb ≤ ess sup
σb∈T
νb,T (F)
E
[
ζbσbL
F
σb +
∫ νb
νb
(
V du (u)− V bu−
)
LFuλ
F
uη(du)
⏐⏐⏐⏐Fνb
]
.
An application of Bayes’ formula yields ′′ ≤′′. Therefore (4.35) holds.
Remark 4.3.12. The sole purpose of the integrability restriction on λF is to guarantee that ∆
is of class (D). One can therefore replace the restriction in Theorem 4.3.11 by the conditions:
∆ is of class (D) and e
∫ T
0 λ
F
uη(du) ∈ L1(Ω,FT ).
4.4 Hedging of defaultable claims of American type
The aim of this section is to use the two step decomposition approach for optimal stopping
problems to construct hedging strategies for American contingent claims in a financial market
with information flow G. A particular advantage of this approach is the understanding of the
actions of the agents involved as it gives the precise description of hedges against such claims
both before and after default.
4.4.1 Financial market
First we fix some terminology. T ∈ (0,+∞) is the trading time horizon. Let n ∈ N and
H = (Ht)t∈[0,T ] be a filtration in A satisfying the usual conditions. Let S be an Rn-valued H-
semimartingale modeling the dynamics of traded assets. We will refer to (S,H) as the financial
market with the price process of traded assets modeled by S and information flow H.
Definition 4.4.1. We call π = (πi)1≤i≤n a trading strategy in the market (S,H) if π is P(H)-
measurable and the stochastic integral
∫ ·
0 πdS is well defined. For i = 1, · · · , n, πi denotes the
number of shares held in the asset Si. We denote by L(S,H) the set of trading strategies. To
a portfolio (x, π) where x > 0 is the initial capital and π ∈ L(S,H), we associate the wealth
process Xπ,x given by
Xπ,xt = x+
∫ t
0
πudSu, t ∈ [0, T ].
We recall the following definition pertaining to the characterization of non-arbitrage in the
sense of No Free Lunch with Vanishing Risk (NFLVR) and market completeness (see [DS94]).
Definition 4.4.2. A probability measure Q on (Ω,A) is an H-equivalent martingale measure
(e.m.m.) for S if Q is equivalent to P on A and S is an (H,Q)-local martingale. Me(S,H)
denotes the set of H-e.m.m. for S.
The market (S,H) is said to be complete if Me(S,H) is reduced to a singleton. If Me(S,H) has
more than one element, the market (S,H) is referred to as an incomplete market.
Default free asset
Our primary asset is default free and modeled by an F-semimartingale S1. We refer to (S1,F) as
the default free market. As S1 is also G and Gτ -adapted, the markets (S1,G) and (S1,Gτ ) are
well defined. They represent respectively the view of S1 from the perspective of an agent mon-
itoring the default time τ and one possessing the full information on τ . We assume throughout
that :
Assumption 4.4.3. There exists a probability measure QF on (Ω,A) such that Me(S1,F) ={
QF
}
.
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We set dQF/dP
⏐⏐
FT = Z
F
T where ZF is defined by
ZFt = E
[
ZFT
⏐⏐Ft] , t ∈ [0, T ]. (4.38)
Let QGτ be the probability measure on (Ω,A) equivalent to P and satisfying
E
[
dQG
τ
/dP
⏐⏐Gτt ] = ZFt /αdt (τ) = ZGτt , t ∈ [0, T ]. (4.39)
Remark 4.4.4. Assumption 4.4.3 has the following consequences for the markets (S1,G) and
(S1,Gτ ):
(i) The completeness of the market (S1,F) entails that F admits a martingale representation
theorem w.r.t. S1 under QF, see [HWY92, Theorem 13.9]. It follows from [Ame00, GP98,
CJZ13] that Gτ admits a martingale representation theorem under the martingale preserv-
ing measure QGτ . Thus (S1,Gτ ) is also complete and we have Me(S1,Gτ ) =
{
QGτ
}
.
(ii) Under the measure QGτ , F and σ(τ) are independent, see [Ame00, Theorem 3.1]. Thus
the immersion hypothesis holds under QGτ and it follows from [CJN12, Corollary 4.6] that
Me(S,G) ̸= ∅. Furthermore for every Q ∈ Me(S1,G), the immersion hypothesis holds
under Q and Q
⏐⏐FT = QF,see [BSJ04, JLC09a].
The market (S1,Gτ ) is complete by Remark 4.4.4. However, this is not the case for (S1,G).
The following proposition characterizes the Radon-Nikodym densities of the equivalent local
martingale measures for the market (S1,G).
Proposition 4.4.5. Let Q be a probability measure on (Ω,A) with
Qt = E
[
dQ/dP
⏐⏐Gt] = Qbt1{t<τ} +Qdt (τ)1{t≥τ}, t ∈ [0, T ]. (4.40)
i) The density hypothesis holds under Q and the (F,Q)-density process αd,Q is given by
αd,Qt (u) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Qdt (u)αdt (u)
E
[
Qt
⏐⏐Ft] , t ∈ [u, T ], u ≥ 0,
E
[
Qdu(u)αdu(u)
⏐⏐Ft]
E
[
Qt
⏐⏐Ft] , t < u, u ≥ 0.
(4.41)
ii) Q ∈Me(S1,G) if and only if
Qdt (u) =
1
αdt (u)
Qdu(u)αdu(u)
ZFu
ZFt , t ∈ [u, T ], u ≥ 0, (4.42)
QbtGt = ZFt
(
1−
∫ t
0
Qdu(u)αdu(u)
ZFu
η(du)
)
, t ∈ [0, T ]. (4.43)
iii) Assume that Q ∈Me(S1,G). Then for H ∈ L1(GT ,Q) and t ∈ [0, T ]
EQ [H|Gt] 1{t≥τ} = EQ [H|Gτt ] 1{t≥τ} = EQ
Gτ [H|Gτt ] 1{t≥τ}. (4.44)
Proof. i) See Theorem 6.1 in [EKJJ10].
ii) ′′ ⇒′′: By Remark 4.4.4 ii), F is immersed in G and E [Qt⏐⏐Ft] = ZFt , t ∈ [0, T ]. As τ avoids
F-stopping times, we infer from [JLC09b, Corollary 3.1] that αd,Qt (u) = αd,Qu (u), t ≥ u, u ∈ R+,
Section 4.4. Hedging of defaultable claims of American type Page 131
which leads to (4.42).
By the density hypothesis and (4.42), the equality E
[
Qt
⏐⏐Ft] = ZFt , t ∈ [0, T ], is equivalent to :
ZFt = QbtGt +
∫ t
0
Qdt (u)αdt (u)η(du) = QbtGt + ZFt
∫ t
0
Qdu(u)αdu(u)
ZFu
η(du), t ∈ [0, T ].
We obtain (4.43) by rearranging terms.
′′ ⇐′′: Using (4.42) and (4.43) we have that E [Qt⏐⏐Ft] = ZFt for t ∈ [0, T ] and αd,Qt (u) =
Qdu(u)αdu(u)
ZFu
for t ∈ [u, T ]. Hence αd,Q(u) is constant after u and consequently F is immersed in
G under Q since τ avoids F-stopping times. To show that Q ∈ Me(S1,G), it suffices to show
that S1 is an (F,Q)-local martingale. Let (σn)n∈N ∈ TT (F) be a localizing sequence for the
(F,QF)-local martingale S1. By the tower property, we have for s, t ∈ [0, T ] with s ≤ t and
n ∈ N
E
[
S1σn∧tQt|Fs
]
= E
[
E
[
QtS
1
t∧σn |Ft
]
|Fs
]
= E
[
S1t∧σnE [Qt|Ft] |Fs
]
= E
[
S1t∧σnZ
F
t |Fs
]
.
Given that for every n ∈ N, the stopped process S1·∧σn is an (F,QF)-martingale, it follows from
the above equalities that for s, t ∈ [0, T ] with s ≤ t and n ∈ N, we have
E
[
S1σn∧tQt|Fs
]
= E
[
S1t∧σnZ
F
t |Fs
]
= S1s∧σnZ
F
s = S1s∧σnE
[
Qs
⏐⏐Fs] .
We deduce that S1 is an (F,Q)-local martingale.
iii) Let Q ∈ Me(S1,G) and X ∈ L1(GT ,Q) and t ∈ [0, T ]. Applying Proposition 4.2.18 we
have EQ [H|Gt] 1{t≥τ} = EQ [H|Gτt ] 1{t≥τ}. For the second equality, we apply successively Bayes’
formula, Proposition 4.2.18 and the formulas (4.42) and (4.39) which give
EQ [H|Gt] 1{t≥τ} =
E
[
QTH
⏐⏐Gt]
Qt
1{t≥τ} =
E
[
QTH
⏐⏐Gτt ]
Qt
1{t≥τ} =
E
[
ZG
τ
T H
⏐⏐Gτt ]
ZG
τ
t
1{t≥τ}
= EQG
τ [
H
⏐⏐Gτt ] 1{t≥τ}.
Remark 4.4.6. a) By (4.42) and (4.43), a probability measure Q ∈Me(S1,G) with density
process given by (4.40) is determined uniquely by the trace process
{
Qdu(u), u ≥ 0
}
. The
only constraints on Qd· (·) are strict positivity and E
[∫+∞
0 Q
d
u(u)αdu(u)η(du)
]
= Q(τ <
+∞) = 1. Clearly there are infinitely many choices for Qd· (·). The market (S,G) is
therefore incomplete.
b) For any GτT -measurable random variable H, (4.44) shows that H1{T≥τ} has a unique price
in the market (S,G) given by EQG
τ [
H1{T≥τ}
]
. This is to be expected as G and Gτ coincide
after τ .
Defautable zero coupon bond
Our second financial asset is the defaultable zero coupon bond (DZC) with maturity T (i.e.
a claim which pays one unit at time T if and only if τ has not occurred before T ) which we
assume to be traded in the market (S1,G) with price process ρ(t, T ), t ∈ [0, T ]. We recall that
ρ(T, T ) = 1{T<τ} and Dt = 1{τ≤t}, t ∈ [0, T ]. Our market of interest consists of S1 and ρ and
we assume the following :
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Assumption 4.4.7. The market (S1, ρ,G) is arbitrage free, i.e. Me(S1, ρ,G) ̸= ∅.
In view of the incompleteness of the market (S1,G), defaultable sensitive contingent claims
such as H1{T≤τ} where H is an FT -measurable random variable cannot be hedged with the asset
S1 alone given a predefined price x > 0. As highlighted in [JLC09a, Section 3.2.1] one needs
an asset sensitive to the jump risk induced by the default time τ in order to hedge defaultable
claims. This is the role played by the DZC. We introduce some tools necessary to describe the
dynamics of ρ(·, T ). Due to Assumption 4.4.7 there exists Q ∈Me(S1,G) such that ρ(·, T ) is a
Q-local martingale. We suppose that Q is given and fixed. Using the density hypothesis under
Q and the fact that Q|FT = QF, we have for t ∈ [0, T ]
ρ(t, T ) = EQ
[
1{T<τ}
⏐⏐Gt] = (1/GQt )EQ [GQt ⏐⏐Ft] 1{t<τ} = Jtmt, (4.45)
where GQ is the survival process of τ w.r.t. Q and
J = (1/GQ)(1−D), mt = EQF
[
GQT
⏐⏐Ft] , t ∈ [0, T ].
Let λF,Q be the F-intensity of τ w.r.t. Q. Since the immersion hypothesis holds under Q, for
every u ≥ 0, the martingale αd,Q(u) is constant after u (see [JLC09b, Corollary 3.1]) and thus
the survival process GQ is increasing and given by
GQt = e
−
∫ t
0 λ
F,Q
s η(ds), t ∈ [0, T ].
Clearly GQ is continuous as η is non-atomic. The compensator ΛG,Q of D w.r.t. Q is given by
ΛG,Qt =
∫ t
0
λF,Qs 1{s<τ}η(ds), t ∈ [0, T ].
Let NQ be the (G,Q)-local martingale defined by
NQ = D − ΛG,Q.
Due to the completeness of (S1,F), there exists πQ ∈ L(S1,F) such that
dmt = πQt dS1t , t ∈ [0, T ].
Note that by Proposition 5.1 in [EKJJ10] J is a (G,Q)-local martingale. Its dynamics is de-
scribed by
dJt = −Jt−dNQt , t ∈ [0, T ]. (4.46)
An application of Itô’s formula to the product ρ = J ·m yields the following dynamics of ρ.
Lemma 4.4.8. Suppose that Assumptions 4.4.3 and 4.4.7 hold. Then ρ(·, T ) satisfies
dρ(t, T ) = CtdS1t − ρ(t−, T )dNQt , t ∈ [0, T ], (4.47)
where Ct = Jt−πQt , t ∈ [0, T ].
Remark 4.4.9. As Q = QF on FT , F satisfies the martingale representation property w.r.t. S1
under the measure Q and thus G admits a martingale representation theorem w.r.t. S1 and NQ
under the measure Q, see [CJZ13]. In case S1 is continuous and has quadratic variation that
is absolutely continuous w.r.t. to the Lebesgue measure, the market (S1, ρ,G) is complete (see
[JLC09a, Theorem 3.1]).
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4.4.2 Hedging of American defaultable claims
We now consider the financial market (S1, ρ,G) with e.m.m. Q and an American contingent
claim (ACC) defined by a nonnegative process ζ ∈ S1T (G,Q). From classical results (see [Ben84,
Kar88, KK98, Kra96]), a no-arbitrage price of the ACC ζ is given by the value of the optimal
stopping problem with reward ζ under the measure Q. Our goal in this section is to employ
the two step methodology to solve stopping problems in G to provide the explicit structure of
the pre-default and post-default values of the hedging strategy π of the claim ζ. This leads to a
description of the actions of agents in order to hedge such claims. We recall the following notion
of hedge and arbitrage for the seller.
Definition 4.4.10. An admissible portfolio (π, x) is a hedge against ζ if Xπ,xt ≥ ζt, t ∈ [0, T ].
Let x > 0. x is an arbitrage price for an ACC ζ if there exists an admissible portfolio (u, π)
with u < x such that Xπ,u ≥ ζ.
Remark 4.4.11. One defines analogously an ACC and hedges in the markets (S1,F) and
(S1,Gτ ).
To achieve our goal, we introduce maps which give hedges against ACC in the complete
markets (S1,Gτ ) and (S1,F). Now for Θ ∈ S1T (F,QF), let S(Θ) be its (F,QF)-Snell envelope and
S(Θ) = S0(Θ) +MS(Θ) − KS(Θ) its Doob-Meyer’s decomposition where MS(Θ) is an (F,QF)-
uniformly integrable martingale and KS(Θ) an F-predictable increasing process. The market
(S1,F) being complete, there exists πS(Θ) ∈ L(S1,F) such that
MS(Θ) =
∫ ·
0
πS(Θ)dS1. (4.48)
It is clear that (S0(Θ), πS(Θ)) is a hedge against Θ in the market (S1,F). Indeed,
Xπ
S(Θ),S0(Θ) = S0(Θ) +MS(Θ) = S(Θ) +KS(Θ) ≥ Θ.
We define the map DFM(S1,F) yielding hedges in the default free market (S1,F) as follows:
DFM(S1,F) : S1T (F,QF)→ L(S1,F) (4.49)
Θ ↦→ πS(Θ). (4.50)
We will define the map IM(S1,Gτ ) yielding hedges in the insider market (S1,Gτ ) in a similar way.
For ϑ ∈ S1T (Gτ ,QG
τ ), let S(ϑ) be its (Gτ ,QGτ )-Snell envelope and S(ϑ) = S0(ϑ)+MS(ϑ)−KS(ϑ)
its Doob-Meyer’s decomposition. The completeness of the market (S1,Gτ ) entails that there
exists πS(ϑ) ∈ L(S1,Gτ ) such that
MS(ϑ) =
∫ ·
0
πS(ϑ)dS1.
It is clear that
(
S0(ϑ), πS(ϑ)
)
is a hedge against ϑ in the market (S1,Gτ ). IM(S1,Gτ ,p) is then
defined as follows
IM(S1,Gτ ) : S1T (Gτ ,QG
τ )→ L(S1,Gτ ) (4.51)
ϑ ↦→ πS(ϑ). (4.52)
Let r > 1. We consider an ACC ζ ∈ SrT (G) with optional splitting formula
ζt = ζbt 1{t<τ} + ζdt (τ)1{t≥τ}, t ∈ [0, T ]. (4.53)
Let V be the (G,Q)-Snell envelope of ζ. The optional splitting formula of V is given in the
following proposition:
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Proposition 4.4.12. Suppose that Assumptions 4.4.3 and 4.4.7 hold. Let V d be an O(F) ⊗
B(R+)-measurable process and V b the F-adapted càdlàg process such that for every t ∈ [0, T ]
V dt (τ) = ess sup
σ∈Tt,T (Gτ )
EQ
Gτ [
ζdσ(τ)1{σ≥τ}
⏐⏐Gτt ] ,
V bt G
Q
t = ess sup
σb∈Tt,T (F)
EQ
F
[
ζbσbG
Q
σb +
∫ σb
t
V du (u)αd,Qu (u)η(du)
⏐⏐⏐⏐Ft
]
.
Then V satisfies for t ∈ [0, T ]
Vt = V bt 1{t<τ} + V dt (τ)1{t≥τ}. (4.54)
Proof. By Theorem 4.3.7, Vt = V
b
t 1{t<τ} + V
d
t (τ)1{t≥τ}, t ∈ [0, T ] where V d (resp. V b) is the
O(F)⊗ B(R+) (resp. O(F))-measurable process satisfying for t ∈ [0, T ]
V
d
t (τ) = ess sup
σ∈Tt,T (Gτ )
EQ
[
ζdσ(τ)Dσ
⏐⏐Gτt ] and
V
b
tG
Q
t = ess sup
νb∈Tt,T (F)
EQ
[
ζbνbGνb +
∫ νb
t
V
d
u(u)αd,Qu (u)η(du)
⏐⏐⏐⏐Ft
]
.
Let t ∈ [0, T ]. Then for σ ∈ Tt,T (Gτ ), ζdσ(τ)Dσ ∈ L1(GT ,Q), and Proposition 4.4.5 entails that
EQ
[
ζdσ(τ)Dσ
⏐⏐GτT ] 1{t≥τ} = EQGτ [ζdσ(τ)Dσ⏐⏐Gτt ] 1{t≥τ}. The family {EQGτ [ζdσ(τ)Dσ⏐⏐Gτt ] , σ ∈
Tt,T (G)
}
being stable by pairwise maximization, we deduce from the definitions of V d(τ) and
V
d(τ) that
V dt (τ)1{t≥τ} = V
d
t (τ)1{t≥τ}.
Since V d(τ)D and V d(τ)D are càdlàg, we infer from the above equality that they are indistin-
guishable. Moreover,
V dτ (τ)1{T≥τ} = V dT∧τ (τ)DT∧τ = V
d
T∧τ (τ)DT∧τ = V
d
τ (τ)1{T≥τ}.
Lemma 4.2.16 implies that V du (u) = V
d
u(u) for η-almost all u ∈ [0, T ]. Inserting the latter
equation into the definition of V b and using the fact that Q = QF, we deduce that V b = V b.
Hence (4.54) holds.
Note that V bGQ +
∫ ·
0 V
d
u (u)αd,Qu (u)η(du) is the (F,QF)-Snell envelope of Υ ∈ S1T (F,QF)
defined by
Υ = ζbGQ +
∫ ·
0
V du (u)αd,Qu (u)η(du). (4.55)
A hedge against the ACC Υ in the market (S1,F) is given by (V b0 , Zb) where
Zb = DFM(S1,F)(Υ). (4.56)
A hedge against the ACC ζd(τ)D is given by (V d0 (τ), Zd(τ)) where Zd(τ) is defined by
Zd(τ) = IM(S1,Gτ )(ζd(τ)D). (4.57)
The following theorem gives a hedge against ζ in the market (S1, ρ,G).
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Theorem 4.4.13. Suppose that Assumptions 4.4.3 and 4.4.7 hold. Suppose additionally that
V d· (·) ∈ L(S1,G). Let Zb be given by (4.56) and Zd(τ) by (4.57). We consider π = (Z,Π)
defined by
Πt = −V
d
t (t)− V bt−
ρ(t−, T ) 1{t≤τ}, t ∈ [0, T ], (4.58)
Zt = CtΠt +
1
GQt
Zbt 1{t≤τ} + Zdt (τ)1{t>τ}, t ∈ [0, T ]. (4.59)
A hedge against the ACC ζ is given by (V0, π).
Proof. Let V = V0+MV −KV be the Doob-Meyer decomposition of V with MV its martingale
part and KV its finite variation part. For the proof of the assertion, it will suffice to show that
MV =
∫ ·
0
ZsdS
1
s +
∫ ·
0
Πsdρ(s, T ), (4.60)
since Xπ,V0 = V0 +MV = V +KV ≥ V ≥ ζ. To achieve this, we employ Itô’s formula and the
optional splitting formula (4.54).
We begin with V b(1 − D). We recall that V bGQ + ∫ ·0 V du (u)αd,Qu (u)η(du) is the (F,QF)-Snell
envelope of Υ. By construction of Zb, there exists an F-predictable increasing process Kb such
that
d(V bGQt ) = Zbt dS1t − V dt (t)αd,Qt (t)η(dt)− dKbt , t ∈ [0, T ].
Using the equality V b(1 − D) = V bGQJ where J satisfies (4.46), we infer from the equation
above that
d(V bt G
Q
t Jt) = Jt−Zbt dS1t − V bt−GQt−Jt−dNQt − Jt−V dt (t)αd,Qt (t)η(dt)− Jt−dKbt , t ∈ [0, T ].
Next we derive an equation for V d(τ)D. By construction of Zd(τ), there exists a Gτ -predictable
increasing process Kd(τ) such that
dV dt (τ) = Zdt (τ)dS1t − dKdt (τ), t ∈ [0, T ].
D being a pure jump semimartingale, we infer from [Pro04] that
[
V d(τ), D
]
t
= ∆τV d(τ)Dt =
∫ t
0
(V ds (s)− V ds−(s))dDs =
∫ t
0
(
V ds (s)− V ds−(τ)
)
dDs, t ∈ [0, T ].
One obtains from Itô’s formula that for t ∈ [0, T ]
d(V dt (τ)Dt) = Dt−dV dt (τ) + V dt−(τ)dDt+
[
V d(τ), D
]
t
= Dt−Zdt (τ)dS1t + V dt (t)dDt −Dt−dKdt (τ).
By Proposition 4.4.5 iii), we have Q = QGτ on {t ≥ τ} for every t ∈ [0, T ]. It follows from
Proposition 4.4.12 that
V dt (τ)Dt =
(
ess sup
σ∈Tt,T (Gτ )
EQ
[
ζdσ(τ)Dσ
⏐⏐Gτt ]
)
Dt, t ∈ [0, T ].
We infer from Lemma 4.3.4 that V d(τ)D ∈ SrT (G,Q) and therefore V d(τ)D is a (G,Q)-special
semimartingale. Since S1 is a (G,Q)-local martingale and Kd(τ) is Gτ -predictable, we deduce
that
∫ ·
0Ds−Z
d
s (τ)dS1s −
∫ ·
0Ds−dK
d
s (τ) is a (G,Q) special semimartingale. The equation for
V d(τ)D implies that
∫ ·
0 V
d
s (s)dDs is a (G,Q) special semimartingale. Relying on the decompo-
sition D = NQ − ΛG,Q, Theorem 2 in [CMS80] entails that∫ t
0
V ds (s)dDs =
∫ t
0
V ds (s)dNQs +
∫ t
0
V ds (s)λF,Qs (1−Ds)η(ds), t ∈ [0, T ]. (4.61)
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As NQ = NQ·∧τ and η is non-atomic, the above equality takes the form∫ t
0
V ds (s)dDs =
∫ t
0
V ds (s)(1−Ds−)dNQs +
∫ t
0
V ds (s)λF,Qs (1−Ds−)η(ds), t ∈ [0, T ].
Taking this into account, for t ∈ [0, T ] the dynamical behavior of V d(τ)D can be rewritten in
the form
d(V dt (τ)Dt) = Dt−Zdt (τ)dS1t + V dt (t)(1−Dt−)dNQt + V dt (t)λF,Qt (1−Dt−)η(dt)−Dt−dKdt (τ).
Using the equalities GQt−Jt− = 1−Dt− and Jt−αd,Qt (t) = λF,Qt (1−Dt−), t ∈ [0, T ], and combining
the equations for V bGQJ and V d(τ)D, one obtains the following equation for V
dVt = (Jt−Zbt +Dt−Zdt (τ))dS1t + (V dt (t)− V bt−)(1−Dt−)dNQt − dKVt , t ∈ [0, T ],
where KVt =
∫ t
0 Js−dK
b
s +
∫ t
0 Ds−dK
d
s , t ∈ [0, T ]. Clearly K is G-predictable and increasing.
Since ρ vanishes after τ and NQ = NQ·∧τ , we deduce from (4.47) that
dNQt =
Ct
ρ(t−, T )dS
1
t −
1
ρ(t−, T )dρ(t, T ), t ∈ [0, T ].
Inserting the equation for NQ in the equation describing the dynamics of V , we obtain that the
martingale part MV of V is given by (4.60). Hence (V0, Z,Π) is a hedge against ζ.
Remark 4.4.14. Theorem 4.4.13 establishes a two step approach to hedge the claim ζ based
on the decomposition approach for solving the stopping problem with reward ζ. In a first step
one acts as an insider possessing the full knowledge of τ and construct a hedge (V d0 (τ), Zd(τ))
against the claim ζd(τ)D in the market (S1,Gτ ). This is achieved by solving the optimal stopping
problem with reward ζd(τ)D. In a second step, one addresses the optimal stopping problem with
reward Υ and obtains a hedge (V b0 , Zb) against the ACC Υ in the market (S1,F). As a result,
one has a precise knowledge of the pre-default and post-default values of π.
Remark 4.4.15. i) The trace process V d· (·) is F-optional. The F-predictability of V d· (·) is
necessary for the definition of the stochastic integral
∫ ·
0 V
d· (·)dD and the decomposition
(4.61). It also ensures that Π is predictable. It is satisfied if O(F) = P(F) or ζd(τ)D = hτD
with F-predictable h.
ii) Even if V d· (·) is F-predictable, we may not have Π ∈ L(S1,G) though Π ∈ L(NQ,G).
The assumption V d· (·) ∈ L(S1,G) guarantees that Π ∈ L(S1,G) ∩ L(ρ,G) since V b− and
ρ(−, T ) are left-continuous and therefore locally bounded. This satisfied if for example
ζd(τ)D = hτD where h is some F-predictable bounded process.
iii) Theorem 4.4.13 generalizes the hedging results obtained [BSJ04] for defaultable claims of
European type to defaultable claims of American type. Moreover the results in [BSJ04] are
restricted to events before default.
5. Reflected BSDEs in a progressively
enlarged filtration: a two step
decomposition approach
5.1 Introduction
In this chapter, we address the solvability of reflected backward stochastic differential equations
(RBSDEs for short). These are backward stochastic differential equations (BSDEs for short) for
which the solution is required to stay above a certain process called the barrier. We consider the
setup where our underlying filtration G is given by the progressive enlargement of a reference
filtration F with a random time τ . We assume the density hypothesis on the regular conditional
distribution of τ given F which guarantees that every G-optional process satisfies the optional
splitting formula, i.e. it can be identified with an F-optional process before τ and a Gτ -optional
process after τ , where Gτ denotes the initial enlargement of F with τ . Our main goal in this
chapter is to obtain existence of solutions for RBSDEs in the filtration G and this by providing
their optional splitting formula. The precise formulations are given in Sections 5.2.3.
To achieve our goal, we establish in our main result Theorem 5.3.5 a two-step decomposition
approach to solve RBSDEs in the filtration G which consists in solving two alternative weakly
coupled systems of RBSDEs: first a RBSDE in the filtration Gτ whose solution constitutes
the value of the solution of the original RBSDE after τ , and then a RBSDE in the filtration
F whose solution represents the value of the original RBSDE before τ . The second RBSDE in
the filtration F is w.r.t. an auxiliary probability measure equivalent to the reference measure,
and the coefficients of the RBSDE depend on the solution to the first RBSDE in the filtration
Gτ . The global solution is then obtained by suitably concatenating the solutions resulting
from the alternative RBSDEs. To identify the alternative RBSDEs, we make use of the one-
to-one correspondence between solutions to RBSDEs and their Snell envelope representation
[EKKP+97, LX05, Kli15] and the optional splitting formula of Snell envelopes established in
Theorems 4.3.7 and 4.3.11. Besides identifying the system of RBSDEs, a key issue to address in
our procedure is the stability of stochastic integration as we deal with different filtrations. We
solve this by establishing a formula for stochastic integration w.r.t. G-martingales.
Based on our decomposition approach, we provide new existence results for two classes of
drivers. For the class of Lipschitz drivers and for a general filtration F, we show the existence
of Lp-solutions in Theorem 5.3.13. We also consider drivers of quadratic growth in the control
variable and exponential growth in the jump variable. For this class, we restrict ourselves to
the case where F is the completion of the filtration generated by a Brownian motion. Under the
assumption that the input data of the RBSDEs are bounded, we show in Theorem 5.4.24 that a
bounded solution exists. Under the additional assumption that the driver is locally Lipschitz in
its variables, we provide a priori estimates of solutions and establish a comparison principle in
Theorems 5.4.15 and 5.4.25, respectively. We note that our decomposition approach can also be
applied to solve BSDEs in the filtration G. In this context, a similar decomposition approach
appears already in [ABSEL10, KL12] in the particular case where F is a Brownian filtration.
The rest of this chapter is structured as follows. In Section 5.2, we recall the definitions of
progressive and initial enlargements as well as the main hypotheses that we consider. We also
give the formulation of RBSDEs as well as the various concepts of solutions that we consider.
We present our decomposition approach as well as its application to the solvability of RBSDEs in
the case of Lipschitz drivers in Section 5.3. Section 5.4 is devoted to the solvability of RBSDEs
of quadratic growth.
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5.2 Mathematical framework and problem formulation
Throughout this chapter, T ∈ (0,+∞) is fixed and we work with a complete probability space
(Ω,A,P). We keep the same notation as in Chapter 4.
5.2.1 Filtration enlargements
Let F = (Ft)t≥0 be a filtration of sub-σ-algebras of A. We assume that F0 is complete and that
F is right continuous. Let τ : Ω → R+ be a non-negative and finite random time. We consider
D the right-continuous indicator process of τ , i.e.
Dt = 1{τ≤t}, t ∈ R+.
To F and τ , we associate the enlarged filtrations Gτ = (Gτt )t≥0 and G = (Gt)t≥0, where
Gτt =
⋂
s>t
(Fs ∨ σ(τ)) , Gt =
⋂
s>t
(Fs ∨ σ (Du, u ≤ s)) , t ∈ R+. (5.1)
The filtration Gτ is known as the initial enlargement of F by τ while G is the progressive
enlargement of F by τ . Throughout this chapter, we will employ the so called density hypothesis
which guarantees the preservation of the semimartingale property in passing from F to H ∈
{G,Gτ}:
Assumption 5.2.1. For any t ∈ R+, the conditional distribution of τ given Ft is equivalent
to the law of τ denoted by η, i.e. there exists αdt : Ω × R+ ∋ (ω, u) ↦→ αdt (ω, u),Ft ⊗ B(R+)-
measurable and strictly positive such that
P [τ ∈ du|Ft] = αdt (·, u)η(du) P-a.s.
From [Jac85, Lemme 1.8] and [Ame00, Lemma 2.2] there exists αd : R+×Ω×R+ → (0,+∞)
with the following properties
• the map (t, ω, u) ↦→ αdt (ω, u) is O(F)⊗ B(R+)− B(R+) measurable,
• for all u ∈ R+, αd(·, u) is a càdlàg (F,P)-martingale,
• for every t ∈ R+, the measure αdt (·, u)P (τ ∈ du) on
(
R+,B(R+)) is a version of the condi-
tional distribution P
(
τ ∈ du⏐⏐Ft) ,P-a.s.
The process αd is referred to as the density process of τ w.r.t. F under the reference measure
P. Notation: Let n ∈ N. For Xd : Ω× R+ → Rn, u ∈ R+, we denote by Xd(u) (resp. Xd(τ))
the map Ω ∋ ω ↦→ X(ω, u) (resp. Xd(ω, τ(ω))). Similarly for a process Xd : R+ × Ω × R+ →
Rn and u ∈ R+, we denote by Xd(u) (resp. Xd(τ)) the map R+ × Ω ∋ (t, ω) ↦→ Xdt (ω, u)
(resp. Xdt (ω, τ(ω))). We use a similar notation for processes defined on [0, T ]. We recall some
measurability properties from the previous chapter.
Proposition 5.2.2. The following assertions are true:
i) Y : [0, T ]×Ω→ R is P(Gτ )(resp. O(Gτ ))-measurable if and only if there exists a P(F)⊗
B(R+)(resp. O(F) ⊗ B(R+))-measurable random variable Y d : [0, T ] × Ω × R+ → R such
that
Y = Y d(τ).
ii) K : [0, T ] × Ω → R is P(G)-measurable if and only if there exists a P(F)-measurable
random variable Kb and a P(F) ⊗ B(R+)-measurable random variable Kd such that for
every t ∈ [0, T ]
Kt = Kb1{t≤τ} +Kdt (τ)1{t>τ}. (5.2)
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iii) K : [0, T ] × Ω → R is O(G)-measurable if and only if there exists an O(F)-measurable
random variable Kb and an O(F) ⊗ B(R+)-measurable random variable Kd such that for
every t ∈ [0, T ]
Kt = Kb1{t<τ} +Kdt (τ)1{t≥τ}. (5.3)
In a nutshell, Gτ -predictable (resp. optional processes) can be viewed as F-predictable (resp.
optional) processes parametrized by the occurrence of τ . Note that the inclusion F ⊆ G ⊆
Gτ together with the decomposition (5.2) show that one can identify a G-predictable process
before and after τ respectively with an F-predictable process and a Gτ -predictable process. The
decomposition of G-optional processes given by (5.3) is known as the optional splitting formula,
see [Son14]. For an O(G)-measurable process K satisfying (5.3), we refer to Kb as the pre-
default value of K and to Kd(τ) as the post-default value. We employ a similar terminology for
G-predictable processes.
Throughout this work, we also make the following standing assumption on η, the law of τ :
Assumption 5.2.3. η is absolutely continuous w.r.t. the Lebesgue measure on R+, i.e. there
exists a positive Borel function aF such that
∫+∞
0 a
F(u)du = 1 and η(du) = aF(u)du for every
u ∈ R+.
Assumption 5.2.3 entails that the law η of τ is non-atomic. Consequently, τ avoids F stopping
times i.e., P(τ = ν) = 0, ∀ ν ∈ T (F), see [EKJJ10, Corollary 2.2]. Note that the default process
D is a submartingale and thus admits a compensator ΛG. To provide the exact form of the
compensator, let us recall the conditional survival process G of τ defined for t ∈ R+ by
Gt = P [τ > t|Ft] =
∫ +∞
t
αdt (u)η(du) = 1−
∫ t
0
αdt (u)η(du) = E
[∫ ∞
t
αdu(u)η(du)
⏐⏐Ft] .(5.4)
Since αd is strictly positive and η is non-atomic, G is strictly positive. In [EKJJ10] the authors
provide an additive and multiplicative decomposition of G which we now recall.
Proposition 5.2.4. The Doob-Meyer decomposition of the survival process (Gt)t≥0 is given by
Gt = 1 +MF −
∫ t
0 α
d
u(u)η(du), t ≥ 0, where MF is the square integrable martingale given by
MFt = E
[∫ ∞
0
αdu(u)η(du)
⏐⏐⏐⏐Ft]− 1, t ∈ R+.
Let λF be the process defined by λFt =
αdt (t)
Gt
, t ∈ R+, and LF the local martingale satisfying
dLFt = e
∫ t
0 λ
F
sη(ds)dMFt , L
F
0 = 1, t ≥ 0. (5.5)
The process G also has a multiplicative decomposition given by G = LFe−
∫ ·
0 λ
F
sη(ds).
The process λF is referred to as the F-intensity of τ . The process λG defined by λGt =
λFt 1{t≤τ}, t ∈ R+, is the G-intensity of τ . The compensator ΛG of D w.r.t. G is given by
ΛGt =
∫ t
0 λ
G
s η(ds), t ∈ R+. Let NG be the pure jump G-martingale defined by
NG = D − ΛG. (5.6)
Note that τ is a totally inaccessible G-stopping time since the compensator ΛG is continuous
at τ (see [Pro04, Theorems 20 and 21 of Chapter 3]). Throughout this chapter, we suppose that
Assumption 5.2.5. The process λ = λFaF is essentially bounded on [0, T ]× Ω, i.e.
|λ|∞ := ess sup
(t,ω)∈[0,T ]×Ω
|λt(ω)| < +∞.
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As G ≤ 1 and LFt = Gte
∫ t
0 λsds, t ∈ [0, T ], Assumption 5.2.5 implies that (LFt )t∈[0,T ] is an
(F,P)-martingale. Let Qˆ be the probability measure defined on (Ω,A) defined by
Qˆ(A) := E
[
LFT 1A
]
, A ∈ A. (5.7)
Observe that Qˆ is equivalent to P on FT and has Radon-Nikodym density given by (LFt )t∈[0,T ].
The measure Qˆ will be very useful in Section 5.3 in providing the pre-default value of the first
component of the solution to RBSDEs in the filtration G. A standard hypothesis in the theory
of progressive enlargement which guarantees the preservation of the semimartingale invariance
property is the immersion or (H)-hypothesis (see [JLC09a, CJN12, Kus99]).
Assumption 5.2.6. [(H)-hypothesis] Every (F,P)-martingale is a (G,P)-martingale.
Remark 5.2.7. Due to the density hypothesis and Assumption 5.2.3, the immersion hypothesis
is equivalent to αdt (u) = αdu(u),P-a.s. for any t ≥ u, u ∈ R+ (see [JLC09b, Corollary 3.1]).
We infer from (5.4) that G is therefore increasing under the immersion hypothesis and and
Proposition 5.2.4 implies that LF = 1. Hence Qˆ = P if the immersion hypothesis holds.
We close this section by introducing normed spaces that we will use. For p ≥ 1, n ∈ N,
H ∈ {F,Gτ ,G}, Q a probability measure on (Ω,A) equivalent to P and an Rn-valued martingale
M = (M i)1≤i≤n an Rn-valued càdlàg (H,Q)-local martingale, we consider the following spaces:
• Lp(HT ,Q) (resp. L∞(HT )) denote the space of HT -measurable random variables ξ with
||ξ||pLp(HT ,Q) := E
Q [|ξ|p] < +∞
(
resp. |ξ|∞ := ess sup
ω∈Ω
|ξ(ω)| < +∞
)
.
• SpT (H,Q) (resp. S∞T (H)) the space of real valued H-adapted càdlàg processes Y such that
||Y ||pSpT (H,Q) := E
Q
[(
sup
t∈[0,T ]
|Yt|
)p]
< +∞
(
resp. ||Y ||∞ :=
⏐⏐⏐⏐⏐ supt∈[0,T ] |Yt|
⏐⏐⏐⏐⏐
∞
< +∞
)
.
• IST (H) denotes the space of real valued H-predictable increasing processes K with initial
value 0, while ISpT (H,Q) = SpT (H,Q) ∩ IST (H).
• LH(M) denotes the space of Rn-valued H-predictable processes Z such that the stochastic
integral
∫
ZdM w.r.t. H is well defined.
• Hp,nT (H,Q) the space of Rn-valued P(H)- measurable processes Z such that
||Z||pHp,n(H,Q) := EQ
⎡⎣(∫ T
0
||Zs||2ds
) p
2
⎤⎦ <∞.
• LpT (G,Q) the space of G-predictable processes ζ such that
||ζ||pLp(G,Q) := EQ
⎡⎣(∫ T
0
|ζs|2dDs
) p
2
⎤⎦ < +∞.
• MlocH (M,Q) is the space of real valued (H,Q)-local martingales N such that
[
N,M i
]
= 0
for i = 1, 2, · · · , n.
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• MpH(M,Q) the subspace of MlocH (M,Q) consisting of processes N satisfying
||N ||pMp(H,Q) := EQ
[
[N ]
p
2
T
]
< +∞.
For a real valued H-optional process ζ, |ζ|∞ := ess sup(t,ω)∈[0,T ]×Ω |ζt(ω)|.
The following lemma complements Lemma 4.2.16 by providing a bridge between the spaces
SrT (F,P) (resp. Hr,nT (F, Qˆ)) and SrT (G,P) (resp. Hr,nT (G,P)) under Assumption 5.2.5 and with
Qˆ defined by (5.7).
Lemma 5.2.8. Let r ≥ 1 and Dt = 1{t≥τ}, t ∈ [0, T ].
a) Let Y be a G-adapted càdlàg process such that Yt = Y bt 1{t<τ} + Y dt (τ)1{t≥τ}, t ∈ [0, T ],
where Y b is an O(F)-measurable process and Y d an O(F)⊗ B(R+)-measurable process.
i) If Y ∈ SrT (G,P), then Y b ∈ SrT (F, Qˆ) and Y d(τ)D ∈ SrT (Gτ ,P).
ii) If Y b ∈ SrT (F, Qˆ), then Y b(1−D) ∈ SrT (G,P) and Y bτ 1{T≥τ} ∈ Lr(GT ,P).
iii) If r ≥ 2, Y d(τ) ∈ SrT (Gτ ,P) and Y d· (·) is predictable1 , then we have
√
λY d· (·) ∈
Hr,1T (F, Qˆ).
b) Let Z be an Rn-valued G-predictable process such that Zt = Zbt 1{t≤τ} + Zdt (τ)1{t>τ}, t ∈
[0, T ], where Zb (resp. Zd) is a P(F) (resp. P(F)⊗ B(R+))-measurable process.
i) If Z ∈ Hr,nT (G,P) then Zb ∈ Hr,nT (F, Qˆ) and Zd(τ)D− ∈ Hr,nT (Gτ ,P).
ii) Zb ∈ Hr,nT (F, Qˆ) if and only if Zb(1−D−) ∈ Hr,nT (G,P).
c) Let ξb be an FT -measurable random variable. Then ξb1{T<τ} ∈ Lr(GT ,P) if and only
ξb ∈ Lr(F, Qˆ).
Proof. Let C = |λ|∞. We recall that for t ∈ [0, T ]
Gt = P(τ > t
⏐⏐Ft) ≤ 1, LFt = Gte∫ t0 λudu and αdt (t)η(dt) = λtGtdt.
a). We start with i). For t ∈ [0, T ], |Yt| = |Y bt (1−Dt)|+ |Y dt (τ)Dt|. Hence Y d(τ)D ∈ SrT (Gτ ,P).
To show that Y b ∈ SrT (F, Qˆ), we consider the F-adapted increasing process ζ defined for t ∈ [0, T ]
by
ζt = sup
s≤t
|Y bs |r. (5.8)
Note that LFt ≤ eCTGt, t ∈ [0, T ], and ζT 1{T<τ} ≤ supt∈[0,T ] |Y bt 1{t<τ}|r. Hence, applying Bayes’
formula we obtain that
EQˆ [ζT ] = E
[
LFT ζT
]
≤ eCTE [GT ζT ] = eCTE
[
ζT 1{T<τ}
]
≤ eCTE
[
sup
t∈[0,T ]
|Y bt 1{t<τ}|r
]
≤ eCTE
[
sup
0≤t≤T
|Yt|r
]
< +∞.
We therefore have Y b ∈ SrT (F, Qˆ).
ii). Let ζ be given by (5.8). By hypothesis, EQˆ [ζT ] < +∞. Observe that for t ∈ [0, T ], one has
|Y bt (1−Dt)|r = |Y bt 1{t<τ}|r ≤ |Y bt∧τ |r ≤ ζt∧τ ≤ ζT∧τ .
1The process Y d· (·) is optional and the space Hr,1T (F, Qˆ) is defined only for predictable processes.
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Using the above inequality, the density hypothesis, the inequality αdt (t) = λFtGt ≤ CLFt , t ∈
[0, T ], and Fubini’s theorem, we have
E
[
sup
t∈[0,T ]
|Y bt 1{t<τ}|r
]
≤ E
[
ζT 1{T<τ} + ζτ1{T≥τ}
]
= E
[
ζTGT +
∫ T
0
ζuα
d
u(u)η(du)
]
≤ E
[
ζTL
F
T + C
∫ T
0
ζuL
F
udu
]
≤ EQˆ [ζT ] + C
∫ T
0
EQˆ [ζu] du
≤ EQˆ [ζT ] (1 + CT ) < +∞.
The last inequality ensures that Y b(1 − D) ∈ SrT (G,P). Using similar arguments, one shows
that Y bτ 1{T≥τ} ∈ Lr(GT ,P).
iii) Now assume that r ≥ 2 and Y d(τ) ∈ SrT (Gτ ,P). Then E
[
|Y dτ (τ)|r1{T≥τ}
]
< +∞. Applying
the density hypothesis, Fubini’s theorem and Bayes’ formula, we get
E
[
|Y dτ (τ)|r1{T≥τ}
]
= E
[∫ T
0
|Y du (u)|rλuLFue−
∫ u
0 λsdsdu
]
= EQˆ
[∫ T
0
|Y du (u)|rλue−
∫ u
0 λsdsdu
]
< +∞.
As |λ|∞ < C, the above inequality implies that EQˆ
[∫ T
0 |Y du (u)|rλudu
]
< +∞. For r = 2, the
latter inequality is equivalent to
√
λY d· (·) ∈ H2,nT (F, Qˆ). For r > 2 we have r2 > 1. Again the
latter inequality and Hölder’s inequality lead to
EQˆ
⎡⎣(∫ T
0
λs|Y du (u)|2ds
) r
2
⎤⎦ ≤ EQˆ [(∫ T
0
λ
r
2
u |Y du (u)|rdu
)]
≤ C r2−1E
[∫ T
0
λu|Y du (u)|rdu
)
< +∞.
We deduce that
√
λY d· (·) ∈ Hr,nT (Fˆ,Q).
b) We start with i). As |Zt| = |Zbt (1 − Dt−)| + |Zdt (τ)Dt−|, t ∈ [0, T ], we have Zd(τ)D− ∈
Hr,nT (Gτ ,P) and Zb(1 − D−) ∈ Hr,nT (G,P) if Z ∈ Hr,nT (G,P). Let us now show that Zb ∈
Hr,nT (F, Qˆ). Applying the density hypothesis, we obtain
EQˆ
⎡⎣(∫ T
0
||Zbs ||2ds
) r
2
⎤⎦ = E
⎡⎣(∫ T
0
||Zbs ||2ds
) r
2
LFT
⎤⎦ ≤ E
⎡⎣(∫ T
0
||Zbs ||2ds
) r
2
1{T<τ}
⎤⎦
≤ E
⎡⎣(∫ T∧τ
0
||Zbs ||21{s≤τ}ds
) r
2
1{T<τ}
⎤⎦
≤ E
⎡⎣(∫ T
0
||Zbs (1−Ds−)||2ds
) r
2
⎤⎦ .
We deduce that Zb ∈ Hr,nT (F, Qˆ) if Z ∈ Hr,nT (G,P).
Next we show ii). Assuming that Zb ∈ Hr,nT (F, Qˆ), an application of the density hypothesis,
Fubini’s theorem, Bayes’s formula and the inequalitiesGT ≤ LFT , αds (s)η(ds) ≤ CLFsds, s ∈ [0, T ]
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yield
||Zb(1−D−)||rHr,n
T
(G,P) = E
⎡⎣(∫ T
0
||Zbs ||21{s≤τ}ds
) r
2
1{T<τ}
⎤⎦+ E
⎡⎣(∫ T∧τ
0
||Zbs ||2ds
) r
2
1{T≥τ}
⎤⎦
= E
⎡⎣(∫ T
0
||Zbs ||2ds
) r
2
GT +
(∫ τ
0
||Zbs ||2ds
) r
2
1{T≥τ}
⎤⎦
≤ E
⎡⎣(∫ T
0
||Zbs ||2ds
) r
2
LFT
⎤⎦+ E[∫ T
0
(∫ s
0
||Zbu ||2du
) r
2
αds (s)η(ds)
]
≤ ||Zb||rHr,n
T
(F,Qˆ)(1 + CT ) < +∞.
c) This follows from similar arguments as in a) and b).
For the introduction of further normed spaces, let us recall the definition of BMO martingales.
Definition 5.2.9. Let H ∈ {F,G,Gτ} and Q be a probability measure on (Ω,A). An (H,Q)-
local martingale N with N0 = 0 is a BMO martingale if there exists a constant C > 0, such that
for every ν ∈ T , we have
EQ
[
[N ]T − [N ]ν−
⏐⏐Hν] ≤ C2 Q-a.s.
The smallest constant C for which the above inequality is satisfied is the BMO-norm of
N . We denote it by ||N ||BMO(H,Q) or simply ||N ||BMO if there is no ambiguity. Regarding
properties of BMO martingales and equivalent definitions, we refer to [Kaz94, DDM79, ISS79].
The following spaces of processes are linked to BMO martingales:
• H2,nBMO(H,Q) =
{
Z ∈ H2,nT (H,Q) with supt∈[0,T ]
EQ [∫ Tt ||Zs||2ds⏐⏐Ht]∞ < +∞},
• L2BMO(G,Q) =
{
ζ ∈ L2(G,Q) such that ||ζ ·NG||BMO < +∞
}
,
• ISBMO(H,Q) =
{
X ∈ IST (H) with supt∈[0,T ] ||EQ [XT −Xt|Ht] ||∞ < +∞
}
.
5.2.2 RBSDEs in a progressively enlarged filtration
In this section, we introduce RBSDEs in the filtration G which we investigate in this chapter. In
order to enrich the structure of the class we consider, we make the following standing assumption
on F:
Assumption 5.2.10. The filtration F supports an Rn-valued Brownian motion B = (Bi)1≤i≤n
on [0, T ].
Assumption 5.2.1 ensures that B is a Rn-valued G-semimartingale. By Theorem 3.1 in
[JLC09b], its (G,P)-local martingale part BG is given by
BGt = Bt −
∫ t∧τ
0
d⟨B,G⟩s
Gs−
−
∫ t
t∧τ
d⟨B,αd(τ)⟩s
αds−(τ)
, t ∈ [0, T ]. (5.9)
Note that BG has continuous paths and for t ∈ [0, T ] we have: [BG,i, BG,j ]t = [Bi, Bj ]t = t if
i = j and 0 if not. Consequently, BG is a (P,G)-Brownian motion.
We now introduce the following objects that will play the role of input data in the sequel.
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a) A terminal value ξ ∈ L1(GT ,P) which is of the form
ξ = ξb1{T<τ} + ξd(τ)1{T≥τ} ∈ L1(GT ,P), (5.10)
where ξb is an FT -measurable random variable and ξd(τ) a GτT -measurable random vari-
able.
b) An obstacle process S ∈ S1T (G,P) satisfying ST ≤ ξ and with optional splitting formula
St = Sbt 1{t<τ} + Sdt (τ)1{t≥τ}, t ∈ [0, T, (5.11)
where Sb is an O(F)-measurable process and Sd and O(F)⊗ B(R+)-measurable process.
c) A driver F : [0, T ]×Ω×R×Rn ×R→ R which is P(G)⊗B(R)⊗B(Rn)⊗B(R)−B(R)-
measurable. There exists F b : [0, T ] × Ω × R × Rn × R → R is P(F) ⊗ B(R) ⊗ B(Rn) ⊗
B(R)−B(R)-measurable and F d : [0, T ]×Ω×R×Rn× → R P(F)⊗B(R)⊗B(Rn)−B(R)-
measurable such that for (ω, t, y, z, u) ∈ [0, T ]× Ω× R× Rn × R,
F (t, ω, y, z, u) = F b(t, ω, y, z, u)1{t≤τ(ω)} + F d(t, ω, y, z)1{t>τ(ω)}. (5.12)
Definition 5.2.11. Let NG be the pure jump martingale defined by (5.6). We say that quintuplet
of processes (Y,Z, U,M,K) is a solution to the RBSDE with driver F , obstacle process S and
terminal value ξ (hereafter denoted by RBSDE(F, S, ξ)) if
i) Y is real valued càdlàg G-semimartingale, Z ∈ LG(BG) and U ∈ LG(NG),
ii) K is a G-predictable increasing process with càdlàg paths,
iii) M is a (G,P)-local martingale belonging to the space MlocG (BG,P) ∩MlocG (NG,P),
iv)
∫ T
0 |F (s, Ys−, Zs, Us)|ds is finite P-a.s.
v) (Y,Z, U,M,K) satisfies for t ∈ [0, T ]⎧⎪⎨⎪⎩
Yt = ξ +
∫ T
t F (s, Ys−, Zs, Us)ds+
∫ T
t dKs −
∫ T
t ZsdB
G
s −
∫ T
t UsdN
G
s −
∫ T
t dMs,
Yt ≥ St,∫ T
0 (Yt− − St−)dKt = 0.
(5.13)
We will also refer to the equation (5.13) as RBSDE(F, S, ξ) and the triplet (F, S, ξ) as the data
of (5.13).
Remark 5.2.12. The condition
∫ T
0 (Yt−−St−)dKt = 0 is known in the literature as the Skorohod
condition. When Y and S are continuous, it implies that K is non constant only when Y hits
S and K acts as a push to keep Y above S and this in a minimal way.
For p > 1, we introduce the following two additional spaces:
• MpT (G,P) =MpG(BG,P) ∩MG(NG,P),
• Spsol(G,P) = SpT (G,P)×Hp,nT (G,P)× LpT (G,P)×MpT (G,P)× ISpT (G,P).
Definition 5.2.13. Let p > 1. We say that a solution (Y,Z, U,M,K) to (5.13) is
• an Sp-solution if (Y,Z, U,M,K) ∈ Spsol(G,P),
• a bounded solution if Y ∈ S∞T (G).
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Let us recall the following well known representation of an Sp-solution of (5.13) which connects
RBSDEs and the notion of Snell envelope.
Proposition 5.2.14. Let p > 1 and (Y, Z, U,M,K) be an Sp-solution to (5.13). Then for every
ν ∈ TT (G),
Yν = ess sup
σ∈Tν,T (G)
E
[
ξ1{σ=T} + Sσ1{σ<T} +
∫ T
σ
F (s, Ys, Zs, Us)
⏐⏐⏐⏐Gν
]
. (5.14)
Proof. See [LX05, Proposition 3.1].
From (5.14), given an Sp-solution (Y,Z, U,M,K), the process Y + ∫ ·0 F (s, Ys−, Zs, Us)ds is
the Snell envelope of ζ +
∫ ·
0 F (s, Ys−, Zs, Us)ds where ζt = St1{t<T} + ξ1{t=T}, t ∈ [0, T ].
5.2.3 Problem formulation and motivation
Given a solution (Y,Z, U,M,K) of (5.13) when it exists, Proposition 5.2.2 postulates an op-
tional splitting of the solution, i.e. the existence of a quintuplet (Y b, Zb, Ub,Mb,Kb) of O(F)-
measurable processes and a quintuplet (Y d, Zd, Ud,Md,Kd) of O(F)⊗ B(R+)-measurable pro-
cesses such that for t ∈ [0, T ]⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Yt = Y bt 1{t<τ} + Y dt (τ)1{t≥τ},
Zt = Zbt 1{t≤τ} + Zdt (τ)1{t>τ},
Ut = Ubt 1{t≤τ} + Udt (τ)1{t>τ},
Mt = Mbt 1{t<τ} +Mdt (τ)1{t≥τ},
Kt = Kbt 1{t≤τ} +Kdt (τ)1{t>τ}.
Our primary goal in this chapter is to give a description of the quintuplets (Y b, Zb, Ub,Mb,Kb)
and (Y d(τ), Zd(τ), Ud(τ),Md(τ),Kd(τ)) which form the pre-default and post-default values
of the solution (Y,Z, U,M,K). This description will lead to a methodology to construct so-
lutions to (5.13) which consists in looking for (Y b, Zb,Mb,Kb) as a solution to a suitable
RBSDE in the filtration F, (Y d(τ), Zd(τ),Md(τ),Kd(τ)) as a solution to a RBSDE in the fil-
tration Gτ and obtain (Y, Z, U,M,K) by suitably pasting the solutions (Y b, Zb,Mb,Kb) and
(Y d(τ), Zd(τ),Md(τ),Kd(τ)) at time τ (see Theorem 5.3.5 for a precise formulation). The
methodology explained is rather intuitive as we expect the pre-default and post-default values
of (Y,Z, U,M,K) to be of the same nature, i.e. solutions to RBSDEs. Moreover, G can be
identified with F and Gτ respectively before and after τ . The delicate task is to identify the re-
spective RBSDEs for the pre-default and post-default values of the solution (Y,Z, U,M,K) and
to justify the pasting procedure as we deal with different filtrations and stochastic integration is
not stable under a change of filtration [Jeu80, CMS80, Jac80, Wei84]. We will rely on the link
between RBSDEs and the Snell envelope representation of their solution given by Proposition
5.2.14 and the optional splitting formula of the Snell envelope obtained in the previous chapter
to identify the appropriate set of data. Regarding the pasting procedure, we will make use of
the integration formula established in Lemma 5.3.8 below.
Let us point out that the existing results for general filtrations [Kli15, BPTZ15] or filtrations
containing jumps [QS14, HO16, Ess08] which yield the existence of an Sp-solution to the RBSDE
(5.13) do not give an optional splitting formula of the solution. Striving to obtain a solution to
(5.13) by identifying its pre-default and post-defaults values allows to circumvent the additional
difficulty posed by the pure jump martingale NG when addressing the existence result directly in
the filtration G. Indeed, as one might expect, the RBSDEs for the pre-default and post-default
values are not driven anymore by the jump martingale NG and are easier to solve as they contain
one less jump. As a result, we will obtain existence results for a larger class of drivers than those
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treated in the current literature [Kli15, BPTZ15, Lio14, KLQT02], see Theorem 5.3.13 for F Lip-
schitz and Theorem 5.4.24 for F having quadratic growth in z and exponential growth in u. From
a numerical perspective, the construction procedure by pasting is advantageous as there exist
very few numerical schemes for RBSDEs with jumps [DL16a, DL16b]. Indeed, if the filtrations
F and Gτ are continuous 2, then the resulting RBSDEs for both the pre-default and post-default
values are not driven by jump martingales and one can therefore apply the numerical scheme
for RBSDEs without jumps [MPX08, Xu11, Cha09] to obtain a numerical approximation of
(Y, Z, U,M,K). In practice, solutions to RBSDEs are connected to the value functions, optimal
trading strategies and/or optimal stopping times to stochastic control problems such as optimal
stopping problems [EKKP+97, LX05], risk sensitive mixed control problems [Ham02, EKH03],
pricing and hedging of American options [EKPQ97a, LMX05, KLQT02], mixed game problem
[HL00], controller-stopper problems [BZ14]. The precise knowledge of the pre-default and the
post-default values of (Y,Z, U,M,K) will lead to a suitable understanding of the optimal policies
both before and after default in the aforementioned problems. This has already been illustrated
in the particular case of the optimal stopping problem where the knowledge of the pre-default
and post-default values of the Snell envelope is necessary for the characterization of optimal
stopping times, see Theorem 4.3.7. See also Theorem 4.4.13 for the importance of the pre-
default and post-default values of the Snell envelope for the construction of hedging strategies
for American options.
5.3 Decomposition approach for solving RBSDEs in G
Our focus in this section is to develop a decomposition approach to construct a solution to
the RBSDE(F, S, ξ). This approach consists in solving alternative RBSDEs in the filtrations F
and Gτ whose solutions correspond respectively to the pre-default and post-default values of the
solution to the RBSDE(F, S, ξ). Before motivating the choices of the alternative RBSDEs, let us
introduce two additional processes BF and BGτ that will play the role of underlying martingales
in the filtrations F and Gτ respectively. We recall that B is an Rn-valued F-Brownian motion
and LF is given by (5.5). Let
BFt = Bt −
∫ t
0
d⟨B,LF⟩s
LFs−
, t ∈ [0, T ], (5.15)
BG
τ
t = Bt −
∫ t
0
d⟨B,αd(u)⟩s
αds−(u)
⏐⏐⏐⏐
u=τ
, t ∈ [0, T ]. (5.16)
Remark 5.3.1. Some useful properties of BF and BGτ have to be pointed out.
i) By Girsanov’s theorem, BF is an (F, Qˆ)-Brownian motion where Qˆ is measure defined by
(5.7). We recall that under the immersion hypothesis, LF = 1 and thus BF = B.
ii) As G = e−
∫ ·
0 λsdsLF, it follows that [B,G] =
∫ ·
0 e
−
∫ u
0 λsdsd
[
B,LF
]
u
and therefore ⟨B,G⟩ =∫ ·
0 e
−
∫ u
0 λsdsd
⟨
B,LF
⟩
u
. Hence
∫ ·
0
d⟨B,G⟩s
Gs− =
∫ ·
0
d⟨B,LF⟩s
LFs−
.
iii) The process BGτ is a (Gτ ,P)-local martingale by [Jac85] or [CJZ13]. Moreover, BGτ is
continuous and ⟨BGτ ⟩ = ⟨B⟩. Hence it is a (Gτ ,P)-Brownian motion.
We will also need two additional spaces. For p ≥ 1 and Qˆ given by (5.7), let Spsol(Gτ ,P) and
Spsol(F, Qˆ) be defined as follows:
2This is the case if for example F is the completion of the filtration generated by the Brownian motion B
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• Spsol(Gτ ,P) = SpT (Gτ ,P)×Hp,nT (Gτ ,P)×MpGτ (BG
τ
,P)× ISpT (Gτ ,P).
• Spsol(F, Qˆ) = SpT (F, Qˆ)×Hp,nT (F, Qˆ)×MpF(BF, Qˆ)× ISpT (F, Qˆ).
Let us now formally introduce the two systems of RBSDEs on which we built our algorithm.
Definition 5.3.2. A quadruplet of processes
(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
∈ S1sol(Gτ ,P) is said
to be a solution to the RBSDE in the filtration Gτ associated to the driver F dD−, obstacle process
Sd(τ)D and terminal value ξd(τ)D (hereby denoted by RBSDE(Gτ ,P)
(
F dD−, Sd(τ)D, ξd(τ)D
)
)
if
i)
∫ T
0 |F d(s, Y ds−(τ), Zds (τ))Ds−|ds is finite P-a.s.
ii)
(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
satisfies for every t ∈ [0, T ]⎧⎪⎨⎪⎩
dY dt (τ) = −F d(t, Y dt−(τ), Zdt (τ))Dt−dt− dKt(τ) + Zdt (τ)dBG
τ
t − dMdt (τ),
Y dt (τ) ≥ Sdt (τ),
Y dT (τ) = ξd(τ)DT and
∫ T
0
(
Y ds−(τ)− Sds−(τ)Ds−
)
dKds (τ) = 0.
(5.17)
Let
(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
be a solution to RBSDE(Gτ ,P)
(
F dD−, Sd(τ)D, ξd(τ)D
)
. For
p > 1, we say that
(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
is an Sp-solution if it belongs to Spsol(Gτ ,P).
We say that
(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
is a bounded solution if Y d(τ) ∈ S∞T (Gτ ).
We will also refer to the system (5.17) as the RBSDE(Gτ ,P)(F dD−, Sd(τ)D, ξd(τ)DT ) and
to the triplet (F dD−, Sd(τ)D, ξd(τ)DT
)
as its input data. We will identify the solution to
the RBSDE(Gτ ,P)(F dD−, Sd(τ)D−, ξd(τ)DT ) as the post-default values of a solution to the
RBSDE(F, S, ξ).
To define the driver of the RBSDE whose solution yields the pre-default value of a solution
to the RBSDE(F, S, ξ), for a real valued F-optional process Γ, we consider the adjusted driver
F bΓ defined by
F bΓ (t, ω, y, z) = F b(t, ω, y, z,Γt(ω)− y) + λt(Γt(ω)− y), (t, ω, y, z) ∈ [0, T ]× Ω× R× Rn.
(5.18)
Definition 5.3.3. Let Γ be a real valued F-optional process and F bΓ be defined by (5.18). A
quadruplet (Y b, Zb,M b,Kb) ∈ S1sol(F, Qˆ) is said to be a solution to the RBSDE in the filtration
F and w.r.t. the measure Qˆ associated to the driver F bΓ, obstacle process Sb and terminal value
ξb (hereafter denoted by RBSDE(F,Qˆ)(F
b
Γ, S
b, ξb)) if
a)
∫ T
0 |F bΓ(t, Y b−, Zbt )|dt is finite P-a.s.,
b)
(
Y b, Zb,M b,Kb
)
satisfies for t ∈ [0, T ]⎧⎪⎨⎪⎩
dY bt = −F bΓ(t, Y bt−, Zbt )dt− dKbt + Zbt dBFt + dM bt ,
Y bt ≥ Sbt ,
Y bT = SbT and
∫ T
0
(
Y bs− − Sbs−
)
dKbs = 0.
(5.19)
Let (Y b, Zb,M b,Kb) be a solution to RBSDE(F,Qˆ)(F
b
Γ, S
b, ξb).
For p ≥ 1, we say that (Y b, Zb,M b,Kb) is an Sp-solution if (Y b, Zb,M b,Kb) ∈ Spsol(F, Qˆ). The
solution (Y b, Zb,M b,Kb) is said to be bounded if Y b ∈ S∞T (F).
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We will also refer to the system (5.19) as RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb
)
and the triplet
(
F bΓ , S
b, ξb
)
as its input data. Our specific choice of Γ will be Γ = Y d· (·) where (Y d(τ), Zd(τ),Md(τ),Kd(τ))
is a solution to the RBSDE(Gτ ,P)(F dD−, Sd(τ)D, ξd(τ)DT ). In this case, we will show that a
pasting of the resulting solutions of the two RBSDEs (5.17) and (5.19) yields a solution to the
RBSDE(F, S, ξ), see Theorem 5.3.5.
To give a motivation for the choices of the alternative RBSDEs, we make use of the following
proposition which gives the optional splitting formula of an Sp-solution (Y, Z, U,M,K) to the
RBSDE(F, S, ξ). We will denote by ζ the process defined for t ∈ [0, T ] by
ζ = St1{t<T} + ξ1{t=T}. (5.20)
Using the formulas (5.10) and (5.11) of ξ and S, we have ζt = ζb1{t<τ} + ζdt (τ)1{t≥τ} where for
t ∈ [0, T ]
ζbt = Sbt 1{t<T} + ξb1{t=T} and ζdt = Sdt 1{t<T} + ξd1{t=T}. (5.21)
Proposition 5.3.4. Let p > 1 and suppose that ξ ∈ Lp(GT ,P), S ∈ SpT (G,P). Let (Y,Z, U,M,K)
be an Sp-solution to (5.13). Then there exists a quadruplet (Y b, Zb,M b,Kb) of O(F)-measurable
processes and a quadruplet (Y d, Zd,Md,Kd) of O(F) ⊗ B(R+)-measurable processes such that
for every t ∈ [0, T ] ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Yt = Y bt 1{t<τ} + Y dt (τ)1{t≥τ},
Zt = Zbt 1{t≤τ} + Zdt (τ)1{t>τ},
Mt =M bt 1{t<τ} +Mdt (τ)1{t≥τ},
Kt = Kbt 1{t≤τ} +Kdt (τ)1{t>τ}.
(5.22)
Moreover, Kbτ1{τ≤T} = Kdτ (τ)1{τ≤T} and M bτ 1{τ≤T} =Mdτ (τ)1{τ≤T}.
Assume that Y d· (·) is P(F)-measurable, then for Lebesgue-almost all t ∈ [0, T ]
Ut =
(
Y dt (t)− Y bt−
)
1{t≥τ}. (5.23)
Suppose additionally that
∫ T
0 |F (s, Ys−, Zs, Us)|ds ∈ Lp(GT ,P). Then with ζ given by (5.20), we
have for t ∈ [0, T ] and on {t ≥ τ}, we have
Y dt (τ) = ess sup
σ∈Tt,T (Gτ )
E
[∫ σ
t
F d(s, Y ds−(τ), Zds (τ))Ds−ds+ ζdσ(τ)Dσ
⏐⏐⏐⏐Gτt ] . (5.24)
Moreover, with Qˆ defined by (5.7) we have for t ∈ [0, T ]
Y bt = ess sup
σb∈Tt,T (F)
EQˆ
[∫ σb
t
[
F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)+
(
Y ds (s)− Y bs−
)
λs
]
ds+ ζbσb
⏐⏐⏐⏐Ft
]
. (5.25)
Proof. The existence of the quadruplets (Y b, Zb,Mb,Kb) and (Y d, Zd,Md,Kd) satisfying (5.22)
is justified by Proposition 5.2.2. Since K is predictable and τ is totally inaccessible, K is
continuous at τ . By definition of an Sp-solution, [M,NG] = 0 which implies that[
M,NG
]
T
=
∑
0<s≤T
∆Ms∆NGs = ∆Mτ1{τ≤T} = 0.
The equalities Kbτ 1{τ≤T} = Kdτ (τ)1{τ≤T} and Mbτ 1{τ≤T} = Mdτ (τ)1{τ≤T} are therefore a conse-
quence of the splitting formulas of K and M given by (5.22).
Now assume that Y d· (·) is P(F)-measurable. Note that U is P(G)-measurable. Thus there exists
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a P(F)-measurable process Ub and a P(F)⊗ B(R+)-measurable process Ud such that for every
t ∈ [0, T ]
Ut = Ubt 1{t≤τ} + Udt (τ)1{t>τ} = Ubt (1−Dt−) + Udt (τ)Dt−.
It follows from decomposition (5.12) of F that F (·, Y−, Z, U) and F
(·, Y−, Z, Ub(1 − D−)) are
indistinguishable processes. As NG = NG·∧τ the processes
∫ ·
0 UdN
G and
∫ ·
0 U
b(1 −D−)dNG are
indistinguishable. One can therefore assume w.l.o.g. that Ud = 0. Since BG,K and M are
continuous at τ , we infer from the optional splitting formula of Y and its dynamical description
that
∆Yτ1{τ≤T} = (Y dτ (τ)− Y bτ−)1{τ≤T} = Ubτ 1{τ≤T}.
Since Y d· (·), Y b− and Ub are O(F)-measurable, the above equality and Lemma 4.2.16 entail that
for Lebesgue-almost all t ∈ [0, T ]
Ubt = (Y dt (t)− Y bt−) P-a.s..
Thus (5.23) holds.
We now suppose that E
[(∫ T
0 |F (s, Ys−, Zs, Us)|ds
)p]
< +∞. Then Proposition 5.2.14 implies
that
Yδ = ess sup
σ∈Tδ,T (G)
E
[∫ σ
δ
F (s, Ys−, Zs, Us)ds+ Sσ1{σ<T} + ξ1{σ=T}
⏐⏐⏐⏐Gδ] , δ ∈ TT (G). (5.26)
Let X = ζ +
∫ ·
0 F (s, Ys−, Zs, Us)ds. Due to our hypotheses on ξ and S, we have X ∈ SpT (G,P).
Note that (5.26) entails that V = Y +
∫ ·
0 F (s, Ys−, Zs, Us)ds is the (G,P)-Snell envelope of X.
Using the formulas (5.21), (5.23) and the decomposition (5.12) of F , we have for t ∈ [0, T ]∫ t
0
F (s, Ys−, Zs, Us)ds =
(∫ τ
0
F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)ds+
∫ t
0
F d(s, Y ds−(τ), Zds (τ))Ds−ds
)
1{t≥τ}
+
(∫ t
0
F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)ds
)
1{t<τ}.
Hence Xt = Xbt 1{t<τ} +Xdt (τ)1{t≥τ} and Vt = V bt 1{t<τ} + V dt (τ)1{t≥τ}, where for t ∈ [0, T ]
Xbt = ζbt +
∫ t
0
F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)ds,
Xdt (τ) = ζdt (τ) +
∫ τ
0
F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)ds+
∫ t
0
F d(s, Y ds−(τ), Zds (τ))Ds−ds,
V bt = Y bt +
∫ t
0
F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)ds,
V dt (τ) = Y dt (τ) +
∫ τ
0
F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)ds+
∫ t
0
F d(s, Y ds−(τ), Zds (τ))Ds−ds.
As V is the Snell envelope of X, we deduce from Theorems 4.3.7 and 4.3.11 that for t ∈ [0, T ]
V dt (τ)1{t≥τ} =
(
ess sup
σ∈Tt,T (Gτ )
E
[
Xdσ(τ)Dσ
⏐⏐Gτt ]
)
1{t≥τ},
V bt = ess sup
σb∈Tt,T (F)
EQˆ
[
Xbσb +
∫ σb
t
(V ds (s)− V bs−
)
λsds
⏐⏐⏐⏐Ft
]
.
The equality (5.24) results from the representations of V d(τ) and Xd(τ). Regarding (5.25),
it follows from the representations of V b, Xb and the equality V dt (t) − V bt = Y dt (t) − Y bt , t ∈
[0, T ].
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Proposition 5.3.4 gives an optional splitting formula of a solution (Y,Z, U,M,K) to the
RBSDE(F, S, ξ) as well as the Snell envelope representation of the components appearing in
the splitting formula of Y . By the classical relations between Snell’s envelope and solutions to
RBSDEs, (5.24) and (5.25) suggest a two steps algorithm to construct (Y,Z, U,M,K). Due
to the dependence of Y b on Y d· (·), to obtain (Y,Z, U,M,K), in a first step one looks for(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
and then in a second step for
(
Y b, Zb,Mb,Kb
)
. Now (5.24)
suggests that a solution to the RBSDE(Gτ ,P)(F dD−, Sd(τ)D, ξd(τ)DT ) is a good candidate for(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
. Given the trace process
{
Y ds (s), s ∈ [0, T ]
}
, let F b
Y d· (·) be defined
by
F bY d· (·)(s, ·, y, z) = F
b(s, ·, y, z, Y ds (s)− y) + λs(Y ds (s)− y), (s, y, z) ∈ [0, T ]× R× Rn. (5.27)
The representation (5.25) of Y b suggests that one can look for
(
Y b, Zb,Mb,Kb
)
as a solution
to the RBSDE with data
(
F b
Y d· (·), S
b, ξb
)
in the filtration F and w.r.t. the measure Qˆ.
We are now ready to state the main result of this chapter which shows that the algorithm
just described does lead to a solution to the RBSDE(F, S, ξ) provided the alternative RBSDEs
admit a solution.
Theorem 5.3.5. Let p ≥ 1. Suppose that the RBSDE(Gτ ,P) (F dD−, Sd(τ)D, ξd(τ)D) admits
an Sp-solution (Y d(τ), Zd(τ),Md(τ),Kd(τ)) and the RBSDE(F,Qˆ) (F bY d· (·), Sb, ξb) admits an Sp-
solution (Y b, Zb,M b,Kb). Assume moreover, that Y d· (·) is P(F)-measurable. We consider
(Y, Z, U,M,K) defined for t ∈ [0, T ] by⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Yt = Y bt 1{t<τ} + Y dt (τ)1{t≥τ},
Zt = Zbt 1{t≤τ} + Zdt (τ)1{t>τ},
Ut =
(
Y dt (t)− Y bt−
)
1{t≤τ},
Mt = M bt∧τ + (Mdt (τ)−Mdτ (τ))1{t≥τ},
Kt = Kbt∧τ + (Kdt (τ)−Kdτ (τ))1{t>τ}.
(5.28)
The quintuplet (Y,Z, U,M,K) is an Sp-solution to the RBSDE(F, S, ξ).
The proof of the theorem relies on two lemmas on stochastic integration. In the sequel, for
H ∈ {F,G,Gτ}, X a real valued F-semimartingale and H ∈ LH(X), we use the notation H ·HX
for the stochastic integral of an H-predictable process H w.r.t. X to emphasize the dependence
on the filtration H. We begin with the following stability result for stochastic integration w.r.t.
different filtrations.
Lemma 5.3.6. Let X = (Xt)t∈[0,T ] be a continuous F-semimartingale and H ∈ LF(X). Then
H ∈ LG(X) ∩ LGτ (X). Moreover, H ·F X,H ·G X and H ·Gτ X are indistinguishable.
Proof. As X is a continuous semimartingale, it admits the decomposition X =MX +AX where
MX is a continuous (F,P)-local martingale and AX an F-predictable process of finite variation.
Since H ∈ LF(X) and X is continuous, H ·F X is an (F,P)-special semimartingale. Therefore
Theorem 2 in [CMS80] implies that H ∈ LF(MX) ∩ LF(AX). Moreover, H ·F AX exists as a
Stieltjes integral and
H ·F X = H ·FMX +H ·F AX .
Since H ·F AX exists as a Stieltjes integral, H ∈ LG(AX). To show that H ∈ LG(X), it remains
to show that H ∈ LG(MX). Due to the density hypothesis, and the continuity of MX , the
processes MX and H ·F MX are special semimartingales w.r.t to G. Let MX = MG + AG be
the canonical decomposition of MX in G. As H ∈ LF(MX) and MX is a continuous (F,P)-
local martingale, (
∫ t
0 H
2
sd[MX ,MX ]s)t∈[0,T ] is locally integrable. The process H ·F MX being
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a G-semimartingale, we infer from [Pro04, Theorem 5, VI] that
∫ ·
0HdA
G exists as a path-by-
path Lebesgue Stieltjes integral and thus H ∈ LG(AG). Clearly3H ∈ LG(MG) and therefore
H ∈ LG(MG) ∩ LG(AG) = LG(MX). We conclude that H ∈ LG(X) ∩ LF(X). Since F ⊆ G,
Theorem 7 in [Jac80] or [HWY92, Theorem 12.37] implies that the stochastic integral processes
H ·F X and H ·G X are indistinguishable. We use similar arguments to show that H ∈ LGτ (X)
and that the processes H ·F X and H ·Gτ X are indistinguishable.
Remark 5.3.7. Lemma 5.3.6 remains true if H is locally bounded and X is càdlàg as shown
in[Pro04, Theorem 33, IV] for arbitrary filtrations F,G satisfying F ⊆ G.
The following lemma gives a useful decomposition of the Brownian motion BG and a formula
for the computation of stochastic integrals w.r.t. BG. We recall from (5.9) and Remark 5.3.1
that
BGt = Bt −
∫ t∧τ
0
d⟨B,LF⟩s
LFs−
−
∫ t
t∧τ
d⟨B,αd(u)⟩
αds−(u)
⏐⏐⏐⏐
u=τ
(5.29)
Lemma 5.3.8. Let BF and BGτ be given by (5.15) and (5.16). For i = 1, 2, · · ·n, let BF,i =
(1−D−) ·G BF,i and BG
τ ,i = D− ·Gτ BGτ ,i be the processes defined for t ∈ [0, T ] by
B
F,i
t = B
F,i
t 1{t<τ} +BF,iτ 1{t≥τ} = B
F,i
t∧τ =
∫ t
0
(1−Ds−)dBF,is , (5.30)
B
Gτ ,i
t =
(
BG
τ ,i
t −BG
τ ,i
τ
)
1{t≥τ} =
∫ t
0
Ds−dBG
τ ,i
s . (5.31)
Let i ∈ {1, 2, · · · , n}. The processes BF,i and BGτ ,i are continuous (G,P)-local martingales.
Moreover,
BG,i = BF,i +BG
τ ,i
. (5.32)
Let Zb,i ∈ LF(BF,i). Let Zd,i be a P(F) ⊗ B(R+)-measurable process satisfying Zd,i(τ) ∈
LGτ (BG
τ ,i). The following hold:
a) Zb,i(1−D−) ∈ LG(BF,i) ∩ LG(BF,i) ∩ LG(BG,i) and∫ ·
0
Zb,is (1−Ds−)dBF,is =
∫ ·
0
Zb,is (1−Ds−)dBF,is =
∫ ·
0
Zbs (1−Ds−)dBG,i. (5.33)
b) Zd,i(τ)D− ∈ LGτ (BGτ ,i) ∩ LG(BG
τ ,i) ∩ LG(BG,i). Moreover,∫ ·
0
Zd,is (τ)Ds−dBG
τ ,i
s (τ) =
∫ ·
0
Zd,is (τ)Ds−dB
Gτ ,i
s =
∫ ·
0
Zd,is (τ)Ds−dBG,is . (5.34)
c) Let Zi = Zb,i(1−D−) + Zd,i(τ)D−. Then Zi ∈ LG(BG,i) and∫ ·
0
ZisdB
G,i
s =
∫ ·
0
Zb,is (1−Ds−)dBF,is +
∫ ·
0
Zd,is (τ)Ds−dBG
τ ,i
s . (5.35)
Proof. Let i ∈ {1, 2, · · · , n}. Let t ∈ [0, T ]. Using (5.29) and properties of integration, we have
BG,it = Bit −
∫ t∧τ
0
d⟨Bi, LF⟩s
LFs−
−
∫ t
0
d⟨Bi, αd(u)⟩s
αds−(u)
⏐⏐⏐⏐
u=τ
1{t≥τ} +
∫ τ
0
d⟨Bi, αd(u)⟩s
αds−(u)
⏐⏐⏐⏐
u=τ
1{t≥τ}
=
(
Bit −
∫ t
0
d⟨Bi, LF⟩s
LFs−
)
1{t<τ} +
(
Bit −
∫ t
0
d⟨Bi, αd(u)⟩s
αds−(u)
⏐⏐⏐⏐
u=τ
)
1{t≥τ}
+
(
Biτ −
∫ τ
0
d⟨Bi, LF⟩s
LFs−
)
1{t≥τ} +
(
−Biτ +
∫ τ
0
d⟨Bi, αd(u)⟩s
αds−(u)
⏐⏐⏐⏐
u=τ
)
1{t≥τ}
= BF,it 1{t<τ} +BF,iτ 1{t≥τ}+
(
BG
τ ,i
t −BG
τ ,i
τ
)
1{t≥τ} = B
F,i
t +B
Gτ ,i
t .
3 This is due to the fact that (
∫ t
0 H
2
sd[MG,MG]s)t∈[0,T ] = (
∫ t
0 H
2
sd[MX ,MX ]s)t∈[0,T ] is locally integrable.
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The continuity of BF,i and BG
τ ,i follows from the continuity of BF,i and BGτ ,i. By Remark
5.3.1, BFLF is an (F,P)-local martingale. We infer from [EKJJ10, Proposition 5.1] that the
stopped process BF,i is a (G,P)-local martingale. As BGτ ,i is a (Gτ ,P)-local martingale, BG
τ ,i =
D− ·Gτ BGτ,i is a (Gτ ,P)-local martingale.
a) By Lemma 5.3.6, Zb,i ∈ LG(BF,i). Note that 1 − D− is predictable, bounded and (1 −
D−)2 = 1 −D−. Hence (1 −D−)2 ∈ LG(Zb,i ·G BF,i). Consequently, Zb,i(1 −D−)2 ∈ LG(BF,i)
and the associativity property of the stochastic integral (see [Pro04, Theorem 21, IV]) entails
that Zb,i(1−D−) ∈ LG(BF,i) ∩ LG((1−D−) ·G BF,i) = LG(BF,i) ∩ LG(BF,i). Moreover,∫ ·
0
Zb,is (1−Ds−)dBF,is =
∫ ·
0
Zb,is (1−Ds−)2dBF,is =
∫ ·
0
Zb,is (1−Ds−)dBF,is . (5.36)
To show that Zb,i(1 − D−) ∈ LG(BG,i), we show that Zb,i(1 − D−) ∈ LG(BG
τ ,i) since BG,i =
B
F,i+BG
τ ,i and Zb,i(1−D−) ∈ LG(BF,i). To this end, note that BG
τ ,i is a (G,P)-local martingale
with quadratic variation
[
B
Gτ ,i] = ∫ ·0D2s−d[BGτ ,i]s. Using the equality (1 − D−)D− = 0, we
have ∫ ·
0
|Zb,is (1−Ds−)|2d
[
B
Gτ ,i]
s
=
∫ ·
0
|Zb,is (1−Ds−)|2Ds−d
[
BG
τ ,i]
s
= 0.
We deduce that Zb,i(1−D−) ∈ LG(BG
τ ,i). Furthermore,
∫ ·
0 Z
b,i
s (1−Ds−)dBG
τ ,i
s is a continuous
local martingale with quadratic variation zero and thus a null martingale. It follows from (5.36)
and the definition of BG,i that∫ ·
0
Zb,is (1−Ds−)dBG,is =
∫ ·
0
Zb,is (1−Ds−)dBF,is . (5.37)
b) First note that Zd,i(τ)D− is P(G)- and P(Gτ )-measurable by Proposition 5.2.2. As
Zd,i(τ) ∈ LGτ (BGτ ,i(τ)), D− is bounded and D2− = D−, we have Zd,i(τ)D− = Zd,i(τ)D−D− ∈
LGτ (BG
τ ,i). We infer from [Pro04, Theorem 21,IV] that Zd,i(τ)D− ∈ LGτ (D− ·Gτ BGτ ,i) =
LGτ (B
Gτ ,i) and∫ ·
0
Zd,is (τ)D−dBG
τ ,i
s =
∫ ·
0
Zd,is (τ)Ds−Ds−dBG
τ ,i
s =
∫ ·
0
Zd,is (τ)Ds−dB
Gτ ,i
s .
The process BG
τ ,i being a G and Gτ -semimartingale, and Zd,i(τ)D− ∈ LGτ (BG
τ ,i), Theorem
7 in [Jac80] implies that Zd,i(τ)D− ∈ LG(BG
τ ,i). In addition, the stochastic integral processes
Zd,i(τ)D− ·Gτ BG
τ ,i and Zd,i(τ)D− ·G BG
τ ,i are indistinguishable. One verifies that
[
B
F,i] =∫ ·
0(1−Ds−)d
[
BF,i
]
s
. Using once more the equality (1−D−)D− = 0, we see that∫ ·
0
|Zd,is (τ)Ds−|2d
[
B
F,i]
s
=
∫ ·
0
|Zd,is (τ)Ds−|2(1−Ds−)d
[
BF,i
]
s
= 0.
The last equality implies that Zd,i(τ)D− ∈ LG(BG
τ ,i) and Zd,i(τ)D− ·G BG
τ ,i has quadratic
variation 0. Due the continuity of BG
τ ,i, we have Zd,i(τ)D− ·G BG
τ ,i = 0. Hence Zd,i(τ)D− ∈
LG(BG) and (5.34) holds.
c)This follows from a), b) and the additivity property of the stochastic integral.
Proof of Theorem 5.3.5. We will carry out the proof in three steps.
Step 1. We show that (Y,Z, U,M,K) ∈ Spsol(G,P). Clearly K is increasing. Due to the
measurability and integrability properties of Y b, Y d(τ), Zb, Zd(τ),Kb and Kd(τ), Proposition
5.2.2 and Lemma 5.2.8 imply that (Y,Z,K) ∈ SpT (G,P) ×Hn,pT (G,P) × ISp(G,P). Let us now
show that
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• M ∈ MpG(BG,P) ∩MpG(NG,P). First note that M = M
b +Md(τ), where for t ∈ [0, T ]
we have
M
b
t = Mbt 1{t<τ} +Mbτ 1{t≥τ} =Mbt∧τ =
(
(1−D−) ·GMb
)
t
=
∫ t
0
(1−Ds−)dMbs ,
M
d
t (τ) =
(
Mdt (τ)−Mdτ (τ)
)
1{t≥τ} =
(
D− ·Gτ Md(τ)
)
t
=
∫ t
0
Ds−dMds (τ).
As Mb ∈ MpF(F,Q), MbLF is a F-local martingale. We infer from [EKJJ10, Proposition
5.1] that Mb is a (G,P)-local martingale. Since Md(τ) ∈ MpGτ (Gτ ,P), we have M
d(τ) =
D− ·Gτ Md(τ) is a (Gτ ,P)-local martingale. We deduce thatM is a (G,P)-local martingale
as the sum of two (G,P)-local martingales.
We now show that E
[[
M
] p
2
T
]
< +∞. Observe that for t ∈ [0, T ], we have
[
M
]
t
=
[
Mb
]
t∧τ
and
[
M
d(τ)
]
t
=
([
Md(τ)
]
t
−[Md(τ)]
τ
)
1{t≥τ}. Using the inequality of Kunita-Watanabe
and the binomial inequalities, we have[
M
]
T
=
[
M
b +Md(τ)
]
T
≤ 2[Mb]
T
+ 2
[
M
d(τ)
]
T
≤ 2[Mb]
T∧τ + 2
([
Md(τ)
]
T
−[Md(τ)]
τ
)
1{T≥τ} ≤ 2
[
Mb
]
T∧τ + 2
[
Md(τ)
]
T
.(5.38)
By hypothesis, EQˆ
[[
Mb
] p
2
T
]
+ E
[[
Md(τ)
] p
2
T
]
< +∞. Applying Lemma 5.2.8, we see that
E
[[
Mb
] p
2
T∧τ+
[
Md(τ)
] p
2
T
]
= E
[[
Mb
] p
2
T
1{T<τ}+
[
Mb
] p
2
τ
1{τ≤T}+
[
Md(τ)
] p
2
T
]
< +∞.(5.39)
Using the binomial inequality (a+ b)
p
2 ≤ 2 p2 (a p2 + b p2 ) for a, b ∈ R+, we see that (5.38) and
(5.39) lead to E
[[
M
] p
2
T
]
< +∞.
Note that M is continuous at τ . Since NG is a quadratic pure jump martingale, we have[
M,NG
]
t
=
∑
0<s≤t
∆Ms∆NGs = ∆Mτ1{t≥τ} = 0, t ∈ [0, T ].
It remains to show that
[
M,BG,i
]
= 0 for i = 1, 2, · · · , n. Fix i ∈ {1, 2, · · · , n}. Recalling
that M = Mb +Md(τ) and BG,i = BF,i + BG
τ ,i by Lemma 5.3.8. Hence
[
M,BG,i
]
has
the form [
M,BG,i
]
=
[
M
b
, B
F,i]+[Mb, BGτ ,i]+[Md(τ), BF,i]+[Md(τ), BGτ ,i]. (5.40)
Note that (1−D−)D− = 0. We infer from the definitions of Mb,Md(τ), (5.30) and (5.31)
that [
M
b
, BG
τ ,i] = ∫ ·
0
(1−Ds−)Ds−d
[
Mb, BG
τ ,i]
s
= 0,
[
M
d(τ), BF,i
]
=
∫ ·
0
(1−Ds−)Ds−d
[
BG
τ ,i, BF,i
]
s
= 0.
By definition of solutions,
[
Mb, BF,i
]
= 0 and
[
Md(τ), BGτ ,i
]
= 0. As a result, we have
[
M
b
, B
F,i] = ∫ ·
0
(1−Ds−)d
[
Mb, BF,i
]
s
= 0,
[
M
d(τ), BG
τ ,i] = ∫ ·
0
Ds−d
[
Md(τ), BGτ ,i
]
s
= 0.
We deduce from (5.40) that
[
M,BG,i
]
= 0. We therefore have M ∈ MpG(BG,P) ∩
MpG(NG,P).
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• We show that U ∈ LpT (G,P). Relying on the integrability properties of Y d(τ) and Y b,
Lemma 5.2.8 implies that E
[
|Y dτ (τ)− Y bτ−|p1{τ≤T}
]
< +∞. Consequently,
E
⎡⎣(∫ T
0
U2s dDs
) p
2
⎤⎦ = E [|Uτ |pDT ] = E [|Y dτ (τ)− Y bτ−|p1{τ≤T}] < +∞.
Step 2. We derive an equation for the dynamics of Y and show that it satisfies (5.13). To this
end, we will rely on Itô’s formula and the equations describing the dynamics for Y b and Y d(τ).
First we derive an equation for Y b(1−D). We recall from (5.19) that for t ∈ [0, T ]
dY bt = −F b(t, Y bt−, Zbt , Y dt (t)− Y bt−)dt− (Y dt (t)− Y bt−)λtdt− dKbt + Zbt dBFt + dMbt .(5.41)
Note that Y b is F-adapted and therefore continuous at τ . Since D is a quadratic pure jump
semimartingale4, we have
[
Y b, 1−D] = 0. We deduce from Itô’s formula that for t ∈ [0, T ]
d(Y bt 1t<τ}) = d(Y bt (1−Dt) = −Y bt−dDt + (1−Dt−)dY bt
= −Y bt−dDt + (1−Dt−)
(− F b(t, Y bt−, Zbt , Y dt (t)− Y bt−)dt− (Y dt (t)− Y bt−)λtdt)
+(1−Dt−)
(− dKbt + ZbdBFt + dMbt ).
Next we look at the equation satisfied by Y d(τ)D. Recall that for t ∈ [0, T ]
dY dt (τ) = −F d(t, Y dt−(τ), Zdt (τ))Dt−dt− dKdt (τ) + Zdt (τ)dBG
τ
t + dMdt (τ),
d(Y dt (τ)Dt) = Dt−dY dt (τ) + Y dt−(τ)dDt + d
[
Y d(τ), D
]
t
. (5.42)
As D is a quadratic pure jump semimartingale, we have
[Y d(τ), D]t =
∑
0<s≤t
∆Y ds (τ)∆Ds = (Y dτ (τ)− Y dτ−(τ))Dt =
∫ t
0
(Y ds (s)− Y ds−(s))dDs.
The above equality and the identity
∫ t
0 Y
d
s−(τ)dDs = Y dτ−(τ)Dt =
∫ t
0 Y
d
s−(s)dDs lead to
Y dt−(τ)dDt + d
[
Y d(τ), D
]
t
= Y dt (t)dDt.
Inserting the latter equality into (5.42), we obtain that for t ∈ [0, T ]
d(Y dt (τ)Dt) = Dt−
(− F d(t, Y dt−(τ), Zdt (τ))1{t>τ}dt− dKdt (τ) + Zdt (τ)dBGτt + dMdt (τ))
+Y dt (t)dDt.
Combining the equations for Y b(1−D) and Y d(τ)D yields for t ∈ [0, T ]
dYt = d
(
Y bt (1−Dt
)
+ d
(
Y dt (τ)Dt
)
= −(1−Dt−)F b(t, Y bt−, Zbt , Y dt (t)− Y bt−)dt−Dt−F d(t, Y dt−(τ), Zdt (τ))dt
−(1−Dt−)dKbt −Dt−dKdt (τ)
+(Y dt (t)− Y bt−)dDt − (1−Dt−)(Y dt (t)− Y bt−)λtdt
(1−Dt−)Zbt dBFt +Dt−Zdt (τ)dBG
τ
t + (1−Dt−)dMbt +Dt−dMdt−(τ).
We recall that U = (Y d· (·)− Y b−)(1−D−) and Dt = 1{t≥τ}, t ∈ [0, T ]. Since Y b ∈ SpT (F,Q) and
Y d(τ) ∈ SpT (Gτ ,P), we have
∫ ·
0(Y d· (·)− Y b·−
)
dD =
∫ ·
0 UsdDs is a G-special semimartingale 5. As
4A semimartingale X is said to be of quadratic pure jump if its quadratic variation process is purely discon-
tinuous, i.e., [X,X]c = 0.
5 For t ∈ [0, T ], set Πt =
∫ t
0 UsdDs = UτDt = (Y
d
τ (τ) − Y bτ )1{t≥τ}, t ∈ [0, T ]. We have E
[
supt∈[0,T ] |Πt|
]
=
E
[
|Y dτ (τ)− Y bτ |1{τ≤T}
]
< +∞ by Lemma 5.2.8 since Y b ∈ SpT (F,Q) and Y d(τ) ∈ SpT (Gτ ,P). The semimartingale
is therefore special by [Pro04, Theorem 33 of chapter 3].
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D = NG + ΛG with ΛGt =
∫ t
0 λs1{s≤τ}ds, t ∈ [0, T ], it follows from Theorem 2 in [CMS80] that
for every t ∈ [0, T ]∫ t
0
UsdDs =
∫ t
0
UsdN
G
s +
∫ t
0
UsdΛGs =
∫ t
0
UsdN
G
s +
∫ t
0
Usλsds. (5.43)
We deduce that for t ∈ [0, T ]∫ t
0
(Y ds (s)− Y bs−)dDs − (1−Ds−)(Y ds (s)− Y bs−)λsds =
∫ t
0
UsdDs −
∫ t
0
UsdΛGs =
∫ t
0
UsdN
G
s .
Using the expressions of F, Y, Z and U , we have for t ∈ [0, T ]∫ t
0
(1−Ds−)F b(s, Y bs−, Zbs , Y ds (s)− Y bs−)ds−Ds−F d(s, Y ds−(τ), Zds (τ))ds
=
∫ t
0
F (s, Ys−, Zs, Us)ds.
Hence it follows from properties of integration that for t ∈ [0, T ]∫ t
0
(1−Ds−)dKbs +Ds−dKds (τ) = Kbt∧τ + (Kdt (τ)−Kdτ (τ))1{t≥τ} = Kt,∫ t
0
(1−Ds−)dMbs +Ds−dMds−(τ) = Mbt∧τ + (Mdt (τ)−Mdτ (τ))1{t≥τ} =Mt.
Using the definition Z and Lemma 5.3.8, we have∫ t
0
(1−Ds−)Zbs dBFs +
∫ t
0
Ds−Zds (τ)dBG
τ
s =
∫ t
0
ZsdB
G
s , t ∈ [0, T ].
Inserting the above equalities into the equation for Y , we see that (Y, Z, U,M,K) satisfies
dYt = −F (t, Yt−, Zt, Ut)dt− dKt + ZtdBGt + UtdNGt + dMt, t ∈ [0, T ].
Step 3. We show that the Skorohod condition
∫ T
0 (Ys−−Ss−)dKs = 0 holds. Since the quadru-
plet (Y b, Zb,Kb,Mb) is a solution to the RBSDE(F,Qˆ)
(
F b
Y d· (·), S
b, ξb
)
, we have the inequalities∫ T
0 (Y bs− − Sbs−)dKbs = 0 and Y b ≥ Sb. Thus
∫ v
u (Y bs− − Sbs−)dKbs = 0 for all [u, v] ⊆ [0, T ]. Hence∫ T∧τ
0
(Ys− − Ss−)dKs =
∫ T
0
(Ys− − Ss−)dKs1{T<τ} +
∫ τ
0
(Ys− − Ss−)dKs1{T≥τ}
=
∫ T
0
(Y bs− − Sbs−)dKbs 1{T<τ} +
∫ τ
0
(Y bs− − Sbs−)dKbs 1{T≥τ} = 0.
By the hypothesis on (Y d(τ), Sd(τ)D, ξd(τ)D), we have
∫ T
0 (Y ds−(τ) − Sds−(τ)Ds−)dKds (τ) = 0.
We infer from the splitting formula (5.28) of (Y, S,K) that∫ T
T∧τ
(Ys− − Ss−)dKs =
∫ T
τ
(Ys− − Ss−)dKs1{T>τ}
=
∫ T
τ
(Y ds−(τ)− Sds−(τ)Ds−)dKds (τ)1{T>τ} = 0.
The Skorohod condition is thus satisfied. Clearly we have Y ≥ S and YT = ξ.
Steps 1, 2,3 show that (Y,Z, U,M,K) is an Sp-solution to the RBSDE(F, S, ξ).
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Remark 5.3.9. We keep the notation of Theorem 5.3.5. Note that Y d(τ) being a Gτ -optional
process, Proposition 5.2.2 implies that Y d· (·) is O(F)-measurable. The predictability assumption
on Y d· (·) in Theorem 5.3.5 is necessary for the process U to be P(F)-measurable so that we can
interpret
∫ ·
0 UsdDs as a stochastic integral and use the canonical decomposition (5.43). Some
cases in which Y d· (·) is P(F)-measurable are:
• The filtration F is continuous: Then O(F) = P(F) and thus Y d· (·) is P(F)-measurable.
• F d = 0 and there exists an F-predictable process ζ such that Sdt (τ)1{t≥τ} = ζτ1{t≥τ}, t ∈
[0, T ] and ξd(τ) = ζτ . Then using the Snell envelope representation given by (5.24) and
the properties of ess sup, we obtain that Y dt (τ)1{t≥τ} = ζτ1{t≥τ}, t ∈ [0, T ]. In particular
Y dτ (τ)1{T≥τ} = ζτ1{T≥τ} and Lemma 4.2.16 entails that Y d(·) = ζ, dt ⊗ P-a.e.. We can
w.l.o.g. choose Y d· (·) = ζ and thus Y d· (·) is P(F)-measurable as ζ is.
Remark 5.3.10. Theorem 5.3.5 remains true if we consider
(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
as the solution to the RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
. This is due to the fact that the data(
F d, Sd(τ), ξd(τ)
)
and
(
F dD−, Sd(τ)D, ξd(τ)DT
)
are indistinguishable after τ . Moreover, Step
2 and Step 3 of the proof rely only on the dynamical description and value of the solution(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
)
of the RBSDE(Gτ ,P)
(
F dD−, Sd(τ)D, ξd(τ)DT
)
after τ . In Section
5.4 where we work with F d having quadratic growth in z, the continuity of the obstacle is needed
for the existence of a solution to the RBSDE satisfied by the post-default value of (Y,Z, U,M,K).
For this reason, we will consider the data
(
F d, Sd(τ), ξd(τ)
)
and impose continuity on Sd(τ).
Remark 5.3.11. Note that Theorem 5.3.5 can be applied to construct a solution (Y,Z, U,M) ∈
SpT (G,P)×H2,nT (G,P)× LpT (G,P)×MpT (G,P) to the BSDE(F, ξ), i.e.
Yt = ξ +
∫ T
t
F (s, Ys−, Zs, Us)ds−
∫ T
t
ZsdB
G
s −
∫ T
t
UsdN
G
s −
∫ T
t
dMs, t ∈ [0, T ].(5.44)
Indeed, it follows from the arguments of Step 1 and Step 2 that it suffices to construct a
solution
(
Y d(τ), Zd(τ),Md(τ)
) ∈ SpT (Gτ ) × H2,nT (Gτ ,P) × MpGτ (BGτ ,P) and (Y b, Zb,M b) ∈
SpT (F, Qˆ)×H2,nT (F, Qˆ)×MpF(BF, Qˆ) such that for t ∈ [0, T ]
Y dt (τ) = ξd(τ)DT +
∫ T
t
F d
(
s, Y ds−(τ), Zds (τ)
)
Ds−ds−
∫ T
t
Zds (τ)dBG
τ
s −
∫ T
t
dMds (τ),
Y bt = ξb +
∫ T
t
[
F b
(
s, Y bs−, Z
b
s , Y
d
s (s)− Y bs−
)
+ λs
(
Y ds (s)− Y bs−
)]
ds−
∫ T
t
ZbsdB
F
s −
∫ T
t
dMbs ,
and then define (Y,Z, U,M) as in (5.28). In the context of BSDEs a similar pasting procedure
has been developed in [ABSEL10, KL12] for F being the completion of the filtration generated
by the Brownian motion B and for F having quadratic growth in z (This will be discussed in
Section 5.4).
The following assumption collects the conditions under which we give the existence of an
Sp-solution to (5.13) for some p > 1. The case of a bounded solution is discussed in Section 5.4.
Assumption 5.3.12. Let p > 1.
(H1) S ∈ SpT (G,P) and E
[
|ξ|p +
(∫ T
0 |F (s, 0, 0, 0)|2ds
) p
2
]
< +∞.
(H2) There exists a constant δL such that for every y1, y2, u1, u2 ∈ R, z1, z2 ∈ Rn and t ∈ [0, T ]
we have
|F (t, ·, y1, z1, u1)− F (t, ·, y2, z2, u2)| ≤ δL
(
|y1 − y2|+ ||z1 − z2||+
√
λt1{t≤τ}|u1 − u2|
)
.
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The condition (H2) is the familiar Lipschitz assumption on the driver F which together
with (H1) guarantees the existence of a solution (Y,Z, U,M,K) to (5.13). Two cases are to
be considered. The case p ≥ 2 and F is the completion of the filtration generated by the
Brownian motion B. Then the pair (BG, NG) admits the predictable representation property in
the filtration G (see [CJZ13, Proposition 5.5.]). Thus we are in the classical situation of RBSDEs
with jumps for which we can apply the contraction principle or the penalization method as in
[HO16, QS14, Ess08]. The other case deals with p ∈ (1, 2) and the filtration F being not quasi-
left continuous. The first difficulty is due to the fact that for p ∈ (1, 2), one requires a more
general Itô’s formula (see [KP15, Lemma 7]) to obtain estimates of the solutions which permit
the application of the contraction principle. The second difficulty stems from the fact that for
F not quasi-left continuous, G is not quasi-left continuous and the processes M and K in the
solution (Y,Z, U,M,K) can jump at the same time. Hence the process [M,K] does not vanish
and has to be controlled appropriately when deriving estimates of solutions. These difficulties
have been overcome recently in [BPTZ15] where the existence of an Sp-solution to (5.13) has
been established. Note however that in [BPTZ15] there is no pure jump driven martingale and
the driver depends only on y, z. The presence of the jump martingale NG and the additional
dependence of F on u induce a new difficulty since we have to take care of the compensator
terms resulting from Itô’s formula.
Theorem 5.3.5 shows that existence of solutions for RBSDE (5.17) and RBSDE (5.19) ensures
the existence of a solution to the RBSDE(F, S, ξ). In the sequel we employ Theorem 5.3.5 to
show the existence of an Sp-solution to the RBSDE(F, S, ξ).
Theorem 5.3.13. Suppose that Assumption 5.3.12 (H1) and (H2) hold. Let p > 1. Then
the RBSDE (5.17) admits a unique Sp-solution (Y d(τ), Zd(τ),Md(τ),Kd(τ)). We consider the
assertions:
i) p ≥ 2 and Y d· (·) is P(F)-measurable.
ii) p ∈ (1, 2) and √λY d· (·) ∈ Hp,1T (F, Qˆ).
If i) or ii) holds, then RBSDE(F,Qˆ)
(
F b
Y d· (·), S
b, ξb
)
admits a unique Sp-solution (Y b, Zb,M b,Kb).
Thus the RBSDE(F, S, ξ) admits an Sp-solution (Y, Z, U,M,K) given by (5.28).
Proof. We begin with the first statement. Using the formulas of ξ, S and F given respectively
by (5.10), (5.11) and (5.12) together with (H1) and (H2), we have
|F d(t, y, z)Dt− − F d(t, y′ , z′)Dt−| ≤ Cy
(|y − y′ |+ ||z − z′ ||), y, y′ ∈ R, z, z′ ∈ Rn.
Moreover, Sd(τ)D ∈ SpT (Gτ ,P) and
E
⎡⎣(ξd(τ)DT )p +
(∫ T
0
|F d(s, 0, 0)Ds−|2ds
) p
2
⎤⎦ ≤ E [ξp + (∫ T0 |F (s, 0, 0, 0)|2ds) p2 ] < +∞.
Due the conditions above, the data
(
F dD−, Sd(τ)D, ξd(τ)DT
)
satisfy the assumptions of The-
orem 3.1 in [BPTZ15]. Hence there exists a unique quadruplet
(
Y d(τ), Zd(τ),Md(τ),Kd(τ)
) ∈
Ssol(Gτ ,P) such that⎧⎪⎨⎪⎩
dY dt (τ) = −F d(t, Y dt−(τ), Zdt (τ))Dt−dt− dKdt (τ) + dBG
τ
t + dMdt (τ), t ∈ [0, T ],
Y dt (τ) ≥ Sdt (τ)Dt, t ∈ [0, T ],
Y dT (τ) = ξd(τ)DT and
∫ T
0
(
Y dt−(τ)− Sdt−(τ)Dt−
)
dKdt (τ) = 0.
This proves the first statement.
We now suppose that Y d· (·) is P(F)-measurable. Recall that for (t, y, z) ∈ [0, T ]× R× Rn
F bY d· (·)(s, ·, y, z) = F
b(s, ·, y, z, Y d· (·)− y) + λt
(
Y d· (·)− y). (5.45)
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Since |λ|∞ < +∞, and F is uniformly Lipschitz in (y, z, u) by (H2), F bY d· (·) is uniformly Lipschitz
in (y, z). Clearly F b
Y d· (·)(t, ·, 0, 0) = F
b(t, ·, 0, 0, Y dt (t)) + λtY dt (t), t ∈ [0, T ]. Using (H2), we get
|F bY d· (·)(t, ·, 0, 0)| ≤ |F
b(t, 0, 0, 0)|+
√
λt|Y dt (t)|+ λt|Y dt (t)|, t ∈ [0, T ]. (5.46)
As |λ|∞ < +∞, there exists a constant Cλ such that
|F bY d· (·)(t, 0, 0, 0)|
2 ≤ Cλ
(
|F b(t, 0, 0, 0)|2 + λ|Y dt (t)|2
)
, t ∈ [0, T ]. (5.47)
By (H1), F (·, 0, 0, 0) ∈ Hp,1T (G,P) and Lemma 5.2.8 guarantee that F b(·, 0, 0, 0) ∈ Hp,1T (F, Qˆ).
Now if p ≥ 2, then √λY d· (·) ∈ Hp,1T (F, Qˆ) by Lemma 5.2.8 since Y d(τ) ∈ Sp(Gτ ,P). Hence
(5.47) implies that F b
Y d· (·)(·, 0, 0, 0) ∈ H
p,1
T (F, Qˆ) and the existence of a unique Sp-solution to
RBSDE(F,Qˆ)
(
F b
Y d· (·), S
b, ξb
)
follows from Theorem 3.1 in [BPTZ15]. We infer from Theorem
5.3.5 that (Y, Z, U,M,K) defined by (5.28) is an Sp-solution to the RBSDE(F, S, ξ).
For p ∈ (1, 2) and √λY d· (·) ∈ Hp,1T (F, Qˆ), again (5.47) ensures that F bY d· (·)(·, 0, 0, 0) ∈ H
p,1
T (F, Qˆ)
and similar arguments as for the case p ≥ 2 yield the existence of an Sp-solution to the
RBSDE(F,Qˆ)
(
F b
Y d· (·), S
b, ξb
)
and thus to the RBSDE(F, S, ξ).
5.4 Existence of solutions for drivers with quadratic growth
We illustrate in this section the use of the decomposition approach given by Theorem 5.3.5 to
show the existence of bounded solutions to the RBSDE(F, S, ξ) for the class of drivers having
quadratic growth in z and exponential growth in u. We restrict ourselves to the following type
of filtrations F:
Assumption 5.4.1. F is the completion of the filtration generated by the Brownian motion B.
The following proposition from [CJZ13] discusses some consequences of Assumption 5.4.1 for
the predictable martingale representation property in the filtrations G and Gτ .
Proposition 5.4.2. Under Assumption 5.4.1, we have:
i) For every (G,P)-locally square integrable martingale M , there exist Z ∈ LG(BG) and
U ∈ LG(NG) such that
M = M0 +
∫ ·
0
ZdBG +
∫ ·
0
UdNG. (5.48)
ii) For every (Gτ ,P)-locally square integrable martingale Md(τ), there exists a predictable
process Zd(τ) ∈ LGτ (BGτ ) such that
Md(τ) = Md0 (τ) +
∫ ·
0
Zd(τ)dBGτ . (5.49)
Proof. See [CJZ13, Proposition 5.5].
In view of Part i) of Proposition 5.4.2, every (G,P)-locally square integrable martingale M
belonging to the space MlocG (BG,P) ∩ MlocG (NG,P) is the null martingale. Now note that if
(Y, Z, U,K) is a quadruplet of G-adapted processes satisfying⎧⎪⎨⎪⎩
Yt = ξ +
∫ T
t F (s, Ys−, Zs, Us)ds−
∫ T
t ZsdB
G
s −
∫ T
t UsdN
G
s +KT −Kt, t ∈ [0, T ],
Yt ≥ St, t ∈ [0, T ],∫ T
0
(
Ys− − Ss−
)
dKs = 0,
(5.50)
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then (Y,Z, U, 0,K) is a solution to the RBSDE(F, S, ξ). We can therefore refer to the system
of equations (5.50) as the RBSDE(F, S, ξ) and a quadruplet of processes (Y, Z, U,K) satisfying
(5.50) as a solution to the RBSDE(F, S, ξ).
Regarding the terminal value ξ and the obstacle process S we require the following conditions
on their pre-default and post-default values:
Assumption 5.4.3. Let ξ and S be given respectively by (5.10) and (5.11). We suppose that
(H1’) The processes Sb and Sd(τ) have continuous paths. Moreover, Sb ∈ S∞T (F) and Sd(τ) ∈
S∞T (Gτ ).
(H1”) ξb ∈ L∞(F) and ξd(τ) ∈ L∞(Gτ ).
Before being more precise on the assumptions for the driver, let us introduce the condition
(Aγ) which plays a useful role in establishing the existence and uniqueness of solutions for the
RBSDE(F, S, ξ).
Definition 5.4.4. We say that a P(H)⊗ B(Rn+2)− B(R)-measurable function g : [0, T ]× Ω×
Rn+2 → R, satisfies the condition (Aγ) if for every L > 0, there exists a P(H) ⊗ B(Rn+3) ⊗
B([−L,L]2) − B(R)-measurable function Π : [0, T ] × Ω × Rn+3 × [−L,L]2 → R, such that for
every (y, z, u, u′) ∈ Rn+1 × [−L,L]2 and for dt⊗ P-a.e. (t, ω) ∈ [0, T ]× Ω we have
g(t, ω, y, z, u)− g(t, ω, y, z, u′) ≤ λt(ω)Πy,z,u,u
′
(t, ω)(u− u′).
Moreover there exists a constant δL such that −1 ≤ Πy,z,u,u
′
(t, ω) ≤ δL, dt ⊗ P-a.e. (t, ω) ∈
[0, T ]× Ω.
Remark 5.4.5. The condition (Aγ) appears in [QS13, KP15] and [QS14] respectively in the
context of BSDEs and RBSDEs with jumps driven by a Poisson process. It is imposed to at least
one driver when establishing the comparison principle for BSDEs or RBSDEs with jumps.
Observe that the condition (Aγ) on g implies that g is locally Lipschitz in u. Note that we require
only −1 ≤ Πy,z,u,u′ (t, ω) rather than the restrictive assumption −1+ δ ≤ Πy,z,u,u′ (t, ω) for some
δ > 0. The latter is the usual (Aγ) condition introduced in [Roy06] in the context of BSDEs
with jumps for the purpose of deriving a comparison principle.
We will consider the following set of conditions on F d and F b:
Assumption 5.4.6. There exist P(F)⊗B(R)−B(R)-measurable functions Σ, J : [0, T ]×Ω×R→
R, and positive constants C1, C2, Cy, Cz such that:
(Q1) For all (t, ω) ∈ [0, T ]× Ω, F b(t, ω, ·, ·, ·) and F d(t, ω, ·, ·) are continuous. Moreover for all
(y, z, u) ∈ Rn+2 we have dt⊗ P-a.e.
−C2 − Cy|y| − Cz||z||2 − λΣ(u) ≤F b(·, y, z, u) ≤ C1 + Cy|y|+ Cz||z||2 + λJ(u)
−C2 − Cy|y| − Cz||z||2 ≤F d(·, y, z) ≤ C1 + Cy|y|+ Cz||z||2.
(Q2) For every L > 0, there exists a constant δΣL > 0 such that for every u, u
′ ∈ [−L,L]
|Σt(u)− Σt(u′)| ≤ δΣL |u− u
′ |,∀ t ∈ [0, T ] P-a.s.
(Q3) The function λJ satisfies the condition (Aγ).
(Q4) The processes J(0),Σ(0) and F d(·, 0, 0) are bounded.
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Using (Q1) and (Q2) we have for (t, y, z, u) ∈ [0, T ]× Rn+2,
−C2 − Cy|y| − Cz||z||2 + λtΣt(u)1{t≤τ} ≤ F (t, y, z, u) ≤ C1 + Cy|y|+ Cz||z||2 + λtJt(u)1{t≤τ}. (5.51)
Remark 5.4.7. It follows from the bound (5.51) that F has quadratic growth in z. A particular
choice of Σ and J appearing in the literature of BSDEs [ABSEL10, Ngo10, JMN12, JMPR15]
are for example
Σ(u) = 1
Cz
(
e−Czu + Czu− 1
)
and J(u) = 1
Cz
(
eCzu − Czu− 1
)
, u ∈ R. (5.52)
The driver F is therefore allowed to have exponential growth in the jump variable u. In the partic-
ular case of where Σ and J are given by (5.52), solutions to BSDEs with drivers satisfying (5.51)
belong to the class of quadratic exponential semimartingales introduced in [Ngo10, EKMN16].
Our goal in the sequel is to show the existence of a bounded solution (Y,Z, U,K) to the
RBSDE (5.50) under Assumptions 5.4.3 and 5.4.6. First we show that for a solution (Y, Z, U,K)
of (5.50), the boundedness of Y confers nice integrability properties to the triplet (Z,U,K). We
begin with the following simple lemma regarding the pointwise boundedness of U .
Lemma 5.4.8. Let (Y, Z, U,K) be a bounded solution to (5.50). Then |U | ≤ 2||Y ||∞, dt⊗P-a.e..
Proof. Following the proof of Proposition 5.3.4, we can assume w.l.o.g. that there exists a P(F)-
measurable process U˜ such that Ut = U˜t1{t≤τ}, t ∈ [0, T ]. Since K is P(G)-measurable and τ is
totally inaccessible the jump size of Y at τ is given by U˜τ . Thus |U˜τ1{τ≤T}| = |∆Yτ1{τ≤T}| ≤
2||Y ||∞. By Lemma 4.2.16, |U˜ | ≤ 2||Y ||∞, dt⊗ P-a.e..
The following proposition shows that the boundedness of Y confers to its martingale part a
BMO property and that the increasing process K belongs to the space ISBMO(G,P). It has
been recently established in [Lio14] in the case without jumps.
Proposition 5.4.9. Suppose that Assumptions 5.4.3 and 5.4.6 hold. Let (Y, Z, U,K) be a
bounded solution to (5.50). Then (Z,U,K) ∈ H2,nBMO(G,P)× L2BMO(G,P)× ISBMO(G,P).
Proof. Assume that Y is bounded. As U · NG has quadratic variation U2τD, we deduce from
Lemma 5.4.8 that U ∈ L2BMO(G,P). We now show that (Z,K) ∈ H2,nBMO(G,P)×ISBMO(G,P).
To achieve this, we follow the same line of arguments as in [Lio14]. Let µ ∈ R to be chosen
later. Let σ ∈ TT (G). By Itô’s formula and the dynamical description (5.50) of Y , we have
eµYσ + 12µ
2
∫ T
σ
eµYs− ||Zs||2ds− µ
∫ T
σ
eµYs−dKs +
∑
σ<s≤T
{
eµYs − eµYs− − µeµYs−∆Ys
}
= eµYT − µ
∫ T
σ
eµYs−
(
−F (s, Ys−, Zs, Us)ds+ UsdNGs + ZsdBGs
)
.
Clearly, ∑σ<s≤T {eµYs − eµYs− − µeµYs−∆Ys} = ∑σ<s≤T {eµYs− (eµ∆Ys − 1− µ∆Ys)} ≥ 0 due
to the positivity of the function R ∋ x ↦→ ex − 1− x. We infer from the above equality that
1
2µ
2
∫ T
σ
eµYs− ||Zs||2ds− µ
∫ T
σ
eµYs−dKs
≤ eµYT − µ
∫ T
σ
eµYs−
(
−F (s, Ys−, Zs, Us)ds+ UsdNGs + ZsdBGs
)
.
The processes Y and U being bounded, the local martingales
∫ ·
0 e
µYs−UsdN
G
s and
∫ ·
0 e
µYs−ZsdB
G
s
are true martingales. Taking the conditional expectations in the above inequality w.r.t. Gσ leads
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to
1
2µ
2E
[∫ T
σ
eµYs− ||Zs||2ds
⏐⏐Gσ
]
− µE
[∫ T
σ
eµYs−dKs
⏐⏐Gσ
]
≤ E
[
eµYT
⏐⏐Gσ]+ µE
[∫ T
σ
eµYs−F (s, Ys−, Zs, Us)ds
⏐⏐Gσ
]
. (5.53)
Using the bounds of F given by (5.51), one obtains
|F (s, Ys−, Zs, Us)| ≤ C1 + C2 + Cy|Ys−|+ Cz||Zs||2 + |λsΣs(Us)|+ |λsJs(Us)|, s ∈ [0, T ].
As U is bounded, the properties (Q2) and (Q3) imply that there exists C > 0 such that
|λΣ(U)|+ |λJ(U)| < C. (5.54)
Taking into account the latter estimate of F (·, Y−, Z, U), we obtain from (5.53) after rearranging
terms that(1
2µ
2 − |µ|Cz
)
E
[∫ T
σ
eµsYs− ||Zs||2ds
⏐⏐Gσ
]
− µE
[∫ T
σ
eµsYs−dKs
⏐⏐Gσ
]
≤ e|µ|||Y ||∞C∞,
with C∞ = (1 + |µ|T (C + C1 + C2 + Cy||Y ||∞)). We choose µ = −5Cz. Then 12µ2 − Cz|µ| =
15
2 C
2
z . Using the inequality e−µ||Y ||∞ ≤ e−µYs− ≤ e|µ|||Y ||∞ we obtain
15
2 C
2
zE
[∫ T
σ
||Zs||2ds
⏐⏐Gσ
]
+ 5CzE
[
KT −Kσ
⏐⏐Gσ] ≤ e10Cz ||Y ||∞C∞.
Since σ is arbitrary, we deduce that (Z,U,K) ∈ H2,nBMO(G,P)×L2BMO(G,P)×ISBMO(G,P).
Proposition 5.4.9 shows that S∞T (G) × H2,nBMO(G,P) × L2BMO(G,P) × ISBMO(G,P) is the
natural normed space for a bounded solution. Taking this into account, we will use techniques
from BSDEs [AIDR07, ABSEL10] to provide a priori estimates in Section 5.4.1 ensuring the
uniqueness of a bounded solution, see Corollary 5.4.16.
5.4.1 A priori estimates of bounded solutions
In this section, we present an analysis of the norm of bounded solutions to RBSDEs (5.50)
w.r.t. their input data. The a priori estimates we give here follow the same guideline as the a
priori estimates for BSDEs of quadratic growth with a single jump which appear in [ABSEL10].
However additional attention is required for the treatment of the increasing process K of a
solution (Y,Z, U,K). Our analysis will be carried out for drivers with pre-default and post-
default values satisfying the following assumption:
Assumption 5.4.10. For a driver F with pre-default and post-default values F b and F d, we
suppose that F b and F d have the following properties:
(L1) There exists constants Cy and Cz such that ∀ y, y′ , u, z, z′ ∈ R
|F d(·, y, z)− F d(·, y′ , z)|+ |F b(·, y, z, u)− F b(·, y′ , z, u)| ≤ Cy|y − y′ |
|F d(·, y, z)− F d(·, y, z′) ≤ Cz(1 + ||z||+ ||z′ ||)||z − z′ ||,
|F b(·, y, z, u)− F b(·, y, z′ , u)| ≤ Cz(1 + ||z||+ ||z′ |)||z − z′ ||
(L2) The map F b satisfies the condition (Aγ).
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(L3) The processes F d(·, 0, 0) and F b(·, 0, 0, 0, ) are uniformly bounded.
Remark 5.4.11. One verifies that Assumption 5.4.10 implies Assumption 5.4.6 with λtΣt(u) =
λtJt(u) = F b(·, 0, 0, u), (t, u) ∈ [0, T ]× R.
The following proposition gives an estimate of the norm of a bounded solution to the RBSDE
(5.50) w.r.t. its data. For a càdlàg process ζ, we set ζ∗T = supt∈[0,T ] |ζt|.
Proposition 5.4.12. Let (F, S, ξ) be a set of data satisfying Assumptions 5.4.3 and 5.4.10 and
(Y, Z, U,K) be a bounded solution to the RBSDE(F, S, ξ). Then for every q ≥ 1, there exist
r > 1 and a constant C > 0 depending only ||Y ||∞, |λ|∞, p and T such that
E
[
sup
t∈[0,T ]
|Yt|2q +
(∫ T
0
(
||Zs||2 + |Us|2λs1{s≤τ}
)
ds
)q
+K2qT
]
≤ C
⎛⎝E
⎡⎣|ξ|2qr + |S∗T |2qr +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2qr⎤⎦⎞⎠ 1r . (5.55)
For the proof, we will rely on two lemmas. First we introduce some notation before stating
the lemmas. The equation describing the dynamics of Y can be written in the linearized form
−dYs = (F (s, 0, 0, 0) + ϕsYs− + ϑsUs) ds+ dKs − Zs(dBGs − ψsds)− UsdNGs , s ∈ [0, T ],(5.56)
where ϕ,ψ and ϑ are defined for s ∈ [0, T ] as follows
ϕs =
F (s, Ys−, Zs, Us)− F (s, 0, Zs, Us)
Ys−
1{Ys− ̸=0}, (5.57)
ϑs =
F (s, 0, 0, Us)− F (s, 0, 0, 0)
Us
1{Us ̸=0}, (5.58)
ψs =
F (s, 0, Zs, Us)− F (s, 0, 0, Us)
||Zs||2 Zs1{||Zs||̸=0}. (5.59)
By (L1), we have |ϕs| ≤ Cy and |ψs| ≤ Cz(1 + |Zs|), s ∈ [0, T ]. Thus ψ ∈ H2,nBMO(G,P) as
Z ∈ H2,nBMO(G,P). We consider the probability measure Q equivalent to P on GT and with
density
dQ/dP
⏐⏐
GT := E
(
ψ ·BG
)
T
. (5.60)
We recall from Lemma 5.4.8 that U is pointwise bounded. Hence the condition (Aγ) implies
that there exists a bounded process Π with norm depending on ||Y ||∞ such that
|ϑs| ≤ |Πs|λs1{s≤τ}, s ∈ [0, T ]. (5.61)
We begin with the following lemma which shows that K ∈ ISpT (G,Q) for every p > 1.
Lemma 5.4.13. We keep the notation and hypotheses of Proposition 5.4.12. Let Q be the
measure defined by (5.60). Then for every p > 1, there exists C ′ > 0 depending only on
||Y ||∞, |λ|∞, p and T such that
EQ
[
K2pT
]
≤ C ′EQ
⎡⎣ sup
t∈[0,T ]
|Yt|2p +
(∫ T
0
(||Zs||2 + |Us|2λs1{s≤τ}) ds
)p
+
(∫ T
0
|F (s, 0, 0, 0)|ds
)2p⎤⎦ .
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Proof. Let p > 1. In the sequel, C1, C2, · · · denote arbitrary constants depending only on p, T ,
||Y ||∞ and |λ|∞. Using (5.56), we have
KT = Y0 − YT −
∫ T
0
(ϕsYs− + ϑsUs + F (s, 0, 0, 0)) ds+
∫ T
0
UsdN
G
s +
∫ T
0
Zs
(
dBGs − ψsds
)
.
Observe that |Y0 − YT |2p ≤ C1 supt∈[0,T ] |Yt|2p and therefore
K2pT ≤ C2
⎛⎝ sup
t∈[0,T ]
|Yt|2p +
(∫ T
0
|ϕsYs−|ds
)2p
+
(∫ T
0
|ϑsUs|ds
)2p
+
(∫ T
0
|F (s, 0, 0, 0)|ds
)2p⎞⎠
+ C2
⎡⎣(∫ T
0
UsdN
G
s
)2p
+
(∫ T
0
Zs
(
dBGs − ψsds
))2p⎤⎦ .
Clearly EQ
[(∫ T
0 |ϕsYs−|ds
)2p] ≤ C3E [supt∈[0,T ] |Yt|2p]. Recall from (5.61) that for s ∈ [0, T ]
we have |ϑs| ≤ |Πs|λs1{s≤τ}. An application of Hölder’s inequality and the boundedness of Π
and λ give
EQ
⎡⎣(∫ T
0
|ϑsUs|ds
)2p⎤⎦ ≤ EQ [(∫ T
0
|Πs|2λsds
)p(∫ T
0
|Us|2λs1{s≤τ}ds
)p]
≤ C4EQ
[(∫ T
0
|Us|2λs1{s≤τ}ds
)p]
.
Since NG and BG are orthogonal, the process NG is a (G,Q)-martingale. Moreover,
[
NG, NG
]
=
D. Using the inequality |Us| ≤ 2 supt∈[0,T ] |Yt|, s ∈ [0, T ] as well as the boundedness of Y , it
follows from the Burkholder Davis-Gundy (BDG) inequalities that
EQ
⎡⎣(∫ T
0
UsdN
G
s
)2p⎤⎦ ≤ C5EQ
[(∫ T
0
|Us|2d[NG, NG]s
)p]
= C5EQ
[∫ T
0
|Us|2pdDs
]
= C5EQ
[∫ T
0
|Us|2pdNGs +
∫ T
0
|Us|2pλs1{s≤τ}ds
]
≤ C6EQ
[
sup
t∈[0,T ]
|Yt|2p
]
.
By Girsanov’s theorem, BG−∫ ·0 ψsds is a (G,Q)-martingale. It follows from the BDG inequalities
that
EQ
⎡⎣(∫ T
0
Zs
(
dBGs − ψsds
))2p⎤⎦ ≤ C7EQ
[(∫ T
0
||Zs||2ds
)p]
.
Combining all these estimations, we obtain the desired inequality.
The following lemma provides a conditional estimate of the norm of the triplet (Y, Z, U).
Lemma 5.4.14. We keep the notation and hypotheses of Proposition 5.4.12. Let Q be the
measure defined by (5.60). Assume that there exists a constant β > 0 such that for every
t ∈ [0, T ]
eβtY 2t +
∫ T
t
(
||Zs||2 + 12 |Us|
2λs1{s≤τ}
)
ds
≤ eβT |ξ|2 + 2eβTKT |S∗T |+ 2
∫ T
t
eβs|Ys−||F (s, 0, 0, 0)|ds (5.62)
−2
∫ T
t
eβsYs−Zs(dBGs − ψsds)−
∫ T
t
eβsUs(2Ys− + Us)dNGs .
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Then for every p > 1, there exists a constant Cp depending only on ||Y ||∞, |λ|∞, p and T such
that
EQ
[
sup
t∈[0,T ]
|Yt|2p +
(∫ T
0
(
||Zs||2 + |Us|2λs1{s≤τ}
)
ds
)p]
≤ CpEQ
⎡⎣|ξ|2p +KpT |S∗T |p +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2p⎤⎦ . (5.63)
Proof. The inequality (5.62) is identical to the inequality (12) in [ABSEL10] and the proof of
(5.63) follows from Lemma 2.4 in [ABSEL10].
Proof of Proposition 5.4.12. Let q ≥ 1. The proof will consist of two steps.
Step 1. We first establish (5.55) under the equivalent measure Q, i.e. we show that for every
p > 1 there exists a constant C ′p depending only ||Y ||∞, |λ|∞, p and T such that
EQ
[
sup
t∈[0,T ]
|Yt|2p +
(∫ T
0
(
||Zs||2 + |Us|2λs1{s≤τ}
)
ds
)p
+K2pT
]
≤ C ′pEQ
⎡⎣|ξ|2p + |S∗T |2p +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2p⎤⎦ . (5.64)
Let β > 0 be a constant to be chosen later. An application of Itô’s formula yields for t ∈ [0, T ]
eβtY 2t +
∫ T
t
eβs||Zs||2ds+
∑
t<s≤T
eβs|δYs|2 = eβT |ξ|2 − β
∫ T
t
eβsY 2s−ds− 2
∫ T
t
Ys−dYs. (5.65)
Clearly, ∆Ys = Us∆NGs +∆Ks, s ∈ [0, T ]. Moreover the jump times of K and NG are distinct.
Hence for t ∈ [0, T ]∑
t<s≤T
eβs|∆Ys|2 =
∑
t<s≤T
eβs|∆Ks|2 +
∑
t<s≤T
eβs|Us|2|∆NGs |2 ≥
∑
t<s≤T
eβs|Us|2|∆NGs |2.
Recall that dDt = dNGt + λt1{t≤τ}dt, t ∈ [0, T ] and NG has jump size 1. Thus |∆NGs |2 =
|∆NGs |, s ∈ [0, T ]. As |U | ≤ 2||Y ||∞, the process
∫ ·
0 e
βs|Us|2dDs is a special semimartingale and
for t ∈ [0, T ]
∑
t<s≤T
eβs|Us|2|∆NGs |2 =
∫ T
t
eβs|Us|2dDs =
∫ T
t
eβs|Us|2dNGs +
∫ T
t
eβs|Us|2λs1{s≤τ}ds.
We infer from (5.65) that for t ∈ [0, T ]
eβtY 2t +
∫ T
t
eβs
(
||Zs||2 + |Us|2λs1{s≤τ}
)
ds
≤ eβT |ξ|2 − β
∫ T
t
eβs|Ys−|2ds− 2
∫ T
t
eβsYs−dYs −
∫ T
t
eβs|Us|2dNGs . (5.66)
From the Skorohod condition
∫ T
0
(
Ys− − Ss−
)
dKs = 0, we deduce that∫ T
t
eβsYs−dKs =
∫ T
t
eβs(Ys− − Ss−)dKs +
∫ T
t
eβsSs−dKs ≤
∫ T
t
eβsSs−dKs,
≤ 2eβT |S∗T |KT , t ∈ [0, T ].
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By the above bound, it follows from (5.66) and the equation (5.56) that for t ∈ [0, T ]
eβtY 2t +
∫ T
t
eβs
(
||Zs||2 + |Us|2λs1{s≤τ}
)
ds
≤ eβT |ξ|2 + 2eβT |S∗T |KT + 2
∫ T
t
eβs|Ys−||F (s, 0, 0, 0)|ds (5.67)
+
∫ T
t
eβs
(
−β|Ys−|2 + 2ϕsY 2s− + 2ϑsYs−Us
)
−2
∫ T
t
eβsYs−Zs
(
dBGs − ψsds
)
− 2
∫ T
t
eβsUs (2Ys− + Us) dNGs .
Note that for s ∈ [0, T ], |ϑs| ≤ Πs|λs|1{s≤τ} and Young’s inequality 2|ab| ≤ 2a2 + 12b2, a, b ∈ R
yields 2|ϑsYs−Us| ≤ 2Π2s|Ys−|2λs + 12 |Us|2λs1{s≤τ}. Choosing β ≥ 2||ϕ||∞ + 2||Π||∞|λ|∞ and
rearranging terms in (5.67), one sees that (5.62) is satisfied, i.e. for t ∈ [0, T ]
eβtY 2t +
∫ T
t
(
||Zs||2 + 12 |Us|
2λs1{s≤τ}
)
ds
≤ eβT |ξ|2 + 2eβT |S∗T |KT + 2
∫ T
t
eβs|Ys−||F (s, 0, 0, 0)|ds
−2
∫ T
t
eβsYs−Zs(dBGs − ψsds)−
∫ T
t
eβsUs(2Ys− + Us)dNGs .
Let p > 1. By Lemma 5.4.14, there exists Cp > 0 depending only on ||Y ||∞, |λ|∞, p and T such
that
EQ
[
sup
t∈[0,T ]
|Yt|2p +
(∫ T
0
(
||Zs||2 + |Us|2λs1{s≤τ}
)
ds
)p]
≤ CpEQ
⎡⎣|ξ|2p + |S∗T |pKpT +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2p⎤⎦ . (5.68)
Now Lemma 5.4.13 gives an estimate of EQ
[
K2pT
]
which combined with (5.68) yields
EQ
[
K2pT
]
≤ CEQ
⎡⎣|ξ|2p + |S∗T |pKpT +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2p⎤⎦ , (5.69)
for some constant C > 0. Observe from (5.68) and (5.69) that (5.64) holds, provided we have
an appropriate bound for EQ [KpT |S∗T |p]. Applying Hölder’s inequality and binomial inequality,
we have
CEQ [|S∗T |pKpT ] ≤
1
2C
2EQ
[
|S∗T |2p
]
+ 12E
Q
[
K2pT
]
. (5.70)
Combining (5.69) and (5.70), we see that there exists a constant C ′ > 0 such that
EQ [KpT |S∗T |p] ≤ C
′
EQ
⎡⎣|ξ|2p + |S∗T |2p +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2p⎤⎦ .
Inserting the latter inequality into (5.68) and (5.69), one obtains (5.64).
Step 2. We show (5.55) using (5.64) and Bayes’ formula. Recall from (5.60) that dQ/dP
⏐⏐
GT =
E
(
ψ ·BG
)
T
. Define BˆG = BG − ∫ ·0 ψsds. One verifies that E (ψ ·BG)T E (−ψ · BˆG)T = 1.
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The process ψ ·BG being a BMO martingale, we infer from [Kaz94, Theorems 3.1 and 3.6] that
there exists p, l > 1 depending only on ||ψ||H2,nBMO(G,P) such that E
(
ψ ·BG
)
T
∈ Lp(GT ,P) and
E
(
−ψ · BˆG
)
T
∈ Ll(GT ,Q). Let p′ and l′ > 1 be such that 1p + 1p′ = 1 and
1
l +
1
l′ = 1. In what
follows, C > 0 is an arbitrary constant that changes values from one line to the other. Applying
Bayes’ formula, Hölder’s inequality and binomial inequality together with (5.64), we obtain with
r = p′ l′ that
E
[
sup
t∈[0,T ]
|Yt|2q
]
= EQ
[
E
(
−ψ · BˆG
)
T
sup
t∈[0,T ]
|Yt|2q
]
≤
(
EQ
[
E
(
−ψ · BˆG
)l
T
]) 1
l
(
EQ
[
sup
t∈[0,T ]
|Yt|2ql
′
]) 1
l
′
≤ C
⎛⎜⎝EQ
⎡⎢⎣|ξ|2ql′ + |S∗T |2ql′ +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2ql′⎤⎥⎦
⎞⎟⎠
1
l
′
≤ C
(
E
[
E (ψ ·BG)p
T
]) 1
rpl
′
⎛⎝E
⎡⎣|ξ|2qr + |S∗T |2qr +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2qr⎤⎦⎞⎠ 1r .
One shows analogously that
E
[(∫ T
0
(
||Zs||2 + |Us|2λs1{s≤τ}
)
ds
)q
+K2qT
]
≤ C
⎛⎝E
⎡⎣|ξ|2qr + |S∗T |2qr +
(∫ T
0
|F (s, 0, 0, 0)|ds
)2qr⎤⎦⎞⎠ 1r .
This completes the proof.
The following theorem provides a priori estimates of solutions to the RBSDE (5.50) w.r.t. its
input data.
Theorem 5.4.15. Let (F, S, ξ) and (F , S, ξ) be two sets of data satisfying Assumptions 5.4.3
and 5.4.10. Let (Y,Z, U,K) (resp. (Y , Z, U,K) be bounded solutions to RBSDE(F, S, ξ) (resp.
(F , S, ξ)). Let δY, δZ, δU, δK, δF, δξ and δS be defined by:
δY = Y − Y , δZ = Z − Z, δU = U − U, δK = K −K,
δF = F (, Y −, Z, U)− F (·, Y −, Z, U), δξ = ξ − ξ, δS = S − S.
For every q ≥ 1, there exists a constant C ′ > 0 and r > 1 depending only T, |λ|∞, ||Y ||∞ and
||Y ||∞ such that
E
[
sup
t∈[0,T ]
|δYt|2q +
(∫ T
0
(
|δZs|2 + |δUs|2λs1{τ≤s}
)
ds
)q
+ |δKT |2q
]
≤ C ′
⎛⎝E
⎡⎣|δξ|2qr + sup
t∈[0,T ]
|δSt|qr|KT +KT |qr +
(∫ T
0
|δFs|ds
)2qr⎤⎦⎞⎠ 1r . (5.71)
Proof. For the proof, we will proceed as in Proposition 5.4.12 by first providing a similar estimate
under an auxiliary measure (see (5.74)) and obtain (5.71) using Bayes’ formula and Hölder’s
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inequalities. In order to introduce the aforementioned measure, let us fix some notation. Let
ϕ,ψ and ϑ be the processes defined for s ∈ [0, T ] by
ϕs =
F (s, Ys−, Zs, Us)− F (s, Y s−, Zs, Us)
δYs−
1{δYs ̸=0},
ϑs =
F (s, Y s−, Zs, Us)− F (s, Y s, Zs, Us)
δUs
1{δUs ̸=0},
ψs =
F (s, Y s−, Zs, Us)− F (s, Y s−, Zs, Us)
|δZs|2 (δZs) 1{||δZs||̸=0}.
One verifies that for t ∈ [0, T ]
−F (t, Yt−, Zt, Ut) + F (t, Y t−, Z, U t) = −ϕtδYt − ψtδZt − ϑtδUt − δFt.
Using the definition of solutions, we have for t ∈ [0, T ]
dδYt = −
(
ϕtδYt− + ϑtδUt
)
dt− δFtdt− dδKt + δZt
(
dBGt − ψtdt
)
+ δUtdNGt . (5.72)
By Lemma 5.4.8, δU is bounded. Due to the condition (Aγ), there exists a real valued F-
predictable bounded process Π with norm depending on ||Y ||∞, ||Y ||∞ such that
|ϑt| ≤ |Πt|λt1{t≤τ}, t ∈ [0, T ].
By Assumption 5.4.10, |ϕ| ≤ Cy and |ψ| ≤ Cz(1 + |δZ|). Clearly ψ ∈ H2,nBMO(G,P) since
δZ ∈ H2,nBMO(G,P). We consider the measure Q equivalent to P on GT with density
dQ/dP
⏐⏐
GT = E
(
ψ ·BG
)
T
. (5.73)
To show (5.71), it will suffice to show that for every p > 1, there exists a constant Cp which
depends only on p, T, |λ|∞, ||Y ||∞ and ||Y ||∞ such that
EQ
[
sup
t∈[0,T ]
|δYt|2p +
(∫ T
0
(
|δZs|2 + |δUs|2λs1{s≤τ}
)
ds
)p
+ δK2pT
]
≤ CpEQ
⎡⎣|δξ|2p + sup
t∈[0,T ]
|δSt|p|KT +KT |p +
(∫ T
0
|δFs|ds
)2p⎤⎦ . (5.74)
Indeed, (5.74) and the same arguments as those in Step 2 of Proposition 5.4.12 lead to (5.71).
Let p > 1. In the sequel, we focus on showing (5.74). Let β > 0 to be chosen later. Let t ∈ [0, T ].
Then by Itô’s formula, we have
eβT |δYt|2 +
∫ T
t
eβs|δZs|2ds+
∑
t<s≤T
eβs|∆δYs|2 = eβT |δξ|2 − β
∫ T
t
eβsδY 2s−ds− 2
∫ T
t
eβsδYs−dδYs.
Applying the same arguments as those leading to (5.66), we obtain
eβt|δYt|2 +
∫ T
t
eβs
(
||Zs||2 + |δUs|2λs1{s≤τ}
)
ds (5.75)
≤ eβT |δYT |2 − β
∫ T
t
eβsδY 2s−ds− 2
∫ T
t
eβsδYs−dδYs −
∫ T
t
eβs|δUs|2dNGs . (5.76)
Note that the Skorohod conditions
∫ T
0
(
Ys−−Ss−
)
dKs = 0 and
∫ T
0
(
Y s−−S−
)
dKs = 0, and the
monotonicity of K and K entail that
∫ T
t e
βs
(
δYs− − δS−
)
dδKs ≤ 0. Consequently∫ T
t
eβsδYs−dδKs ≤
∫ T
t
eβsδSs−dδKs ≤ eβT sup
s∈[0,T ]
|δSs| × |KT +KT |. (5.77)
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Inserting (5.77) into (5.75) and using the dynamical description (5.72) of δY leads to the in-
equality
eβt|δYt|2 +
∫ T
t
eβs
(
|δZ|2s + |δUs|2λs1{s≤τ}
)
ds
≤ eβT |δξ|2 + 2eβT sup
t∈[0,T ]
|δSt| × |KT +KT |+ 2
∫ T
t
eβs|Ys−|δFs|ds
+
∫ T
t
eβs
(
−β|Ys−|2 + 2ϕs−δY 2s− + 2ϑsδYs−δUs
)
ds
−2
∫ T
t
eβsδYs−δZs
(
dBGs − ψsds
)
− 2
∫ T
t
eβsδUs (2δYs− + δUs) dNGs .
Employing the binomial inequality 2|ϑδYs−δUs| ≤ 2|Πs|2|δY 2s−λs + 12 |δUs|2λs1{s≤τ}, s ∈ [0, T ]
and choosing β ≥ 2||ϕ||∞ + 2||Π||∞|λ|∞, we obtain
eβt|δYt|2 +
∫ T
t
eβs
(
|δZ|2s + |δUs|2λs1{s≤τ}
)
ds
≤ eβT |δξ|2 + 2eβT sup
t∈[0,T ]
|δSt| × |KT +KT |+ 2
∫ T
t
eβs|Ys−| × |δFs|ds
−2
∫ T
t
eβsδYs−δZs
(
dBGs − ψsds
)
− 2
∫ T
t
eβsδUs (2δYs− + δUs) dNGs .
The above inequality is of type (5.62) and Lemma 5.4.14 guarantees that there exists C ′p > 0
such that
EQ
[
sup
t∈[0,T ]
|δYt|2p +
(∫ T
0
(
|δZs|2 + |δUs|2λs1{s≤τ}
)
ds
)p]
≤ C ′pEQ
⎡⎣|δξ|2p + sup
t∈[0,T ]
|δSt|p × |KT +KT |p +
(∫ T
0
|δFs|ds
)2p⎤⎦ .
It remains to give a suitable estimate of EQ
[
δK2pT
]
. Using (5.72), we have
δKT = δY0 − δξ −
∫ T
0
(
ϕsδYs− + ϑsδUs + δFs
)
ds+
∫ T
0
δZs
(
dBGs − ψsds
)
+
∫ T
0
δUsdN
G
s .
Employing similar arguments as those in the proof of Lemma 5.4.13, one shows that
EQ
[
δK2pT
]
≤ C5EQ
⎡⎣ sup
t∈[0,T ]
|δYt|2p +
(∫ T
0
(
|δZs|2 + |δUs|2λs1{s≤τ}
)
ds
)p
+
(∫ T
0
|δFs|ds
)2p⎤⎦ .
We obtain (5.74) by summing up the last two estimates. Following the same arguments as in
the proof of Step 2 of Proposition 5.4.12, (5.71) is seen to be a consequence of (5.74).
Theorem 5.4.15 leads to the following uniqueness result.
Corollary 5.4.16. Suppose that Assumptions 5.4.3 and 5.4.10 hold. Then the RBSDE (5.50)
admits at most one bounded solution (Y, Z, U,K).
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5.4.2 Existence of solutions
In the previous section, we derived a stability result under Assumptions 5.4.3 and 5.4.10 which
guarantees the uniqueness of bounded solutions to the RBSDE(F, S, ξ). We focus in this section
on proving the existence of a bounded solution and this under the weaker hypotheses Assump-
tions 5.4.3 and 5.4.6. To achieve this, we will apply the two step decomposition approach given
by Theorem 5.3.5. To this end, it suffices to show that the RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
and RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb
)
admit a bounded solution for Γ appropriately chosen. First let
us make precise the structure of the solution of the aforementioned RBSDEs as well as their
reformulation in the context of Assumption 5.4.1. Following Part ii) of Proposition 5.4.2, the
filtration Gτ is continuous and every local martingale in the space MlocGτ (BG
τ
,P) is the null
martingale. Consequently, every solution to RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
is of the form(
Y d(τ), Zd(τ), 0,Kd(τ)
)
with
(
Y d(τ), Zd(τ),Kd(τ)
)
satisfying⎧⎪⎨⎪⎩
Y dt (τ) = ξd(τ) +
∫ T
t F
d(s, Y ds−(τ), Zds (τ))ds+
∫ T
t dK
d
s (τ)−
∫ T
t Z
d
s (τ)dBG
τ
s , t ∈ [0, T ],
Y dt (τ) ≥ Sdt (τ), t ∈ [0, T ],∫ T
0
(
Y dt (τ)− Sdt (τ)
)
dKdt (τ) = 0.
(5.78)
We will also refer to (5.78) as the RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
and a solution will simply be
denoted by the triplet
(
Y d(τ), Zd(τ),Kd(τ)
)
.
Remark 5.4.17. As mentioned in Remark 5.3.10, working with the data
(
F d, Sd(τ), ξd(τ)
)
leads
to the same result as with the data
(
F dD−, Sd(τ)D, ξd(τ)DT
)
when carrying out the pasting
procedure since we are only interested in the values of the solution after τ . We choose the data(
F d, Sd, ξd(τ)
)
as we aim to apply Theorem 5.4.18 below to ensure the existence of a solution to
RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
under Assumption 5.4.6. The Skorohod condition in (5.78) is
equivalent to that in (5.17). This follows from the continuity of the obstacle Sd(τ) and the first
component of every solution to (5.78), see Theorem 5.4.18.
We now move to the pre-default RBSDE. Let Γ be an F-optional process. Recall from (5.18)
that
F bΓ (t, ·, y, z) = F b(t, ·, y, z,Γt − y) + λt(Γt − y), (t, y, z) ∈ [0, T ]× R× Rn. (5.79)
Since B admits the predictable representation property w.r.t. (F,P)-local martingales, Theorem
13.12 in [HWY92] implies that every (F, Qˆ)-local martingale is a stochastic integral w.r.t. the
process BF given by (5.15). As a result, the null martingale is the only element of the space
MlocF (BF, Qˆ). Hence every solution to the RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb) is of the form (Y b, Zb, 0,Kb)
where (Y b, Zb,Kb) satisfies⎧⎪⎨⎪⎩
Y bt = ξb +
∫ T
t F
b
Γ (s, Y bs , Zbs )ds+
∫ T
t dK
b
s −
∫ T
t Z
b
s dB
F
s , t ∈ [0, T ],
Y bt ≥ Sbt , t ∈ [0, T ],∫ T
0
(
Y bt − Sbt
)
dKbt = 0.
(5.80)
We will refer to (5.80) as RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb
)
and we will denote a solution by
(
Y b, Zb,Kb
)
.
To show the existence of a solution to both RBSDEs (5.78) and (5.80), we will use the
following result:
Theorem 5.4.18. [KLQT02, Theorem 2.1] Let X ∈ S∞T (F) with continuous paths and ζ ∈
L∞(FT ). Let f : [0, T ]×Ω×R×Rn → R, be P(F)⊗B(R)⊗B(Rn)−B(R)-measurable. Suppose
that the following hold:
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1. X has continuous paths and XT ≤ ζ,
2. for all (t, ω) ∈ [0, T ]× Ω, f(t, ω, ·, ·) is continuous,
3. there exists a positive constant C > 0 and a strictly positive function l such that∫ ∞
0
dx
l(x) = +∞ with |f(t, ω, y, z)| ≤ l(y) + C||z||
2, dt⊗ P-a.e. (t, ω) ∈ [0, T ]× Ω.
Then the RBSDE in the filtration F and w.r.t. the measure P associated to the driver f , obstacle
X and terminal value ζ (hereby denoted by RBSDE(F,P)
(
f,X, ζ
)
) admits a solution (P,Q, V ) ∈
S∞T (F)×H2,nT (F,P)× IST (F), i.e. (P,Q, V ) satisfies{
Pt = ζ +
∫ T
t f(s, Ps, Qs)ds+ VT − Vt −
∫ T
t QsdBs, t ∈ [0, T ],
Pt ≥ Xt and
∫ T
0 (Ps −Xs) dVs = 0.
(5.81)
The following proposition from [Lio14] collects additional properties of solutions for RBSDEs
in continuous filtrations.
Proposition 5.4.19. Let (f,X, ζ) be as in Theorem 5.4.18 and (P,Q, V ) ∈ S∞T (F)×H2,nT (F,P)×
IST (F) a solution to the RBSDE(F,P)
(
f,X, ζ). Then (Q,V ) ∈ H2,nBMO(F,P)× ISBMO(F,P).
Assume additionally that f satisfies Assumption 5.4.10. Let
(
f,X, V
)
be another set of data
satisfying the conditions in Theorem 5.4.18 and
(
P ,Q, V
) ∈ S∞T (F)×H2,nT (F,P)×ISBMO(F,P)
a solution to the RBSDE(F,P)
(
f,X, ζ
)
. If f(·, P ,Q) ≤ f(·, P ,Q), dt⊗ P-a.e.,X ≤ X and ζ ≤ ζ,
then P ≤ P .
Proof. Apply Proposition 1 in [Lio14] for the first assertion and Theorem 3 in [Lio14] for the
second one.
Remark 5.4.20. Theorem 5.4.18 and Proposition 5.4.19 are stated in the reference filtration F
and the reference measure P. They hold for every continuous filtration for which a martingale
representation theorem is valid.
Note that due to Assumption 5.4.3 and Assumption 5.4.6 (Q1), the triplet (F d, Sd(τ), ξd(τ)
)
satisfies all the conditions of Theorem 5.4.18. We therefore have the following result.
Theorem 5.4.21. Suppose that Assumptions 5.4.3 and 5.4.6 hold. Then there exists a bounded
solution
(
Y d(τ), Zd(τ),Kd(τ)
)
to RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
. Moreover,
(
Zd(τ),Kd(τ)
) ∈
H2,nBMO(Gτ ,P) × ISBMO(Gτ ,P). If additionally Assumption 5.4.10 holds, then the bounded so-
lution is unique.
Proof. Apply Theorem 5.4.18 and Proposition 5.4.19.
In the sequel, we consider a P(F)-measurable process Γ satisfying |Γ|∞ < +∞. Our goal is to
show that the RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb
)
admits a bounded solution. The special case Γ = Y d· (·)
where
(
Y d(τ), Zd(τ),Kd(τ)
)
is a bounded solution to RBSDE (5.78) will enable us to apply
Theorem 5.3.5 to obtain the existence of a bounded solution to RBSDE(F, S, ξ), see Theorem
5.4.24.
Assumption 5.4.6 confers to F b a quadratic growth in its second variable z. However, F b is
allowed to have exponential growth in y. Thus we cannot apply directly Theorem 5.4.18 to
obtain the existence of a bounded solution to the RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb
)
. To circumvent this
difficulty, we will proceed via a classical truncation procedure employed in the setting of BSDEs
of quadratic growth in z and possibly exponential growth in y, see [ABSEL10, JKP13, JMPR15].
We have the following result.
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Theorem 5.4.22. Suppose that Assumptions 5.4.3 and 5.4.6 hold. Let Γ be a predictable process
satisfying |Γ|∞ < +∞. Then the RBSDE(F,Qˆ)
(
F bΓ, S
b, ξb
)
admits a bounded solution.
Proof. For M > 0, we consider the function ρM and the driver F b,MΓ defined as follows
ρM (y) =
(
y ∨ −M) ∧M,y ∈ R,
F b,MΓ (t, ·, y, z) = F b(t, y, z,Γt − ρM (y)
)
+ λ(Γt − y), (t, y, z) ∈ [0, T ]× R× Rn.
We fix M > 0. Using the growth condition (Q1) of Assumption 5.4.6, we have for (t, y, z) ∈
[0, T ]× R× Rn
|F b,MΓ (t, y, z)| ≤ C1 + C2 + 2Cyy + 2Cz||z||2 + λt|y|+ λt|Γt
+λt|Σt
(
Γt − ρM (y)
)|+ λt|Jt(Γt − ρM (y))|.
Since the functions Σ, λJ are locally Lipschitz, and the processes λ,Γ are bounded, we deduce
from the above estimate that there exists δ1, δ2 > 0 depending on M , such that
|F b,MΓ (t, y, z)| ≤ δ1 + δ2|y|+ 2Cz||z||2, (t, y, z) ∈ [0, T ]× R× Rn.
The triplet
(
F b,MΓ , S
b, ξb
)
satisfies all the conditions of Theorem 5.4.18. Consequently, there
exists a bounded solution
(
Y b,M , Zb,M ,Kb,M
)
to the RBSDE(F,Qˆ)
(
F b,MΓ , S
b, ξb
)
. To conclude
the proof, it remains to show that we can chose M > 0 big enough such that |Y b,M | ≤ M .
For such a value of M , we have ρM (Y b,M ) = Y b,M and thus
(
Y b,M , Zb,M ,Kb,M
)
will define a
bounded solution to the RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb
)
. Now as Y b,Mt ≥ Sbt , t ∈ [0, T ], and Y b,MT = ξb,
the process Y b,M admits a lower bound independent of M , namely
Y b,Mt ≥ −||Sb||∞ − ||ξb||L∞(FT ). (5.82)
Let M = eCyT
(
C1T + ||Sb||∞ + ||ξb||L∞(FT ) + |λJ |∞T + |Γ|∞
)
and
(
Y b,M , Zb,M ,Kb,M
)
be a
bounded solution to the RBSDE(F,Qˆ)
(
F b,M , Sb, ξb
)
. We recall that
(
Y b,M , Zb,M ,Kb,M
)
satisfies
−dY b,Mt = F b,M
(
t, Y b,Mt , Z
b,M
t ,Γt − ρM
(
Y b,Mt
))
dt+ dKb,Mt − Zb,Mt dBFt , t ∈ [0, T ].
Let t ∈ [0, T ], ϵ > 0 and σϵ be defined as follows:
σϵ = inf{s ∈ [t, T ] : Y b,Ms ≤ Sbs + ϵ} ∧ T.
Let β be a real valued P(F)-measurable process to be made precise later. Itô’s formula yields
e
∫ t
0 βrdrY b,Mt = e
∫ σϵ
0 βrdrY b,Mσϵ −
∫ σϵ
t
e
∫ s
0 βrdrdY b,Ms −
∫ σϵ
t
βse
∫ s
0 βrdrY b,Ms ds, (5.83)
= e
∫ σϵ
0 βrdrY b,Mσϵ −
∫ σϵ
t
e
∫ s
0 βrdrZb,Ms dB
F
s +
∫ σϵ
t
e
∫ s
0 βrdrdKb,Ms (5.84)
+
∫ σϵ
t
e
∫ s
0 βrdr
[
F b,MΓ
(
s, Y b,Ms , Z
b,M
s ,Γs − ρM
(
Y b,Ms
))− βsY b,Ms ] ds.(5.85)
The process Γ − ρM
(
Y b,M
)
being bounded, the (Aγ) property6 of λJ implies that there exists
a bounded P(F)-measurable process ΠM with ΠM ≥ −1 and such that
λJ
(
Γ− ρM
(
Y b,M
)) ≤ λΠM(Γ− ρM(Y b,M))+ λJ(0), dt⊗ P-a.e..
6See Definition 5.4.4.
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Employing (Q1) and the above bound, we obtain for s ∈ [0, T ] the following upper bound for
F b,MΓ
F b,MΓ (s, Y
b,M
s , Z
b,M
s ) ≤ C1 + Cy|Y b,Ms |+ Cz|Zb,Ms |2 + λsJs
(
Γs − ρM (Y b,Ms
))
+ λs
(
Γs − Y b,Ms
)
,
≤ C1 + Cy|Y b,Ms |+ Cz|Zb,Ms |2 + λsJs(0)
+ λsΠMs
(
Γs − ρM
(
Y b,Ms
))
+ λs
(
Γs − Y b,Ms
)
.
Having chosen M ≥ ||Sb||∞ + ||ξb||L∞(FT ), we conclude that (5.82) Y b,M ≥ −M . Hence
ρM (Y p,M ) = Y b,M ∧ M . The facts that 1 + ΠM ≥ 0 and Γ − M ≤ 0 lead to the inequal-
ity
λsΠMs
(
Γs − ρM
(
Y b,Ms
))
+ λs
(
Γs − Y b,Ms
) ≤ λs(1 + ΠMs )(Γs − Y b,Ms )1{Y b,Ms ≤M}, s ∈ [0, T ].
A combination of the last two estimates yields the following upper bound
F b,MΓ (s, Y
b,M
s , Z
b,M
s ) ≤ C1 + Cz|Zb,Ms |2 + λsJs(0) + λs
(
1 + ΠMs
)
Γs1{Y b,Ms ≤M} + Cy|Y
b,M
s |
−λs
(
1 + ΠMs
)
Y b,Ms 1{Y b,M≤M}, s ∈ [0, T ].
One verifies that |Y b,Ms | = −sign(−Y b,Ms )Y b,Ms , s ∈ [0, T ]. We now choose β according to
βs = −Cysign(−Y b,Ms )− λs
(
1 + ΠMs
)
1{Y b,Ms ≤M}, s ∈ [0, T ].
As a result of the choice of β, we obtain that for s ∈ [0, T ]
F b,MΓ (s, Y
b,M
s , Z
b,M
s )− βsY b,Ms ≤ C1 + Cz|Zb,Ms |2 + λsJs(0) + λs
(
1 + ΠMs
)
Γs1{Y b,Ms ≤M}. (5.86)
To obtain an upper bound for Y b,Mt , we use the stopping time σϵ. On the set {σϵ = T}, Yσϵ = ξb.
The processes Y b,M and Sb being continuous, we have Y b,Mσϵ ≤ Sbσϵ+ϵ on {σϵ < T}. Furthermore,
we have Y bs > Sbs , s ∈ [t, σϵ] by definition of σϵ. The Skorohod condition
∫ σϵ
t
(
Y b,Ms −Sbs
)
dKb,Ms =
0 implies that Kb,Mσϵ = K
b,M
t . Inserting (5.86) into (5.83) and using the inequality Y
b,M
σϵ ≤
|ξb|+ |Sbσϵ |+ ϵ yields the bound
Y b,Mt ≤ e
∫ σϵ
t
βrdr
(
|ξb|+ |Sbσϵ |+ ϵ
)
−
∫ σϵ
t
e
∫ s
t
βrdr
(
Zb,Ms dB
F
s − Cz|Zb,Ms |2ds
)
(5.87)
+
∫ σϵ
t
e
∫ s
t
βrdr
[
C1 + λsJs(0) + λs
(
1 + ΠMs
)
Γs1{Y b,Ms ≤M}
]
ds. (5.88)
Now by Proposition 5.4.19, Zb,M ∈ H2,nBMO(F, Qˆ). It follows from [Kaz94, Theorem 3.6] that the
semimartingale
∫ ·
0 e
∫ s
0 βrdr
(
Zb,Ms dB
F
s − Cz|Zb,Ms |2ds
)
is an (F,QM )-martingale where QM is the
probability measure with density on FT given by
dQM/dP
⏐⏐
FT := E
(
CzZ
b,M ·BF
)
T
.
Clearly, e
∫ s
0 βrdr ≤ eCyT e−
∫ s
0 λr
(
1+ΠMr
)
1{Y b,Mr ≤M}
dr
, s ∈ [0, T ], and by integration∫ σϵ
t
e
∫ s
t
βrdrλs
(
1 + ΠMs
)
1{Y b,Ms ≤M}ds ≤ e
CyT
[
1− e−
∫ σϵ
t
λr
(
1+ΠMr
)
dr
]
≤ eCyT .
Taking conditional expectations in (5.87) w.r.t. Ft under the measure QM together with the
latter inequalities, we obtain
Y b,Mt ≤ eCyT
[
|ξb|L∞(FT ) + ||Sb||∞ + C1T + |λJ(0)|∞ + |Γ|∞
]
+ ϵ.
Taking the limit as ϵ goes to 0, we see that |Y b,M | ≤M . Thus (Y b,M , Zb,M ,Kb,M) is a bounded
solution to the RBSDE(F,Qˆ)
(
F bΓ , S
b, ξb
)
.
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Remark 5.4.23. For a pair of data
(
F b, Sb, ξb) and
(
F
b
, S
b
, ξ
b) satisfying Assumptions 5.4.3
and 5.4.10, a priori estimates for the difference of solutions to the RBSDE(F,Qˆ)
(
F bΓ, S
b, ξb
)
and
RBSDE(F,Qˆ)
(
F
b
Γ, S
b
, ξ
b) similar to those in Proposition 5.4.15 can be established using analogous
arguments. One can therefore deduce w.l.o.g. that the RBSDE(F,Qˆ)
(
F bΓ, S
b, ξb
)
admits a unique
bounded solution under Assumption 5.4.10.
Combining together Theorems 5.4.21 and 5.4.22, we obtain the following existence result for
the RBSDE(F, S, ξ).
Theorem 5.4.24. Suppose that Assumptions 5.4.3 and 5.4.6 hold. Then the RBSDE(F, S, ξ)
admits a bounded solution (Y,Z, U,K). If Assumption 5.4.10 holds instead of Assumption 5.4.6,
then there exists a unique bounded solution.
Proof. By Theorem 5.4.21, the RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
admits a bounded solution which
we denote by
(
Y d(τ), Zd(τ),Kd(τ)
)
. Since F is continuous, Y d· (·) is P(F)-measurable. More-
over, |Y d· (·)|∞ < +∞. We infer from Theorem 5.4.22 that the RBSDE(F,Qˆ)
(
F b
Y d· (·), S
d, ξb
)
admits
a bounded solution
(
Y b, Zb,Kb
)
. Theorem 5.3.5 implies that (Y,Z, U,K) defined as in (5.28)
is a solution to the RBSDE(F, S, ξ). Since Y b and Y d(τ) are bounded, Y is bounded. Thus
(Y, Z, U,K) is a bounded solution. If Assumption 5.4.10 holds instead of Assumption 5.4.6, then
uniqueness of a bounded solution follows from Corollary 5.4.16.
5.4.3 Comparison principle
Having established existence and uniqueness of solutions, we will in this section establish a
comparison principle for RBSDEs (5.50) with data satisfying Assumptions 5.4.3 and 5.4.10.
Similarly as for the existence result, our comparison principle will be based on the two step
methodology developed above. This will allow us to avoid the strong (Aγ) condition often
employed in the literature for BSDEs with jumps [Roy06, PKTZ15, Mor09b, Ngo10].
Theorem 5.4.25. Let
(
F , S, ξ
)
be another set of data with optional splitting formula
F (t, ·, y, z, u) = F b(t, ·, y, z, u)1{t≤τ} + F d(t, ·, y, z)1{t>τ}, (t, y, z, u) ∈ [0, T ]× Rn+2, (5.89)
S = Sbt1{t<τ} + S
d
t (τ)1{t≥τ}, t ∈ [0, T ], (5.90)
ξ = ξb1{T<τ} + ξ
d(τ)1{T≥τ}. (5.91)
Suppose that Assumptions 5.4.3 and 5.4.10 hold for the pairs (F, S, ξ) and (F , S, ξ).
Let (Y, Z, U,K) (resp. (Y , Z, U,K)) be the unique bounded solution to the RBSDE(F, S, ξ) (resp.
RBSDE(F , S, ξ)). If
a) F (·, Y , Z, U) ≤ F (·, Y , Z, U), dt⊗ P-a.e..,
b) St ≤ St, t ∈ [0, T ],
c) ξ ≤ ξ,
then Yt ≤ Y t for all t ∈ [0, T ].
In the sequel, for x ∈ R, x+ = max{x, 0}.
Proof. By Theorems 5.3.5 and 5.4.24, we know that for t ∈ [0, T ], the solutions (Yt, Zt, Ut,Kt)
and (Y t, Zt, U t,Kt) are of the form⎧⎪⎪⎪⎨⎪⎪⎪⎩
Yt = Y bt 1{t<τ} + Y dt (τ)1{t≥τ},
Zt = Zbt 1{t≤τ} + Zdt (τ)1{t>τ},
Ut =
(
Y dt (t)− Y bt−
)
1{t≤τ},
Kt = Kbt∧τ+
(
Kdt (τ)−Kdτ (τ)
)
1{t>τ},
and
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Y t = Y
b
t 1{t<τ} + Y
d
t (τ)1{t≥τ},
Zt = Z
b
t 1{t≤τ} + Z
d
t (τ)1{t>τ},
U t =
(
Y
d
t (t)− Y bt−
)
1{t≤τ},
Kt = K
b
t∧τ+
(
K
d
t (τ)−Kdτ (τ)
)
1{t>τ},
(5.92)
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where the triplet
(
Y d(τ), Zd(τ),Kd(τ)
)
(resp.
(
Y
d(τ), Zd(τ),Kd(τ)
)
) is the unique bounded
solution to the RBSDE(Gτ ,P)
(
F d, Sd(τ), ξd(τ)
)
(resp. RBSDE(Gτ ,P)
(
F
d
, S
d(τ), ξd(τ)
)
) and the
triplet
(
Y b, Zb,Kb
)
(resp.
(
Y
b
, Z
b
,K
b)) is the unique bounded solution to the pre-default
RBSDE(F,Qˆ)
(
F b
Y d· (·), S
b, ξb
)
(resp. RBSDE(F,Qˆ)
(
F
b
Y
d
· (·), S
b
, ξ
b). To prove the result, we will pro-
ceed in two steps:
Step 1. We show that for t ∈ [0, T ] we have Y dt (τ)1{t≥τ} ≤ Y dt (τ)1{t≥τ}. Let P,Q, V and f be
the processes defined for t ∈ [0, T ] by
Pt = Y dt (τ)− Y dt (τ), Qt = Zdt (τ)− Zdt (τ), Vt = Kdt (τ)−Kdt (τ) and
ft = −F d
(
t, Y
d
t (τ), Z
d
t (τ)
)
+ F d(t, Y dt (τ), Z
d
t (τ)
)
.
Using the equations describing the dynamics for Y d(τ) and Y d(τ), we have for t ∈ [0, T ]
dPt =
(
−F d(t, Y dt (τ), Zdt (τ)) + F d(t, Y dt (τ), Zdt (τ))
)
dt− dVt +QtdBGτt
=
(
−ϕdt (τ)Pt −Qtψdt (τ) + ft
)
dt− dVt +QtdBGτt ,
where ϕd(τ) and ψd(τ) are defined for t ∈ [0, T ] by
ϕdt (τ) =
F d
(
t, Y dt (τ), Zdt (τ)
)− F d(t, Y dt (τ), Zdt (τ))
Y dt (τ)− Y dt (τ)
1{Y dt (τ )̸=Y dt (τ)}
,
ψdt (τ) =
F d
(
t, Y
d
t (τ), Zdt (τ)
)− F d(t, Y dt (τ), Zdt (τ))
||Zdt (τ)− Zdt (τ)||2
(
Zdt (τ)− Zdt (τ)
)
1{||Zdt (τ)−Zdt (τ)||̸=0}
.
Let LP denote the local time of P at 0. Then by Itô-Tanaka’s formula, we have for t ∈ [0, T ]
dP+t = 1{Ps>0}dPt +
1
2dL
P
t ,
= 1{Ps>0}
(
−ϕdt (τ)Pt −Qtψdt (τ) + ft
)
dt− 1{Pt>0}dVt + 1{Pt>0}QtdBG
τ
t +
1
2dL
P
t .
Note that
[
1{Ps>0}ϕds (τ)Ps − ϕds (τ)P+s
]
= 0. Hence Itô’s formula and the above equation for
P+ yield
e
∫ T
0 ϕ
d
r (τ)drP+t = e
∫ T
0 ϕ
d
r (τ)drP+T −
∫ T
t
e
∫ s
0 ϕ
d
r (τ)drdP+s −
∫ T
t
ϕds (τ)e
∫ s
0 ϕ
d
r (τ)drP+s ds (5.93)
= e
∫ T
0 ϕ
d
r (τ)drP+T −
1
2
∫ T
t
e
∫ s
0 ϕ
d
r (τ)drdLPs +
∫ T
t
e
∫ s
0 ϕ
d
r (τ)dr1{Ps>0}dVs (5.94)
−
∫ T
t
e
∫ s
0 ϕ
d
r (τ)drfsds+
∫ T
t
e
∫ s
0 ϕ
d
r (τ)dr1{Ps>0}Qs
(
ψds (τ)ds− dBG
τ
s
)
.(5.95)
We now fix t ∈ [0, T ]. The expression in (5.94) is negative on the event {t ≥ τ}. Indeed, the
inclusion {t ≥ τ} ⊆ {T ≥ τ} and hypothesis c) lead to the inequality
P+T 1{t≥τ} ≤ P+T 1{T≥τ} =
(
ξd(τ)1{T≥τ} − ξd(τ)1{T≥τ}
)+ ≤ 0. (5.96)
From hypothesis b), we obtain that Sds (τ)1{s≥τ} ≤ Sds (τ)1{s≥τ}, s ∈ [0, T ]. Therefore on the
random set {P > 0} ∩ ([t, T ]× {t ≥ τ}) we have
Y d(τ) > Y d(τ) ≥ Sd(τ) ≥ Sd(τ). (5.97)
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The condition
∫ T
0
(
Y ds (τ) − Sds (τ)
)
dKds (τ) = 0 and (5.97) guarantee that dKd(τ) = 0 on the
random set {P > 0} ∩ ([t, T ]× {t ≥ τ}). The process Kd(τ) being increasing, we deduce that
1{t≥τ}
∫ T
t
e
∫ s
0 ϕ
d
r (τ)dr1{Ps>0}dVs = 1{t≥τ}
∫ T
t
e
∫ s
0 ϕ
d
r (τ)dr1{Ps>0}
(
dKds (τ)− dKds (τ)
) ≤ 0. (5.98)
We recall that LP is an increasing process. The negativity of the expression in (5.94) on the
event {t ≥ τ} is a consequence of (5.96) and (5.98). Using the optional splitting formulas for
F, F and (5.92), hypothesis a) gives
fs(ω) ≥ 0 for ds⊗ P− a.e (s, ω) ∈ [t, T ]× {t ≥ τ}. (5.99)
We deduce from (5.93) that
e
∫ t
0 ϕ
d
r (τ)drP+t × 1{t≥τ} ≤
∫ T
t
e
∫ s
0 ϕ
d
r (τ)dr1{Ps>0}Qs
(
ψds (τ)ds− dBG
τ
s
)× 1{t≥τ}. (5.100)
By Proposition 5.4.19, Zd(τ), Zd(τ) ∈ H2,nBMO(Gτ ,P). Assumption 5.4.10 entails that |ϕd(τ)| ≤
Cy and |ψd(τ)| ≤ Cz
(
1 + |Zd(τ)| + |Zd(τ)|). Thus Q,ψd(τ) ∈ H2,nBMO(Gτ ,P) and by [Kaz94,
Theorem 3.6] Q · BˆGτ is a (Gτ ,Q)-BMO martingale where dBˆGτs = dBG
τ
s − ψds (τ)ds, s ∈ [0, T ]
and Q is the probability measure equivalent to P with density on GτT given by
dQ/dP = E
(
ψd(τ) ·BGτ
)
T
.
Noting that 1{t≥τ} is Gτt -measurable and e
∫ ·
0 ϕ
d
r (τ)dr is bounded, taking conditional expectations
in (5.100) w.r.t. Gτt under the measure Q, we see that e
∫ t
0 ϕ
d
r (τ)drP+t × 1{t≥τ} ≤ 0 . The latter
inequality implies that Y dt (τ)1{t≥τ} ≤ Y dt (τ)1{t≥τ}. This proves Step 1.
Step 2 We show that Y bt ≤ Y bt , t ∈ [0, T ]. We will proceed using similar arguments as in Step
1 with the appropriate equations for Y b and Y b. Before, note that taking t = T ∧ τ , the same
arguments as in Step 1 lead to the inequality
Y dτ (τ)1{T≥τ} ≤ Y dτ (τ)1{T≥τ}.
The latter inequality together with Lemma 4.2.16 imply that
Y d· (·) ≤ Y d· (·), dt⊗ P-a.e.. (5.101)
We introduce the processes P ,Q, V and f and Ξ where for t ∈ [0, T ]
P t = Y bt − Y bt , Qt = Zbt − Zbt , V t = Kbt −Kbt ,
f t = −F b
(
t, Y
b
t , Z
b
t , Y
d
t (t)− Y bt
)
+ F b
(
t, Y
b
t , Z
b
t , Y
d
t (t)− Y bt
)
,
Ξt = −F b
(
t, Y
b
t , Z
b
t , Y
d
t (t)− Y bt
)
+ F b(t, Y bt , Z
b
t , Y
d
t (t)− Y bt
)
,
ϕbt =
F b
(
t, Y bt , Z
b
t , Y
d
t (t)− Y bt
)− F b(t, Y bt , Zbt , Y dt (t)− Y bt )
P t
1{P t ̸=0},
ψbt =
F b
(
t, Y
b
t , Z
b
t , Y
d
t (t)− Y bt
)− F b(s, Y bt , Zbt , Y dt (t)− Y bt )
||Qt||2
Qt1{||Qt||̸=0}.
Recall that the triplets (Y b, Zb,Kb) and (Y b, Zd,Kb) satisfy for t ∈ [0, T ]
dY bt = F b
(
t, Y bt , Z
b
t , Y
d
t (t)− Y bt
)
dt− λt
(
Y dt (t)− Y bt
)
dt− dKbt − Zbt dBFt
dY
b
t = F
b(t, Y bt , Z
b
t , Y
d
t (t)− Y bt
)
dt− λt
(
Y
d
t (t)− Y bt
)
dt− dKbt + Zbt dBFt .
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Using the processes Q,V , f,Ξ, ϕb and ψb, one sees that the dynamics of P is given for s ∈ [0, T ]
by
dP s =
((
λs − ϕbs
)
P s + λs
(
Y
d
s (s)− Y ds (s)
)
+ Ξs + fs
)
ds− dV s +Qs
(− ψsds+ dBFs ). (5.102)
Let LP be the local time of P at 0. Then Itô-Tanaka’s formula and (5.102) give for t ∈ [0, T ]
d(P )+t = 1{P t>0}dP s +
1
2dL
P
t
= 1{P t>0}
[
f tdt− dV t
]
+ 12dL
P
t + 1{P t>0}Qt
(− ψbt dt+ dBFt )
+1{P t>0}
((− ϕbt + λt)P t + Ξt + λt(Y dt (t)− Y dt (t))) dt.
Let t ∈ [0, T ] and β be a real valued P(F)-measurable process to be chosen later. Itô’s formula
yields
e
∫ t
0 βrdr(P )+t = e
∫ T
0 βrdr(P )+T −
∫ T
t
e
∫ s
0 βrdr(P )+s βsds−
∫ T
t
e
∫ s
0 βrdrd(P )+s (5.103)
= e
∫ T
0 βrdr(P )+T −
1
2
∫ T
t
e
∫ s
0 βrdrdLPs +
∫ t
t
e
∫ s
0 βrdr1{P s>0}
(
dV s − fsds
)
∫ T
t
e
∫ s
0 βrdr
[
−βs(P )+s + 1{P s>0}
((
ϕbs − λs
)
P s − Ξs + λs
(
Y ds (s)− Y ds (s)
)]
ds∫ T
t
e
∫ s
0 βrdr1{P s>0}Qs
(
ψbsds− dBFs
)
.
To conclude the proof, it remains to show that by conditioning the above equation w.r.t. Ft
under a suitable measure, the terms appearing on the right hand side are negative. We recall
that Gs = P
(
τ > s
⏐⏐Fs) , s ∈ [0, T ]. By hypothesis c) and the density hypothesis, we have
ξb1{T<τ} ≤ ξb1{T<τ} ⇒ ξbGT ≤ ξbGT ⇒ ξb ≤ ξb. (5.104)
As a result, (P )+T = 0. Observe that from the hypothesis b), Sbs 1{s<τ} ≤ S
b1{s<τ}, s ∈ [0, T ].
Thus for each s ∈ [0, T ], conditioning the latter inequality w.r.t. Fs and dividing by Gs one sees
that
Sbs ≤ Sbs , s ∈ [0, T ].
Noting that on {P > 0}, we have Y b > Y b ≥ Sb ≥ Sb. The Skorohod condition ∫ T0 (Y bs −
Sbs
)
dKbs = 0 implies that dKb = 0 on {P > 0}. We infer from the monotonicity property of Kb
that ∫ T
t
e
∫ s
0 βrdr1{P s>0}dV s =
∫ T
t
e
∫ s
0 βrdr1{P s>0}
(
dKbs − dKbs
) ≤ 0. (5.105)
The optional splitting formulas of F, S, the decomposition (5.92) and hypothesis a) ensure that
for Lebesgue-almost all s ∈ [0, T ]
−fs1{s<τ} =
(
F b(s, Y bs , Z
b
s , Y
d
s (s)− Y bs
)− F b(s, Y bs , Zbs , Y ds (s)− Y bs)) 1{s<τ}, P-a.s. (5.106)
Taking conditional expectations in (5.106) w.r.t. Fs for Lebesgue-almost all s ∈ [0, T ] and
dividing by Gs, we deduce that
f s ≥ 0, ds⊗ P-a.e.. (5.107)
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As F b satisfies the (Aγ) condition, there exists a real valued bounded P(F)-measurable function
Π with Π ≥ −1 such that for s ∈ [0, T ]
−Ξs = F b
(
s, Y
b
s , Z
b
s , Y
d
s (s)− Y bs
)− F b(s, Y bs , Zbs , Y ds (s)− Y bs) ≤ λsΠs(Y ds (s)− Y ds (s)− P s).
We now choose βs = ϕs− λs
(
1+Πs
)
, s ∈ [0, T ]. As 1+Π ≥ 0 and Y d· (·) ≤ Y d· (·) by (5.101), we
deduce from the above estimate that for s ∈ [0, T ]
−βs(P )+s + 1{P s>0}
((
ϕbs − λs
)
P s − Ξs + λs
(
Y ds (s)− Y ds (s)
)
≤ 0. (5.108)
Inserting inequalities (5.104), (5.105), (5.107) and (5.108) into (5.103), we obtain
e
∫ t
0 βrdr(P )+t ≤
∫ T
t
e
∫ s
0 βrdr1{P s>0}Qs
(
ψbsds− dBFs
)
. (5.109)
By Assumption 5.4.10, |ϕb| ≤ Cy and |ψb| ≤ Cz
(
1 + |Zb|+ |Zb|). Since Zb, Zb ∈ H2,nBMO(F, Qˆ),
we have ψb ∈ H2,nBMO(F, Qˆ). We consider the measure Q with density on FT given by
dQ/dP
⏐⏐
FT := E
(
ψb ·BF).
We infer from [Kaz94, Theorem 3.6] that Q · BˆF is an (F,Q)-BMO martingale. The process β
being bounded, taking conditional expectations in (5.109) w.r.t. Ft under the measure Q yields
the inequality (P )+t ≤ 0. Hence Y bt ≤ Y bt . Step 2 is complete.
Combining Step 1 and Step 2, we see that the inequality Yt ≤ Y t is a consequence of the
splitting formula (5.92).
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