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ISOTROPIC CUSPIDAL FUNCTIONS IN THE HALL ALGEBRA OF A QUIVER
LUCIEN HENNECART
Abstract. From the structure of the category of representations of an affine cycle-free quiver, we
determine an explicit linear form on the space of regular cuspidal functions over a finite field: its
kernel is exactly the space of cuspidal functions. Moreover, we show that any isotropic cuspidal
dimension has an affine support. Brought together, this two results give an explicit description of
isotropic cuspidal functions of any quiver. The main theorem together with an appropriate action
of some permutation group on the Hall algebra provides a new elementary proof of two conjectures
of Berenstein and Greenstein previously proved by Deng and Ruan. We also prove a statement
giving non-obvious constraints on the support of the comultiplication of a cuspidal regular function
allowing us to connect both mentioned conjectures of Berenstein and Greenstein. Our results imply
the positivity conjecture of Bozec and Schiffmann concerning absolutely cuspidal polynomials in
isotropic dimensions.
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1. Introduction
Primitive elements of Hopf algebras or more generally of bialgebras are of primary importance in
their study. A striking result is the Milnor-Moore theorem ([14]) asserting that a graded connected
cocommutative Hopf algebra with finite dimensional graded parts is isomorphic to the enveloping
algebra of the Lie algebra of its primitive elements. Primitive elements of quantum groups ([12]) have
no mystery: these are the Chevalley generators. The situation for generalized Borcherds-Kac-Moody
algebras ([2, 10]) is analogous: these behave in fact very much like quantum groups associated to Kac-
Moody algebras, although an infinite number of generators and imaginary simple roots are allowed.
The Hall algebra of a quiver gives a way to construct quantum groups. Namely, given a quiver Q,
one can consider the category RepQ(Fq) of finite dimensional representations of Q over some finite
field Fq. It can be used to built the so-called Hall algebra of Q over Fq, which is a Hopf algebra
object in some braided monoidal category1. There is a natural subalgebra of the Hall algebra. It is
the subalgebra generated by the classes of simple representations [Si] at each vertex i of Q. This is
the so-called composition algebra. By a theorem of Ringel ([16]), it is isomorphic to the positive part
of the quantum group Uν(gA) specialized at ν = q
1/2. The work of Sevenhant and Van den Bergh
([20]) identifies the whole Hall algebra HQ,Fq of Q with the quantization of the enveloping algebra of
a generalized Kac-Moody algebra. The isomorphism is constructed using primitive elements of HQ,Fq
and depends on such a choice. This is not completely satisfactory since we would like to determine
natural generators of the Hall algebra. This work is the beginning of this project as we provide a
way to compute explicitly primitive elements of the Hall algebra in isotropic dimensions. This solves
the problem of the calculation of primitive elements of the Hall algebra for affine quivers, but the
ambiguity still remains.
Here is a brief overview of what is done in this paper. In Section 2, we introduce notations and known
facts of the representation theory of quivers. We focuse in particular on the category of representations
of affine quivers and recall their decomposition in blocks. In Section 3, we recall the definition of the
constructible Hall algebra of a quiver. We provide several formulas for the comultiplication and recall
the theorem of Sevenhant and Van den Bergh, which will only be used in Section 7 to prove Conjecture
7.3. A major role is played by the Kronecker quiver for which the classification of representations
is explicit. In Section 4, we write the formulas for the number of indecomposable and absolutely
indecomposable representations, and for the dimensions of cuspidal functions for affine quivers. In
Section 5, we calculate explicitly all cuspidal functions of the Jordan quiver. We do not know any
formula for nilpotent cuspidal functions of cyclic quivers but we provide sufficient informations on the
value they take on indecomposable representations to deal with them. In Section 6, we determine
regular cuspidal functions of affine quivers. Regular cuspidality is a weaker condition than cuspidality.
As a numerical coincidence, in imaginary dimensions, cuspidal functions form a codimension one
subspace of regular cuspidal functions. We determine an explicit linear form defining this hyperplane.
In Section 7, we use our results to prove two conjectures made by Berenstein and Greenstein in [1]
1More precisely, in the category of ZI -graded C-vector spaces with finite dimensional graded components with
braiding X ⊗ Y → Y ⊗X, x ⊗ y 7→ ν(x,y)y ⊗ x for any objects X and Y and homogeneous x, y, where I is the set of
vertices of Q and (−,−) is the symmetrized Euler form defined in Section 2.
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concerning the symmetry of the Hall algebra. The last Section 8 is devoted to show that an isotropic
cuspidal dimension of any quiver has affine support. This immediately implies a conjecture of Bozec
and Schiffmann in isotropic dimensions. The letter I is used for both the set of vertices of a quiver and
an indecomposable representation of a quiver. It should be clear from the context how to distinguish
them.
1.1. The main results. We state here our main contributions. Let Q be an affine quiver and Fq a
finite field. As in Section 3, let HQ,Fq be the Hall algebra of Q over Fq.
1.1.1. Cuspidal functions as the kernel of a linear form. In Section 6, we consider the subalgebra
HQ,Fq,R of HQ,Fq generated by classes [M ] for M a regular representation. It is a Hopf algebra for
a corestriction of the comultiplication of HQ,Fq
2 endowed with a nondegenerate hermitian product
(−,−). The algebra HQ,Fq has a well-understood structure. Indeed, we have a bialgebra graded
isomorphism
HQ,Fq,R ≃
⊗
′
a∈|P1
Fq
|
Ha
where Ha is isomorphic to Macdonald’s ring of symmetric function or to the nilpotent Hall algebra
of a cyclic quiver for some finite number of a, and the degree of elements of Ha for a ∈ |P1Fq |
is multiplied by deg(a) to obtain the degree in HQ,Fq,R. This decomposition allows us to give an
expression of primitive elements of this algebra, called regular cuspidal functions. For r ≥ 1 and δ the
indecomposable imaginary root of Q, let HcuspQ,Fq,R[rδ] be the subspace of regular cuspidal functions of
dimension rδ. We also let
χrδ =
∑
[M ] regular
dimM=rδ
[M ].
Theorem 1.1. The kernel of the linear form
L : HcuspQ,Fq,R → C
f 7→ (f, χrδ)
is HcuspQ,Fq [rδ].
1.1.2. An action of a permutation group on the Hall algebra. To prove Conjecture 7.3, we use the
following action of a product of permutation groups on the Hall algebra which deserves to be considered
separately.
As in Section 2, D denote the set of closed points of P1Fq parametrizing non-homogeneous tubes.
For e ≥ 2, we let N(e) be the number of closed points of P1Fq of degree e and N(1) = q+ 1− |D|. Let
S be the group of degree preserving permutations of |P1Fq | \D. The group S is isomorphic to∏
e≥1
SN(e)
where for a positive integer N , SN is the symmetric group on N letters. We define an action
S→ Aut(HQ,Fq )
as follows. For M,N two representations, λ a partition, x ∈ |P1
Fq
| \D and σ ∈ S,
σ · [M ] = [M ] if [M ] is preprojective, preinjective or in a non-homogeneous tube
σ · [Iλ(x)] = [Iλ(σ(x))]
σ · ([M ]⊕ [N ]) = σ · [M ]⊕ σ · [N ]
where for notational reasons, we define here [M ] ⊕ [N ] = [M ⊕N ]. It is easily seen that σ acts as a
graded linear isomorphism on HQ,Fq . We prove in Section 7 the following facts.
2see the introduction for precisions on the bialgebra structure.
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(1) σ acts as an isometry of HQ,Fq ,
(2) The action of σ leaves HQ,Fq,R and H
cusp
Q,Fq,R
stable,
(3) σ commutes with the linear form L. In particular, it preserves HcuspQ,Fq [d] for any dimension d.
This yields the following result.
Theorem 1.2. The group S acts on HQ,Fq by degree preserving Hopf algebra automorphisms.
Usually, quantum groups have very few degree preserving Hopf algebra automorphisms. The only
ones are obtained by rescaling the Chevalley generators. Here, there is multiplicities for imaginary
roots, from which we obtain non-trivial automorphisms.
1.2. Acknowledgements. I warmly thank Olivier Schiffmann for his constant support and availabil-
ity during the preparation of this paper and for many useful comments on a preliminary version.
2. Structure of the category of representations of affine quivers over a finite field
2.1. Notation and recollections on quiver representations. In this section, let Q = (I,Ω) be
an arbitrary quiver with set of vertices I and set of arrows Ω and k a field. We denote by RepQ(k) the
category of finite dimensional representations of Q over k. Equivalently, this is the category of finite
dimensional modules over the path algebra kQ of Q. This category is known to be a k-linear abelian
category of homological dimension one.
2.1.1. The Euler form. For A an abelian category, K0(A) is its Grothendieck group. For M an object
of A, M ∈ K0(A) is its class in the Grothendieck group. The bilinear (usually non-symmetric) form
〈−,−〉 : K0(A)×K0(A)→ Z, 〈M,N〉 = hom(M,N)− ext1(M,N)
where by definition hom(M,N) = dimk HomkQ(M,N) and ext
1(M,N) = dimk Ext
1
kQ(M,N) is called
the Euler form of the quiver. It factorizes through the (surjective) morphism of abelian groups dim :
K0(A)→ ZI given by the dimension M 7→ dimM . In fact, if d = dimM ∈ NI and d′ = dimN ∈ NI ,
we have the explicit formula :
〈M,N〉 =
∑
i∈I
di d
′
i−
∑
α:i→j
di d
′
j .
We use the same notation
〈−,−〉 : ZI ×ZI → Z
for the induced bilinear form. We will also consider its symmetrized version :
(−,−) : ZI ×ZI → Z, (d,d′) = 〈d,d′〉+ 〈d′,d〉 for any d,d′ ∈ ZI .
In case of an affine quiver, the symmetrized Euler form is nonnegative with one dimensional kernel
generated by an indecomposable integer valued positive vector, called the indecomposable imaginary
root, denoted by the letter δ (see [17, Theorem 8.6]).
2.1.2. Dualization. Let Q be a quiver and Q∗ the quiver in which we change the orientation of all
arrows, which deserves the name of dual quiver. A representation V of Q gives a representation V ∗ of
Q∗ obtained by dualizing the vector spaces at the vertices of Q and replacing the linear maps between
them by their transpose. Explicitly, if V = ((Vi)i∈I , (fα)α∈Ω) is a representation of Q, its dual is
V ∗ = ((V ∗i )i∈I , (
tfα)α∈Ω). We obtain in this way an equivalence of categories
D˜ : RepQ(k)
op → RepQ∗(k)
which associate to a representation its dual. In particular, there is an identification HomkQ∗(M
∗, N∗) ≃
HomkQ(N,M) and Ext
1
kQ∗(M
∗, N∗) ≃ Ext1kQ(N,M).
2.2. The structure of the category of representations of an affine quiver.
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2.2.1. Cyclic and Jordan quivers. Let k be an arbitrary field. Cyclic and Jordan quivers are the non-
acyclic quivers of affine type. This section introduces notations which will be later used. Let J be the
Jordan quiver. We let Jn be the n×n indecomposable nilpotent matrix with ones on the superdiagonal
and zeros everywhere else: 
0 1 0 . . . 0
0
. . .
. . . 0
...
. . .
. . .
. . .
...
. . .
. . . 1
0 . . . . . . 0 0

.
We also see Jn as a n-dimensional representation of the Jordan quiver. For a partition λ = (λ1, . . .),
we write Jλ =
⊕
j≥1 Jλj . Any nilpotent representation of J over k is isomorphic to exactly one
representation of the following set:
{Jλ : λ partition}.
All other isomorphism classes of representations of the Jordan quiver also have an explicit representa-
tive which will not be used. See [7, Section 3.].
Let n ≥ 1 be a integer and Cn be the cyclic quiver of length n. What follows also applies to C1
which is the Jordan quiver. We distinguish two types of representations for cyclic quivers: invertible
representations, for which every arrow is invertible, and nilpotent representations, for which the com-
position of arrows along any sufficiently long path is zero. Before describing them, we introduce some
notations. We suppose that the vertices are indexed by Z /nZ with exactly one arrow i → i + 1 for
i ∈ Z /nZ. A representation of Cn is a n-tuple (a0, . . . , an−1) where ai : Vi → Vi+1 for i ∈ Z /nZ and
some k-vector spaces Vi. We let Rep
inv
Cn(k) be the full subcategory of invertible representations of Cn
over k and RepnilCn(k) be the full subcategory of nilpotent representations.
(1) RepCn(k) = Rep
nil
Cn(k) ⊔RepinvCn(k) is a decomposition in blocks of RepCn(k).
(2) A full set of representatives of nilpotent indecomposable representations is built as follows.
Let l be a nonnegative integer and for 0 ≤ m ≤ l, Vm = kem a one-dimensional vector space
generated by em. The Z /nZ-graded vector space Vi,l =
⊕
x¯∈Z /nZ
⊕
m≡x−i (mod n) Vm with
the endomorphism sending em to em+1 if 0 ≤ m < l and el to zero defines an indecomposable
representation of Cn again denoted by Vi,l. The set
{Vi,l : i ∈ Z /nZ, l ≥ 0}
contains exactly one representative of each isomorphism class of indecomposable nilpotent
representations. Define also Si = Vi,0 for i ∈ Z /nZ.
(3) The following functor is an equivalence of categories:
(2.1)
Gn : Rep
inv
J (k) → RepinvCn(k)
(V, a) 7→ (id, . . . , id, a).
Proof. The statement (3) is straightforward and (2) is proved in [19, Section 3.5]. We prove (1). Since
RepnilCn(k) and Rep
inv
Cn(k) are stable under taking subobjects and quotients in RepCn(k), any morphism
from a nilpotent representation M to an invertible representation N is zero, and conversely. The
extension spaces Ext1(M,N) and Ext1(N,M) also vanish, since using the Euler form and that dimN
is some multiple rδ = (r, . . . , r) of the indecomposable imaginary root δ = (1, . . . , 1), we have:
0 = (M,N) = − ext1(M,N)− ext1(N,M) = 0.

2.2.2. Decomposition in blocks of RepCn(k). Let k be a field. We give here a decomposition of
RepCn(k) in blocks. Let V be a k-vector space of dimension d. The group GL(V ) acts algebraically on
Hom(V, V ) by conjugation with quotient Hom(V, V )//GL(V ) ≃ SnA1k. Denote by πV the projection
πV : Hom(V, V )→ SnA1k.
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Theorem 2.1. We have a decomposition in blocks
RepJ(k) ≃
⊔
a∈|A1
k
|
RepaJ (k),
where (V, x) ∈ RepaJ(k) if and only if πV (x) = (a, . . . , a).
Theorem 2.2. We have a decomposition in blocks
RepCn(k) ≃
⊔
a∈|A1
k
|
RepaCn(k)
where Rep0Cn(k) = Rep
nil
Cn(k) and Rep
a
Cn(k) is the full subcategory Gn(Rep
a
J(k)) of Rep
inv
Cn(k).
2.2.3. Acyclic affine quivers. We recollect known facts on the representation theory of acyclic affine
quivers (see [15]) over a finite field (some results may hold in greater generality). The exposition here
follows and can be completed by [19, Section 3.6] and [4, §8]. Troughout this section, Q = (I,Ω) is an
acyclic affine quiver. This condition is equivalent to the finite dimensionality of the path algebra of Q
over any field and excludes the Jordan quiver and cyclic quivers which have been studied above.
Theorem 2.3. Let k be an arbitrary field. Then, there exists an adjunction
τ− : RepQ(k)⇄ RepQ(k) : τ
with bi-natural isomorphisms3 (the star means the dual with respect to the k-vector space structure):
Ext1(M,N)∗ ≃ Hom(N, τM), Ext1(M,N)∗ ≃ Hom(τ−N,M).
The functors τ and τ− are known as Auslander-Reiten translates. From the properties of τ− and τ ,
it is immediate that a representationM of Q over k is projective if and only if τ(M) = 0 and injective
if and only if τ−(M) = 0. We call an indecomposable representation M of Q over k
(1) preprojective if τnM = 0 for n≫ 0,
(2) preinjective if τ−nM = 0 for n≫ 0,
(3) regular if τnM 6= 0 for all n ∈ Z.
Furthermore, we call a representationM of Q over k preprojective if all its indecomposable direct sum-
mands are preprojective, and we adopt similar terminology for preinjective and regular representations.
The full subcategory of RepQ(k) of preprojective (resp. preinjective, resp. regular) representations
is denoted by RepPQ(k) (resp. Rep
I
Q(k), resp. Rep
R
Q). These are extension closed subcategories of
RepQ(k), hence exact categories. Moreover, Rep
R
Q(k) is an abelian category (though not stable un-
der taking subobjects in the bigger category Repk Q). The three categories Rep
R
Q(k),Rep
P
Q(k) and
RepIQ(k) are disjoint and the category to which an indecomposable M belongs is given by the sign of
its defect defined by ∂M = 〈δ, dimM〉. An indecomposable representation M is preprojective if and
only if ∂M < 0, preinjective if and only of ∂M > 0 and regular if and only if ∂M = 0. The following
proposition gives the interactions between these three subcategories.
Proposition 2.4. For M ∈ RepPQ(k), N ∈ RepIQ(k), L ∈ RepRQ(k), we have
Hom(N,M) = Hom(N,L) = Hom(L,M) = 0,
Ext1(M,N) = Ext1(L,N) = Ext1(M,L) = 0.
The simple objects of the abelian category RepRQ(k) are called simple regular. A simple regular
representation M is called homogeneous if τM ≃M .
Theorem 2.5 (Ringel, [15]). Let Q be an affine acyclic quiver and k an arbitrary field. Let d and
p1, . . . , pd be attached to Q as in the table below. Then
3We say that (τ−, τ) is a Serre adjunction.
ISOTROPIC CUSPIDAL FUNCTIONS IN THE HALL ALGEBRA OF A QUIVER 7
(1) There is a degree preserving bijection Ma ↔ a between the set of homogeneous regular simple
modules and | P1k | \D where D consists of d closed points of degree one4,
(2) There are d τ-orbits O1, . . . ,Od of non-homogeneous regular simple modules of size p1, . . . , pd5,
(3) The category RepRQ(k) decomposes as a direct sum of blocks
6:
RepRQ(k) =
⊔
a∈|P1|\D
CMa ⊔
d⊔
l=1
COl
where CMa is the full subcategory of objects which are extensions of Ma and CO is the full
subcategory of RepRQ(k) of objects whose regular simple factors lie in O.
type of Q d p1, . . . , pd
A
(1)
1 0
A
(1)
n , n > 1 2 p1 =number of arrows going clockwise
p2 =number of arrows going counterclockwise
D
(1)
n 3 2, 2, n− 2
E
(1)
n , n = 6, 7, 8 3 2, 3, n− 3
Figure 1. Non-homogeneous tubes of affine quivers and their period [19, (3.18)]
In Theorem 2.5, the subcategories COl are called the non-homogeneous tubes while the subcategories
CMa are the homogeneous tubes. The number of non-homogeneous tubes is d (see however Remark
2.6) and the integers p1, . . . , pd are the periods. They do not depend on the chosen field. For a ∈| P1Q |,
CaQ also denotes the corresponding tube.
Remark 2.6. In type A
(1)
n , in the case where all arrows except one go in the same direction, we have
in fact d = 1, i.e. there is only one non-homogeneous tube.
We can furthermore precisely identify the tubes CMa and CO with the help of the Jordan quiver
and of cyclic quivers respectively.
Theorem 2.7. Let a ∈| P1k | \D a closed point of degree d. Let K = End(Ma) the k-algebra of
endomorphisms of the simple regular Ma of the tube CMa . This is a finite field extension of k of degree
d. There exists a unique equivalence of categories
Fa : RepJ(K) → CMa
I(1) → Ma.
We set IQλ (a) := Fa(Jλ).
Let a ∈ D be a closed point corresponding to a non-homogeneous tube. Let p be the corresponding
period of the non-homogeneous tube Oa and S a simple regular of Oa. There is a unique equivalence
of categories
Fa : RepCp(k) → COa
Si → τ iS.
In the case of a non-homogeneous tube, there is a reasonable way to choose the simple representation
S. For this, we may first choose an extending vertex i0 ofQ. Then, since
∑p
s=0 dim τ
sS = δ and δi0 = 1,
there is a unique simple representation S in the non-homogeneous tube which is nonzero at vertex i0.
The isomorphism class of the representation S may however depend on the extending vertex we choose.
4in the sequel for X a scheme, we denote by | X | the set of its closed points.
5i.e. the set of isomorphism classes of simple objects in Oj , 1 ≤ j ≤ d is of cardinality d and the Auslander-Reiten
translates τ and τ− act as inverse cycles on it.
6There are no morphisms or extensions between the objects of different categories
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2.3. Identification of the tubes with the help of the Kronecker quiver.
2.3.1. Representations of the Kronecker quiver. We recall here the classification of indecomposables of
the Kronecker quiver over a finite field Fq for the sake of completeness. It can be obtained from the
classification over the algebraic closure Fq using Galois arguments. For complements, see [11, Section
7.7].
The Kronecker quiver has two vertices connected by two arrows going in the same direction :
K2 : 1 2,
α
β
We fix a finite field with q elements Fq and an algebraic closure Fq of Fq.
Theorem 2.8 ([11, Theorem 7.30]).
(1) The set of real roots is {(n, n + 1) : n ∈ N} ∪ {(n + 1, n) : n ∈ N}. For n ∈ N, the
indecomposable representation of K2 over Fq of dimension (n, n+ 1) is preprojective whereas
the indecomposable representation of K2 over Fq of dimension (n+ 1, n) is preinjective. They
have the following form:
Fnq F
n+1
q ,

In
0



 0
In


for the preprojective representations and
Fn+1q F
n
q ,
(
In 0
)
(
0 In
)
for the preinjective representations, where In is the n× n identity matrix.
(2) The regular indecomposable representations of K2 over Fq are parametrized by the set |P1Fq | ×
Z≥1. For ([x : y], n) ∈ P1Fq (Fq)× Z≥1, the corresponding representation of K2 is
Fnqdeg(x) F
n
qdeg(x) ,
xIn+Jn
yIn+Jn
where we consider Fqdeg(x) as a Fq-vector space of dimension deg(x). The isomorphism class
of this representation only depends on the Galois orbit of [x : y]. We denote by It,n where
t = [x : y] this representation and when n = 1, we use the notation St = It,1 for t ∈ P1Fq (Fq).
For t ∈ P1Fq (Fq) and λ = (λ1, λ2, . . .) a partition, define It,λ = ⊕
l(λ)
i=1It,λi . The isomorphism class
[It,λ] only depends on the image a of t : SpecFq → P1Fq . For any a ∈ |P1Fq |, we fix ta ∈ P1Fq (Fq)
a geometric point such that the image of t : SpecFq → P1Fq is a. The set of isomorphism classes of
regular representations of K2 over Fq is
MK2
Fq
= {[Ita,λ] : a ∈ |P1Fq |, λ a partition}.
For a ∈ |P1
Fq
|, write Ia,λ = Ita,λ and Sa = Ia,(1). For any r ≥ 1, the number IK2,(r,r)(q) of indecom-
posable representations of the Kronecker quiver of dimension (r, r) can be determined from this:
IK2,(r,r)(q) = number of closed points of P
1
Fq
of degree dividing r.
This description also gives a natural way to identify the tubes of the Kronecker quiver :
(2.2)
C : |P1
Fq
| → {tubes of K2 over Fq}
a 7→ Ca = {Ita,λ : λ partition}
.
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2.3.2. The number of automorphisms of regular representations of the Kronecker quiver. For q a power
of a prime and λ = (1l1 , 2l2 , . . .) a partition, define:
aλ(q) = q
|λ|+2n(λ)
∏
i
li∏
j=1
(1− q−j).
This is the number of automorphism of the nilpotent representation of type λ Jλ of the Jordan quiver
over Fq (see [19, Lemma 2.8] or [13, Chapter II, (1.6)]). The identification of the tubes of the Kronecker
quiver with nilpotent representations of the Jordan quiver gives the following.
Proposition 2.9. Let a ∈ |P1
Fq
| and n ≥ 1. Then the number of automorphism of IK2ta,λ is aλ(qdeg(a)).
2.3.3. Regular representations of an affine quiver. Let Q be an arbitrary acyclic affine quiver. Ler i0
be an extending vertex of Q and δ the indivisible imaginary root of Q. We can restrict ourselves to
the case where i0 is a sink, since it is always possible to choose the extending vertex to be a sink or
a source, and the dualization is a way to pass from the second case to the first. Without referring to
the dualization process, it is possible to adapt this section in the case where the extending vertex i0 is
a source. By the classification above, all tubes are homogeneous for the Kronecker quiver K2, i.e. in
type A
(1)
1 with the noncyclic orientation.
Let Q′ = (I ′,Ω′) be the finite type quiver associated to Q by erasing the vertex i0 and all arrows
adjacent to it. The element θ = δ − ei0 is an element of NI
′
. We denote by Iθ an indecomposable
representation of Q of dimension θ. Thanks to the classification of affine quivers there is either one
vertex i1 adjacent to i0 (in types D
(1)
n (n ≥ 4) and E(1)n , n = 6, 7, 8), in which case δi1 = 2, or two
vertices i1, i2 adjacent to i0 (in types A
(1)
n , n > 1), in which case, δi1 = δi2 = 1. In the first case, we
choose an arbitrary identification Ii1 ≃ k2. We have a functor
(2.3)
F : RepK2(k) → RepQ(k)
(V0, V1, α, β) 7→ V
where V is defined as follows. The restriction to the subquiver Q′ is VQ′ = Iθ⊗V0, Vi0 = V1, and if i0 is
connected by two arrows i1 → i0 and i2 → i0 to Q′, then we choose α for the map Vi1 = V0 → Vi0 = V1
and β for the map Vi2 = V0 → Vi0 = V1. If i0 is connected to Q′ by a single arrow i1 → i0, then the
map Vi1 ≃ V0⊕V0 → Vi0 is choosen to be α⊕β. Of course this functor depends in the first case on the
choosen order i1, i2 of the vertices connected to i0 and in the second case on the identification Vi1 ≃ k2.
We implicitly fix such a choice. The action of F on the morphisms is as follows. Let V = (V0, V1, α, β)
and V ′ = (V ′0 , V
′
1 , α
′, β′) be two representations of K2 and f : V → V ′ a morphism between them. The
linear map f0 : V0 → V ′0 induces a morphism of representations of Q′, id⊗f0 : Iθ ⊗ V0 → Iθ ⊗ V ′0 and
considering f1 : V1 = F (V )i0 → V ′1 = F (V ′)i0 at the vertex i0, we obtain a morphism of representations
F (f) : F (V )→ F (V ′). Note that F (S1) = Iθ and F (S2) = Si0 .
Proposition 2.10 ([11, Theorem 7.34]). The functor F is exact and fully faithful.
Proof. For quiver representations, exactness of a sequence can be checked pointwise (i.e. at each
vertex). Here, tensor products are over a field so exactness of F is immediate from its definition.
For the full faithfulness, we use that Iθ, being an indecomposable of Q
′ which is a finite type
quiver, is a brick, i.e. EndkQ′ (Iθ, Iθ) ≃ k. Let V = (V0, V1, α, β) and V ′ = (V ′0 , V ′1 , α′, β′) be two
representations of K2 and g : F (V ) → F (V ′) a morphism of representations. We obtain for free a
linear map f1 = gi0 : V1 → V ′1 . Because Iθ is a brick, the restricted morphism of representations
gQ′ : Iθ ⊗ V0 → Iθ ⊗ V ′0 is induced by a unique linear map f1 : V0 → V ′0 . The datum (f0, f1) : V → V ′
is a morphism of representations such that F (f0, f1) = g. Faithfulness is immediate. This concludes
the proof. 
Proposition 2.11. The image of the functor F is the full subcategory of RepQ(Fq) whose objects are
extensions of I⊕d1θ by S
⊕d2
i0
for some d1, d2 ≥ 0.
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Proof. This is a straightforward consequence of the definition of F . By definition, if V = (V0, V1, α, β) is
a representation ofK2, then F (V ) is an extension of Iθ⊗V0 by Si0⊗V1. Conversely let (V ′, (fα)α∈Ω) be
a representation of Q, extension of I⊕d1θ by S
⊕d2
i0
for some d1, d2 ≥ 0. We argue separately according to
whether Q = A
(1)
n or Q ∈ {D(1)n , E(1)n }. In the first case, we define the representation V = (V0, V1, α, β)
of K2 by setting V1 = V
′
i0
, V0 = V
′
i1
. An isomorphism of the restriction of V ′ to Q′ with I⊕d1θ ,
ψ : V ′Q′ → I⊕d1θ induces an isomorphism ψ : V ′i1 → V ′i2 . We define α = fi1→i0 and β = fi2→i0 ◦ ψ. It is
easily checked that the isomorphism class of the so defined representation V does not depend on the
various choices made and that F (V ) ≃ V ′.
In the second case, an isomorphism V ′/Sd2i0 ≃ I⊕d1θ gives an identification ϕ : V ′i1 → k2 ⊗ kd1 .
We then define V by setting V0 = k
d1 , V1 = Vi0 and we define α = fi0→i2 ◦ ϕ−1((1, 0) ⊗ −) and
β = fi0→i2 ◦ ϕ−1((0, 1)⊗−). This defines a representation V = (V0, V1, α, β) of K2 such that F (V ) ≃
V ′. 
Following the notations of Kirillov in [11], we define SQa = F (Sa) for a ∈ |P1Fq |.
Theorem 2.12 (Identification of the simple regular representations, [11, Theorem 7.37]).
(1) Let X be a simple regular representation of Q over Fq of period 1. Then dimX = dδ where d
is the degree of the tube containing X and X ≃ SQa for some closed point a ∈ |P1Fq |.
(2) Let O be the τ-orbit of a simple regular representation of period l > 1. Then∑
X∈O
dimX = δ.
Since at the extending vertex i0, δi0 = 1, O contains a unique simple regular representation
X such that Xi0 6= 0. Moreover, if X(l) ∈ CO is the unique indecomposable representation of
dimension δ having X as quotient, then X(l) ≃ SQa for some a ∈ |P1Fq |.
2.4. Some examples. We treat here the examples of types D
(1)
4 and A
(1)
4 with some particular orien-
tations in dimension δ to illustrate the previous procedure in the two different cases for which (1) the
extending vertex is connected to one vertex and (2) the extending vertex is connected to two vertices.
2.4.1. The type D
(1)
4 . Let Q be the quiver
1 1
2
1 1
.
The labels of the vertices are given by the indecomposable imaginary root δ of Q. The extending
vertex can be one of the four vertices with a 1. To fix the notations, we choose the bottom right vertex
and call it i0 as before. An indecomposable representation of Q of dimension θ = δ − ei0 is
Fq Fq
F2q
Fq 0
(1,0)
(0,1)
(1,1)
.
Up to isomorphism, it is unique. Then, isomorphism classes of (1, 1)-dimensional representations of K2
are parametrized by P1Fq (Fq). The functor F induces on isomorphism classes of regular representations
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of dimension δ the following map :
F : MK2
Fq
[δ] ≃ P1Fq (Fq) → MQFq [δ]
[λ : µ] 7→ [SQ(λ,µ)]
where SQ(λ,µ) is the following representation of Q :
Fq Fq
F2q
Fq Fq
(1,0)
(λ,µ)
(0,1)
(1,1)
.
There are three non-homogeneous tubes associated to the parameters [1 : 0], [0 : 1], [1 : 1] ∈ P1Fq (Fq).
The other parameters give simple regular representations of dimension δ. We now study one non-
homogeneous tube. By symmetry of the quiver, this suffices to determine the three non-homogeneous
tubes. Let us choose the non-homogeneous tube associated to [1 : 0]. Thanks to Theorem 2.12, the
regular simple representations of the tube are the indecomposables
Y =
0 Fq
Fq
Fq 0
and X =
Fq 0
Fq
0 Fq
.
In this non-homogeneous tube, there are two indecomposables of dimension δ up to isomorphism: the
representation SQ(1,0) and the unique (up to isomorphism) extension of Y by X :
Fq Fq
F2q
Fq Fq
(1,1)
(1,0)
(0,1)
(0,1)
.
2.4.2. The type A
(1)
4 . Let Q be the quiver
1 1
1 1
.
The extending vertex is the bottom right vertex, we call it i0 and the indivisible imaginary root δ is
given in the graph above. The indecomposable representation of dimension θ = δ − ei0 is
Fq Fq
Fq 0
1
1 .
The functor F induces on isomorphism classes the following map
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F : MK2
Fq
[(1, 1)] ≃ P1
Fq
(Fq) → MQFq [δ]
[λ : µ] 7→ [SQ(λ,µ)]
where SQ(λ,µ) is the following representation of Q:
Fq Fq
Fq Fq
1
1 µ
λ
.
The two non-homogeneous tubes correspond to the parameters [λ : µ] = [0 : 1] and [λ : µ] = [1 : 0] and
both are of period two. Because of the symmetry of the quiver, we study only the case [λ : µ] = [1 : 0].
The two regular simple representations of this tube are
Y =
0 Fq
0 0
and X =
Fq 0
Fq Fq
1
1
.
The two indecomposable of dimension δ in this tube are
Fq Fq
Fq Fq
1
1 0
1
and
Fq Fq
Fq Fq
1
1 1
0
.
2.4.3. Convention. In the sequel, we assume that a functor as in (2.3):
F : RepK2(Fq)→ RepQ(Fq)
is fixed. The bijection (2.2) gives an explicit bijection
CQ : |P1Fq | → {tubes of Q}
a 7→ tube of Q containing F (Ca).
where F (Ca) is the essential image of the tube Ca of the Kronecker quiver by the functor F . We will
sometimes also write CaQ the a-tube of Q.
2.4.4. The regular indecomposable representations of an affine quiver. In the previous theorem, we
identified the simple regular representations in the homogeneous tubes. We give now an easy conse-
quence concerning indecomposables in the tubes. We keep the notations of the previous sections.
Proposition 2.13. Let a ∈ |P1
Fq
| be a closed point. If the a-tube of Q is homogeneous, then for n ≥ 1,
F (Ia,n) is the unique n deg(x)δ-dimensional indecomposable representation of this tube.
Suppose the a-tube is non-homogeneous. Let Xa be the simple regular representation of Q in this
tube which is nonzero at the extending vertex. Then F (Ia,n) is the indecomposable representation of
this tube of dimension nδ having Xa as quotient.
Proof. This result is a consequence of the full faithfulness of F and the properties of the representations
of a tube given by the identification of a tube with the category of nilpotent representations of the
Jordan or cyclic quiver. 
Let a ∈ |P1
Fq
| corresponding to a non-homogeneous tube Oa and Sa = F (Ia,1) as in the Propo-
sition 2.13. Then the subcategory of Oa generated by Sa is isomorphic to the category of nilpotent
representations of the Jordan quiver. When a is associated to a homogeneous tube, the restriction of
F induces an equivalence of categories between the corresponding tubes of K2 and Q.
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3. The Hall algebra of a quiver
The Hall algebra of a quiver now has a long history beginning with the paper of Ringel, [16].
3.1. Definition of the Hall algebra of a quiver. We refer the reader to [19] for the proofs and the
general theory of constructible Hall algebras. These can be defined for any abelian finitary category.
We will consider it for the category RepQ(k) with k = Fq. Let Q be a finite quiver and k = Fq a finite
field. As a vector space, the Hall algebra of Q over k is defined as
HQ,k =
⊕
[M ]∈Ob(RepQ(k))/∼
C[M ]
where Ob(RepQ(k))/ ∼ is the set of representations of Q over k up to isomorphism.
It is convenient to see the Hall algebra as an algebra of functions endowed with some sort of convo-
lution product. For this, let Mk = RepQ(k)/ ∼ be the set of isomorphism classes of representations
of Q over k and
Mk =
⊔
d∈NI
Mk[d]
its decomposition with respect to the dimension. Thus,
HQ,k =
⊕
d∈NI
HQ,k[d], HQ,k[d] = Fun(Mk[d],C) = functions Mk[d]→ C.
We now define the operations. Let ν = |k|1/2 and for M a representation of Q, aM = |Aut(M)|.
(1) (Multiplication) For f, g ∈ HQ,k,
f ⋆ g = m(f, g) : [M ] 7→
∑
N⊆M
ν〈M/N,N〉f([M/N ])g([N ])
where the sum is over subrepresentations N of M .
(2) (Comultiplication) For f ∈ HQ,k and [M ], [N ] ∈ Mk,
∆(f)([M ], [N ]) =
ν−〈dim(M),dim(N)〉
|Ext1(M,N)|
∑
ξ∈Ext1(M,N)
f([Xξ]),
where Xξ is the middle term of an exact sequence representing the extension of M by N given
by ξ.
(3) (Green’s scalar product) For [M ], [N ] ∈ HQ,k, define
([M ], [N ]) =
δ[M ],[N ]
aM
.
These operations endow HQ,Fq with a twisted bialgebra structure (see the Introduction). The multi-
plication on HQ,Fq ⊗HQ,Fq is defined for homogeneous x, y, z, w by (x⊗ y)(z ⊗w) = ν(y,z)(xz ⊗ yw).
The comultiplication lies at the center of this paper and it is in duality with the comultilication by
(3.1): it is thus necessary to give other formulas for both the multiplication and the comultiplication,
more adapted for explicit computations. For this purpose, we introduce the following notations.
For M,N,R ∈ RepQ Fq three quiver representations, let us define
F
′R
M,N = |{(α, β) ∈ Hom(N,R)×Hom(R,M) | 0→ N α−→ R
β−→M → 0 is exact}|,
FRM,N = |{X ⊂ R | X ≃ N and R/X ≃M}|,
FM,NR = F
R
M,N
aMaN
aR
.
The free action of Aut(N)×Aut(M) on F ′RM,N given by (a, b) · (α, β) = (αa−1, bβ) gives the equality
F
′R
M,N = aMaNF
R
M,N .
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We have also Riedtmann’s formula :
FM,NR =
|Ext1(M,N)R|
|Hom(M,N)|
where Ext1(M,N)R is the subset of Ext
1(M,N) of extensions represented by an exact sequence with
middle term isomorphic to R. We now have the following formulas for the multiplication and comul-
tiplication: for M,N,R ∈ RepQ(k) three representations of Q over k,
[M ] ⋆ [N ] = ν〈M,N〉
∑
[S]∈Mk
FSM,N [S],
∆([R]) =
∑
[U ],[V ]∈Mk
ν〈U,V 〉FU,VR [U ]⊗ [V ].
The Green scalar product is a Hopf pairing, meaning that for any f, g, h ∈ HQ,k,
(3.1) (fg, h) = (f ⊗ g,∆(h)).
In this formula, we have implicitly naturally defined the scalar product onHQ,k⊗HQ,k by the formula:
([M ]⊗ [N ], [R]⊗ [S]) = ([M ], [R])([N ], [S])
for any [M ], [N ], [R], [S] ∈ HQ,k.
3.2. The dualization process and the Hall algebra. We saw in the subsection 2.1.2 how to to
dualize representations of quivers to obtain from a representation M of Q a representation M∗ of the
dual quiver Q∗. This process induces a linear map between the Hall algebras
D : HQ,k → HQ∗,k
[M ] 7→ [M∗]
which is a Hopf algebra graded anti-isomorphism. In particular, D induces a linear isomorphism
between the spaces of primitive elements of a quiver and its dual.
3.3. A PBW basis for the Hall algebra. The Hall algebra construction can be extended to any
finitary exact category, see [19] and references therein. Let HA
7 be the Hall algebra of the finitary
exact category A.
Theorem 3.1 (Guo-Peng, Berenstein-Greenstein). Let A be a finitary exact category. Then for any
order on the set indA of isomorphism classes of indecomposable objects in A, HA is spanned, as a C-
vector space, by ordered monomials on indA. Moreover, if A is Krull-Schmidt, then such monomials
form a basis of HA.
Proof. See [1, Theorem 2.4]. See [6, Theorem 3.1] for a quiver version. 
3.4. Cuspidal functions and the theorem of Sevenhant and Van den Bergh. In this section,
we let Q be an arbitrary quiver (we allow multiple arrows, oriented cycles and edge loops) and Fq a
finite field. Let HQ,Fq be the Hall algebra of Q over Fq.
3.4.1. Cuspidal functions. We define here the objects of main interest in this paper.
Definition 3.2. An element f ∈ HQ,Fq is called a cuspidal function if it is primitive i.e. if
∆f = f ⊗ 1 + 1⊗ f.
We let HcuspQ,Fq be the space of cuspidal functions. It decomposes as a direct sum
H
cusp
Q,Fq
=
⊕
d∈NI
H
cusp
Q,Fq
[d].
A key fact in the proof of Theorem 3.4 below is the following.
7It is an algebra and a coalgebra. This is a bialgebra if A is hereditary.
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Lemma 3.3. Let d ∈ NI . Then HcuspQ,Fq [d] is the d-graded component of the orthogonal with respect
to Green’s scalar product of the subspace∑
d′,d′′>0
HQ,Fq [d
′]HQ,Fq [d
′′].
Proof. See [20, 3.1]. 
3.4.2. The theorem of Sevenhant and Van den Bergh. This theorem motivates the study of cuspidal
functions, as they were used by Sevenhant and Van den Bergh in their article [20] to identify the
whole Hall algebra of a quiver with the specialization at ν =
√
q of the positive part of the quantized
enveloping algebra of a generalized Kac-Moody algebra associated to that quiver.
Let (fj)j∈J be a graded orthonormal basis of H
cusp
Q,Fq
with respect to Green’s scalar product, so that
in particular, for j ∈ J , dim fj ∈ NI is well-defined. We define
ai,j = (dim fi, dim fj).
for i, j ∈ J . By [20, Proposition 3.2], ai,j ≤ 0 for i 6= j and if ai,i > 0, then ai,i = 2. The infinite
matrix (ai,j) is a generalized Cartan matrix in the sense of [2].
Theorem 3.4 (Sevenhant-Van den Bergh, [20]). The Hall algebra HQ,Fq is the bialgebra generated by
the primitive elements (fj)j∈J subject to the following relations:
(1) For all i, j ∈ J , if ai,j = 0, then fifj = fjfi,
(2) For all i, j ∈ J , if ai,i = 2, then
1−ai,j∑
l=0
(−1)l
{
1− ai,j
l
}
f lifjf
1−ai,j+l
i = 0
where, for any integers r and s,
{
s
r
}
is the ν-binomial coefficient defined by :{
s
r
}
=
r∏
u=1
νu+s−r − ν−(u+s−r)
νu − ν−u
and ν =
√
q.
Remark 3.5. From what we know about the Hall algebra, there is no natural choice for the basis
(fj)j∈J . We hope to tackle this question in the future.
4. Kac and cuspidal polynomials of an affine quiver over a finite field
4.1. Indecomposable and absolutely indecomposable representations count. For a funda-
mental contribution on the count of representations of quivers over finite fields, see [7]. Let Q be
an arbitrary quiver. We denote by AQ,d(q), d ∈ NI the Kac polynomial of Q counting absolutely
indecomposables representations of dimension d over Fq and IQ,d(q) the polynomial counting inde-
composable representations of Q of dimension d over Fq. The following formula is well-known and is
a consequence of Galois descent for quiver representations: for d ∈ NI indivisible and r ≥ 1,
IQ,r d(q) =
∑
l|r
1
l
∑
m|l
µ(m)AQ, r
l
d(q
l
m ),
where µ is the Mo¨bius function. See also [7, Theorem 4.1]. Sometimes, this formula is presented using
plethystic operations (see [3] for basics on plethystic notation):
Expz
(∑
d>0
IQ,d(q)z
d
)
= Expt,z
(∑
d>0
AQ,d(t)z
d
)
.
These polynomials do not depend on the orientation of the graph Q.
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4.2. Dimension count of cuspidal functions. Let Q be an arbitrary quiver. For complements on
this section, see [3]. For d ∈ NI , we let
CQ,d(q) = dimCH
cusp
Q,Fq
[d].
We will not use the following in the sequel.
Theorem 4.1 (Bozec-Schiffmann, [3]). The function CQ,d(q) is a polynomial in Q[q].
In loc. cit., Bozec and Schiffmann defined the absolutely cuspidal polynomials of a quiver Q. They
are characterized as follows.
Proposition 4.2 (Bozec-Schiffmann, [3]). The absolutely cuspidal polynomials of Q form the unique
family of polynomials (CabsQ,d(t))d∈NI satisfying the following conditions.
(1) If d ∈ NI is hyperbolic, CabsQ,d(t) = CQ,d(t),
(2) If d ∈ NI is isotropic and indivisible, then
Expz
(∑
r>0
CQ,d(t)z
d
)
= Expt,z
(∑
r>0
CabsQ,d(t)z
d
)
.
Conjecture 4.3 (Bozec-Schiffmann, [3, Conjecture 1.3]). For any Q and d ∈ NI , CabsQ,d(t) ∈ N[t].
We prove this conjecture for d isotropic, see Corollary 8.3.
4.3. Kac and cuspidal polynomials of affine quivers. For affine quivers, explicit expressions of
the considered polynomials are known.
4.3.1. Kac polynomials of affine quivers.
Theorem 4.4. Let Q be an affine quiver, δ ∈ NI its indecomposable imaginary root, and k = Fq a
finite field with q elements.
(1) If d ∈ NI is a real root ( i.e. if 〈d,d〉 = 1), there is a unique indecomposable representation
over Fq, and it is absolutely indecomposable: AQ,d(q) = 1 = IQ,d(q),
(2) If d ∈ NI is an imaginary root, then it is a positive multiple rδ of the indecomposable imaginary
root and AQ,d(t) = t+n0, i.e. there are q+n0 absolutely indecomposable representations over
Fq where n0 is the number of vertices of Q minus one (the number of vertices of the finite type
quiver associated to Q).
Proof. See [8, 5.1]. 
4.3.2. Cuspidal polynomials of affine quivers. For acyclic affine quivers, [8] countains all the formulas
we need. Let Q = (I,Ω) be an affine quiver.
Proposition 4.5 (Hua-Xiao, [8, 5.2]). For r ≥ 1, we have:
(4.1) CQ,rδ(t) = IQ,rδ(t)− n0
and
CabsQ,rδ(t) = t.
For ei = (0, . . . , 1, . . . , 0) ∈ NI , we have
CQ,ei = C
abs
Q,ei = 1.
For d 6∈ {ei : i ∈ I} ∪ {rδ : r ≥ 1},
CQ,d = 0.
In fact, this formulas remains true for any affine quiver, i.e. for the Jordan and cyclic quivers, as it
is clear from the formulas of [3, 1.2].
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5. Cuspidal functions of the Jordan and cyclic quivers
Let Q be a quiver. The category of nilpotent representations of Q, RepnilQ (Fq) is a sub-category of
RepQ(Fq) stable under extensions and taking subobjects. Therefore, denoting by MQ,nilFq the set of
isomorphism classes of nilpotent representations of Q, the subspace HnilQ,Fq =
⊕
[M ]∈MQ,nil
Fq
C[M ] is in
fact a sub-Hopf-algebra. Its primitive elements are called nilpotent cuspidal functions. In this section,
we put the emphasis on nilpotent cuspidal functions of the Jordan and cyclic quivers. We will also see
that arbitrary cuspidal functions can be expressed in terms of nilpotent cuspidal functions.
5.1. Nilpotent cuspidal functions of the Jordan quiver. All in this section has been known for
almost a century, as Steinitz introduced an algebra structure on the complex vector space generated
by isomorphism classes of finite length modules over a discrete valuation ring with finite residue field.
The link with Macdonald’s ring of symmetric functions is explained in [13]. We recall here what we
need for the convenience of the reader – who is asked to look at the references for the proofs.
Let Λ be Macdonald’s ring of symmetric functions. It is constructed as the direct limit in the
category of graded rings of the system
(Z[x1, . . . , xn]
Sn , f(x1 . . . , xn+1) ∈ Z[x1, . . . , xn+1]Sn+1 → f(x1, . . . , xn, 0) ∈ Z[x1, . . . , xn]Sn).
The Z-algebra Λ is endowed with a structure of Hopf algebra with comultiplication ∆ : Λ −→ Λ ⊗ Λ
by considering the direct limit of the system of applications
(5.1) ∆n : Z[x1, . . . , x2n]
S2n −→ Z[x1, . . . , xn]Sn ⊗ Z[x1, . . . , xn]Sn
where ∆n(xi) = xi/2 ⊗ 1 if i is even, and ∆n(xi) = 1⊗ x i+1
2
if i is odd. As usual, we let
er =
∑
i1<...<ir
xi1 . . . xir ,
pr =
∑
i
xri
for r ≥ 1. We do not recall the definition of Hall-Littlewood symmetric functions Pλ(x; t) for a partition
λ: see [13, Chapter III]. The elements pr are the normalized primitive elements of Λ. We now state
the main theorem of this section.
Theorem 5.1. We have an isomorphism of Hopf algebras :
(5.2)
ϕq : H
nil
Q0 −→ Λ⊗C
[I(1r)] 7−→ q
−r(r−1)
2 er.
Moreover, for any partition λ:
(5.3) ϕq([Iλ]) = q
−n(λ)Pλ(x; q
−1)
where Pλ is the Hall-Littlewood symmetric function associated to the partition λ and n(λ) =
∑
i(i−1)λi.
Proof. See [13], 3.4 page 217. 
Define
p˜r = ϕ
−1
q (pr)
the cuspidal function of dimension r of the Jordan quiver. For m ≥ 0, define φm(t) =
∏m
i=1(1 − ti)
and let l(λ) be the length of the partition λ. We have the following closed formula for the nilpotent
cuspidal functions of the Jordan quiver.
Theorem 5.2. The r-dimensional cuspidal function over Fq of Q0 is:
(5.4) p˜r =
∑
|λ|=r
φl(λ)−1(q)[Iλ].
Proof. This formula already appears in [18], formula 4.1 or in [1, 3.2]. See references therein. 
18 LUCIEN HENNECART
5.2. Cuspidal functions for the Jordan quiver. The following theorem provides a basis for cus-
pidal functions for the Jordan quiver J .
Theorem 5.3. Let a ∈ |A1Fq | a point of degree d. Fix ta ∈ A1Fq (Fq) such that the image of ta :
SpecFqd → A1F
qd
is a. We define p˜r,ta ∈ HJ,Fqd associated to ta as
(5.5) p˜r,ta =
∑
|λ|=r
φl(λ)−1(q
d)[taId + Iλ].
This is a cuspidal function of Q over Fqd . We have a linear map :
Fd : HJ,F
qd
→ HJ,Fq
induced by the forgetfull functor F ′d : RepJ(Fqd)→ RepJ(Fq). The set
{Fd(p˜r,ta) | r ≥ 1, |a| ∈ |A1Fq |}
is a basis of cuspidal functions of J over Fq.
Proof. The functions Fd(p˜r,ta) for d ≥ 1, r ≥ 1 and a ∈ |A1Fq | of degree d are clearly linearly inde-
pendent, since they have disjoint support. For e ≥ 1, the number of such functions of dimension e is
the number of closed points of A1Fq of degree less or equal to e. This is also the number of irreducible
monic polynomials in Fq[T ] with degree less than or equal to e. This number is the dimension of
H
cusp
J,Fq
[e], see [3, Examples 1.2 and Proposition 4.1]. Therefore, it remains to show that for d ≥ 1,
r ≥ 1 and a ∈ A1Fq a closed point of degree d, Fd(p˜r,ta) is indeed a cuspidal function in HJ,Fq .
Let t ∈ |A1Fq | be a closed point of degree d, r an integer and λ a partition of r. It suffices to
show that the number of automorphisms of F ′d(tIr + Jλ) and that of tIr + Jλ coincide, and that all
subrepresentations of F ′d(tIr + Jλ) are of the form F
′
d(N) for N a subrepresentation of tIr + Jλ.
Step 1: The number of automorphisms. To prove that the number of automorphisms of F ′d(tIr+Jλ)
and that of tIr+Jλ coincide, it suffices to show that an automorphism ψ of F
′
d(tIr +Jλ) is Fqd -linear.
But – by definition of morphisms of quiver representations – ψ has to commute with tIr + Jλ hence
with its semisimple part, which is tIr. Therefore, ψ commutes with the multiplication by t. Since t is
of degree d over Fq, Fq[t] = Fqd and ψ is Fqd -linear, that is exactly what we wanted to prove.
Step 2: The subrepresentations. Let N ⊂ F ′d(tIr + Jλ) be a subrepresentation, i.e. N is a Fq-
subspace of Frqd stable under the linear map tIr + Jλ. Since the semisimple part tIr of tIr + Jλ is a
polynomial with coefficients in Fq without constant term of tIr+Jλ, N is stable under tIr . Therefore,
the multiplication by t leaves N invariant: N is a Fqd -subspace of F
r
qd . 
5.3. Nilpotent cuspidal functions of cyclic quivers. Let n ≥ 2 and Cn be the cyclic quiver of
length n.
Theorem 5.4. For any r ≥ 1, dimCHnil cuspCn,Fq [rδ] = 1.
Proof. In fact, Schiffmann proved the following result, see [19, Proposition 3.25]. Let U be the two sided
ideal of HnilCn,Fq generated by the classes [Si] of simple representations of dimension ei for 0 ≤ i ≤ n
and let R = U⊥ be its orthogonal with respect to Green’s scalar product. Then R is a sub-Hopf
algebra of HnilCn,Fq isomorphic to a graded polynomial ring with countably many variables
(5.6) R ≃ C[xj : j ≥ 1]
with deg(xj) = jδ and ∆(xj) = xj ⊗ 1 + 1⊗ xj . This immediately implies our result. Indeed, if f is a
cuspidal function of dimension rδ, then it is orthogonal to [Si] for i ∈ I and to any nontrivial products.
Therefore, f ∈ R. By (5.6), a cuspidal function in R is a linear combination of xj , j ≥ 1. This proves
Theorem 5.4. 
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Lemma 5.5. Let d ≥ 1. Let f ∈ Hnil cuspCn,Fq [dδ] be non-zero. Then for I a nilpotent indecomposable
representation of Cn of dimension dδ, f(I) 6= 0. Furthermore, f(I) does not depend on the chosen
indecomposable I.
Proof. By Theorem 3.1, {[I] : I nilpotent indecomposable} generatesHnilQ,Fq as an algebra. For d ≥ 1,
consider the orthogonal projection with respect to Green’s scalar product:
π : HnilCn,Fq [dδ]→ Hnil cuspCn,Fq [dδ].
By Lemma 3.3, π restricts to a surjective linear map:
π : Hnil,indecCn,Fq [dδ]→ H
nil cusp
Cn,Fq
[dδ]
where Hnil indecCn,Fq is the subspace of HCn,Fq generated by the basis elements [M ] for M indecomposable.
Being surjective, this morphism is nonzero and there exists an indecomposable nilpotent representation
M of dimension dδ of Cn such that π([M ]) 6= 0. This precisely means that (f, [M ]) 6= 0 since
H
nil cusp
Q,Fq
[dδ] is one-dimensional, and therefore f([M ]) 6= 0. The group Z /nZ acts by rotations on
the quiver Cn, inducing an action of Z /nZ by Hopf algebra automorphisms on H
nil
Cn,Fq preserving
H
nil cusp
Cn
[rδ]. Since the latter space is one-dimensional, Z /nZ acts on it through a character Z /nZ→
C∗, i 7→ ζi for some n-th root of unity ζ.
We show that ζ = 1. For M a representation of Cn of dimension dδ, ∆([M ])(V0,dn−1, S−1) 6= 0 if
and only if M ≃ V0,dn or M ≃ V0,dn−1⊕ S−1 and ∆([M ])(S−1, V0,dn−1) 6= 0 if and only if M ≃ V−1,dn
or M ≃ V0,dn−1 ⊕ S−1. Thus, we may write f = [V0,nd] + ζ[V−1,nd] + c[V0,nd−1 ⊕ S−1] + g where
∆(g)(S−1, V0,dn−1) = ∆(g)(V0,dn−1, S−1) = 0 and c ∈ C is some complex number. Computing the
comultiplications, we obtain :
0 = ∆(f)(V0,nd−1, S−1) = ν
〈V0,nd−1,S−1〉
( |Aut(S−1)||Aut(V0,nd−1)|
|Aut(V0,nd)| + c
|Aut(S−1)||Aut(V0,nd−1)|
|Aut(V0,nd−1 ⊕ S−1)|
)
and
0 = ∆(f)(S−1, V0,nd−1) = ν
〈S−1,V0,nd−1〉
(
ζ
|Aut(S−1)||Aut(V0,nd−1)|
|Aut(V−1,nd)| + c
|Aut(S−1)||Aut(V0,nd−1)|
|Aut(I−1,nd−1 ⊕ S−1)|
)
.
From the first equation, it follows that c ∈ Q<0 and from the second equation, ζ ∈ Q c. So ζ ∈ Q and
ζ ∈ R>0. This concludes the proof.

Remark 5.6. There is no known closed formula for nilpotent cuspidal functions of the Hall algebra of
cyclic quivers.
5.4. Cuspidal functions of cyclic quivers. Let Cn be the cyclic quiver of length n. As the functor
Gn (see 2.1) is an equivalence of categories, we can give an explicit formula for invertible cuspidal
functions of cyclic quivers. For a ∈ |A1
Fq
| of degree d, let
Ia,λ = Gn(F
′
d(taI + Jλ)),
where ta ∈ A1Fq (Fq) represents a (see Theorem 5.3).
Proposition 5.7. A basis of Hcusp invCn,Fq is given by the functions
fa,s =
∑
|λ|=s
l(λ)−1∏
j=1
(1 − qj)
 [Ia,λ]
for a ∈ |A1Fq | \ {0} and s ≥ 1.
Proof. This is a consequence of Theorem 5.3. 
20 LUCIEN HENNECART
6. Cuspidal functions of affine quivers
6.1. Decomposition of cuspidal functions.
Proposition 6.1. A cuspidal function f ∈ HQ,k in the Hall algebra of an affine quiver over a finite
field decomposes as f = fP + fI + fR where fR (resp. fI, resp. fP) is a cuspidal function whose
support consists of regular (resp. preinjective, resp. preprojective) representations.
Proof. Let f ∈ HcuspQ,k be a cuspidal function. Let M = P ⊕ R ⊕ I be a representation of Q over
k written as a direct sum of its preprojective, preinjective and regular summands, that is P is the
direct sum of the indecomposable preprojective direct summands of M , I is the direct sum of the
indecomposable preinjective direct summands of M and R is the direct sum of the indecomposable
regular direct summands of M . Suppose moreover that at least two of the representations P,R, I
are nonzero. Then the proposition is equivalent to f([M ]) = 0 for all such M . But, because of the
properties of extensions and morphisms (see Proposition 2.4), in HQ,k, we have [M ] = [P ][R][I]. This
is a non trivial product, and therefore, f is orthogonal to [M ] with respect to Green’s scalar product.
But this precisely means that f([M ]) = 0 and implies the decomposition f = fP + fI + fR. It remains
to show that fP , fR and fI are cuspidal. This comes from the fact that f is cuspidal and ∆(fP) is
supported on {(M,N) : ∂M + ∂N < 0} while ∆(fR) is supported on {(M,N) : ∂M + ∂N = 0} and
∆(fI) is supported on {(M,N) : ∂M + ∂N > 0}. 
Proposition 6.2. Let r ≥ 1 and f ∈ HcuspQ,Fq [rδ]. Then f is supported on regular representations.
Proof. Let f = fP + fI + fR be the decomposition given by Proposition 6.1. By Theorem 3.1,
{[I] : I indecomposable} generatesHQ,Fq as an algebra. For d ≥ 1, consider the orthogonal projection
with respect to Green’s scalar product:
π : HCn,Fq [rδ]→ HcuspCn,Fq [rδ].
By Lemma 3.3, π restricts to a surjective linear map:
π : HindecCn,Fq [rδ]→ HcuspCn,Fq [rδ].
Let M be an indecomposable representation of dimension rδ. It is regular. Therefore, (fP , [M ]) =
(fI , [M ]) = 0 and fI = fP = 0. 
6.2. Regular Hall algebra of affine quivers. In all this section, Q is an acyclic affine quiver and
Fq a finite field.
We denote by HQ,Fq,R the subspace of HQ,Fq generated by classes of regular representations [M ],
forM ∈ RepRQ (Fq). Since RepRQ(Fq) is stable under extensions, this is in fact a subalgebra. We denote
by m the induced multiplication. The comultiplication ∆ : HQ,k → HQ,k ⊗HQ,k induces a linear map
∆R : HQ,k,R → HQ,k,R⊗HQ,k,R
which is the composition
HQ,k,R → HQ,k → HQ,k ⊗HQ,k → HQ,kR⊗HQ,k,R
where the first arrow is the inclusion, the second is the comultiplication ∆ and the last the orthogonal
projection with respect to Green’s scalar product. When elements of HQ,Fq are seen as functions on
isoclasses of representations of Q over Fq, the last arrow is the restriction of functions to isoclasses of
regular representations.
The restriction of Green’s scalar product to HQ,Fq,R induces a hermitian scalar product (−,−).
Proposition 6.3. The two operations m and ∆R endow HQ,k,R with a bialgebra structure and the
multiplication is adjoint to the comultiplication for the restriction of Green’s scalar product.
Proof. We already noticed that m is an associative bilinear map. We have to prove that ∆R is
coassociative, compatible with the multiplication m and that m and ∆R are adjoint for Green’s scalar
product. The coassociativity will follow from the associativity and the adjunction property.
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Adjunction property. Let M,N,R ∈ RepRQ(Fq) be three regular representations of Q. Then,
(∆([R]), [M ]⊗ [N ]) = (∆R([R]), [M ]⊗ [N ]).
But by adjunction for m and ∆ in HQ,Fq ,
(∆([R]), [M ]⊗ [N ]) = ([R], [M ][N ]).
Therefore,
(∆R([R], [M ]⊗ [N ]) = ([R], [M ][N ]).
This proves the adjunction for m and ∆R.
Compatibility of m and ∆R. Let M,N ∈ RepRQ(Fq). In HQ,Fq , we have the equation
∆([M ][N ]) = ∆([M ])∆([N ]).
Thanks to the properties of morphisms between preprojective, regular and preinjective representions
(see Proposition 2.4), if S ⊂M is a subrepresentation, then its indecomposable summands can only be
preprojective or regular. Moreover, S is regular if and only if its defect ∂S is zero, since preprojective
representations have negative defect. Suppose S is not regular. If S′ is an arbitrary subrepresentation
of N , then for any regular representations A and B, ([S]⊗ [M/S])([S′]⊗ [N/S′])(A,B) = 0 since the
support of [S][S′] contains only representations of defect ∂S+ ∂S′ < 0. By reversing the role of S and
S′, we obtain the formula
∆R([M ][N ]) = ∆R([M ])∆R([N ]).
This is precisely what we wanted. 
6.3. Regular cuspidal functions of affine quivers. A function f ∈ HQ,k,R is said to be cuspidal
regular if ∆R(f) = f ⊗ 1 + 1⊗ f . From Proposition 6.2, we have the inclusion
H
cusp
Q,k [rδ] ⊂ HcuspQ,k,R[rδ]
for any r ≥ 1.
Recall the decomposition of RepRQ(Fq) into blocks C
Q
a for a ∈ |P1Fq |. As a consequence, we have
the following proposition.
Proposition 6.4. There is an isomorphism of Hopf algebras :
HQ,Fq,R ≃
⊗
a∈|P1
Fq
|
HCQa
between the regular Hall algebra and the restricted tensor product of Hall algebras of tubes.
Theorem 6.5. For any a ∈ |P1Fq | and any n > 0, dim(HcuspQ,Fq,R ∩HCQa [n deg(a)]) = 1.
Proof. This is a consequence of Proposition 6.4. Indeed, if CQa is a homogeneous tube, HCQa ≃
H
J,F
deg(a)
q
and if CQa is a non-homogeneous tube of period p, HCQa ≃ HCp,Fq . 
6.3.1. Normalization of cuspidal functions. The space of cuspidal functions whose support is contained
in a given tube is one dimensional. We give here a natural way to normalize them. Take a ∈
|P1
Fq
| a closed point and n ≥ 1. If the corresponding tube is homogeneous, it contains exactly one
indecomposable representation I = Ia,n of dimension n deg(a)δ and if f is a cuspidal function whose
support is contained in this tube, thanks to formula (5.4), f(I) 6= 0. We may normalize f such that
f(I) = 1.
If a corresponds to a non-homogeneous tube of period p, then for n ≥ 1, it contains p indecompos-
ables (up to isomorphism) I1, . . . , Ip of dimension nδ. By Proposition 5.5, if f is a nonzero cuspidal
function whose support is contained in this tube, then f(I1) = . . . = f(Ip) 6= 0. We may therefore
normalize f by fixing the value f(I1) = 1.
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Definition 6.6. A dimension vector d ∈ NI is said to be cuspidal if there exists a nonzero cuspidal
function of dimension d. We say sometimes that a regular cuspidal function is in a given tube when
its support is contained in this tube.
We define an homogeneous basis B of HcuspQ,Fq,R. From Theorem 6.5, for each tube indexed by
an element a ∈ |P1
Fq
|, the space of cuspidal functions whose support is contained in this tube is
one dimensional. We use the previous normalization and for d ≥ 1, we denote by fa,d the unique
corresponding normalized cuspidal function. We define now
B = {fa,d : a ∈ |P1Fq |, d ≥ 1}.
This is a homogeneous basis of regular cuspidal functions of Q.
6.4. Comparison of dimensions. For any d = sδ ∈ NI , the previous theorem gives a basis of
HQ,Fq,R containing
IQ,d(q)−
d∑
i=1
(pi − 1) = number of tubes of degree ≤ s
elements, where we recall that d is the number of non-homogeneous tubes and pi, 1 ≤ i ≤ d denote
their respective periods. Moreover, the table in Theorem 2.5 gives
d∑
i=1
p− i − d = n0 − 1
where n0 is the number of vertices of Q minus one. Therefore,
dimCH
cusp
Q,Fq,R
[sδ] = IQ,sδ(q)− n0 + 1
and, by Equation (4.1),
dimCH
R
Q,Fq [sδ] = CQ,sδ(q) + 1
which means that the subspace HcuspQ,Fq [sδ] ⊂ HQ,Fq,R[sδ] is of codimension 1.
In Theorem 6.9, we will construct an explicit linear form on HcuspQ,Fq,R[sδ] whose kernel is H
cusp
Q,Fq
[sδ]
for any s ≥ 1.
6.5. Link between regular cuspidal functions of the Kronecker quiver and affine quivers.
Let Q be an acyclic affine quiver. In Section 2.3.1, we defined an exact fully faithful functor
F : RepK2(k)→ RepQ(k).
This functor induces a linear map
F˜ : HK2,Fq → HQ,Fq
defined by F˜ [M ] = [F (M)] for a representation M of K2 over Fq. This map is an injective algebra
morphism (since F is fully faithful and since the essential image of F is closed under extensions). It is
usually not a coalgebra homomorphism, but it verifies the following property. For f ∈ HQ,Fq , denote
by f⊥ its orthogonal projection on im(F˜ ) with respect to Green’s scalar product. When viewing
elements of HQ,Fq as functions, f
⊥ is simply the restriction of f to {[F (M)] : M ∈ RepK2(Fq)}.
Then, denoting by F˜−1 the inverse of F˜ : HK2,Fq → im(F˜ ), we have the formula
(6.1) ∆(F−1(f⊥)) = F˜−1 ⊗ F˜−1(∆(f)⊥).
By construction the functor F preserves indecomposables. Regularity of an indecomposable repre-
sentation is a property of its dimension. It follows that F restricts to a functor between abelian
categories
FR : Rep
R
K2(Fq)→ RepRQ(Fq)
which now induces an algebra morphism between regular Hall algebras :
F˜R : HK2,Fq,R → HQ,Fq,R .
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For a ∈ |P1Fq | and n ≥ 1,
fK2a,n =
∑
|λ|=n
l(λ)−1∏
j=1
(1 − qj deg(a))[Ia,λ]
are the regular cuspidal functions of the Kronecker quiver.
We first prove the following result giving the restriction of a regular cuspidal function of HQ,Fq,R.
Proposition 6.7. Let r ≥ 1 and f be the normalized regular cuspidal function of Q in a given tube.
Then F˜−1(f⊥) is the normalized cuspidal function of K2 of a (homogeneous) tube.
Proof. In case f is in a homogeneous tube, F induces an equivalence of abelian categories with the
corresponding tube of RepRK2(Fq). Therefore, f
⊥ = f , ∆(f)⊥ = ∆(f) and the results follows from
Equation (6.1).
In case f is in a non-homogeneous tube, let C be the corresponding tube of K2. Let [M ] be the
isomorphism class of indecomposable representations of dimension (s, s) contained in the tube C. By
Lemma 5.5, f([F (M)]) 6= 0 (the full faithfulness of F implies that F (M) is indecomposable in the same
tube as f) and moreover by normalization, f([F (M)]) = 1. By formula (6.1), F˜−1(f⊥) is cuspidal, and
moreover F˜−1(f⊥([M ]) = 1. Therefore, F˜−1(f⊥) is the normalized cuspidal function of a homogeneous
tube of K2. 
Corollary 6.8. Let a ∈ |P1
Fq
|. If F sends the a-tube of K2 on a homogeneous tube of Q, then
F˜ (fK2a,n) = fa,n
is the normalized cuspidal regular function of Q of in the t-tube of dimension n deg(a).
If F sends the a-tube of K2 on a non-homogeneous tube of Q, then
F˜ (fK2a,n) = f
⊥
a,n.
Proof. This is an immediate consequence of the Proposition 6.7 since in particular, if a ∈ |P1Fq |
corresponds to an homogeneous tube, for any n ≥ 1, f⊥a,n = fa,n. 
6.6. Cuspidal functions of affine quivers.
6.6.1. Cuspidal functions of an affine quiver in terms of regular cuspidal functions. Let us introduce
some notations concerning partitions. For (λ1, . . . , λl) a partition, we define the following quantities :
|λ| =
l∑
i=1
λi,
l(λ) = l
and
n(λ) =
l∑
i=1
(i− 1)λi.
For d ≥ 1 and q 6= 0, set
ξ(d, q) =
∑
|λ|=d
∏l(λ)−1
j=1 (1− qj)
aλ(q)
,
and d ∈ NI , define also
χd =
∑
[M ]∈MQ(Fq)[d]
[M ].
The main theorem of this paper is the following.
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Theorem 6.9. Let B = {fx,n : x ∈ |P1Fq |, n ≥ 1} be the basis of normalized regular cuspidal functions
of Q. Then the kernel of the linear form
L : HcuspQ,Fq,R → C
fx,n 7→ ξ(n, qdeg(x)) = (fx,n, χndeg(x))
is the space of cuspidal functions of Q of imaginary dimension,
⋃
r≥1H
cusp
Q,Fq
[rδ].
Proof. Let r ≥ 1 be an integer and d = rδ a multiple of the indivisible imaginary root. We denote
by L[d] : HcuspQ,Fq,R[d] → C the restriction of L. We already know that H
cusp
Q,Fq
[d] ⊂ HcuspQ,Fq,R[d] is an
hyperplane. To prove the theorem, it suffices to prove that L[d] is a nonzero linear form whose kernel
contains HcuspQ,Fq [d].
Step 1: We prove that d-dimensional cuspidal functions of Q are in the kernel of L[d]. We can
suppose – using the dualization process – that the extending vertex i0 is a sink. We use previously
defined notations, in particular Iθ is an indecomposable of Q of dimension θ = δ − ei0 . We will show
that for x ∈ |P1Fq |,
(6.2) L(fx,n) =
1
ν〈I
⊕r
θ
,S⊕r
i0
〉|GLn(Fqdeg(x))|2
∆(fx,n)(I
⊕r
θ , S
⊕r
i0
).
This formula will imply our claim, since if f is cuspidal of dimension d, then ∆(f) = f ⊗ 1 + 1⊗ f .
Let us now prove Formula (6.2). For a representation M of Q, ∆([M ])(I⊕rθ , S
⊕r
i0
) = 0 if M is not
in the essential image of F by Proposition 2.11. Thus, since F induces an equivalence of categories
between RepK2(Fq) and the full subcategory of RepQ(Fq) whose objects are extension of I
⊕d1
θ by S
⊕d2
i0
for some nonnegative integers d1 and d2. It suffices therefore to prove (6.2) for Q = K2 the Kronecker
quiver, for which I = S1 is the simple representation at the first vertex. For the Kronecker quiver,
fx,n =
∑
|λ|=n
l(λ)−1∏
j=1
(1− qj deg(x))[IK2x,λ].
Thus,
∆(fx,n)(S
⊕r
1 , S
⊕r
2 ) = ν
〈S⊕r1 ,S
⊕r
2 〉
∑
|λ|=n
l(λ)−1∏
j=1
(1 − qj deg(x))
 |Aut(S⊕r2 )||Aut(S⊕r1 )|
aλ(qdeg(x))
.
Now, we have |Aut(S⊕r1 )| = |Aut(S⊕r2 )| = |GLr(Fqdeg(x))|, giving (6.2).
Step 2: We prove that L[d] is a nonzero linear form. If r > 1 or r = 1 and q 6= 2, there is at least
one homogeneous tube of degree r. Let us choose f = [S] where S is a regular simple in such a tube.
By definition, it is an element of the basis B of dimension rδ and L[d](f) = ξ(1, qr) = 1qr−1 6= 0, so
L[d] 6= 0 in these cases. If d = 1 and q = 2, then in types D or E, there are only non-homogeneous
tubes in dimension δ, since | P1F2(F2) | has three elements. Let f be a regular cuspidal function of
dimension δ in a non-homogeneous tube. By 6.1 and because the essential image in dimension δ of the
functor F defined above is precisely the full subcategory of objects which are nontrivial extension of I
by Si0 , we have
∆(f)(I, Si0) = ∆(f
⊥)(I, Si0 ) = ∆(F˜
−1(f⊥))(S1, S2) 6= 0
since F˜−1(f⊥) = [N ] where [N ] is a regular cuspidal function of K2 of dimension (1, 1), therefore N
is one of the following representation of K2 over F2:
F2 F2
1
0
, F2 F2
0
1
or F2 F2 .
1
1

Corollary 6.10. The difference of two normalized regular cuspidal functions of the same dimension
of two tubes of the same degree is a cuspidal function.
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Proof. This is clear since for x ∈ |P1Fq | and s ≥ 1, L(fx,s) depends only on s and deg(x). 
7. Two conjectures of Berenstein and Greenstein
In all this section, Q is an acyclic affine quiver and Fq a finite field.
7.1. Fortuitous cancellation theorem. We prove in this section a result we use to relate Conjecture
7.2 and Conjecture 7.3 of Berenstein and Greenstein. We prove that for a cuspidal regular function
f ∈ HQ,Fq,R, (i.e. such that ∆R(f) = f ⊗ 1+1⊗ f), the function ∆(f)− (f ⊗ 1+ 1⊗ f) is supported
on the subset of I ×P = {([M ], [N ]) : M preinjective and P preprojective}.
Let f ∈ HQ,Fq a regular cuspidal function. A priori, ∆(f) is a sum of the primitive part and
terms of the form: [I] ⊗ [P ], [I] ⊗ [R ⊕ P ], [R ⊕ I] ⊗ [P ] and [R ⊕ I] ⊗ [R′ ⊕ P ] where R (resp. P ,
resp. I) is any regular (resp. preprojective, resp. preinjective) representation. Indeed, if a term of the
form [M ] ⊗ [N ] appears with nonzero coefficient in the comultiplication of [R] ∈ HQ,Fq , this means
that N is a sub-representation of R and M the quotient R/N . But a subrepresentation of a regular
representation has only regular and preprojective indecomposable direct summand and the quotient of
a regular representation by a subobject has only indecomposable regular and preinjective summands.
We will show the following cancellation theorem.
Theorem 7.1. Let f ∈ HQ,Fq,R be a regular cuspidal function. Then the comultiplication ∆(f) ∈
HQ,Fq ⊗HQ,Fq is the sum of its primitive part and terms of the form [I]⊗ [P ].
Proof. Let f ∈ HQ,Fq,R be a regular cuspidal function. The regular cuspidality precisely means
that ∆R(f)([M ], [N ]) = 0 for any nonzero regular representations M and N of Q. We will use the
coassociativity to prove the theorem. Suppose ∆(f)(R ⊕ I, P ) 6= 0 for some representations P,R and
I of Q with R regular, I preinjective and P preprojective. We first prove that for any g ∈ HQ,Fq,R,
(7.1) (∆⊗ 1) ◦∆(g)(R, I, P ) = (1⊗∆)(∆R(g))(R, I, P )
which will imply our assertion for the terms of the form (R⊕ I)⊗ P .
Let M be a regular representation. Then consider a filtration
0 ⊂ A ⊂M
of M with successive quotients P,R ⊕ I. Because Ext1(R, I) = 0 and Hom(I, R) = 0, the datum of
such a filtration is equivalent to the datum of a filtration:
0 ⊂ A ⊂ B ⊂M
with successive quotients P, I, R (the two sorts of filtrations of M with the given quotients are in
one-to-one correspondence). Since M and M/B are by assumption regular, so is B. This proves (7.1)
for g = [M ] and then for any function g by linearity. Therefore,
(∆⊗ 1) ◦∆(f)(R, I, P ) = (1⊗∆)(f ⊗ 1 + 1⊗ f)(R, I, P ) = (f ⊗ 1⊗ 1 + 1⊗∆(f))(R, I, P ) = 0.
But a term of the form [R]⊗ [I]⊗ [P ] in the decomposition of (∆⊗ 1) ◦∆(f) can only come from
the term [R ⊕ I] ⊗ [P ] of ∆(f), because Ext1(R, I) = 0, yielding a contradiction if this one appears
with nonzero coefficient in ∆(f).
The case of I ⊗R⊕ P is dual: the ingredients to handle this case are the formula
(1⊗∆) ◦∆(f)(I, P,R) = (∆⊗ 1)(∆R(f))(I, P,R)
and the fact that a term of the form [I] ⊗ [P ] ⊗ [R] in (1 ⊗∆) ◦∆(f) can only come from the term
[I]⊗ [R⊕ P ] of ∆(f).
The case of [R⊕ I]⊗ [R′ ⊕ P ] is more subtle but is a consequence of the formula :
(∆⊗ 1⊗ 1) ◦ (1⊗∆) ◦∆(f)(R, I, P,R′) = (1⊗∆⊗ 1)(((1⊗∆) ◦∆)R(f))(R, I, P,R′),
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where for f ∈ HQ,Fq , ((1⊗∆)◦∆)R(f) is the projection on H3Q,Fq,R of ((1⊗∆)◦∆)(f). This formula
is proved using the fact that filtrations of a regular module M
0 ⊂ A ⊂M
with successive quotients P ⊕R′ and I ⊕R are in one-to-one correspondence with filtrations of M of
the form
0 ⊂ B ⊂ A ⊂ C ⊂M
with successive quotients R′, P, I, R. As before, we also need the fact that a term of the form [R] ⊗
[I] ⊗ [P ] ⊗ [R′] in (∆ ⊗ 1 ⊗ 1) ◦ (1 ⊗ ∆) ◦ ∆(f) can only come from the term [R ⊕ I] ⊗ [R′ ⊕ P ] of
∆(f). 
7.2. Two conjectures of Berenstein and Greenstein. In their paper [1], Berenstein and Green-
stein gave the following conjectures proved by Deng and Ruan in [5] using weighted projective lines
and Hall polynomials.
For n > 1, let N(n) = number of closed points of P1Fq of degree n and N(1) = q + 1 − d. This is
the number of closed points of P1
Fq
of degree n not in D.
Conjecture 7.2. For s ≥ 1, d ≥ 1, and x ∈ P1
Fq
a closed point of degree d not in D,
fx,s − 1
N(d)
∑
y∈|P1
Fq
|\D
deg(y)=d
fy,s
is a cuspidal function.
Conjecture 7.3. Let P be a preprojective representation and I a preinjective representation. Then,
for any partition λ and closed points x, y ∈ |P1Fq | \D,
FP,IIλ(x) = F
P,I
Iλ(y)
.
Thanks to the fortuitous cancellation Theorem, Conjecture 7.3 implies Conjecture 7.2. We will
prove both conjectures using Theorem 6.9. We provide a direct proof of Conjecture 7.2
Theorem 7.4. Conjecture 7.2 holds.
Proof. Let x ∈ |P1
Fq
| \D a closed point of degree d and
f = fx,s − 1
N(d)
∑
y∈|P1
Fq
|\D
deg(y)=d
fy,s.
Then f is a function of dimension s deg(x). From Theorem 6.9, f is cuspidal if and only if L(f) = 0.
But
L(f) = ξ(s, qdeg(x))− 1
N(d)
∑
y∈|P1
Fq
|\D
deg(y)=d
ξ(s, qdeg(y)) = 0.

To prove Conjecture 7.3, we first define an action of an infinite permutation group on the Hall
algebra HQ,Fq .
Let S be the group of degree preserving permutations of |P1Fq | \D. The group S is isomorphic to∏
e≥1
SN(e)
where for a positive integer N , SN is the symmetric group on N letters. The action
S→ Aut(HQ,Fq )
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is defined as follows. For M,N two representations, λ a partition, x ∈ |P1Fq | \D and σ ∈ S,
σ · [M ] = [M ] if [M ] is preprojective, preinjective or in a non-homogeneous tube
σ · [Iλ(x)] = [Iλ(σ(x))]
σ · ([M ]⊕ [N ]) = (σ · [M ])⊕ (σ · [N ])
where for notational reasons, we define here [M ] ⊕ [N ] = [M ⊕N ]. It is easily seen that σ acts as a
graded linear isomorphism on HQ,Fq .
The following is the second important result of this paper.
Theorem 7.5. The group S acts by Hopf-algebra automorphisms on HQ,Fq .
Proof. It is a consequence of the following facts.
(1) σ acts as an isometry of HQ,Fq ,
(2) The action of σ leaves HQ,Fq,R and H
cusp
Q,Fq,R
stable,
(3) σ commutes with the linear form L. In particular, it preserves HcuspQ,Fq [d] for any dimension d.
Indeed, for (1), we have to prove that for M a representation of Q over Fq, the number of automor-
phisms of M and σM are the same. We write M ≃ I ⊕ R ⊕ P with I preinjective, R regular and P
preprojective. There is no morphisms from I to R or P and no morphisms from R to P . Therefore, an
endomorphism of M is upper triangular in this direct sum decomposition. Since for a partition λ and
a closed point x ∈ |P1Fq | \D the number of automorphisms of Iλ(x), aλ(qdeg(x)), only depends on the
degree of x, we only have to prove that for a partition λ, x ∈ |P1Fq | \D, a preprojective representation
P and a preinjective representation I, both numbers
dimHom(P, Iλ(x)),
dimHom(Iλ(x), I)
only depend on the degree of x. This is straightforward since using the Euler form, the first equals
〈dimP, |λ| deg(x)δ〉 and the second equals 〈|λ| deg(x)δ, dim I〉.
For (2), by definition σ let HQ,Fq,R stable and the element fx,n ofHQ,Fq,R verifies σ ·fx,n = fσ(x),n,
so HcuspQ,Fq,R is stable under σ. For (3), we notice that L(fx,n) = ξ(n, q
deg(x)) = L(fσ(x),n).
Therefore, σ sends a system of orthogonal cuspidal generators of HQ,Fq to an other such system.
Theorem 3.4 tells us that these systems of generators satisfy the same relations: σ is an algebra
morphism. Since σ also preserves cuspidal functions, it is a Hopf algebra automorphism. 
Corollary 7.6. Conjecture 7.3 holds.
Proof. As usual, ∆I,P denotes the truncation of the comultiplication: for f ∈ HQ,Fq , we keep only the
terms of the form [I ′]⊗ [P ′] in ∆(f). A reformulation of conjecture 7.3 is
∆I,P [Iλ(x)] = ∆I,P [Iλ(y)]
for any partition λ and closed points x, y ∈ |P1Fq | \D. For any x, y ∈ |P1Fq | \D, we choose σ ∈ S such
that σ(x) = y. We have
∆I,P ([Iλ(y)]) = ∆I,P (σ · [Iλ(x)]) = (σ ⊗ σ) ·∆I,P ([Iλ(x)]) = ∆I,P ([Iλ(x)])
as σ acts trivially on preinjective and preprojective representations.

8. Isotropic cuspidal dimensions of quivers
Let Q = (I,Ω) be an arbitrary quiver and Fq a finite field.
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8.1. The support of an isotropic cuspidal dimension of a quiver.
Write ei = (0, . . . , 0, 1, 0, . . . , 0) where all coordinates except the i-th are 0. The following seems to
be known and is not difficult to prove but we reproduce the proof for the sake of completeness.
Proposition 8.1. Let d be a cuspidal dimension of Q over Fq. Then d has a connected support.
Proof. Let d ∈ NI be a cuspidal dimension and f a nonzero cuspidal function of dimension d. Suppose
suppd is not connected, therefore P = suppd = P1 ⊔ P2 such that there is no arrow between P1 and
P2. For a representation M of Q over Fq, we write MPj for j = 1, 2 the representation of Q which
coincides with M on Pj and is zero at the other vertices. Since P1 and P2 are not connected,
Ext1(MP1 ,MP2) = Ext
1(MP2 ,MP1) = 0
and
Hom(MP1 ,MP2) = Hom(MP2 ,MP1) = 0.
Therefore, in HQ,Fq ,
[MP1 ][MP2 ] = [MP1 ⊕MP2 ] = [MP2 ][MP1 ].
Now write
f =
∑
[M ],dimM=d
c[M ][M ] =
∑
[M ],dimM=d
c[M ][MP1 ⊕MP2 ].
Since from the characterization of cuspidal functions, f is orthogonal to any nontrivial products,
c[M ] = |Aut(M)|(f, [M ]) = |Aut(M)|(f, [M1][M2]) = 0,
giving f = 0, contradiction.

The following Theorem 8.2 is a direct consequence of [9, Proposition 5.7] and of the inequalities
verified by cuspidal dimensions in case of quivers without loops. We reproduce the proof here for
arbitrary quivers for the convenience of the reader.
Theorem 8.2. Let d be an isotropic cuspidal dimension of Q over Fq ( i.e. (d,d) = 0 where (−,−)
is the symmetrized Euler form of the quiver). Then the support suppd of d is an affine quiver.
Proof. From [20, Proposition 3.2 1.(a)], which can be extended to an arbitrary quiver with few modi-
fications8, we have
(d, ei) ≤ 0
for any i ∈ I and moreover suppd is connected by Proposition 8.1. We set P = suppd and see P as
a full subquiver of Q. The condition (d,d) = 0 then implies
(8.1) (d, ei) = 0
for i ∈ suppd: in fact, if d =∑i∈suppd diei with di a positive integer, (d, d) =∑i∈suppd di(d, ei) = 0
and each term of this sum is negative or zero, which implies the result.
We show that if P contains edge loops, P is the Jordan quiver. Let i ∈ suppd be a vertex with g
loops. Then
(d, ei) = 2(1− g)di −
∑
α:i→j
dj −
∑
α:j→i
dj .
This quantity must be zero. The only possibility is g = 1 and P contains no vertices adjacent to i.
Thanks to the connectedness of P , we deduce that P is the Jordan quiver.
Suppose now P has no edge loop. Then the Cartan matrix AP of the subquiver P is a generalized
Cartan matrix as defined in [9, Chapter 4], that is for any i, j vertices of P ,
ai,i = 2 and ai,j = 0 =⇒ aj,i = 0.
8Sevenhant and Van den Bergh restrict themselves to edge loop free quivers, but their proof can be slightly modified
for any quiver.
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The matrix AP is indecomposable because P is connected. Moreover, the vector d has positive
nonzero integer coefficients and verifies AP d = 0 because of equation (8.1), since by definition of the
symmetrized Euler form of a quiver, (d, ei) =
teiAd. The classification of indecomposable generalized
Cartan matrices given in [9, Theorem 4.3] implies that AP is of affine type. From [9, Lemma 4.5], since
AP is by definition symmetric, AP is positive semidefinite. Thanks to [17, Theorem 8.6 2.], suppd is
an affine quiver: this concludes the proof. 
8.2. Consequences.
8.2.1. Theorem 8.2 together with Theorem 6.9 gives an explicit description of cuspidal isotropic
functions of any quiver. The cuspidal functions of a quiver are of three different types. We have the
real cuspidal functions: the [Si] for i a real vertex of Q and Si the simple representation of dimension
ei, the isotropic cuspidal functions, which are the homogeneous cuspidal functions of dimension d with
(d,d) = 0 and finally the hyperbolic cuspidal functions, that is cuspidal functions of dimension d such
that (d,d) < 0.
8.2.2. A conjecture of Bozec and Schiffmann for isotropic dimensions. In the paper, [3], Bozec and
Schiffmann give the formula:
(8.2) CabsQ,d(t) = t
if d is an isotropic dimension of an affine quiver. By Theorem 8.2, we can replace the condition (2) of
Proposition 4.2 by the condition (2)′: if d is isotropic, then CabsQ,d(t) = t. We can also partially obtain
Conjecture 4.3.
Corollary 8.3. Conjecture 4.3 holds for isotropic dimensions d ∈ NI .
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