This paper is the second part of a work devoted to the study of elliptic systems involving multiple Hardy-Sobolev critical exponents:
Introduction
Let Ω ⊂ R N (N ≥ 3) be a cone. Here a cone in R N is a domain Ω with Lipschitz boundary and such that tx ∈ Ω for every t > 0 and x ∈ Ω. We study the following nonlinear elliptic systems N −2 . The interest in nonlinear Schrödinger systems is motivated by applications to nonlinear optics,plasma physics, condensed matter physics, etc. Research on solutions under different situations, not only correspond to different Physical interpretation, but also has a pure mathematical theoretical significance, with a high scientific value. Hence, the coupled nonlinear Schrödinger systems are widely studied in recently years, we refer the readers to [2, 6, 10, 16, 17, 20, 1, 3, 13, 15, 18, 21, 22] and the references therein.
It is well known that the main difficulty is the lack of compactness inherent in these problems involving Hardy-Sobolev critical exponents. And the compactness concentration argument (see [14] .etc.) is a powerful tool to handle with these critical problems. It is also well known that the compactness concentration argument depends heavily on the limit problem. Consider a bounded domain Ω, if 0 ∈Ω, we see that 1 |x| s i , i = 1, 2 are regular. We are interested in the case of that 0 ∈Ω. It is easy to see that when 0 ∈ Ω, the limit domain is R N , and when 0 ∈ ∂Ω, the limit domain is usually a cone. Especially when ∂Ω possesses a suitable regularity (e.g, ∂Ω ∈ C 2 at x = 0), the limit domain is R N + after a suitable rotation. Hence, we are aim to establish some fundamental results about the limit problem. We refer to [23] more about the motivations.
In [23] , the authors have studied the regularity, symmetry and decay estimation of the positive solutions. The authors also study the nonexistence of nontrivial ground state solutions under some proper assumptions. For example, when κ < 0, by [23, Theorem 5 .1], (P ) has no nontrivial ground state solution. Hence, to study the existence of positive ground state solutions, we always assume that κ > 0. For the case of s 1 = s 2 = s ∈ (0, 2), the nonlinearities are homogeneous which enable the authors to define S α,β,λ,µ (Ω) := inf 
(1.1) Then the authors prove that the existence of positive ground state solution is equivalent to the existence of positive of minimizer of S α,β,λ,µ (Ω). Basing on this fact, the authors can establish a sequence of interesting results such as the uniqueness and nonexistence of positive ground state solution, existence of infinitely many sign-changing solutions, .etc., see more we refer to [23, Section 7] . However, when s 1 = s 2 , the nonlinearities are not homogeneous any more which make the problem much tough. It is well known that the blow up analysis is a powerful tool to study a limit equation. Essentially searching a special P S sequence {u n }, with u n a solution of an approximating subcritical problem in a convex subdomain. By the standard Pohozaev identity, u n must blow up as n → ∞. Then apply the standard blowing up argument, one can obtain the existence of positive solution of (P ). But for the system case, it is not easy to exclude the semi-trivial solution. Hence, we will choose a different approximating problem in the same domain as the original problem, i.e., we consider the following problem:
where for ε ∈ (0, s 2 ),
Under some proper assumptions of α, β, λ, µ and κ, we can prove the existence of positive ground state solution (u ε , v ε ) of (P ε ) with a well dominated of the corresponding energy (see Theorem 2.1). Finally, we can approach an existence result of (P ) basing on the special sequence {(u ε , v ε )}. Precisely, we can obtain the following result.
Define U λ := µs 1 (Ω) λ 1 2 * (s 1 )−2 U , where U is a ground state solution of the following problem:
Here comes our main result:
and one of the following holds:
Moreover, we have the following regularity and decay propositions:
and there exists a constant C such that 
Approximating problems
We also denote a 0 (x) = 1 |x| s 2 .
dx is well defined and decreasing by ε.
Proof. The details we refer to [23, Lemma 7.4] .
denotes the space of L p -integrable functions with respect to the measure a ε (x)dx and the corresponding norm is indicated by
Then we have the following compact embedding result:
Proof. The details we refer to [23, Lemma 7.6 ].
We also note that for any compact set
For any fixed 0 < ε < s 2 , we consider the ground state solution to the following problem:
where u :
A pair of function (u, v) is said to be a weak solution of (P ε ) if and only if
The corresponding energy functional of problem (P ε ) is defined as
We see that c ε (u, v) is decreasing by ε.
Nehari Manifold N ε
Consider the corresponding Nehari manifold
where
and Φ ′ ε (u, v) denotes the Fréchet derivative of Φ ε at (u, v) and ·, · is the duality product between D and its dual space D * .
, then for any (u, v) ∈ D\{(0, 0)}, there exists a unique t = t (ε,u,v) > 0 such that t(u, v) = (tu, tv) ∈ N ε . N ε is closed and bounded away from (0, 0). Moreover, for any fixed (u, v) ∈ D\{(0, 0)}, t = t (ε,u,v) is increasing by ε.
Proof. The existence and uniqueness of t = t (ε,u,v) and that N ε is closed and bounded away from 0 we refer to [23, Lemma 4.1] . Now, we prove that t = t (ε,u,v) is increasing by ε. Assume that 0 ≤ ε 1 < ε 2 < s 2 , then we see that there exists an unique t 1 and t 2 such that
Recalling that c ε (u, v) is decreasing by ε, we see that J ε (u, v) is increasing by ε. Hence,
If J ε2 (t 1 u, t 1 v) = 0, by the uniqueness, we obtain that t 2 = t 1 . And if J ε2 (t 1 u, t 1 v) > 0, noting that J ε2 (tu, tv) → −∞ as t → +∞, by the continuity, there exists some t * > t 1 such that J ε2 (t * u, t * v) = 0. Then by the uniqueness again, we see that t 2 = t * > t 1 . Hence, we always have t 2 ≥ t 1 and we note that t 2 > t 1 when uv ≡ 0.
Proof. The details of ε = 0 see [23, Lemma 4.2] and we note that a little modify will prove the range of ε ∈ (0, s 2 ).
Proof. The details of ε = 0 see [23, Lemma 4.3] . The proof of ε ∈ (0, s 2 ) is similar, we omit the details.
We have the following results:
. By Lemma 2.3, there exists 0 < t 1 ≤ t 2 such that (t 1 φ, t 1 ψ) ∈ N ε1 and (t 2 φ, t 2 ψ) ∈ N ε2 . Hence, we obtain that δ ε is increasing by ε ∈ [0, s 2 ).
Remark 2.1. Set s max := max{s 1 , s 2 }, it is easy to prove that for any (u, v) ∈ N ε , we have
and it follows that
The details of ε = 0 we refer to [23, Lemma 4.2] , and the case of ε ∈ (0, s 2 ) is similar.
Proof. Let (φ, ψ) = (0, 0) be fixed. By Lemma 2.3, for any ε ∈ [0, s 2 ), there exists an unique t ε > 0 such that t ε (φ, ψ) ∈ N ε . And t ε is implicity defined by the equation
And it then follows that
(2.10) Case 1: s 2 > s 1 : For this case, we see that
Noting that a(φ, ψ) > 0, b(φ, ψ) > 0, and recalling that t(ε) is increasing due to Lemma 2.3, we obtain that
Hence, by the arbitrary of (φ, ψ), we get that c ε is increasing by ε in [0, s 2 ). Case 2: s 2 < s 1 : By the Implicit Function Theorem, we see that t(ε) ∈ C 1 (R) and
Hence, we also obtain the conclusion of (2.11) for the case of s 2 < s 1 and the proof is completed.
Estimation on c ε
Define
, where U is a ground state solution of the following problem:
We note that µ s1 (Ω) can be attained when 0 < s 1 < 2 when Ω is a cone or Ω = R N (see [5, 11, 19] ). Define the function
Then a direct computation show that u is a least energy critical point of Ψ λ if and only if u = U λ . And the corresponding ground state value is denoted by
Hence, we always have that
Since a ε (x) is decreasing by ε, it is easy to see that η 1,ε is increasing by ε.
, then we have the following results:
Proof. For the case of ε = 0, the details we refer to [23, Section 6.2] . And the range of 0 < ε < s 2 can be proved by a slight modification. Lemma 2.9. η 1,ε is continuous with relate to ε ∈ [0, s 2 ).
Proof. For any ε 0 ∈ [0, s 2 ), we shall prove that η 1,ε is continuous at ε = ε 0 . We note that apply the argument of [23, Lemma 6.5], there exists some 0
and
Firstly, we take a sequence {ε n } ⊂ [0, s 2 ) such that ε n ↓ ε 0 as n → +∞. Recalling that η 1,ε is increasing by ε, by the monotonicity, it is easy to see that lim n→+∞ η 1,εn exists and satisfies lim
On the other hand, since a εn (x) → a 0 (x) a.e in Ω, recalling the decay property of U λ (see [8, 
Hence,
Then by the definition of η 1,ε , we see that
By (2.20) and (2.23), we obtain that η 1,ε is right-continuous. Secondly, we take a sequence {ε n } ⊂ [0, s 2 ) such that ε n ↑ ε 0 as n → +∞. By [?, Lemma 6 .5] again, we may assume that
Up to a subsequence, we may assume that
(Ω) and v n → v 0 a.e. in Ω. Similarly to the arguments above, we can prove that
Then by the weak semi-continuous of a norm, we see that
And it follows that
On the other hand, by the monotonicity, we can obtain that reverse inequality. Hence, we also obtain that
i.e., η 1,ε is left-continuous. The proof is completed.
Similarly, we define η 2,ε := inf
We also have that η 2,ε is increasing by ε ∈ [0, s 2 ) and continuous. Furthermore, we can propose the following results without proof:
Then we obtain the following estimation on c ε : 
Proof. It is a direct conclusion following by Lemma 2.8 and Lemma 2.10.
Existence of positive ground state of the approximating problem (P ε )
In this subsection, we assume that ε ∈ (0, s 2 ) is fixed. Then we can obtain the following result:
, then problem (P ε ) possesses a positive ground state solution (φ ε , ψ ε ) provided further one of the following conditions:
Up to a subsequence, we assume that
Proof. Under the assumptions, we see that
By Lemma 2.2 and Hölder inequality, it is easy to see that
It follows from (2.32),(2.33) and (2.34) that 
Hence, by (2.35) and (2.36), we obtain that
Apply the similar arguments, we can prove that Then up to a subsequence, (u n , v n ) → (φ, ψ) strongly in D and (φ, ψ) satisfies
Corollary 2.1. Under the assumptions of Proposition 2.1 and furthermore we assume that
Proof. We prove it by way of negation. Assume that (u n , v n ) → (φ, ψ), then at least one of the following holds:
Without loss of generality, we assume (i) and the proof of case (ii) is similar. By Proposition 2.1, we see that
On the other hand, by the Brézis-Lieb type lemma (see [7, Lemma 3 .3]), we have
By Lemma 2.2 again, we see that
, it is easy to prove that lim inf n→+∞ Ψ µ (ṽ n ) ≥ 0. We also note that Φ ε (φ, ψ) ≥ 0. Then by (2.40),(2.41) and (2.39), we have
Proof of Theorem 2.1: Let {(u n , v n )} ⊂ N ε be a minimizing sequence. Then it is easy to see that
Then by Lemma 2.4 and Lemma 2.5, we see that (u n , v n ) is bounded in D and is also a (P S) cε sequence of Φ ε . By Lemma 2.11, we have Thus, (φ, ψ) is a minimizer of c ε . And it is easy to see that (|φ|, |ψ|) is also a minimizer. Hence, without loss of generality, we may assume that φ ≥ 0, ψ ≥ 0, and it follows that (φ, ψ) is a nonnegative solution of (P ε ). Recalling 2.43, it is easy to see that φ = 0, ψ = 0. Finally, by the strong maximum principle, we can obtain that φ > 0, ψ > 0.
That is, we obtain that (φ, ψ) is a positive ground state solution of (P ε ). ✷
Geometric structure of positive ground state of the approximating problem (P ε )
Now, let us define the mountain pass valuẽ
We have the following result:
, and one of the following hold:
Then c ε =c ε and any positive ground state solution of problem (P ε ) is a mountain pass solution.
Proof. It is easy to check that Φ ε satisfies the mountain pass geometric structure. Recalling the existence result of Theorem 2.1, let (φ, ψ) be a positive ground state solution of (P ε ). Define γ 0 (t) := tT (φ, ψ) for some T > 0 large enough such that Φ ε (T φ, T ψ) < 0. Then it is easy to see that γ 0 ∈ Γ ε . By Lemma 2.3, we have
Under the assumptions, it is standard to prove thatc ε is also a critical value and there exists a solution (φ,ψ) such that
Then we see that
Hence, by the definition of c ε we see that Proof. By the monotonicity of a ε (x), it is easy to see thatc ε ≥c 0 . Hence,
Next, we only need to prove the inverse inequality. For any δ > 0, there exists γ 0 ∈ Γ 0 such that max
Denote γ 0 (1) := (φ, ψ), since γ 0 ∈ Γ 0 , we have Φ 0 (φ, ψ) < 0. Case 1: If |φ| α |ψ| β ≡ 0, it is easy to see that Φ ε (φ, ψ) = Φ 0 (φ, ψ) < 0. Hence, γ 0 ∈ Γ ε for all ε ∈ [0, s 2 ) for this case. Case 2:If |φ| α |ψ| β ≡ 0, then by the Lebesgue's dominated convergence theorem, we have lim
Hence, we have Φ ε (φ, ψ) < 0 when ε is small enough. Thus, we also obtain that γ 0 ∈ Γ ε when ε is small enough. Now, we take a arbitrary sequence ε n ↓ 0 as n → +∞.
Up to a subsequence, we assume that t n → t * ∈ [0, 1] and denote that
, we obtain that (u n , v n ) → (u * , v * ) and it follows that
By the Lebesgue's dominated convergence theorem again, we have
Hence, by (2.57) and (2.58), we have
Let n → +∞, we obtain that lim n→+∞c εn ≤c 0 + δ. Note that the arguments above are valid for any sequence {ε n } ( or by the monotonicity ofc ε for ε ∈ (0, s 2 )), we have
Finally, by the arbitrary of δ, we obtain that
Then by (2.52) and (2.62), we complete the proof. Proof. For any (u, v) = (0, 0), define γ(t) = t(u, v), then we see that γ ∈ Γ 0 . Hence, it is easy to see thatc
On the other hand, by Theorem 2.2 and Lemma 2.12, we havẽ
By Lemma 2.7, we have lim
Hence, we obtain thatc 0 = c 0 and lim
Interpolation Inequalities and Pohozaev Identity
The following Proposition 3.1-Proposition 3.3 are due to [23] . Define
where Ω is a regular domain in R N , ν denotes the unitary exterior normal vector to ∂Ω and |∇(u, v)
Proof. Let
Noting that
we have
Hence, by (3.6), we have
On the other hand, since (u, v) is a solution of (P ε ), we have
Since ε > 0, by (3.11) and (3.12), we obtain the result of (3.7).
Proof of Theorem 1.1
For ∀ ε ∈ (0, s 2 ), by Theorem 2.1, problem (P ε ) possesses a positive ground state solution. Now, we take {ε n } ⊂ (0, s 2 ) such that ε n ↓ 0 as n → +∞. By the way, we assume that (u n , v n ) is a positive ground state solution of problem (P εn ). By Remark 2.1, we have
By Corollary 2.2, we have c εn → c 0 . Hence, {(u n , v n )} is bounded in D. Up to a subsequence, we may assume that (u n , v n ) ⇀ (u 0 , v 0 ) in D and u n → u 0 , v n → v 0 a.e in Ω. We shall establish the following results which are useful to prove our main theorem:
Proof. We claim that for any φ ∈ D 1,2 0 (Ω), we have
Without loss of generality, we may also assume that φ ≥ 0. If not, we view φ = φ + − φ − , and we discuss φ + and φ − respectively. Firstly, by Fatou's Lemma, we have
On the other hand, since a εn (x) ≤ a 0 (x), we have
By (4.4) and (4.5), we have
Hence, from (4.3) and (4.6), we prove (4.2). Similarly, we can prove that for any ψ ∈ D 1,2 0 (Ω), we have
Recalling that (u n , v n ) are critical point of Φ εn , for any (φ, ψ) ∈ D, we have
Then by (4.2), (4.7) and (u n , v n ) ⇀ (u 0 , v 0 ) in D, we obtain that
By the arbitrary of (φ, ψ), we see that
Proof. Since (u n , v n ) is a positive ground state solution of (P εn ), it is easy to prove that
By Lemma 4.1, we also have
Noting that by Fatou's Lemma, we have 
Proof. It is a direct conclusion by Lemma 2.11 and Lemma 4.2. 
Proof. Under the assumptions, we claim that up to a subsequence,
Then by the Hardy-Sobolev inequality, we obtain that there exists some C > 0 independent of n such that
Noting that 17) which means that (4.15) is proved. Since (u n , v n ) is a positive ground state solution of
That is,
Then by (4.15) and (4.19), we obtain that
Proof. By Lemma 2.6, we see that
Hence, we obtain that
By the assumption of lim inf 
Proof. Since lim inf n→+∞ c εn (φ n , ψ n ) > 0, we see that (φ n , ψ n ) → (0, 0) in D. Without loss of generality, we may assume that (φ n , ψ n ) = (0, 0) for all n. Combining with the boundedness of {(φ n , ψ n )}, we obtain that there exists some d 0 , d 1 > 0 such that The boundedness is trivial due to the Hardy-Sobolev inequality. Now, we only need to prove the existence of d 3 . We proceed by contradiction. If b(φ n , ψ n ) → 0 up to a subsequence, then φ n → 0, ψ n → 0 strongly in L 2 * (s1) (Ω, dx |x| s 1 ). Recalling the boundedness of {(φ n , ψ n )} again, by Proposition 3.1 and Proposition 3.2, we obtain By the definition of t n , we see that (t n φ n , t n ψ n ) ∈ N εn . Hence, Φ εn (t n φ n , t n ψ n ) ≥ c εn . Then by (4.35) and Corollary 2.2, we obtain that , χ(x) ≡ 0 in R N \B 1 and takeχ(x) ∈ C ∞ (R N ) such thatχ(x) ≡ 0 in B 1 andχ ≡ 1 in R N \B 2 . Denote φ 1,n (x) := χ(x)u n (x), φ 2,n (x) :=χ(x)u n (x) ψ 1,n (x) := χ(x)v n (x), ψ 2,n (x) :=χ(x)v n (x) (4.41)
Recalling that (u n , v n ) is a positive ground state solution of (P εn ), Φ ′ εn (u n , v n ), (u n − φ 1,n − φ 2,n , v n − ψ 1,n − ψ 2,n ) ≡ 0 for all n. formly for all n. Hence, it is easy to prove that (u n − φ 1,n − φ 2,n , v n − ψ 1,n − ψ 2,n ) → (0, 0) strongly in D. 
