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Restricted range approximation in uniform norm from an extended Haar space 
of a certain order is an important and widely applicable problem in restricted 
approximations. In the past 20 years or more, many authors have investigated the 
characterization of best approximations in various special cases of restricted range 
approximation, which include approximation with interpolatory constraints, one- 
sided approximation, and copositive approximation. But the characterization in the 
general case is still an open question. The paper gives a general characterization 
theorem in the form of convex hull and alternation. Many known important results 
are exactly its special cases. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
Let [a, b] be a finite interval and Xc [a, b] a compact set containing 
at least n + 1 points. By C(T) we denote the normed linear space consisting 
of all the continuous real valued functions delined on %, with the uniform 
norm II . II . If On = span(cp, , . . . . cp,) is an n-dimensional extended Haar 
subspace of order r (1 <r<n) on [a, 61, that is, {cpl, .. . . q,} cC([a, b]) is 
an extended Chebyshev system of order r on [a, b] (see the definition in 
[ 11, Chap. 1, Sect. 2), then we call 
K= {q E Qn : l(x) < q(x) < U(X), x E [a, 61) 
the set of generalized polynomials having restricted ranges, where 1 
and u are extended real valued functions defined on [a, b] satisfying 
-cc 6 I(x) <u(x) < + co. Given f~ C(T)\K, the problem of approxi- 
mating f by K is important and widely applicable because many standard 
restricted approximations investigated by many authors are special cases 
of it. Indeed, if we set I(x) and U(X) properly, we may get interpolatory 
constrained approximation which has been studied by, for example, 
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F. Deutsch [2], one-sided approximation (see [3, Chap. 3, Sect. 83) con- 
taining a special case of positive approximation, copositive approximation 
which has been studied in [4-63, etc. 
On the characterization of best approximations with restricted ranges, 
G. D. Taylor [7] gave in 1969 a theorem in the form of convex hull and 
alternation under a hypothesis of Z(X) < u(x), XE [a, b], and a certain 
continuous condition on I and U. And his investigation in [S] allows 
1(x,) = u(xi) at some nodes xi, but it is required that 1 and u have special 
local Taylor expansions in a neighbourhood of each xi. Latterly, 
W. Sippel [9] also considered the equality case with the assumptions 
that I and u are continuous on [a, b] and have continuous derivatives of 
sufficiently high order in a neighbourhood of each xi, as well as some other 
constraints on J Clearly, the condition in [7-91 are so strong that in 
general the results are not applicable to many standard constraints 
including approximation with interpolatory constraints, one-sided approxi- 
mation (by the set {q E @‘,: q(x) 2 Z(x)} with I not necessarily continuous), 
and copositive approximation. Moreover, in 1980, Y. K. Shih [lo] 
investigated the problem with a different assumption that l(x) + d< l(xi) d 
U(X) - d (d > 0) in a certain deleted neighbourhood of each node Xi. This 
is still a special case of approximation by K which cannot contain the 
results in [8] and [9], and cannot be applied to copositive approximation. 
In brief, though progress has been achieved in approximation with 
restricted ranges in the past 20 years or more, the characterization theorem 
in the general case is still an open question. To solve the problem at last, 
this paper gives a theorem in the form of convex hull and alternation, 
which contains all the results in [7-lo] on characterization as well as that 
of [4-61. 
2. NOTATIONS AND MAIN RJWLTS 
Given p E K. Since in the case K = {p 1 the problem of characterization 
is trivial, we always assume that 
K\{Pl +a. (1) 
Based on the definition of the extended Chebyshev system of order r, 
each q E Qn has a continuous derivative of order r - 1. We call x E [a, b] a 
zero of order t (0 < t < r) of q if q(‘)(x) = . . . = q”- ‘j(x) = 0, and q”)(x) # 0 
when t < r. It is clear that for q & 0 there exist at most n - 1 zeros on 
[a, b] (counting multiplicities). 
We first introduce some needed notations. Let 
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and define Q(x), U) similarly. We call 
x*= {XE [a, b] :d(p(x), Z)=d(p(x), u)=O) 
the set of nodes of K. Provided x E [a, b), by z~,~ (x) we denote the largest 
positive integer t subject to 
(2) 
and if the above equality holds or does not hold for any positive integer t, 
then let zr,r (x) equal + cc or 0, respectively. Similarly we define z,,-~ (x) 
by the equality 
. P(5) - 40 
&+o ,<-x/r-l=o. (3) 
Substituting x - 0 for x + 0 in (2) and (3) we define r ~ 1, I (x) and r _ ,, _ 1 (x) 
for x E (a, b]. Let 
t,,, (xl = r,,(x)+f, if XEX*, and z~;~(x)=O or r, 
T/i,” (x)9 otherwise, 
cL v= +l. 
7 3 
t+b)=min{tl,l(x), t,,-,(x)); 
t-(x)=min{t-,,,(x), t-,,-,(x)}; 
t, (xl F 
i 
max {t+ (xl, t- (xl>, if XE (a, b), 
t, (xl, if x = a, 
t- (xl, if x=b; 
f-JJ = o(x) = ( - I)‘* (xl; 
and 
t, (xl + 1, if there exists v such that t(x) = tl,“b), t-l,-&)> t, (x), 
t, (XL otherwise. 
Then it is easy to check that 
t(x) 2 1, if XE X*, 
t(x) = 0, if XE [a, b]\X*. 
(4) 
(5) 
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i 
x+ = {xE~:f(x)-PP(x)= If-PII)? 
x- = {.=X:f(x)-pP(x)= -llf-PII), 
x=x+ux-, 
and 
where 
x, = {x E [a, b] : d(p(x), 1) = O}, 
x, = {x E [a, b] : d(p(x), u) = O}. 
Clearly, both X, and X, are closed sets because p is continuous. For 
x E Xu X’, let 
1, 
Q(x)= -1 
i 1 
XEX, ux; ) 
XEX- UX’, 
and for XEX*, let 
i 
~v(-l)(P-‘Mx)/2 I 
o(x) = if there exist p, v such that t,,,(x) > t(x), (6) 
0, otherwise 
(by the definition of t(x) it is not difficult to check that (T(X) is a single- 
valued function on X*). Moreover, write 
X:={xEX*:cr(X)=l}, 
X1={xEX*:Q(X)=-l}, 
x”=x: UX”. 
DEFINITION. x1, . . . . x, are said to be m alternating points of p with 
respecttofandI,u,ifa<x,< . . . <x,<b, each x~EXUXIUX”, and 
( - 1 )W cT(Xi) = (- l)i- l (- l)T@l) G(Xl), i = 2, . . . . m, 
where 
z(x)= c t(t). 
CE[a,x]nX* 
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Let 
r=max(t(x):xE[a,b]). 
Provided T < r and l(x) < r, x E X”, we call t(x) the order of quasi-touch of 
1 and u at x, and T the order of quasi-touch of 1 and u on [a, b] (in the next 
section we see that the values of t(x) and T are in fact independent of the 
choice of p E K). And by (15) below we find that when (1) holds 
c XE X* t(x) < n (and thus X* is a finite set). So if we let 
yY= (q E @,: q@‘(x) = . . . = q@(x)- “(X) = 0, x E x*>, 
nr=n- C i(x), 
XEX’ 
then the dimension of the subspace Y is np and we can denote by J/r, . . . . $I,,, 
a basis of Y. 
Now, if 
W, n X,) u W n X,1 Z 0, (7) 
then p is clearly a best approximation to f from K. Otherwise, we have the 
following 
CHARACTERIZATION THEOREM. Assume that X c [a, b] is a compact set 
consisting of at least n + 1 points, @,, is an extended Haar space of order 
r(l<r<n) on [a,b], and p~Kc@,,, where K is a setsof generalized 
polynomials having restricted ranges with T< r and t(x) < r, x E X”. Zf 
K\(P) +Izr,f~CW')\K and (7) is false, then the following statements are 
equivalent : 
(i) p is a best approximation to f from K; 
(ii) the origin of the subspace !P belongs to the convex hull of the set 
(u(x)(ljp”(x), . ..) Il/~““(x)):xEXuX’uX”}; 
(iii) there exist on [a, b] at least nr + 1 alternating points of p with 
respect to f and I, u. 
Note 1. The Characterization Theorem is a general one with very weak 
assumptions. All of the results on characterization in [7-lo] are special 
cases of it. In fact, the result of [7] is only a special case of Theorem 3.2 
in [lo] with the set of nodes being empty. However, if we apply the 
Characterization Theorem in the situation of [lo], it follows that t(x) = 0, 
XEXUX’; c(x)= 1, xEX*; T=r= 1; and X”=@. So (ii) of the 
Characterization Theorem becomes 0 E co( (a(~)( $, (x), . . . . $+(x)) : 
XE Xu xl)), which is exactly (b) of Theorem 3.2 in [lo], and (iii) 
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becomes there exist n + 1 points 5, < . . . < 5, + , in Xu X’ u X* such that 
agji) = (- l)‘+ l a(<i), j= 2, . . . . n + 1 holds if we reset ~(5~) = 1 or - 1 
properly for each tj E X*, which is just (c) of Theorem 3.2. And under the 
conditions of Theorem 1 in [S], it follows that r(x) = 0, XEXU X’, and 
x” = @ again. Then (ii) is exactly (b) there. Since np and (- 1)““o are just 
n-m and (- 1)” n(xi) in [8], respectively, (iii) coincide with (c) there. 
Moreover, under the hypotheses of the alternation theorem in [9], it is 
easy to check that for each X,E X*, t(x,) is even and hence r(xi) E 1. So (iii) 
becomes there exist x0 < x1 < . . . < x,,~ in [a, b] which are elements of 
X, u X!+ u Xl and X u XL u X!L alternately. This is exactly the alterna- 
tion criterion given by [9]. 
Note 2. The Characterization Theorem is applicable to many standard 
restricted approximations including interpolatory constrained approxima- 
tion, one-sided approximation, and copositive approximation. It is worth 
while to describe the copositive case in detail. First, in 1977 Passow and 
Taylor [4] developed a characterization in the form of convex hull and 
alternation under some strong conditions; second Y. K. Shih [S] gave a 
criterion for p to be a best copositive approximation provided that 
p’(x,) #O at each point xi where f(x) alters its signs; at last, in 1988 
J. Zhong [6] solved the general case removing Shih’s additional con- 
dition. However, when we apply the Characterization Theorem in the 
situation we find easily that t(x) = 0, x E Xu X’ and t(x) = 1, x E X*. Then 
(ii) has the form of OECO({~(X) ($1((x), . . . . e+(x)): XEXUX’} u 
b(x)W (x)9 . ..? Icl:,(xb . x E X” } ), which is just the convex hull criterion 
given by [6]. In addition, it is not difficult to rewrite uniformly the concept 
of alternating k times on k intervals given by [6] as k + 1 alternating 
points. Then the alternation criterion in [6] coincides with (iii) here. 
3. LEMMAS 
For q E @, and x E (a, b), we can find a positive number 6 small enough 
such that q is sign-preserving in the right &neighbourhood and the left 
b-neighbourhood of x. So we can define 
I 
R(x, 4) = w q(t), x<<<x+6, 
L(x, 4) = w 4(t 1, x-a<r<x, 
which are called the right-sign and left-sign of q at x, respectively. Write 
them as R(x), L(X) or R, L briefly when this will not lead to misunder- 
standing. Similarly we can define R = R(a) = R(a, q) and L = L(b) = L(b, q). 
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Obviously, if x is a t-fold zero of q with t < r, then by Taylor’s formula we 
can get 
L(x) = (- 1)’ R(x). (8) 
We call x a singular zero of q if x E (a, b) is an r-fold zero of q and 
L(x) = - ( - 1)’ R(x). 
LEMMA 1. Assume x E X* is a zero of order t of q E CD,,. 
(i) Ij” 1 < t < r, then there exists a positive number 1, such that 
45) <P(5) + MO G 407 VO<l<&. (9) 
holds in a certain right neighbourhood and left neighbourhood of x if and only 
if 
t1,,(x) G t 
and 
t-l,.(x)< t 
respectively, where R = R(x, q), L = L(x, q). 
(ii) g t 2 t(x), and t(x) < r and a(x) q”‘“))(x) >O when XEX”, then 
there exists a Iz,, > 0 such that (9) holds in a certain neighbourhood of x. 
Proof: (i) We prove the lemma only in a right neighbourhood of x; the 
proof in the other case is similar. 
Sufficiency. Assume that R= 1. Based on the definition of zi,i(x), 
there exist positive numbers E and 6 < 1 such that for any l E (x, x + 6) we 
have 
u(5) -p({) 2 E I< -x 17’*l(X). 
And it might be assumed that 
q(5) ’ 0, xE(X,X+q. 
By Taylor’s formula, 
q(e)=fq”‘(C’)(5-x)‘, x < <’ < <. (10) 
Then from the continuity of qCr) and rl,i (x) 6 t,,l (x) < t there exists a 
&, > 0 such that for any 0 < il < & we have 
45)-P(5)3Jq(O, vgE(X, x+6). 
So (9) holds in (x, x + 6). 
In the case R = - 1, it can be proved analogously. 
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Note. The conclusion is still true if t = r. Indeed, in the case R = 1, 
by the fact that ri,i(x) =r implies t,,,(x) >r= t we can get z~,~(x) < 
r - 1 = t - 1. So substituting (10) by 
1 
q(t)= (f- l)! q’l- ‘Q’)(l -x)l- 1, 
x<cy<( 
we can prove (9) for 5 E (x, x + 6) in the same way. 
Necessity. Let ti,,(x) > t. By the definition of ti,,(x) it is easy to 
check that 
TI,R(X) > f. (11) 
For any right neighbourhood of x, there must be a subinterval (x, x + 6) 
such that q(t) preserves the same sign in (x, x + 6) and 
vl= min i 1 q”‘([‘)[ > 0. 
t’E(X,x+B) t! 
So by (10) we have 
Id01 arl It-xl’, Vx<(<x+& (12) 
If R= 1, then for any 1 >O by the definition of ri,, (x) there exists 
<~E(x,x+~) such that 
Combined with (11) and (12) we have 
451)-P(rl)<~ ld5,)l =M<,). 
So (9) is false for any & > 0 and any right neighbourhood of x. The proof 
in the case R = - 1 is similar. 
(ii) Presume that XE (a, b) (it can be proved similarly if x = a or b). 
If x c X”, then by g(x) = 0 and (6) we have 
tl,R(xh t-,,,(x) G t(x). (13) 
And from (i) and the note in its proof of sufficiency we get the conclusion 
needed. 
Now assume that x E X”. Then a(x) q(f(x))(x) > 0 and t = t(x) c r. In the 
case t(x) = t * (x), we have 
R = sgn q(‘cx))(x) = a(x) = - vm(p’- ‘)i2, 
L=(-l)““‘R= wvw(“+1)/2 (14) 
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provided 
t,,“(X) ’ t(x). 
If p = 1, then by the definition of t+(x) and t(x) it follows that 
t1, -Y(x), f-l,-,“(X)6+)* 
So we can get (13) from (14). If p = - 1, we can get (13) just the same. 
If t(x) = t,(x) + 1, then there exists v such that 
tl,“(x)Y t-l,-,“(x)‘t, (xl. 
So by the definition of t, (x) we have 
t1, -Y(X), t-IJoY d t, b) < t(x), 
and hence the condition in (6) is 
tl,Jx) > t(x) or t-l,-w”(X)>t(X). 
In both cases, similar to (14) it follows that 
R=-v and L=ov. 
Then (13) holds again. 
The lemma is proved. 
LEMMA 2. Assume that T< r and t(x) < r, x E X”. If p + q E K, then 
q(O)(x) = . . . = q(w yx) = 0, XEX*, (15) 
and 
a(x) q(ryx) 2 0, x E r u X”. (16) 
Proof If there exists x E X’ for which (16) does not hold, then from (5) 
we get t(x) = 0 and by the definition of a(x) it follows that p + q E K. This 
is impossible. 
If there exists x E X* for which (15) does not hold, then there exists a 
positive integer t < t(x) such that x is a zero of order t of q. By the defini- 
tion of t + (x), we can find a p such that 
t,, 1 (x)3 t,, - 1 (x) 2 t, (x)* 
On the basis of Lemma 1 (i), we have tr,l (x) < t or t,, -, (x) < t because 
p + q E K and K is a convex set. So t 2 t * (x), and by (4) we have 
t(x)=t+l=t,(x)+l and 
t,,,(x), t-l,-w(x)‘t+(x). 
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Hence t,,,(x)>t if v=R, and tpl,wR (x)=ttl,Jx)>t if v= -R. Then 
from Lemma l(i) it follows that p + q 5 K again. 
Now suppose there exists x E X” for which (15) holds but (16) does not. 
Then x is a zero of order t(x) <r of q. If in (6) t,,,(x)> t(x) holds, 
then v= -a(x)= R and t,,,(x)> t(x), and if t-,,,(x)> t(x) then 
v = - ( - l)t(X) u(x) = L and t ~ I,L(x) > t(x). Hence we have p + q E K again 
by Lemma 1 (i). 
The lemma is established. 
LEMMA 3. Zfa=x,<x,< ... <xk-l<xk=b (k>2), T=CF=~ ti<n-1 
with 0 < ti < r, and 
n-l-z iseven, ift, or tk=r, (17) 
then there exists a q E @,, such that xi is its zero of order ti (i = 1, . . . . k) and 
C-1) ll+ ... + 1, q(x) > 0, xo(xi,xi+,),i=l ,..., k-l. 
Proof Write 
ko= 
n-l-z [ 1 2 , t,=n-1 -T-2k,. 
By the hypotheses it is easy to check that tj + t, < r, j = 1, k. Let Xi and X, 
be two arbitrary subsets of [a, b]\ {xi}:= i each consisting of k0 points, 
and Xi n X, = 0. On the basis of the definition of an extended Chebyshev 
system and Theorem 5.2 in [ 1, Chap. 11, for j = 1 and k we can find qj E Q,, 
for which xi (i #j) is its trfold zero, tj is its tj + &,-fold zero, and each point 
of Xj is its 2-fold zero (or nonnodal zero if r = 1). Then multiplied by - 1 
if necessary (denoted by qj still) it follows that 
t-11 I’+ “‘+‘~qj(x)>o, x E (xi, xi+ ,)\X,, i= 1, . . . . k - 1. 
Now q = q1 + qk meets the requirements of the lemma. 
LEMMA 4. Assume that q E @,, has a total of z = Cf= I ti zeros counting 
multiplicities, and xi is its zero of order ti > 1, i = 1, .,., k. Zf by 1 II we denote 
the number of the elements of the set 
I:= {i:x;is a singular zero of q}, 
then 
z+lZl<n-1. (18) 
Proof: It is sufficient to give a proof provided 1 II > 0. Let 
Z,= (i:xiC (a, b), ti=r}. 
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By Lemma 3 we can make a generalized polynomial q1 such that xi 
(in Zu IO) is its zero of order r - 1, x,(i C Zu I,,) is its zero of order ti, and 
q, has the same signs as q on [a,b]\{xi: i~lul,}. Thus, qA=q-lq, & 0 
has at least z - ( I1 - ( I,, 1 zeros. Take a 6 > 0 sufficiently small so that 
(Xj-~~Xj+~)fl({Xi>~~(=U{(a~b})={Xj}~ j=l,...,k. 
For xj,j~Z or xj=a,j~ZO, we have 
sgn 41 (Xj + 6) = sgn q(Xj + 6) 
if A> 0 is sufficiently small. Since for any q > 0 we have 
therefore q (‘-“(xi) = 0 and q’;-“(xj) # 0 imply 
%nq,4(Xj+rl)= --sgndxj+d 
if q < 6 is sufficiently small. So there exists a zero of qn in (xj + q, xi + 6). 
In the same manner, for xj, j E Z or xj = b, j E I,,, we can find 0 < q’ < 6 such 
that there exists a zero of qA in (xi - 6, xi-q’). Thus, if A is sufficiently 
small, then q1 has at least (z-lZ~-~Z01)+2 lZl+ II01 =z+lZ( zeros, 
which implies (18). 
LEMMA 5. Assume T < r and t(x) -C r, x E x”. Then 
(i) there exists a q. E @, such that each x E X* is its zero of order t(x), 
and 
o(x) qb”x”(x) > 0, vx E X’ u X”; (19) 
(ii) for q. E c?,, if each x E X* is its zero of order at least t(x), and 
(19) holds, then there exists 2, > 0 such that p + Aq,, E K, 0 < 1< 1,. 
ProoJ: (i) On the basis of (l), we can find a q & 0 such that p + q E K. 
Assume that the zeros of q in x’ are xi, . . . . xi, ; the zeros in X* are 
xg + 1, -**, Xi2 (clearly {Xi} f= i, + 1 =X*); and the zeros which do not belong 
to the set x’ u X* are xi*+ 1, . . . . xi,. And assume each xi is a zero of order 
ti>l, i=l,..., i3. 
Write the right-sign and left-sign of q at xi as R,= R(x,, q) and 
Li = L(xi, q), respectively (note that only one of them is defined if xi = a or 
b). By p0 we denote the minimum of the distance between any two different 
points in {a, b} u (xi} j-l= 1. And we define Z and Z, the same as in Lemma 4. 
In which follows, we choose t: (i= 1, . . . . i3) points (at most r 
points are coincident with each other) in a certain closed interval 
Fi c [xi - p0/3, xi + p,/3] with t: satisfying 
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ti - t: = nonnegative integer, if xi C (a, 6), 
tj - ti = nonnegative ven integer, if x;E(a,b)andiEZ, (20) 
ti + 1 - t: = nonnegative ven integer, if xjE(a,b)andiEZ. 
Since Lemma 4 implies xi’= i t,! d n - 1, according to Lemma 3 we can find 
a q. with these xi,= r t: zeros chosen (if a or b is selected to be a zero of 
order r, we add a single zero if necessary so that (17) holds). Then we 
prove that q. satisfies the requirement of the lemma. 
For 1 < i< i,, if X~E Xl (or Xl), let pi be the distance between xi and 
the closed set X, (or X,) (if X, (or X,) is empty, let pi = + co). Writing 
p=min{pi:i=O,l ,..., ir}, 
we have p > 0. And if xi = a or 6, we define Li = Ri or Ri = Li in addition. 
Let 
[ [xi-$,xi+$]n Cu,bl, if Li= Ri and R,o(x,) < 0, 
{ 
fxi>7 
Fi= [Xi, x;+$], 
P L[ 1 xi--,xi ) 3 
if Li=Ri and R,a(x,)>O, 
if L,#R, and R,o(x,)<O, 
(21) 
if Li# Ri and R,a(x,) >O. 
By t: we denote the number of the endpoints of Fi not being xi. It is easy 
to check that ti satisfies (20). And from the definition of p we can see that 
Otx) = 0(xi)v VxeX’nF;. (22) 
If i,<i<i,, let 
‘Cxi-P’, xi+P’l, 
if Ri = -a(~,) and Li = - (- l)‘(.rl) 0(x;), 
Cxi, xi + P’l, 
if Ri=-o(x,), and xi=u or Li=(-l)‘(“f)o(xi), 
F; = Cxi- P’, xil, (23) 
if Li = - (- l)t(Xo 0(x,), and xi= b or Ri= 0(x;), 
Lx;, xi + P’l, 
if IJ(X~) = 0, Li # (- l)f(X1) Ri, 
b {Xi>9 otherwise, 
APPROXIMATION WITH RESTRICTED RANGES 205 
where p’ <p0/3 is a positive number such that 
YnFi=O, i,<i<i,. (24) 
The existence of p’ can be proved as follows. For fixed icz {iI + 1, . . . . i2}, if 
a(x) # 0 then by the hypothesis we can get t(x,) < r and find a generalized 
polynomial 4 having a zero of order t(x,) at xi such that o(xi) #‘(XJ)(xi) 
> 0. According to Lemma l(ii), there exist A> 0 and p’ > 0 such that 
4x1 <p(x) +&7(x) B u(x), VXE[X,-p’,Xi+p’]n[U,b]. 
In the first and second cases of (23), when p’< p0/3 is suficiently small, 
we have 
sgn [&j(x)] = R(xi, Lf) = sgn qCrCx,)) (xi = a(~,) = - Ri = -sgn q(x), 
v x E (Xi, xi + p’] n [a, 61. 
And in the first and third cases 
sgn [Q(x)] = L(xi, q) = (- l)‘(x~) sgn q(f(X~))(xi) = (- l)t(xi) 0(x,) 
= -Li= -sgn q(x), vx E [Xi - p’, Xi) n [a, b]. 
Then in cases 1-3, for any x#xi in Fi from I(x) <p(x) + q(x) < u(x) we 
can get Q(x), I) > 0 and Q(x), U) >O. So (24) holds. And under the 
conditions in the fourth case of (23) we can prove similarly that 
x’ n Fj = 0 provided 4 has a zero of order r(x,) at xi and - RiR(xi, 4) > 0. 
Note. In fact, if a(~,) = 0, which is a part of the conditions of the fourth 
case only, a similar argument leads to the fact that, for Fi = [xi, xi + p’] (if 
xi # b) or Fi = [xi-p’, xi] (if xi # a) it still follows that Fin x’ = 0 (in the 
latter case it is required that - LjL(xi, 4) > 0). 
Let t: be the sum of t(x,) and the number of the endpoints of Fj not 
being xi. Let us prove that t: satisfies (20). Before all, by Lemma 2 we have 
t; - t(x,) 2 0. (25) 
In the first case of (23), clearly X~E (a, 6) and Li= (- l)r(xo Ri. (a) If iE Z, 
then by 
L;#(-l)‘iRi (26) 
and (25) we see that ti- t(xi) is a positive odd number. So the third 
expression of (20) holds. (b) If iC Z, then ti- t(x,) is a nonnegative even 
number because (26) is false. Provided ti = t(xi), by a(~,) # 0 we get ti < r. 
If t,,,(xi) > t(x,) holds in (6), then v= -a(~,) and tI,,i(xi)> ti, and by 
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Lemma l(i) we get p + q c K; if t-,,,(xi) > t(x,), then v = - (- l)““i’ G(Xi) 
and f-l,L,(x;)> ti, and we get a contradiction again. Thus the second 
expression of (20) holds. In the second to fourth cases of (23), if XE (a, b), 
by Li#(-1) ‘H R. it can be found that ti- t(xi) is a nonnegative even 
number or a posit&e odd number if i E I or i c I respectively. So we get the 
third or second expression of (20). If xi = a or b, we can find a contradic- 
tion similar to (b) in the first case provided ti - t(xi) = 0. thus we get the 
first expression of (20). In the fifth case, (25) implies the first expression of 
(20) if xi E (a, b); and if xie (a, b), by Li = (- l)r(xi) R, the second or third 
expression of (20) can be gotten. 
Again, for i, -c i < i,, let 
Fi= {xi}. 
Clearly we have 
X’nFi=@, i2 < i < i3. (27) 
Let tj = ti - 1 if i E Zu I0 and tl = ti if i G Zu I,; then (20) holds. 
Now, according to Lemma 3, we make a generalized polynomial q,, 
having Ci,= i t: zeros such that the endpoints of Fi not being xi are its single 
zeros, each point in {xi}fci,+ r =X* is its zero of order t(xi), and xi 
(i = i2 + 1 , . . . . i3) is its zero of order 1:. In doing this, (17) is provided as it 
should be. Otherwise, n - 1 - CF= I t: is odd and a or b is selected to be an 
r-fold zero. Since by the selection of the zeros there exists an xi = a or b 
such that xi E X* and t(q) = r, we have xi c X”, which means o(xi) = 0, and 
Fi= {Xi} by (23). SO if we reset 
if xi= a, 
if xi=b 
with (24) remaining true because of the Note below the proof of (24), then 
n - 1 -xi% i t: becomes a nonnegative even number and we can get q. by 
Lemma 3. By the definition of Fi and t:, we see that q. (multiplied by - 1 
if necessary) has the same signs as q on [a, b]\(uF= , Fi). From Lemma 2 
we see that (T(X) qcfcX))(x) > 0, XEX’\(U~=, Fi). So by t(x)=0 we get 
b(X) q6”““(X) > 0, XEX’ 
\( > 
$, Fi . 
By (23), our selection of the zeros ensures that, for x E X” R(x, qo) = a(x) 
(or L(x, qo) = (- l)‘@) Q(X) if x = 6). So 
CT(X) qb”“!’ (x) > 0, x E X”. 
APPROXIMATION WITH RESTRICTED RANGES 207 
In addition, if x E F;, 1~ i 6 i,, according to (21) and the construction of 
qO, it can be found that 
a(xi)CqO(x) - 4tx)1 ’ O. 
So when XEX’ nF,, from (22) and Lemma 2 we have 
u(x) qb”“” (x) > b(X) q(x) 2 0. 
Considering (24) and (27), the conclusion of (i) is gotten. 
(ii) By O(S, 6) we denote a b-neighbourhood of a set SC [a, b]. 
From Lemma l(ii), there exist 6, > 0 and I, > 0 such that for any 
O<i<l, and XEO(X*;~,) we have 
Z(x) <p(x) + Iq,(x) d u(x)- (28) 
By 6’(or 8”) we denote the distance between the closed sets X+\O(X*; 6,) 
and X,(or XL\o(X*; 6,) and X,). Then both 6’ and 6” are positive. In 
addition, since a(x) qo(x) > 0 for any XE X’\O(X*; 6,), then 6*, the dis- 
tance between X’\O(X*; 6,) and the set of the zeros of q,, is also positive. 
Letting d2 = min {6’/2, P/2, S*}, because for any x E O(X+\O(X*; 6,); 6,) 
we have q,,(x) > 0, therefore 
Z(x) <P(X) + k?,(x), 
4x1 -P(X) 2 inf 4P(t-), u) (29) 
5 E [a, bl\O(X,; 62) 
since x G 0(X,; 6,). On account of the infimum in (29) being a positive 
constant, (28) holds for A sufficiently small. Discussing similarly 
x E O(XL \O(X*; 6,); 6,) we can find a positive number A2 <I, such that 
(28) holds for any 0 <A < A2 and x E O(X’\O(X*; 6,); 6,). 
By Fwe denote the closed set [a, b]\[O(X*; S,) u O(X’\O(X*; 6,); S,)]. 
Then FnX,=FnX,=@ and 
inf [p(x) - I(x)] > 0, inf [u(x) -p(x)] > 0. 
XEF xcF 
So there exists a positive number 2, < 1, such that, when 0 <I c 1, (28) 
holds for any x E F, and hence for any x E [a, b]. 
The lemma is established. 
Before the end of this section, we give a new explanation for the order 
of quasi-touch t(x). If TG r and t(r) < r, x E X”, then for any ql, q2 E K, by 
Lemma 2 we see that each x E X* is a zero of order at least t(x) of q1 -p 
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and q2 -p, and consequently of q1 - q2. And for x 5 X*, x is clearly a zero 
of order at least t(x) of q1 - q2 because t(x) = 0. On the other hand, if we 
let q1 =p + lq,, EK, where q,, satisfies the conditions of Lemma 5(i), and 
q2 =p, then each x E X* is a zero of order t(x) of q1 - q2 = Iq,. And for 
each x E X* subject to qO(x) =O, if in making q,, in the proof of 
Lemma 5(i) we shift this zero to the right or left slightly then we can get 
q,, satisfying the requirement of Lemma 5(i) with qO(x) # 0. So there exist 
qL, q2 E K such that x is a zero of order t(x) = 0 of q1 - q2. Now we see that 
r(x) is just the minimum of the order of the zero x of q, - q2 for all choices 
of ql, q2 E K. Therefore, though t(x) was defined by the given generalized 
polynomial p E K, in fact it is independent on the choice of p in K, but 
depends only on the values of 1 and U. 
4. PROOF OF CHARACTERIZATION THEOREM 
Proof of Characterization Theorem. First, based on the presumption 
that (7) is false we see that a(x) has at most one value for any x E [a, b]. 
Next, it is easy to prove that Xu X’ u X” is compact. In fact, X and X” are 
closed sets clearly. Provided ri E X!+ , ti -+ x (i + co), and x c X!+ , because 
X, is closed and Xi = X,\X*, therefore XE X* and there exists a p such 
that t p-1(x)=+1(x)= + co. So by (6) we see that x E X”. Dealing with 
the limit points of X1 similarly we can see that x’w x” is a compact set. 
(i) * (ii) If (ii) is false, then by the Linear Inequality Theorem 
(see [ll, Chap. 1, Sect. 5) there exists a qoE Y such that 
o(x) qyyx) > 0, vx E x u X’ u X”. (30) 
So from Lemma 5(ii) we can find a A,> 0 such that p + lqOE K for any 
0<1<1,. 
Since the failure of (7) implies Xn X* = @, for any x E X we have 
t(x)=O, and by (30) it follows that 
(31) 
Because X is closed, by the continuity of the functions we can find a 6 > 0 
such that both q,, and f -p are sign-preserving in the b-neighbourhood of 
any xEXand 
?= inf I ch(x)l > 0, XE 0(x; a) 
inf I f 6) -P(X)l > 0. xEO(X;5)n9 
APPROXIMATION WITH RESTRICTED RANGES 209 
So (31) holds for any x E 0(X; 6) n LE and there exists a positive number 
1, ~1, such that 
21 I q&N < I f(x) -P(X)1 9 Qx~O(X;d)n2-. 
Therefore, 
I f(x) -P(X) - &h(x)l = I f(x) -P(X)1 -1 I %(X)1 G II f-P II -h 
for any 0 < 1~ 2, and x E 0(X; S) n 57’. Since on the compact set %\O(x; 6) 
we have 1 j(x) -p(x)1 < 11 f-p 11, then for sufficiently small 1 it follows that 
1 f(x)-p(x)-Ago(x)1 < II f-p11 for any XEX\O(X,J). Hence we get 
II f - (P + &Jll < II f-p II on the contrary. 
(ii)* (iii) Assume that there exist at most m alternating points 
yl, . . . . ym of p with respect o f and 1, U, but m < np. Write y0 = a, y, + i = b. 
For i= 1, . . . . m, let 
Yi” {ye [y,~,,yi+~]:yExux’ux”, (-l)‘%(y)=(-l)‘%(y,)}, 
Y: = yirL, Y, y;’ = sup y. 
YC K 
It can be proved that 
Y;<Y:+I> i= 1, . . . . m - 1. (32) 
It is sufficient to prove y!’ E Yi, y:, I E Yi+ i, because from this we can get 
y;#y:+,, and if yf>y:+, then yi,**.,yi, y:+i,y:‘,yi+i,...,ym are m+2 
alternating points on the contrary. Choose a monotone increasing sequence 
(qji> t Yi such that qj -+ yj’ (j + co). The compactness of Xu x’ w 2”’ 
implies y; E Xv X’ u X”. If y!’ E X”, then there exists a positive integer J 
such that for j > J it follows that 
r(Vj) = z(Yl’) 
and {~ji)joo=J+ 1 c X, u X, (or X- u X,). Since X, and X, (or X- and X,) 
are both closed sets, we get 
d+lji) = 4Yi’). 
Thus y(’ E Yi. Provided y;’ E X”, since Xn X” = 0, then there exixts a J 
such that {qj}zJ+ 1 c Xl (or Xl). Hence t_,, -, (yf) (or t-i,, (yj’)) equals 
+m, and by (6) we have 
o(y;) = (- l)‘(Yi) (or - (- l)‘(Y1)). 
So there exists a j so large that 
(_ l)r(Yi) ~(y!‘) = (-l)“(i) (- l)r(Yl) I a( y;) = ( - 1 )T(TJ u(Q. 
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Thus we get yj’ E Yi again. Similarly we can prove yi., , E Yi+ i. (32) is 
established. 
For i= 1, . . . . m- 1, if (y:‘,y:+,)nX*=@, then let ti=$(y;+y:+i), 
otherwise let ti = &( y(’ + min { y : y E ( y(‘, yi., i) n X* >). By the assump- 
tions it follows that z: = m - 1 + Cx.x. t(x) <n. Rewrite the points in 
{~i}~~~,‘uX* as x1< ... <xk, and let 
t, = t(xi)3 if xEX*, 
I 1, otherwise, 
i = 1, . . . . k. 
Now (a) we make a q by Lemma 3 if (17) holds. (b) When (17) is false, it 
might be provided that t, = r. Then we have t(a) = r and hence a E X*\X” 
and a<~;. So if we set up an additional single zero $(a +y;) then q can 
be made by Lemma 3. In both cases (8) holds for each t-fold zero XE (a, 6), 
and we can provide in addition that 
If b E Xv x’ u x” we define additionally R(b) = ( - l)“b’ L(b). By the 
definition of alternating points we have 
Because for any y E [y:, yl’] n (Xu X’u X”) it follows that YE Yi, 
therefore 
Ny)=(-1) r(yt)-r(y) R(yJ = o(y). 
Since it is clear that 
i 
(yj’,y;+l)n(XuX’uX”)=@ i= 1, . . . . m - 1, 
{x:x<y;}n(XuX’uX”){ x:x>y’&}n((xuX’uX”)=@, 
then we have 
R(x) = 4x), vx E xu x’ u X”. (33) 
When x E X u A”, we have t(x) = 0 and from the construction of q we see 
that q(x) # 0. Hence 
R(x) = sgn qcrcx))(x). 
Since the above equality holds clearly for XEX”, (33) implies that 
4x14 (+yx) > 0, VXEXUX’UX”. 
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So by the Linear Inequality Theorem we see that (ii) is false on the 
contrary. 
(iii) =E. (i) Assume that yi, . . . . y,, i are alternating points. If there 
exists p + q E K such that 11 f- (p + q)/l < 11 f-p 11, then 
4x) 4(x) ‘03 VXEX, 
and 
$; Idx)l > 0. 
If q1 is an generalized polynomial subject to the conditions in Lemma 5(i), 
then q. = q + lql satisfies 
4x) 40 6) ’ 03 VXEX (34) 
for 1~ 0 sufficiently small. By Lemma 2, q. meets (19) and each x E X* is 
a zero of order at least t(x) of qo. For i= 1, . . . . nP provided q. has just 
r(y,+,)--r(y,) zeros and no singular zero on (y,, yi+ ,I, we have 
R(Yi+ 1, qo)=(- l)r(J'f++r(J'~) R(y,, qo) (35) 
(provided R(b, qo) = (- 1)“6’ L(b, qo)). If yip X, then by (34) we get 
R(Y~, qo)=sgn qo(Yi)=a(~,). 
And if yip x’ u X”, by (19) we get 
R(yi, 40) = sgn qbfCyi))(yi) = o(Y,). 
Discussing yi + I similarly we conclude from (35) that 
fJ(y,+l)= (-l)r(JQ++r(yJ o(y,), 
which contradicts the definition of the alternating points. So q. has at least 
t( yi+ i) - r( yi) + 1 zeros or one singular zero on each interval ( yi, yi+ i]. 
Then the sum of the numbers of the zeros and singular zeros is no less than 
n,+ C t(x)=n 
XCX* 
which contradicts Lemma 4. 
The theorem is proved. 
212 SHU-SHENG XU 
REFERENCES 
1. S. J. KARLIN AND W. J. STUDDEN, “Tchebycheff Systems: With Applications in Analysis 
and Statistics,” Interscience, New York, 1966. 
2. F. DEUTSCH, On uniform approximation with interpolatory constraints, J. Math. Anal. 
Appl. 24 (1968), 62-19. 
3. P. J. LAURENT, “Approximation et Optimisation,” Collection Enseignement des Science, 
No. 13, Hermann, Paris, 1972. 
4. E. PASSOW & G. D. TAYLOR, An alternation theory for copositive approximation, 
J. Approx. Theory, 19 (1977), 123-134. 
5. Y. K. SHIH, An alternation theorem for copositive approximation, Acfa Mud Sinica 24, 
No. 3 (1981) 409414. [Chinese] 
6. J. ZHONG, On the characterization and strong uniqueness of best copositive approxima- 
tion, J. Comput. Muth. 10, No. 1 (1988) 8693. [Chinese] 
7. G. D. TAYLOR, Approximation by functions having restricted ranges, III, J. Math. Anal. 
Appl. 21(1969), 241-248. 
8. G. D. TAYLOR, Approximation by functions having restricted ranges: Equality case, 
Numer. Math. 14 (1969), 71-78. 
9. W. SIPPEL, Approximation by function with restricted ranges, in “Approximation Theory” 
(G. G. Lorentz, Ed.), pp. 481484, Academic Press, New York, 1973. 
10. Y. K. SHIH, Best approximation having restricted ranges with nodes, J. Comput. Math. 2, 
No. 2 (1980), 124132. [Chinese] 
11. E. W. CHENEY, “Introduction to Approximation Theory,” McGraw-Hill, New York, 1966. 
