Abstract. Hashing with linear probing dates back to the 1950s, and is among the most studied algorithms for storing (key,value) pairs. In recent years it has become one of the most important hash table organizations since it uses the cache of modern computers very well. Unfortunately, previous analyses rely either on complicated and space consuming hash functions, or on the unrealistic assumption of free access to a hash function with random and independent function values. Carter and Wegman, in their seminal paper on universal hashing, raised the question of extending their analysis to linear probing. However, we show in this paper that linear probing using a 2-wise independent hash function may have expected logarithmic cost per operation. Recently, Pǎtraşcu and Thorup have shown that also 3-and 4-wise independent hash functions may give rise to logarithmic expected query time.
An implicit assumption made here is that a key fits in a single hash table location -for generalization to variable length keys see [17] . Deletion of keys can be performed by moving keys back in the probe sequence in a greedy fashion (ensuring that no key x is moved to before h(x)), until no such move is possible (when a vacant array position is encountered).
Linear probing is attractive compared to other hashing methods because it accesses memory in a sequential fashion. The memory systems of modern computers are optimized for this type of access pattern, which means that inspecting several consecutive memory locations does not take significantly more time than inspecting a single, randomly chosen memory location. In fact, experimental studies [1, 5, 10] have found linear probing to be the fastest hash table organization for hash tables that are moderately filled (30-70%). While linear probing operations are known to require more instructions than those of other hashing methods, the more efficient memory access pattern makes it very fast in practice.
Early analysis and heuristic implementations.
Linear probing dates back to 1954, but was first analyzed by Knuth in a 1963 memorandum [6] now considered to be the birth of the area of analysis of algorithms [11] . Even if, say, half of the hash table is empty, it is not clear a priori that it will be fast to find a vacant location for a new key x. The reason is that h(x) may lie in a long interval of occupied positions. In fact, if such an interval starts to form there will be a "pileup" phenomenon, since the expected number of new keys added to the interval is proportional to its length.
Knuth's analysis, showing that the expected time per operation is independent of the number of keys, is based on the assumption that h has uniformly distributed and independent function values. But actually representing such a function is not a viable option: Retrieving the random value h(x) associated with x seems as hard as the problem we wanted to solve in the first place! Therefore, such analyses do not say much about practical, implementable solutions.
The hash functions used to implement linear probing in practice are heuristics, and there is no known theoretical guarantee on their performance. Since linear probing is particularly sensitive to a bad choice of hash function, Heileman and Luo [5] advice against linear probing for general-purpose use.
1.2. Analysis using limited randomness. In 1977, Carter and Wegman's notion of universal hashing [3] initiated a new era in the design of hashing algorithms, where explicit and efficient ways of choosing hash functions replaced the assumption of full randomness. The big insight was that in many cases it is sufficient that the hash function is random with respect to small sets of keys. For example, consider the function h(x) = (ax + b) mod p, where p is a fixed prime number and a, b are chosen independently at random from {0, . . . , p − 1}. For any two distinct integers x 1 , x 2 ∈ {0, . . . , p − 1} the values h(x 1 ) and h(x 2 ) are independent and uniformly random (over the choice of a and b). This "2-wise independence" turns out to be sufficient to guarantee many of the properties possessed by fully random hash functions [3, 20] . More generally, researchers have considered k-wise independence where any k values of the hash function are independent.
In their seminal paper, Carter [14, 16] . Specifically, they show that O(log n)-wise independence is sufficient to achieve essentially the same performance as in the fully random case. (We use n to denote the number of keys inserted into the hash table.) Another paper by Siegel [15] shows that evaluation of a hash function from a O(log n)-wise independent family requires time Ω(log n) unless the space used to describe the function is n Ω (1) . A family of functions is given that achieves space usage n and constant time evaluation of functions, for any > 0. However, this result is only of theoretical interest since the associated constants are very large. A construction with similar properties but smaller constants has later been given by Dietzfelbinger and Weidling [4] .
A significant drawback of both methods, besides rather complex function evaluation, is the use of random accesses to the memory locations holding the hash function description. This means that we lose the advantage of accessing memory in a sequential fashion! 1.3. Our results. We show in this paper that linear probing using a 2-wise independent family may have expected logarithmic cost per operation. Specifically, we resolve the open problem of Carter and Wegman by showing that linear probing insertion of n keys in a table of size 2n using a function of the form
where p = 4n + 1 is prime and we randomly choose a ∈ [p]\{0} and b ∈ [p], requires Ω(n log n) insertion steps in expectation for a worst case insertion sequence (chosen independently of a and b). Since the total insertion cost equals the total cost of looking up all keys, the expected average time to look up a key in the resulting hash table is Ω(log n). The main observation behind the proof is that if a is the multiplicative inverse (modulo p) of a small integer m, then inserting a certain set that consists of two intervals has expected cost Ω(n 2 /m). On the positive side, we show that 5-wise independence is enough to ensure constant expected time per operation, when the load factor α def = n/r is bounded away from 1. Our proof is based on a new way of bounding the cost of linear probing operations, by counting intervals in which "many" probe sequences start. When beginning this work, our first observation was that a key x can be placed in location h(x) + l mod r only if there is an interval I h(x) where |I| ≥ l and there are |I| keys from S with hash value in I. A slightly stronger fact is shown in Lemma 4.1. Since the expected number of hash values in an interval I is α|I|, long such intervals are "rare" if the hash function exhibits sufficiently high independence.
The analysis in this version of the paper shows a bound of O(
) expected time per operation at load factor α. Using similar, but more involved ideas it is possible to replace the exponent 5/2 by 13/6 [9] , and even 2 [13] . The latter exponent is identical to that obtained by a fully random hash function [6] .
Practical implications.
Our results imply that simple and efficient hash functions, whose description can be stored in CPU registers, can be used to give provably good expected performance. For completeness we briefly describe concrete ways of chosing hash functions.
probing in [6] , and since it is mentioned here together with the double hashing probe sequence, we believe that it refers to linear probing.
Polynomial hash functions. Carter and Wegman [19] observed that the family of degree k − 1 polynomials in any finite field is k-wise independent. Specifically, for any prime p we may use the field defined by arithmetic modulo p to get a family of functions from [p] to [p] where a function can be evaluated in time O(k) on a RAM, assuming that addition and multiplication modulo p can be performed in constant time. To obtain a smaller range R = [r] we may map integers in [p] down to R by a modulo r operation. This of course preserves independence, but the family is now only close to uniform. Specifically, the maximum loadᾱ for this family is in the range [α, (1 + r/p)α]. By choosing p much larger than r we can makeᾱ arbitrarily close to α.
Tabulation-based hash functions. A k-wise independent family proposed by Thorup and Zhang [18] has uniformly distributed function values in [r], and thusᾱ = α. The construction for 5-wise independence is particularly appealing when keys are short (e.g., 32 bits). If we interpret a key as a tuple of two numbers (
) mod r is 5-wise independent assuming h 1 , h 2 , h 3 are. If x 1 , x 2 , and x 1 + x 2 are small numbers (e.g., 16 bits) we can use a lookup table to store all hash values. This means that h(x 1 , x 2 ) can be evaluated using three table lookups and some additions. If the tables are small enough to fit within the CPU cache, evaluation is particularly efficient. In fact, this construction makes k-wise independence truly competitive with popular heuristics, for small k > 3, in terms of evaluation time [18] .
Subsequent work.
The work of the present paper has been built upon in designing hash tables with additional considerations. Blelloch and Golovin [2] described a linear probing hash table implementation that is strongly history independent. Thorup [17] studied how to get efficient compositions of hash functions for linear probing when the domain of keys is complex, like the set of variable-length strings. Most recently, Pǎtraşcu and Thorup showed that linear probing works even with the simplest possible type of tabulation-based hashing [13] .
On the lower bound side, Pǎtraşcu and Thorup showed that there exist 3-and 4-wise independent hash function constructions that result in logarithmic time per operation [12] . This means that there is no hope to improve our results to require lower independence. They also show even worse performance for single operations under 2-wise independence than exhibited in this paper.
Preliminaries. Let [x]
def = {0, 1, . . . , x − 1}. Throughout this paper S denotes a subset of some universe U , and h will denote a function from U to R def = [r]. We denote the elements of S by {x 1 , x 2 , . . . , x n }, and refer to the elements of S as keys. We let n def = |S|, and α def = n/r. A family H of functions from U to R is k-wise independent if for any k distinct elements x 1 , . . . , x k ∈ U and h chosen uniformly at random from H, the random variables h(x 1 ), . . . , h(x k ) are independent 2 . We refer to the variablē
Pr h∈H {h(x) = ρ} as the maximum load of H. When the hash function family in question is understood from the context, we omit the subscript ofᾱ. If H distributes hash function values of all elements of U uniformly on R, we will haveᾱ = α, and in generalᾱ ≥ α. For Q ⊆ R we introduce notation for the "translated set"
An interval (modulo r) is a set of the form a + [b], for integers a and b. When we write [a − b, a) this interval represents the set a − 1 − [b]. We will later use sets of the form h(x) + Q, for a fixed x and with Q being an interval.
A probabilistic lemma.
Here we state a lemma that is essential for our upper bound results, described in Section 4. It gives an upper bound on the probability that an interval around a particular hash function value contains the hash function values of "many" keys. The proof is similar to the proof of [8, Lemma 4.19] .
Lemma 2.1. Let S ⊆ U be a set of size n, and H a 5-wise independent family of functions from U to R with maximum load at mostᾱ < 1. If h is chosen uniformly at random from H, then for any Q ⊂ R of size q, and any fixed x ∈ U \ S,
Proof. Denote by A the event that {y ∈ S : h(y) ∈ (h(x) + Q)} ≥ᾱq + d. We will show a stronger statement, namely that the same upper bound holds for the conditional probability Pr{A | h(x) = ρ}, for any ρ ∈ R. Notice that the subfamily {h ∈ H | h(x) = ρ} is 4-wise independent on U \ {x}, and that the distribution of function values is identical to the distribution when h is chosen from H. The statement of the lemma will then follow from
Let p i def = Pr{h(x i ) ∈ (h(x) + Q)}, and consider the random variables
The last inequality above is by the definition of maximum load. So to prove the lemma it suffices to bound Pr{X ≥ d}. We will use the 4th moment inequality
Clearly, E(X i ) = 0 for any i, and the variables X 1 , . . . , X n are 4-wise independent. Therefore we have E(X i1 X i2 X i3 X i4 ) = 0 unless i 1 = i 2 = i 3 = i 4 or (i 1 , i 2 , i 3 , i 4 ) contains 2 numbers, both of them exactly twice. This means that
The first sum can be bounded as follows:
The second sum is:
In conclusion we have
finishing the proof.
2-wise independence.
In this section we show that 2-wise independence is not sufficient to ensure good performance for linear probing: Logarithmic time per operation is needed for a worst-case set. This complements our upper bounds for 5-wise (and higher) independence. We will consider two 2-wise independent families: The first one is a very commonly used hash function family. The latter family is similar to the first, except that we have ensured function values to be uniformly distributed in R. To lower bound the cost of linear probing we use the following lemma.
Lemma 3.1. Suppose a set S of n keys is inserted in a linear probing hash table of size r > n. Let {S j } j=1 be any partition of S such that for every set S j the set
is an interval (modulo r), and |I j | ≤ r/2. Then the total number of steps to perform the insertions is at least
Proof. We proceed by induction on . Since the number of insertion steps is independent of the order of insertions [7, p . 538], we may assume that the insertions corresponding to S occur last and in left-to-right order of hash values. By the induction hypothesis, the total number of steps to do all preceding insertions is at least
For 1 ≤ j 1 , j 2 ≤ let S j1j2 denote the set of keys from S j1 that have probe sequences starting in I j2 , i.e S j1j2 = {x ∈ S j1 | h(x) ∈ I j2 }. For any x ∈ S j the insertion of x will pass all the elements of S j "after h(x)", i.e., whose hash value is in h(x) + [r/2]. This means that at least |I j ∩ I | 2 /2 steps are used during the insertions of the keys from S to pass locations occupied by keys of S j . Summing over all j < and adding to the bound from the induction hypothesis yields the desired result.
Linear congruential hash functions.
We first consider the following family of functions, introduced by Carter and Wegman [3] as a first example of a universal family of hash functions:
where p is any prime number and r ≤ p is any integer. Functions in H(p, r) map integers of [p] to [r] .
Theorem 3.2. For r = p/2 there exists a set S ⊆ [p], |S| ≤ r/2, such that the expected cost of inserting the keys of S in a linear probing hash table of size r using a hash function chosen uniformly at random from H(p, r) is Ω(r log r).
Proof. We give a randomized construction of S, and show that when choosing h at random from H(p, r) the expected total insertion cost for the keys of S is Ω(r log r). This implies the existence of a fixed set S with at least the same expectation for random h ∈ H(p, r). Specifically, we partition 1. Suppose there is some i such that
With constant probability it holds that U i ⊆ S. We apply Lemma 3.1 on the set U i and a partition of U i that corresponds to the interval collection L i . The lemma gives us a lower bound of
on the number of probes made during all insertions. This sum is minimized if all nonzero intersections have the same size. Suppose that there are k = O(m) nonzero intersections. According to (3.1) the equal size of intersections would have to be Ω(r/k). Therefore the sum in (3.2) is Ω(r 2 /k) = Ω(r 2 /m). 2. Now suppose that for all i,
Note that any value in [r − 1] is contained in exactly two intervals of i L i . By the assumption, the number of values that occur in two intervals from the same collection L i , for any i, is less than 8 · r/16 = r/2. Thus there exist
With constant probability we have that S = U i1 ∪ U i2 . We now apply Lemma 3.1. Consider just the terms in the sum of the form |I 1 ∩ I 2 | 2 /2, where I 1 ∈ L i1 and I 2 ∈ L i2 . As before, this sum is minimized if all O(m) intersections have the same size, and we derive an Ω(r 2 /m) lower bound on the number of insertion steps. For a random h ∈ H(p, r), m is uniformly distributed in {1, . . . , p} (the mapping a → a −1 is a permutation of {1, . . . , p}). This means that the expected total insertion cost is:
3.2. Family with uniform distribution. One might wonder if the lower bound shown in the previous section also holds if the hash function values are uniformly distributed in R. We slightly modify H(p, r) to remain 2-wise independent and also have uniformly distributed function values. Letp def = p/r r, and define:
For a vector v let v i denote the i + 1st component (indexes starting with zero). We define:
Lemma 3.3 (2-wise independence). For any pair of distinct values x 1 , x 2 ∈ [p], and any y 1 , y 2 ∈ [r], if h is chosen uniformly at random from H * (p, r), then
Proof. We will show something stronger than claimed, namely that the family
is 2-wise independent and has function values uniformly distributed in [p] . Since r dividesp this will imply the lemma. Pick any pair of distinct values x 1 , x 2 ∈ [p], and consider a random function h ∈ H * * . Clearly, v x1 and v x2 are uniform in [p] and independent. We note as in [3] that for any y 1 , y 2 ∈ [p] there is exactly one choice of a and b that makes (ax 1 + b) mod p = y 1 and (ax 2 + b) mod p = y 2 . This is because the matrix H(p, r) . Thus, the lower bound carries over (with a smaller constant). By Lemma 3.3, H * is 2-wise independent with uniformly distributed function values.
We remark that the lower bound is tight. A corresponding O(n log n) upper bound can be shown by applying the framework of section 4, but using Chebychev's inequality rather than Lemma 2.1 as the basic tool for bounding probabilities (see also [12] ).
4. 5-wise independence. We want to bound the expected number of probes into the table made during any single operation (insertion, deletion, or lookup of a key x) when the hash table contains the set S of keys. It is well known that for linear probing, the set P of occupied table positions depends only on the set S and the hash function, independent of the sequence of insertions and deletions performed. An operation on key x makes no more than
probes into the table, because the iteration stops when the next unoccupied position is found (or sooner in case of a successful search). We first show a lemma which intuitively says that if the operation on the key x goes on for at least l steps, then there are either "many" keys hashing to the interval h(x) + [l], or there are "many" keys that hash to some interval having h(x) as its right endpoint.
Lemma 4.1. For any l > 0 andᾱ ∈ (0, 1), if h(x) + [l] ⊆ P then at least one of the following holds:
Now, fix any way of placing the keys in the hash table, e.g., suppose that keys are inserted in sorted order. Consider the set S * ⊆ S of keys stored in the interval
. By the choice of l there must be an empty position to the left of I, so h(S * ) ⊆ I. This means:
The next lemma upper bounds the probability that there exists some interval of form [h(x) − , h(x)) having + d keys hashing into it, with d being a parameter. The derived bound will later be used to cover the case 2 from Lemma 4.1.
Lemma 4.2. Let S ⊆ U be a set of size n, and H a 5-wise independent family of functions from U to R with a maximum load ofᾱ < 1. If h is chosen uniformly at random from H, then for any x ∈ U and λ > 0,
Proof. We will use the symbol ∆ to denote
We claim that it is sufficient to show Pr i>0 A i < 8ᾱ λ 2 . To see this, suppose that
In this lemma we use a simple upper bound Pr( i>0 A i ) ≤ i>0 Pr(A i ). We use Lemma 2.1 to estimate each value Pr(A i ). Note that intersections of any interval [h(x) − , h(x)) with the sets h(S \ {x}) and h(S) are the same.
We used the substitution t = (1 −ᾱ)i. The last sum is over t ∈ {1 −ᾱ, 2(1 −ᾱ), . . .}. The function 
Pr(
Theorem 4.3. Consider any sequence of operations (insertions, deletions, and lookups) in a linear probing hash table where the hash function h used has been chosen uniformly at random from a 5-wise independent family of functions H. Let n andᾱ < 1 denote, respectively, the maximum number of keys in the table during a particular operation and the corresponding maximum load. Then the expected number of probes made during that operation is O((1 −ᾱ) −5/2 ). Proof. We refer to x, S, and P as defined previously in this section. As argued above, the expected probe count is bounded by 5. Open problems. This paper and its followup work have largely settled the question of practical and provably good hash functions for linear probing. Challenges remain with respect to finding such hash functions for a number of other important hashing methods. Very recently, Pǎtraşcu and Thorup [13] showed that static cuckoo hashing [10] works well with the simplest tabulation-based hashing method. Still, the problem of finding such hash functions with logarithmic description size remains open. Also, if we consider the problem of hashing a set into n/ log n buckets such that the number of keys in each bucket is O(log n) with high probability, there is no known explicit class achieving this with function descriptions of O(log |U |) bits. Possibly, such families could be designed using efficient circuits, rather than a standard CPU instruction set.
