In this paper, the problem on Lagrange stability of Cohen-Grossberg neural networks (CGNNs) with both mixed delays and general activation functions is considered. By virtue of Lyapunov functional and Halanay delay differential inequality, several new criteria in linear matrix inequalities (LMIs) form for the global exponential stability in Lagrange sense of CGNNs are obtained. Meanwhile, the limitation on the activation functions being bounded, monotonous and differentiable is released, which generalizes and improves those existent results. Moreover, detailed estimations of the globally exponentially attractive sets are given out. It is also verified that outside the globally exponentially attractive set, there is no equilibrium state, periodic state, almost periodic state, and chaos attractor of the CGNNs. Finally, two numerical examples are given to demonstrate the theoretical results.
Introduction
Since the discovery of the Cohen-Grossberg neural networks (CGNNs) [1] in 1983, a lot of applications have been appeared in many fields to solve control, signal processing, associative memory, parallel computation and nonlinear optimization problems. In employing CGNNs to solve these problems, one of the most desirable properties of CGNNs is the Lyapunov stability. From a dynamical system point of view, globally stable networks in Lyapunov sense are monostable systems, which have a unique equilibrium attracting all trajectories asymptotically. A large body of research now exists on the study of globally stable in Lyapunov sense for CGNNs, more specific results are referred to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . In many other applications, however, monostable neural networks have been found computationally restrictive and multistable dynamics are essential to deal with important neural computations desired. In these cir-cumstances, neural networks are no longer globally stable and more appropriate notions of stability are need to deal with multistable systems. In this context, many researchers focus on the Lagrange stability.
It is worth to mention that unlike Lyapunov stability, Lagrange stability refers to the stability of the total system, rather than the stability of the equilibriums, because the Lagrange stability is considered on the basis of the boundedness of solutions, which depend on the existence of global attractive sets (see [12, 18, 19, [21] [22] [23] [24] [25] ). We also note that Lagrange stability has attracted phenomenal worldwide attention. In [13] , Rekasius considered asymptotic stability in Lagrange sense for nonlinear feedback control systems. In [14] , Lagrange stability was discussed by Thornton and Mulholland as a useful concept for determining the stability of ecological systems. Soon, Passino and Burgess [15] adapt the concept of Lagrange stability to investigate discrete event systems. See also [16, 17] for recent results on Lagrange stability for pendulum-like systems.
In recent years, Lagrange stability has been further researched into various kinds of neural networks. However, it should be noted that, in hardware implementation, time delays occur due to finite switching speed of the amplifiers and communication time. The time delays may lead to oscillation, divergence, or instability, which may be harmful to a system. On the other hand, it has also been shown that the process of moving images requires the introduction of delay in the signal transmitted through the networks. Therefore, the study of Lagrange stability of neural networks with delays is practically required, and it has been extensively studied. For example, in [18, 19] , Liao et al. apply Lyapunov functions to study Lagrange stability for recurrent neural networks with constant time delays and time-varying delays. In [20] , Yang and Cao consider stability in Lagrange sense of a class of feedback neural networks for optimization problems. Then [21] and [22] continued to probe further into the Lagrange stability for neutral type and periodic recurrent neural networks along the methods in [18, 19] , respectively. In [24, 25] , Lagrange stability is discussed for Cohen-Grossberg neural networks (CGNNs) with time-varying delays and finite distributed delays. To our best knowledge, these results of Lagrange stability analysis for neural networks depend mainly on Lyapunov-like functions, and there are few results made on it by LMIs [32] .
Moreover, in conducting stability analysis of a neural network, the conditions to be imposed on the neural network are determined by the characteristics of activation function as well as network parameters. As we know, when neural networks are designed for problem solving, it is desirable for their activation functions to be general. To facilitate the design of neural networks, it is important that the neural networks with general activation functions are studied. The generalization of activation functions will provide a wider scope for neural network designs and applications. So, in [23] , Tu et al. study the Lagrange stability for recurrent neural networks with general activation functions and timevarying delays. At present, although a series of results for Cohen-Grosseberg neural networks are obtained (see [2-12, 24, 25] ), However, most of the existing results about CGNNs focus on the Lyapunov stability analysis. Up to now, there is no reported result, to our best knowledge, dealing with the global Lagrange exponential stability for CGNNs with general activation functions and finite distributed delays and time-varying delays. Especially, the criteria of Lagrange stability for CGNNs by means of linear matrix inequalities (LMIs) also do not appear at all. Hence this field remains important and challenging.
Motivated by the above discussion, the objective of this paper is to study the global exponential stability in Lagrange sense and estimate the size of globally exponentially attractive sets for the addressed CGNNs with general activation functions and mixed time delays. Different from most of the previous conclusions, the results are performed in LMIs, which will be efficiently solved by the Matlab LMI Toolbox [26] . The main innovative points are as follows:
(I) The methodology developed in [27] will be extended to study the Lagrange stability for general Cohen-Grossberg neural networks with timevarying and finite distributed delays (1), which will be introduced in the next section. Meanwhile, the globally exponentially attractive sets are also obtained. The conclusion contains some existing results as its special cases.
(II) When studying the properties of Lagrange stability for neural network systems, people usually assume that their activation functions are monotonic, or differentiable, even or bounded. However, the activation function discussed in this paper is neither bounded, nor monotonous nondecreasing. What is more, with regard to time delay, it is only need to bounded, not considering its differential form.
(III) In addition, as a direct application of the results, it will be obtained later by a further theorem.
In the next section, some preliminaries, including some necessary notations, definitions, assumptions and lemmas are described. The main results and their corresponding proofs for CGNNs to have globally exponentially attractive sets and positive sets are given in Section 3. What's more, an application is present in Section 4 and finally a summery is demonstrated give in Section 5.
Notations: Throughout this paper, the symbols R n and R n×m stand, respectively, for the ndimensional Euclidean space and the set of all n × m real matrices. A T and A −1 denote the matrix transpose and matrix inverse. A > 0 or A < 0 denotes that the matrix A is a symmetric and positive definite or negative definite matrix. Meanwhile, A < B indicates A − B < 0 and * is the Euclidean vector norm. Moreover, in symmetric block matrices, we use " * " as an ellipsis for the terms that are introduced by symmetry.
Model Description and Preliminaries
Considering the following CGNNs model with timevarying delays and finite distributed delays:
where x(t) = (x 1 (t), . . . , x n (t)) T and x i (t) is the state variable associated with the neuron. α(x(t)) = diag{α 1 (x 1 (t)), . . . , α n (x n (t))} and α i is an appropriately amplification function.
The activation function g j shows how the neurons respond to each other.
The time-varying delay τ(t) = (τ 1 (t), . . . , τ n (t)) T satisfies 0 τ i (t) τ i , and the finite distributed delay σ (t) = (σ 1 (t), . . . , σ n (t)) T satisfies 0 σ i (t) σ i , here τ i and σ i are constants. A = (a i j ), B = (b i j ),C = (c i j ) ∈ R n×n tell us how the neurons are connected in the network. U = (U 1 , . . . ,U n ) T and U i is the input. Function α i is continuous and satisfies
Here, let τ = max 1 i n τ i , and σ = max 1 i n σ i . C[X,Y ] is a class of continuous mapping set from the topological space X to the topological space Y .
, the solution of (1) that starts from the initial condition ϕ will be denoted by x(t,t 0 , ϕ) or simply x(t) if no confusion should occur.
Throughout this paper, we make the following assumption:
Remark 1. In the literature [24, 25] , the results were obtained under the condition that the timevarying delays are continuously differentiable, of which the derivative was bounded and smaller than one, and the activation functions were limited on bounded and monotonically non-decreasing. It is needed to point out that, in this paper, the presented results do not need the conditions mentioned above.
In the remaining part of this section, it will give some basic definitions and five lemmas so that the main conclusions can be expediently explained in the ensuing sections.
Definition 1.
[19] If there exists a compact set Ω ∈ R n such that ∀s ∈ [t 0 − h,t 0 ], ∀x(s) ∈ R n \Ω, lim t→+∞ ρ(x(t), Ω) = 0, then Ω is said to be a globally attractive set of (1), where R n \Ω is the complement set of Ω. A set Ω is called positive invariant set of (1)
Definition 2. [19] If there exists a radially unbounded and positive definite Lyapunov function V (x(t)), which satisfies V (x(t))
x β , where β > 0 is a constant, and constants
ζ } is said to be a globally exponentially attractive set of (1), where
Definition 3.
CGNNs (1) with globally exponentially attractive set is said to be globally exponentially stable in Lagrange sense. CGNNs (1) with globally attractive set is said to be ultimately bounded.
Lemma 1. Let a, b ∈ R n , Y be a positive definite matrix, then the following inequality holds
From this, it can easily obtain the inequality of Lemma 1. [29] ) Given constant matrices P, Q and R, where P T = P, Q T = Q, then the following LMI:
Lemma 2. (Jensen's Inequality [28]) For any constant matrix P
∈ R n×n , P T = P > 0, γ > 0, vector function ω : [0, γ] → R n such that the integrations concerned are well defined,then ( γ 0 ω(s)ds) T P( γ 0 ω(s)ds) γ γ 0 ω T (s)Pω(s)ds.
Lemma 3. (Schur Complement
is equivalent to the following conditions:
Lemma 4.
(Halanay Inequality [30] ) Assume there exist r 1 > r 2 > 0 and a nonnegative continuous quantity function x(t), which satisfies
The following lemma provides a key step in proving the main results of Lagrange stability for the CGNNs with mixed delays (1).
Lemma 5.
Given constant matrices
and appropriate reversible matrices X,Y, Z, let
Proof. Firstly, we discuss Σ 1 , and
where
Calculating Σ 2 , we obtain
Comparing the above equations, we can know
The proof is finished.
Main Results
In this section, we will give some sufficient conditions for global exponential stability in Lagrange sense of CGNNs (1) in accordance with the lemmas in Section 2.
Theorem 6. Under assumption (A), the CGNNs system (1) is globally exponentially stable in Lagrange sense if there exist five positive diagonal matrices P, Q, R, S, T and a positive definite matrix H ∈ R n×n such that the following LMIs hold:
ε } is a globally exponentially attractive set and positive invariant set of system (1) , where 0 < ε 1.
Proof.
We consider the following radially unbounded and positive definite Lyapunov functional with the given positive definite diagonal matrices P = diag{p 1 , . . . , p n } and Q = diag{q 1 , . . . , q n },
Calculating the derivative of V (x(t)) along the positive semi-trajectory of (1), we can obtain
From assumption (A), for given positive diagonal matrix R we derive
where ϒ = −PD − DP + 2LQD +W RW . By using assumption (A), Lemma 1 and Lemma 2, we know that there exist two positive diagonal matrices S, T and a positive definite matrix H such that the following inequalities hold
Based on Lemma 5 and (5)- (9), we have
Following from (2), there exists 0 < ε 1 such that
In the light of Lemma 3, one gets
). Therefore, it can be deduced that
Combining (3), (10) and (11), we can derive
From assumption (A) and the formula (4), one has
According to (12) and (13), we obtain
where V (x(t)) = sup t−h s t V (s).
On the basis of (14), when V (x(t)) > η,V (x(t)) > η, one gets
where η = U T HU ε . According to Lemma 4, we are able to derive (V (x(t)) − η) V ((x(t)) − η) exp(−λt), where λ is the unique positive root of λ = (1 + ε) − e λ h . Simultaneously, judging by [31] , it is easy to prove that there exists a constant β such that V (x(t))
x β . In terms of Definition 1, Definition 2 and noticing
ε } is a globally exponentially attractive set and positive invariant set of system (1). Hence, the CGNNs system (1) is globally exponentially stable in Lagrange sense via the Definition 3. So, the proof of Theorem 6 is completed.
Remark 2. Obviously, in light of Definition 3, it is known that if the network (1) have a global attractive set, it is ultimately bounded; and if the network (1) has a globally exponentially attractive set, it is globally exponentially stable in Lagrange sense. Furthermore, the latter include the former. Hence, the study of Lagrange stability depends on the existence of global exponentially attractive set, not considering uniformly bounded of the system. However, in the reference [18, [21] [22] [23] [24] [25] , the Lagrange stability was determined by both uniformly bounded and globally exponentially attractive set. 
1, 2, · · · , n}, and g(·)
is the bounded continuous function.
(H2) g(·) ∈ Γ 2 , where
i , ∀x i ∈ R, i = 1, 2, · · · , n}, and g(·) is the Lurie-type function.
(H3) g(·) ∈ Σ, where g(·) is the continuous nondecreasing function.
(H4) g(·) ∈ Γ 3 , where n}, and g(·) is the Lipschitz-type function.
In [18, 19, 21, 22, 24, 25] , the scholars studied the global stability in Lagrange sense of neural networks with both time-varying delays and three different types of activation functions which include (H1)-(H3). Owing to the constants L i , F i in assumption (A) being arbitrary, the condition about activation function of this paper is weaker than (H1), (H2) and (H4). It is also observed that assumption (A) and (H3) don't embody each other.
Corollary 7. Under assumptions (A) and let
α = diag{α − 1 , . . . , α − n }, α = diag{α + 1 , . . . , α + n }, σ (t) = 0
. The CGNNs system (1) is globally exponentially stable in Lagrange sense if there exist four positive diagonal matrices P, Q, R, S and a positive definite matrix H ∈ R n×n such that the following LMIs hold:
Proof. The course of proof is almost parallel to that of Theorem 6, except for the inequality (8) in the theorem 6. So the proof is omitted in here.
In the CGNNs system (1), if let α(t) ≡ 1, the system (1) will degenerate into the following mixed delayed recurrent neural network which is described by the matrix form:
Similarly, there also exist the following results.
Theorem 8. Under assumption (A), the system (18) is globally exponentially stable in Lagrange sense if there exist two positive definite matrices P, H ∈ R n×n and four positive diagonal matrices Q, R, S, T such that the following LMIs hold:
W SW P, (20) where
ε } is a globally exponentially attractive set and positive invariant set of system (18) , where 0 < ε 1.
Proof. Chosen the Lyapunov functional
ds, transformed LMIs (2) and (3) into LMIs (19) and (20) , and used a similar technique to compute the derivative of V 1 (x(t)) along the positive half trajectory of (18) , the next course of proof is analogous to that of Theorem 8, so it is omitted in here.
Remark 4. When assuming σ (t) = 0 in the theorem 8, it could be found that the conclusion of theorem 8 in this paper will turn to the main result of Theorem 1 in [23] right now.
In particular, when H is elected as a positive diagonal matrix in Theorem 8 and let σ (t) = 0. Based on (19) and by virtue of Lemma 3, one gets 
Owing to H is a positive diagonal matrix, so H −1 is a positive diagonal matrix too. Therefore, from (21) and on the basis of S-produce method [29] , one gains
Then it is known that the network (18) has a unique equilibrium point (see [27] ). As a result, the following corollary is obtained. Proof. Suppose this is not true. Without loss of generality, assume that Ψ is a positive invariant set of R 3 /Φ. Then Ψ ∪ Φ = φ , where φ denotes the empty set. This implies that Φ and Ψ do not intersect. So we have inf y∈Φ,x∈Ψ x − y > 0. From the definition of positive invariant set, we know that x(t,t 0 , x 0 ) ∈ Ψ, for x 0 ∈ Ψ and t t 0 . Hence,
Corollary 9. Under assumption (A) and if there exist four positive diagonal matrices Q, R, S, H and a positive definite matrix P ∈ R n×n such that the following LMIs hold:
On the other hand, since Φ is a globally exponentially attractive set, we have that
leads to a contradiction to the above inequality. This shows that the conclusion of Theorem 10 is true.
Illustrative Examples
In this section, we will give two numerical examples to verify our theoretical results with different activation functions. By using the Matlab LMI Control Toolbox, the solutions to the LMIs in (2) and (3) } is a globally exponentially attractive set and positive invariant set of (1), where 0 < ε 1. However, according to the theorem 3.2 of the reference [25] , we gain 
By calculating we get the six eigenvalues of Σ 1 are -41.3715, -32.5883, -13.6091, -0.6148+0.5381i, -0.6148-0.5381i, 0.1755, 3.0172, 3.0059, 3.0000, from which we are able to know that is not negative definite. So the conclusion in [25] can't be applied to ensure the global exponential stability in Lagrange sense of (1). Hence, for this case, our results in this paper are less conservative than those in [25] .
Case 2: On the other hand, let α(t) ≡ 1 and chose g(x(t)) = Analogously, by using the Matlab LMI Control Toolbox, the solutions to the LMIs in (19) and (20) are derived as follows: Calculating the eigenvalues of P and H, we get the eigenvalues of P are 3. } is a globally exponentially attractive set and positive invariant set of (18), where 0 < ε 1.
Remark 6. The activation functions in Case 1 of this example don't meet with (H 1 ), (H 2 ) or (H 3 ), which means that the conclusion in [18, 19, 21, 22, 24, 25] can't be applied to ensure the global exponential stability in Lagrange sense of (1). Hence, our results in this paper are less conservative than those in [18, 19, 21, 22, 24, 25] .
Example 2. Considering the following two-neuron recurrent neural networks with time-varying delay: Analogously, the solutions are derived as follows: Remark 7. From Corollary 9, we can know that the network (24) has a unique equilibrium point which is globally exponentially stable. In fact, the global exponential stability in Lyapunov sense of the unique equilibrium point is demonstrated in Fig.1 and Fig.2 which are ten trajectories of state x 1 (t) and x 2 (t) of the system (24) with random initial conditions.
Case 2: If we choose the activation functions as g(x(t)) = Then by using the Matlab LMI Control Toolbox, the solutions are derived as follows: By calculating we get the four eigenvalues of Q (1) are 7.1618+3.3577i, 7.1618-3.3577i, -1.6052, -2.7183, from which we are able to know that Q (1) is not negative definite. So the conclusion in [18] can't be applied to ensure the global exponential stability in Lagrange sense of (24) . Hence, for this example, our results in this paper are less conservative than those in [18] . The following figures are given to testify the validity of the results. Fig.3 shows the state trajectories of system (24) with g(x(t)) = 
Conclusions
In this paper, we have investigated the Lagrange stability problem for a class of Cohen-Grossberg neural networks with general activation functions and mixed time delays. The mixed time delays considered here are time-varying delays and finite distributed delays. Based on assuming that the activation functions are neither bounded nor monotonous or differentiable, a set of novel algebra criteria for global exponential stability in Lagrange sense of CGNNs are obtained by virtue of Lyapunov functional, Halanay delay differential inequality and linear matrix inequality. Obviously, our approaches are different from those of the pre-existing, and more importantly, the obtain results extend and generalize that of the works [18, 23, 25, 27] . Meanwhile, our results also show that the globally exponentially attractive set does contribute to the Lagrange stability of the considered system. Yet again, it is verified that outside the global exponential attractive set, there is no periodic state, almost periodic state or chaos attractor. These Lagrange stability analysis can narrow the search domains of optimization and associative memories, and provide theoretical guidelines for applications. Finally, we give two examples to show the effectiveness of our theoretical results.
