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The piston system (particles in a box) is the simplest and paradigmatic model in traditional
thermodynamics. However, the recently established framework of stochastic thermodynamics (ST)
fails to apply to this model system due to the embedded singularity in the potential. In this Letter
we study the stochastic thermodynamics of a particle in a box by adopting a novel coordinate
transformation technique. Through comparing with the exact solution of a breathing harmonic
oscillator, we obtain analytical results of work distribution for an arbitrary protocol in the linear
response regime, and verify various predictions of the Fluctuation-Dissipation Relation. When
applying to the Brownian Szilard’s engine model, we obtain the optimal protocol λt = λ02
t/τ for a
given sufficiently long total time τ . Our study not only establishes a paradigm for studying ST of
a particle in a box, but also bridges the long-standing gap in the development of ST.
PACS numbers: 05.70.Ln, 05.20.-y, 05.40.-a, 05.10.Gg
Introduction.— When opening any textbook of ther-
modynamics [1], the piston system [2], or the classical
ideal gas inside a rigid-wall potential is the simplest and
an archetypal model used to illustrate various thermody-
namic processes and cycles. In the context of traditional
thermodynamics, due to the macroscopic size of the sys-
tem, fluctuations are usually vanishingly small. There
work and heat are phenomenological variables and the
microscopic equation of motion (EOM) is not directly
relevant.
When considering a small system, however, fluctua-
tions become important and the EOM becomes essential
[3]. In recent years, substantial developments in the field
of nonequilibrium thermodynamics in small systems [4]
have been made. One of them is the formulation of the
so-called stochastic thermodynamics (ST) [5–7], where
stochastic dynamics is incorporated into thermodynam-
ics. For small systems, e.g., a Brownian particle in a
controllable potential, a coherent framework of thermo-
dynamics at the trajectory level is constructed. Fluctu-
ating thermodynamic variables, such as work, heat and
entropy production, are identified as functionals of in-
dividual trajectories [8–11], based on which one can in
principle calculate their distributions in arbitrary driven
processes [12, 13], and thus go beyond the traditional
thermodynamics. In the linear response regime, the work
distribution is Gaussian and satisfies the Fluctuation-
Dissipation relations (FDRs) [12, 14]. What is more, even
in arbitrarily far from equilibrium processes, some exact
fluctuation relations concerning work, heat and entropy
production are discovered [10, 15–20]. Experimentally,
these fluctuation relations have been verified in various
systems including a Brownian particle in a soft-wall po-
tential [21–24], exemplified by a charged colloidal parti-
cle trapped by an optical tweezer. The essential point
of these developments in thermodynamics is the micro-
scopic definition of work, heat and entropy at the trajec-
tory level.
However, the usual microscopic definition of work
W [xt] =
∫
dt∂tVt(xt) [10, 11] (see [5, 20, 25–31] for dis-
cussions and debates) is not applicable to the piston sys-
tem, due to singularities in the rigid-wall potential, where
work is done during discrete collisions of the particle with
the moving piston [32, 33]. Previously, there are studies
about work distributions of piston systems in nonequi-
librium processes, but either with no contact with a heat
bath [32–34], or with no relevance to Brownian dynam-
ics [35–38]. The solution to the piston system becomes
a “missing puzzle piece” in ST. Possibly for lack of effi-
cient ways of studying ST in a piston system, finite-time
thermodynamics of the famous Brownian Szilard’s engine
(BSE) [35, 38–42] remains unexplored so far. Hence, how
to extend the framework of ST to the piston system be-
comes one of the most challenging problems in this field.
In this Letter, we try to extend the previous framework
of ST to include the rigid-wall potential. We introduce a
novel approach of coordinate transformation to study the
ST in an isothermal piston. In this way, under certain
conditions, the isothermal piston model is found to be
highly similar to an isothermal breathing harmonic os-
cillator (HO) [43, 44], one of the very few models whose
work distribution in an arbitrary process can be calcu-
lated analytically [44]. Since exactly solvable models play
an important role in statistical mechanics, considering
the special role and the ubiquity of piston systems in
thermodynamics, we believe that our work not only sig-
nificantly extends the applicability of ST, but also has
pedagogical value. We also note that the rigid-wall po-
tential is accessible in current experiments [45, 46], so
our findings could possibly be tested.
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2Model setup.—Consider a single Brownian particle
confined in a one-dimensional piston with its left bound-
ary fixed while the right one movable. The mass of the
particle is denoted by m, the left and right boundaries
are at the origin x = 0 and x = λt (0 ≤ t ≤ τ) respec-
tively. The piston system is coupled to a heat bath with
inverse temperature β, so the motion of the Brownian
particle can be described by the following underdamped
Kramers-Langevin equation [5]
x˙ =
p
m
, p˙ = −γ p
m
+
√
2γ
β
ηt + Ic, (1)
where (x, p) ≡ Γ is the particle’s position-momentum
coordinate in the phase space, γ is the viscous friction
coefficient that characterizes the coupling strength be-
tween the piston system and the heat bath, ηt is the
standard Weiner process satisfying 〈ηtηt′〉 = δ(t − t′)
and ηtdt ∼ N(0, dt) (normal distribution with mean zero
and variance dt), and Ic is the collision term responsi-
ble for the collisions with the two boundaries, which are
necessary to keep the particle inside the piston, namely
xt ∈ [0, λt]. Explicitly, Ic suddenly changes p into
2mλ˙t − p (or −p) once a collision at the right (or left)
boundary occurs at time t. We emphasize that since
the change of the momentum is essential in collision pro-
cesses, our starting point is the underdamped [44, 47, 48]
EOM (1) instead of the overdamped Langevin equation,
which is simpler and is more frequently adapted in cal-
culating work distributions in ST.
Provided that the collisions are elastic, the work func-
tional in terms of a trajectory Γt ≡ (xt, pt) in the phase
space can be evaluated as [32]
W [Γt] = −
∑
t∈C[xt]
2λ˙t(pt− −mλ˙t), (2)
where C[xt] ≡ {t : xt = λt, 0 ≤ t ≤ τ} is the set of colli-
sion time points for a trajectory xt in real space; pt− is
the momentum value at the time point immediately prior
to t. One can see that the above work expression differs
significantly from the usual one W [xt] =
∫
dt∂tVt(xt)
[10, 11] in both the momentum dependence and the dis-
crete summation rather than an integration.
To be specific, in the following we will focus on cal-
culating the work distribution for the expansion process
starting from a canonical ensemble, where the initial dis-
tributions of x and p are respectively U(0, λ0) (uniform
distribution) and N(0,m/β) (normal distribution). Dur-
ing the course the right boundary is driven according to
an arbitrary protocol λt and ends at λτ = 2λ0. Actually
this is the model used in the famous BSE [35, 38–42].
Coordinate transformation and the Feynman-Kac
equation.— While the numerical simulation based on
Eqs. (1) and (2) is straightforward, a direct analytical
treatment seems to be hopeless, due to the difficulties
caused by the time-dependent boundary condition and
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FIG. 1: Typical trajectories of (a) position x and (c) momen-
tum p, as well as the new variables (b) ξ and (d) P after
transformation (3). The expansion protocol is the linear one,
i.e., λt = λ0(1 + t/τ), where λ0 = 1 and τ = 20, presented as
the black dashed line in (a). All the blue curves correspond to
the adiabatic process (γ = 0), while the red ones correspond
to the isothermal process with γ = 0.05 and β = 1.
the collision term Ic. To eliminate these difficulties, we
perform the following coordinate transformation [49]
(−)bξc+1h(ξ) ≡ x
λt
, P ≡ (−)bξcp+mλ˙th(ξ), (3)
where h(ξ) ≡ 2b(ξ+ 1)/2c − ξ with b...c being the Gauss
floor function, the dimensionless quantity ξ can be any
value on the real axis. From Eq. (3) it seems that the
new coordinate ξ can hardly be uniquely determined by
x, but a one-to-one mapping between them can be in-
deed unambiguously established as long as we add the
information of collision to ξ. We stipulate that ξ crosses
an integer every time a collision occurs. In particular,
ξ crosses an odd (even) integer once the particle collides
with the right (left) boundary. Such correspondence rela-
tion (3) is illustrated schematically in Fig. 1. It is found
that both ξ˙ and P are continuous functions of time, in
the sense that they never jump. Thus we expect to con-
struct a collision-free EOM with respect to the new vari-
ables Γ˜ ≡ (ξ,P), since they are continuous functions of
time. After some calculations, we obtain the following
new EOM in terms of ξ and P
ξ˙ =
P
mλt
,
P˙ =
(
γλ˙t +mλ¨t
)
h(ξ)−
(
γ
m
+
λ˙t
λt
)
P +
√
2γ
β
ηt.
(4)
Correspondingly, the work functional in terms of the new
variables reads
W [Γ˜t] = −
∫ τ
0
dt
P2t λ˙t
mλt
[h′(ξt) + 1] , (5)
3where h′(ξ)+1 is a compact form of 2
∑
k∈Z δ(ξ−2k−1),
and obviously this work functional (5) cannot be directly
obtained from the usual microscopic definition of work
W [xt] =
∫
dt∂tVt(xt) [10, 11].
To check the correctness of such coordinate transfor-
mation, we carry out numerical simulations based on the
new EOM (S7) and the work functional (5). The results
are presented in Fig. 2, which strongly suggest the va-
lidity of the Jarzynski equality (JE) and the asymptotic
Gaussian type of work distribution for large τ , which has
been analytically demonstrated for generic overdamped
Langevinian systems with smooth potentials [12]. Fur-
ther examinations confirm the validity of the coordinate
transformation [49].
With these relations, we can write down the
Feynmann-Kac equation (FKE) [43, 44, 50], which deter-
mines the time evolution of the phase point distribution
weighted by a parametric exponential work factor. The
FKE is obtained as [49]
∂tρs = L[λt]ρs + sP
2λ˙t
mλt
[h′(ξ) + 1]ρs, (6)
where ρs = ρs(ξ,P, t) is related to the joint distribu-
tion function ρ(ξ,P,W, t) by a Laplace transform ρs ≡∫ +∞
−∞ dWρ(ξ,P,W, t)e−sW , and the linear operator L[λt]
is defined as
L[λt] ≡− P
mλt
∂ξ +
[(
γλ˙t +mλ¨t
)
h(ξ)∂P
+ ∂P
(
γ
m
+
λ˙t
λt
)
P
]
+
γ
β
∂2P .
(7)
Once we solve Eq. (6), we can immediately obtain the
generating function ψs(t) of the work distribution by
integrating out ξ and P, namely ψs(t) ≡ 〈e−sW 〉 =∫
dξdPρs(ξ,P, t). The generating function ψs(t) pro-
vides an alternative way to get access to the properties of
the work distribution function [43], so the central prob-
lem is to solve the FKE (6).
Frequent collision approximation and the reduced
Feynman-Kac equation—Unfortunately, a general exact
solution of the FKE (6) is difficult to obtain, due to the
complexities arising from both the number of variables
and the non-analycity of the expressions (h(ξ)). In fact,
besides the driven overdamped Brownian HO [52, 53],
the V-potential [54], and the logarithmic-harmonic po-
tential [54, 55], the only analytically solvable model in
ST so far seems to be the breathing overdamped Brow-
nian HO [43, 44]. Even for such a model, an exact solu-
tion is usually unavailable unless the initial distribution
is Gaussian.
Accordingly, we need to make further approximations
to obtain analytic results in certain interesting regimes.
Remember that one of the difficulties comes from the dis-
creteness of collisions, and the work accumulates more
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FIG. 2: Work distribution functions for the uniform expansion
protocol with τ = 20, 50, 100, 200, 400, 1000 obtained from
stochastic simulations, where the P (W ) curve with sharper
peak corresponds to larger τ (similar results were obtained
for a breathing HO in [51]). The vertical red dashed line
marks the position of ∆F = β−1 ln 2. Inserted figure shows
the numerical estimation of the free energy difference ∆Fest
based respectively on the mean work 〈W 〉 (blue line), the lin-
ear response correction 〈W 〉 − βσ2/2 (orange line) and the
JE −β−1 ln〈e−βW 〉 [14] for nine different uniform expansion
processes, with τ = 2, 5, 10, 20, 50, 100, 200, 400, 1000. The
horizontal red dashed line is the theoretical free energy differ-
ence while the dots are the simulation results. Here λ0 = 1,
β = 1 and γ = 1 are all fixed.
and more continuously as the collision frequency in-
creases. This is the case in the high temperature limit
for a given protocol, or equivalently, in the slow limit of
the protocol at any finite temperature. A paradigmatic
example to illustrate this subtlety is the work distribu-
tion for the quasistatic adiabatic expansion processes of
an ideal gas [56], which can be exactly reproduced by
the universal work distribution function in Ref. [32] via
smoothing out the local oscillations caused by the dis-
creteness of collisions. Inspired by this, we can similarly
try to flatten the rapidly oscillating parts h(ξ) in the FKE
(6). In fact, it is feasible to construct a reduced partial
differential equation only in terms of P via integrating
out the position-like variable ξ under this approxima-
tion, which is completely in contrast to the conventional
overdamp Langevin dynamics where the position instead
of the momentum is kept. The reduced Feynman-Kac
equation (RFKE) in this case is
∂t%s = ∂P
[(
γ
m
+
λ˙t
λt
)
P + γ
β
∂P
]
%s + s
P2λ˙t
mλt
%s, (8)
where %s = %s(P, t) ≡
∫
dξρs(ξ,P, t) is the P marginal
distribution function weighted by a parametric expo-
nential work factor. The validity of the RFKE can be
checked self-consistently [49]. We emphasize that the
RFKE (8) is merely an approximated equation valid for
sufficiently slow expanding.
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FIG. 3: 〈W 〉 − ∆F versus τ−1 for the uniform and the sine
expansion protocols in the linear response regime, obtained by
numerical stochastic simulations based on the original EOM
(1) as well as the original work expression (2) (blue and yellow
dots), and the theoretical prediction (12) (red dashed and
dotted lines). The parameters are γ = 1 and β−1 = 100,
and the error bar denotes twice the standard deviation of the
mean. One can see good agreement for sufficiently small τ−1.
Asymptotic behavior and protocol optimization in the
linear response regime.—Thanks to the similarity be-
tween the RFKE (8) (as well as its associated work
functional) and the overdamped FKE for a breathing
HO [43, 44], we can further simplify Eq. (8) into a set
of ordinary differential equations (ODEs) by utilizing
the technique developed in dealing with the breathing
HO model [43, 44]. The key point of the technique is
the Gaussian ansatz that the solution takes the form
%s(P, t) =
√
[ψs(t)]3
2piφs(t)
e−
P2ψs(t)
2φs(t) [57]. In this manner, the
RFKE (8) is equivalent to
ψ˙s =
sλ˙t
mλt
φs, φ˙s = −2
(
γ
m
+
λ˙t
λt
)
φs +
2γ
β
ψs +
3sλ˙t
mλt
φ2s
ψs
,
(9)
with the initial conditions ψs(0) = 1 and φs(0) = m/β.
To proceed analytically, we further confine ourselves in
the linear response regime, where α ≡ mλ˙t/γλt  1 and
Eq. (9) can be solved perturbatively. To perform pertur-
bative analysis, we introduce another function gs(t) ≡
β
s
d lnψs
d lnλt
, thus ψs can be evaluated in terms of gs through
ψs(τ) = exp[
s
β
∫ τ
0
dt λ˙tλt gs(t)]. Now the problem is to solve
for gs(t). The nonlinear ODE that governs the time evo-
lution of gs(t) is found to be a Riccati equation
g˙s =
2λ˙t
λt
gs
(
s
β
gs − 1
)
− 2γ
m
(gs − 1) , gs(0) = 1. (10)
In the sense of perturbation, gs should be expanded as
1+g
(1)
s +g
(2)
s + ..., where the magnitude of g
(k)
s is O(αk).
In the linear response regime, we have gs ≈ 1 + g(1)s ,
according to which we expect the system to obey the
FDR. In fact, we obtain g
(1)
s =
mλ˙t
γλt
( sβ − 1), thus the
generating function should be
ψs(τ) = exp
[
s
β
ln
λτ
λ0
+
s
β
(
s
β
− 1
)
γ
m
∫ τ
0
dtα2 +O(α2)
]
.
(11)
This expression indicates that the corresponding work
distribution is Gaussian with the mean 〈W 〉 =
−β−1 ln(λτ/λ0) + γβm
∫ τ
0
dtα2 and the variance σ2W =
2γ
β2m
∫ τ
0
dtα2. Since the free-energy difference is ∆F =
−β−1 ln(λτ/λ0), we verify the first prediction of the FDR
[14]: 〈W 〉 − ∆F = 12βσ2W . If we define the protocols
λt = Λ(t/τ) with different τ as one class, then for a given
class Λ(u) (0 ≤ u ≤ 1), the deviation of the mean work
from the free-energy difference will be inversely propor-
tional to τ [58]
〈W 〉 −∆F = Kτ−1 , (12)
where the coefficient K = mβγ
∫ 1
0
du[χ′(u)]2, χ(u) ≡
ln Λ(u)Λ(0) . For a linear (sine) protocol χ(u) = ln(1 + u)
(χ(u) = ln
[
2 sin pi3
(
u+ 12
)]
), we have K = m2βγ (K =
(3
√
3−pi)pim
9βγ ). This is another prediction of FDR in the
linear response regime, and is numerically verified (see
Fig. 3). So far, we have analytically demonstrated that
all these asymptotic behaviors of the work distribution of
the expanding isothermal piston system share the same
features with those of conventional overdamped Langevin
systems [12, 14, 51], and obey FDRs. However, we again
emphasize that the approaches used to deal with the sys-
tems with smooth potentials are essentially inapplicable
to the piston system. So a distinct method for the piston
system is developed here.
Since we have obtained the mean work expression (12)
analytically, we can also investigate the optimization
problem in the linear response regime. Particularly, we
are interested in the maximum mean work extraction
from the heat bath for a given time interval [0, τ ] [59–
61], because the optimal work protocol of the BSE is a
very important but unsolved problem. For the expan-
sion process in a BSE cycle, the boundary condition can
be rewritten as χ(0) = 0 and χ(1) = ln 2. To maximize
the mean work extraction, we only have to minimize the
coefficient K as a functional of χ(u). The variation of
K in terms of χ(u) gives a simple equation χ′′(u) = 0,
implying that χ(u) = u ln 2 or λt = λ02
t/τ is the opti-
mal protocol that makes K reach its minimum mβγ ln
2 2.
Starting from Eq. (8), the same result can be obtained
from the thermodynamic length L viaK = L2 [62], where
L = ∫ λτ
λ0
dλ
√
ζ with ζ = mβγλ2 being the thermodynamic
metric for the piston system.
It is worth mentioning that we may also analyze the
optimization problem based on Eq. (8) without doing
perturbative expansions. The optimal protocol turns out
to be similar to that of the breathing HO [59], and in the
linear response regime, the exponential optimal protocol
λt = λ02
t/τ can be reproduced.
5Conclusion—Previously nonequilibrium thermody-
namics in the isothermal piston system can only be stud-
ied numerically and few insights can be gained from the
numerical results [63]. In this Letter, by performing a
coordinate transformation, we find that the EOM in the
new coordinate corresponds to a collision-free stochas-
tic diffusive system in the full space. We have derived
the exact FKE and simplified it into a single-variable
RFKE under the frequent collision approximation. By
solving the RFKE perturbatively, we not only demon-
strate the Gaussian asymptotic behavior of the work dis-
tribution and the validity of the FDRs in the piston sys-
tem, but also obtain the optimal work extraction proto-
col λt = λ02
t/τ of the BSE in the linear response regime.
Our study is complementary to previous studies of ST in
systems with smooth potentials. By extending the stud-
ies of ST to the conceptually simplest and paradigmatic
model in traditional thermodynamics —the isothermal
piston system, we bridge the long-standing gap in the
development of ST.
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7Supplemental Materials
Here we provide the detailed derivations of Eqs. (3), (6)
and (8) in the main text, and other useful information.
Details of the coordinate transformation Eq. (3)
Since the main difficulty of the problem comes from
the time-dependent boundary condition, we first use the
Lagrange picture to change the original position coordi-
nate xt into ζt ≡ xt/λt, so that the range of ζt ([0, 1])
is time-independent. This technique has already been
used by Nakamura et al. [64, 65], but for dealing with
the quantum piston system. Another advantage of using
ζt is that ζ˙t either changes smoothly or have a sudden
change via sign inversion. This property results from the
simple fact that in the inertial frame where a rigid wall is
static, a small ball always inverts its velocity after elas-
tically colliding with the wall.
So far the problem is still a bounded one and the singu-
lar term in the equation of motion of ζ is not eliminated
yet. To find out a position-like variable ξ which evolves
continuously, we relate ξ˙ to ζ˙ by multiplying −1 right
after each collision. Notice that a collision occurs when
and only when ζ = 0 or 1, so the following transformation
should fit our requirement
ξt = ζ0 +
∫ t
0
dt′(−)Nc[ζt′ ;t]ζ˙t′ , (S1)
where Nc[ζt′ ; t] ∈ N counts the number of collisions dur-
ing [0 , t] along the trajectory ζt′ . What’s more, after the
transformation ξt ranges from −∞ to +∞, so the prob-
lem becomes boundless. To write down Eq. (S1) more
elegantly, we use the inverted map
ζt = (−)bξtc+1h(ξt), (S2)
where b·c is the Gauss floor function and h(ξ) ≡ 2b(ξ +
1)/2c−ξ is a periodic function with period 2 (see Fig. S1).
Though the inverse map is not monotonic, ξt can be in-
deed uniquely determined by ζt if we further provide the
discrete information that ξt crosses an integer once a col-
lision occurs, as has been mentioned in the main text.
Now we have obtained a position-like variable ξt with
continuous derivative ξ˙t, so that Pt ≡ mλtξ˙t must also
be a continuously evolving variable related to the mo-
mentum. By making use of the relation ξ˙t = (−)bξtcζ˙t
which follows Eqs. (S1) and (S2), we can connect Pt to
the original momentum pt = mx˙t as follows
Pt = mλtξ˙t = (−)bξtcmλtζ˙t = (−)bξtcm
(
x˙t − λ˙tζt
)
= (−)bξtcm
[
x˙t − λ˙t(−)bξtc+1h(ξt)
]
= (−)bξtcpt +mλ˙th(ξt).
(S3)
FIG. S1: Periodic function h(ξ) ≡ 2b(ξ + 1)/2c − ξ.
Finally we complete the coordinate transformation from
(xt, pt) to (ξt,Pt)
(−)bξtc+1h(ξt) ≡ xt
λt
, Pt ≡ (−)bξtcpt+mλ˙th(ξt). (S4)
In terms of the new variables ξt and Pt, the equation of
motion must be nonsingular, namely there should be no
longer collision terms manifesting as delta functions.
Details of the derivation of the FKE Eq. (6)
Let’s first figure out the equation of motion in terms
of the new coordinates. Notice that when there is no col-
lision, the particle simply undergoes free Brownian mo-
tion, of which the dynamics is described by the Langevin
equation
x˙t =
pt
m
, p˙t = − γ
m
pt +
√
2γ
m
ηt, (S5)
where ηt is the standard Wiener process. By substitut-
ing pt’s expression in terms of Pt and ξt into the second
equation above, we obtain
(−)bξtc
[
P˙t −mλ¨th(ξt) +mλ˙tξ˙t
]
=− γ
m
(−)bξtc
[
Pt −mλ˙th(ξt)
]
+
√
2γ
β
ηt.
(S6)
Here we use the fact that h′(ξt) = −1 and bξtc stays
unchanged when no collision occurs (ξt varies between
two adjacent integers). Notice that the white noise ηt is
symmetric and with zero mean, we have (−)bξtcηt = ηt.
By replacing ξ˙t with Pt/mλt in Eq. (S6), we obtain
P˙t =
(
γλ˙t +mλ¨t
)
h(ξt)−
(
γ
m
+
λ˙t
λt
)
Pt+
√
2γ
β
ηt. (S7)
Combining with ξ˙t = P/mλt, we finally get the equation
of motion in the main text (Eq. (4)).
8Next we derive the work functional. The work func-
tional in terms of (xt, pt) has already been given by
Eq. (2) in the main text. To rewrite it in terms of
(ξt,Pt), we first mention that, immediately before a col-
lision t = tc − , (tc ∈ C[xt] so that ξt is extremely close
to an odd integer), according to Eq. (S3), we have
(−)bξtcPt = pt −mλ˙t. (S8)
Here we have used the continuity property of Pt. While
we cannot decide the sign of (−)bξtc, we definitely know
that ptc− −mλ˙tc > 0 (otherwise no collision occurs), so
that |Ptc | = ptc−−mλ˙tc . Also, we have C[xt] = C[ξt] =
{t : ξt ∈ 2Z+ 1, 0 ≤ t ≤ τ}, thus
W [Γ˜t] = −
∑
t∈C[ξt]
2λ˙t|Pt|
=
∫ τ
0
dt2λ˙t|Pt|
∑
tc∈C[ξt]
δ(t− tc).
(S9)
Using the property of delta function |f ′(x)|δ(f(x)) =∑
x0∈Z[f(x)] δ(x−x0), where Z[f(x)] ≡ {x : f(x) = 0, x ∈
R} is the set of zero points, we can rewrite the above ex-
pression as follows
W [Γ˜t] =
∫ τ
0
dt2λ˙t|Pt|
∑
ξc∈2Z+1
|ξ˙t|δ(ξt − ξc)
=
∫ τ
0
dt
2P2t λ˙t
mλt
∑
ξc∈2Z+1
δ(ξt − ξc).
(S10)
After replacing 2
∑
ξc∈2Z+1 δ(ξt − ξc) with its compact
form h′(ξ) + 1, we finally get Eq. (5) in the main text.
With the Langevin equation and the work functional
in hand, we can thus construct the FKE. First, we apply
the Itoˆ’s lemma to δ(ξt − ξ)δ(Pt −P) [66]. According to
the equation of motion for (ξt,Pt), we obtain the Fokker-
Planck equation ∂tρ(Γ˜, t) = L[λt]ρ(Γ˜, t), where the ex-
pression of the generator L[λt] has been given by Eq. (7)
in the main text. Second, we modify the generator by
adding −sw(Γ˜, t), where W [Γ˜t] =
∫ τ
0
dtw(Γ˜t, t) [66, 67],
to finally obtain the Feynman-Kac equation (Eq. (6) in
the main text).
Independent test of the coordinate transformation
Besides the verification of the Jarzynski euqality based
on the new EOM (S7) and work functional (S10), which
has been done in the main text, independent tests are
required to help us completely confirm the validity of the
subtle coordinate transformation. To this end, we di-
rectly compare the work distributions for the original as
well as the new EOMs and work functionals. Moreover,
since the linear protocol λt = λ0(1 + t/τ) is somehow a
very special one with vanishing second order derivatives,
(a)
Linear Protocol
τ=2 τ=20
τ=200
Original
New
-2.0 -1.5 -1.0 -0.5 0.00
1
2
3
4
W
P(W)
Sine Protocol
τ=200
τ=2 τ=20
(b)
New
Original
-2.0 -1.5 -1.0 -0.5 0.00
1
2
3
4
W
P(W)
FIG. S2: Comparison of the work distributions obtained
by the stochastic simulation based on the original EOM
(Eq. (1) in the main text) and work functional (Eq. (2) in
the main text) (blue solid line) and the new ones (Eq. (S7)
and Eq. (S10)) (red dashed line), respectively for (a) the linear
and (b) the sine protocols.
we also perform this test for an additional nonlinear pro-
tocol λt = 2λ0 sin
pi
3 (
t
τ +
1
2 ). In particular, we numerically
calculate the work distributions for three different time
scales τ = 2, 20, 200, and all the results are presented in
Fig. S2. It is obvious that the work distributions obtained
by the two different methods before and after the coor-
dinate transformation agree perfectly with each other.
An alternative derivation of the RFKE Eq. (8) and
the self-consistent check of its validity
In the main text, we obtain the RFKE by first inte-
grating the exact FKE with respect to ξ then dropping
two terms containing h(ξ) due to the frequent collision
approximation. In fact, we can derive the RFKE in a
more intuitive way.
Considering a short time interval dt, in which λt is al-
most unchanged but many collisions take place, we know
that the number of the collisions at the right (movable)
boundary can be estimated by |Pt|dt/2mλt. When the
system is well isolated, we roughly have P˙t = −λ˙tPt/λt,
since Pt can be approximately regarded as pt with its
sign modified, while each collision (at the right bound-
9ary) causes a momentum change with value −2mλ˙t. Af-
ter including the dissipation effect, we can write down
the following Langevin equation
P˙t = −
(
γ
m
+
λ˙t
λt
)
Pt +
√
2γ
β
ηt, (S11)
where a damping term and a stochastic term is added.
Also, noting that the work accumulated during a single
collision is −2λ˙t|Pt|, we immediately obtain the following
reduced work functional
WR[Pt] = −
∫ τ
0
dt
P2t λ˙t
mλt
. (S12)
With a similar procedure to that used in deriving the
exact FKE (first using the Itoˆ’s lemma then modifying
the generator), we finally obtain the RFKE (Eq. (8) in
the main text) from Eqs. (S11) and (S12).
The validity of the RFKE can be checked self-
consistently. First, we could derive the JE by setting
s = β. It can be checked that we have an exact solution
%β(P, t) = %β(P, 0)λt/λ0 in this case, where %β(P, 0) is
the probability density function of the normal distribu-
tion N(0,m/β). After integrating %β(P, t) over P, we
get ψβ(τ) = 〈e−βW 〉 = λτ/λ0. Since the free energy of
the piston system is F (λ, β) = F (λ0, β) − β−1 ln(λ/λ0),
the validity of JE 〈e−βW 〉 = e−β∆F is demonstrated.
Second, we can exactly solve the RFKE in the adia-
batic limit γ = 0. By writing “adiabatic” here, we mean
not only the absence of dissipation but also the qua-
sistatic limit. Therefore, we can start from the RFKE
with γ = 0
∂t%s =
λ˙t
λt
∂P (P%s) + sP
2λ˙t
mλt
%s. (S13)
The above partial differential equation is exactly solvable
since it is equivalent to
∂lnλt
(
%se
sP2
2m −lnλt
)
= ∂lnP
(
%se
sP2
2m −lnλt
)
, (S14)
which implies the following general solution
%s = λte
− sP22m ϕ(Pλt), (S15)
with ϕ(·) determined by the initial condition. In the
quasistatic limit, the initial distribution function of P
coincides with that of the original momentum p, i.e., a
Gaussian distribution
%s|t=0 = λ0e− sP
2
2m ϕ(Pλ0) =
√
β
2pim
e−
βP2
2m . (S16)
The above relation gives ϕ(·), and thus the special solu-
tion %s
%s =
λt
λ0
√
β
2pim
e
−P22m
[
(
λt
λ0
)2(β−s)+s
]
. (S17)
With the expression of %s in hand, we can evaluate the
generating function of work distribution by integrating
out P, obtaining
ψs(t) =
(
1 +
s
β
αt
)− 12
, (S18)
where αt = (λ0/λt)
2 − 1. Based on the above expres-
sion, by making use of the Laplace transformation for-
mula L [uz−1e−uθ(u)/Γ(z)] = (1 + s)−z, with θ(u) and
Γ(z) respectively being the Heaviside step function and
the Gamma function, we finally obtain the original work
distribution function as follows
P (W ) =
β
|ατ |Γ(1/2)
(
βW
ατ
) 1
2−1
e−
βW
ατ θ
(
W
ατ
)
. (S19)
This result is consistent with the previous work [56],
where a totally different method (based on adiabatic in-
variance) is used. It is worth pointing out that in the
so-called “thermal wall model” [35–38] one cannot repro-
duce the “adiabatic” case by setting γ = 0. Because in
the “thermal wall model” they did not use the standard
EOMs of ST, i.e., Langevin equation and Fokker-Planck
equation. We believe that our modeling of the isothermal
piston is more consistent than the “thermal wall model”
in the framework of ST, and bridges the long-standing
gap in the development of ST.
