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Abstract: Ever since the proof of asymptotic normality of maximum likeli-
hood estimator by Crame´r (1946), it has been understood that a basic tech-
nique of the Taylor series expansion suffices for asymptotics of M -estimators
with smooth/differentiable loss function. Although the Taylor series expansion
is a purely deterministic tool, the realization that the asymptotic normality
results can also be made deterministic (and so finite sample) received far
less attention. With the advent of big data and high-dimensional statistics,
the need for finite sample results has increased. In this paper, we use the
(well-known) Banach fixed point theorem to derive various deterministic in-
equalities that lead to the classical results when studied under randomness. In
addition, we provide applications of these deterministic inequalities for cross-
validation/subsampling, marginal screening and uniform-in-submodel results
that are very useful for post-selection inference and in the study of post-
regularization estimators. Our results apply to many classical estimators, in
particular, generalized linear models, non-linear regression and cox propor-
tional hazards model. Extensions to non-smooth and constrained problems
are also discussed.
1. Introduction
One of the basic problems of statistics concerns estimation of parameters or func-
tionals of a population based on a sample of observations. A large class of estimators
in statistics are obtained as minimizers of some function of the observations, that
is, estimators θˆn are obtained as
θˆn := argmin
θ∈Θn
Mn(θ;Z1, . . . , Zn), (1)
for some parameter space Θn (possibly depending on the sample size n) and a func-
tionMn(θ;Z1, . . . , Zn) written explicitly as a function of the parameter argument θ
and observations Z1, . . . , Zn. Here the random variables Z1, . . . , Zn take values in a
measurable space (not necessarily Euclidean) and are not required to be either in-
dependent or to be identically distributed. For instance, the ordinary least squares
1
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(OLS) linear regression estimator βˆn based on regression data Z1 = (X1, Y1), . . .,
Zn = (Xn, Yn) ∈ Rp+1 is given by
βˆn := argmin
θ∈Rp
1
n
n∑
i=1
{
Yi −X⊤i θ
}2
. (2)
Estimators of the type (1) are referred to asM-estimators in van der Vaart and Wellner
(1996).
The study of the (asymptotic) properties of M-estimators is an ever-evolving
research area in statistics. One of the most general and widely used frameworks
for this study can be found in Section 3.2 of van der Vaart and Wellner (1996).
The results in this section require a stochastic equicontinuity assumption which
in turn requires controlling the supremum of a stochastic process. Under certain
differentiability assumptions on Mn, this equicontinuity assumption can be easily
validated. Although there are numerous empirical process techniques to verify the
equicontinuity assumption under independence, we do not know of such general
techniques in case of dependent observations. In this paper, we provide a general
way of proving deterministic inequalities for understanding the estimator θˆn which
only requires randomness in verifying convergence of remainder terms to zero. This
approach sacrifices the level of generality of van der Vaart and Wellner (1996) with
certain smoothness assumptions but provides optimal rates as well as tail bounds.
Deterministic inequalities forM-estimators to be discussed were shown in Kuchibhotla et al.
(2018a) for the OLS estimator (2). The proofs there are much easier because of
the explicit/closed-form OLS solution. It should be mentioned here that the idea
of deriving results for M-estimators without assuming a particular dependence
structure is not new and can be found in the works of van der Vaart and Wellner
(1996), Yuan and Jennrich (1998), Hjort and Pollard (2011), Geyer (2013) and
Kuchibhotla and Basu (2017). This list is by no means exhaustive.
1.1. The need for Deterministic Inequalities
A starting point for this paper is Hjort and Pollard (2011); this paper was avail-
able since 1993. One of the main conclusions of Hjort and Pollard (2011) is the
following: pointwise convergence of a random convex objective function to a fixed
function implies the consistency, rate of convergence and asymptotic distribution
of the (global) minimizer. Some natural follow-up questions are “what happens if
the parameter space changes with n? What if the dimension grows? What if the
dependence between the observations changes with n?”. These questions are also
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hard to answer from classical asymptotic normality results. However, the study of
remainders in a single deterministic inequality can answer all these questions in a
simple way. In this respect, deterministic inequalities unify the study of properties
of the solutions of an estimating equation.
Another source of motivation for deterministic inequalities is the need for un-
derstanding a collection of many estimators in some statistical applications. For
instance, model-selection plays a pivotal role in data analysis where it is of interest
to choose a “good parsimonious” model out of a (fixed) collection of models. In
this case, to understand how a model-selection procedure works, it is necessary to
study simultaneously the properties of all the estimators in the collection of models.
Depending on the number of models in the collection and the dependence between
the observations, classical asymptotic results do not provide a clear understanding
while deterministic inequalities (if they exist) provide detailed knowledge without
any difficulty. Some of these examples will be presented later.
1.2. Can we expect Deterministic Inequalities?
As hinted in the abstract, classical asymptotic normality results are essentially
based on the Taylor series expansion which is a deterministic tool. So, a first order
Taylor series expansion of the estimating function (with explicit bounds on the
remainder) and inversion implies explicit bounds for the solutions of the estimating
equation.
A clearer picture can be seen through functionals. Let θˆn := θ(Pn) and θ0 := θ(P )
be defined, respectively, as solutions of the equations∫
ψ(θ;w)dPn(w) = 0 and
∫
ψ(θ;w)dP (w) = 0,
where ψ(·; ·) is a fixed function and Pn is the empirical probability measure based on
the observationsW1,W2, . . .,Wn. The functional here is θ(·) which is a function on
the space of all probability measures. Under most independence and dependence
settings, it is known that Pn is “close” to P (in a suitable metric). So, if the
functional θ(·) is continuous, then we get
θ(Pn)− θ(P ) ≈ 0.
Further if the functional θ(·) is Fre´chet differentiable, then
θ(Pn)− θ(P )− θ′(P ; Pn − P ) = o(d(Pn, P )),
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for some metric d(·, ·). Here θ′(P ;Pn−P ) denotes the directional derivative of θ(·)
at P in the direction of Pn − P . This is essentially the framework of von Mises
calculus; see Clarke (2018) for details. It is clear that if the continuity assumption
is replaced by Ho¨lder continuity, that is, ‖θ(Pn)− θ(P )‖ ≤ dα(Pn, P ) for some
metric d(·, ·) and α > 0, then we got a deterministic inequality for estimation
error. Similarly, if the differentiability assumption is made precise in terms of some
explicit bounds, then we can write
‖θ(Pn)− θ(P )− θ′(P ; Pn − P )‖ ≤ Cd1+α(Pn, P ),
for some constant C > 0 and α > 0. This again provides a deterministic inequal-
ity for an expansion of the estimator. In the following sections, we provide these
explicit bounds for various M-estimation problems.
There is a also a rich literature in the field of mathematical programming where
the problem ∫
ψ(θ;w)dPn(w) = 0,
is seen as a “perturbation” of the problem
∫
ψ(θ;w)dP (w) = 0 (since Pn ≈
P ). There are a large number of sensitivity and stability results that show how
much different θ(Pn) is from θ(P ); see, for example, Ro¨misch and Wets (2007),
Rockafellar and Wets (2009). In the current paper, we restrict mostly to smooth
M-estimators, meaning differentiable ψ(·, w) with a Ho¨lder continuous derivative.
There are numerous results in mathematical programming literature that work for
non-smooth functions and also, M-estimators with constraints. We hope to tackle
these additional problems in the future.
1.3. Organization
The remainder of the paper is organized as follows. In Section 2, we state a Banach
fixed point theorem in a form suitable for our purposes. This result appeared in
a similar form in Yuan and Jennrich (1998) and Jacod and Sørensen (2018). Also,
a result similar to Newton-Kantorovich theorem is provided. All our subsequent
results follow from these results. Applications to M-estimators based on convex
loss functions including generalized linear models (GLMs) and Cox proportional
hazards model are given in Sections 3 and 4, respectively. In Section 5, we provide
deterministic inequalities for least squares non-linear regression. In Section 6, we
provide a deterministic inequality for an equality constrained minimization prob-
lem. In Section 7, we present three applications of our deterministic inequalities
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for cross-validation/subsampling, marginal screening and post-selection inference.
We conclude with some remarks and future directions in Section 8.
2. The Basic Result
In this section, we state a basic inversion theorem that implies existence of solutions
to an equation in a certain neighborhood. This result is of primary importance to us
since it gives explicit bounds on the radius of the neighborhood and so can provide
finite sample results in statistical applications. The following result is stated in a
similar form in Yuan and Jennrich (1998). Define for any θ0 ∈ Rq and r > 0, the
closed ball as
B(θ0, r) := {θ ∈ Rq : ‖θ − θ0‖2 ≤ r} .
For any matrix A, let ‖A‖op denote the operator norm of A. Also, for any function
f(·), ∇f(·) and ∇2f(·) denote the gradient and Hessian of f(·).
Theorem 2.1. Let f(·) be an everywhere differentiable mapping from an open
subset of Rq into Rq. Let A be a non-singular matrix. If for some θ0 ∈ Rq, r > 0
and ε ∈ [0, 1], ∥∥A−1 (A−∇f(θ))∥∥
op
≤ ε for all θ ∈ B(θ0, r), (3)
and ∥∥A−1f(θ0)∥∥2 ≤ r(1− ε), (4)
then there exists a unique vector θ∗ ∈ B(θ0, r) satisfying f(θ∗) = 0 and
1
1 + ε
∥∥A−1f(θ0)∥∥2 ≤ ‖θ⋆ − θ0‖2 ≤ 11− ε ∥∥A−1f(θ0)∥∥2 .
The proof of this theorem is given in Appendix A. Also, see Jacod and Sørensen
(2018) for related results and applications of this result for the asymptotics of
statistical estimating functions.
Interestingly (from the statistical viewpoint), Theorem 2.1 does not require any
special properties for θ0. This particular fact becomes important in applications
related to subsampling/cross-validation in Section 7.1. In the following sections, we
apply this result with f(θ) = ∇Mn(θ), A = ∇2Mn(θ0) (which requires the objective
function Mn(·) to be twice differentiable) and deterministically, the result shows
that the estimation error ‖θˆ−θ0‖2 is up to a constant factor same as ‖∇Mn(θ0)‖2.
The classical results mostly use the choice θ0 that satisfies E [∇Mn(θ0)] = 0. If the
objective function Mn(·) is an average, then the control of ‖∇Mn(θ0)‖2 is the same
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as controlling a mean zero average which is studied in probability and statistics
for almost all practically useful dependence structures.
For simplicity, the result is stated with Rq as the domain but it is not difficult
to extend the proof to more general Banach spaces under Fre´chet differentiability.
This extension is useful in deriving deterministic inequalities for smoothing spline
estimators for non-parametric regression/density estimation; see Shang et al. (2010)
and Shang et al. (2013). Another interesting extension can be obtained by replac-
ing Euclidean norm-‖·‖2 by a general norm ‖·‖N on Rq. In this case, the assump-
tions (3) and (4) need to be rewritten as∥∥A−1(A−∇f(θ))∥∥
N→N ≤ ε, for all θ ∈ Br,N(θ0),
and ∥∥A−1f(θ0)∥∥N ≤ r(1− ε),
where ‖·‖N represents a norm on Rq and for any matrix K,
‖K‖N→N := sup{x⊤Kx : ‖x‖N ≤ 1},
and Br,N(θ0) := {θ ∈ Rq : ‖θ − θ0‖N ≤ r}.
In many statistical applications of interest, it is also of interest to prove a first
order (influence function) approximation for the estimator. For these applications,
we present the following extended result under a strengthening of the assumptions
of Theorem 2.1. The following theorem is closely related to the well-known Newton-
Kantorovich Theorem about Newton’s method of root finding.
Theorem 2.2. Let f(·) be an everywhere differentiable mapping from an open
subset of Rq into Rq. If for some θ0 ∈ Rq, L ≥ 0, and α ∈ (0, 1],∥∥[∇f(θ0)]−1 (∇f(θ0)−∇f(θ))∥∥op ≤ L ‖θ − θ0‖α2 , (5)
whenever (3L)1/α ‖θ − θ0‖2 ≤ 1 and∥∥[∇f(θ0)]−1f(θ0)∥∥2 ≤ 23(3L)1/α , (6)
then there exists a unique solution θ⋆ of f(θ) = 0 in B(θ0, 1.5‖[∇f(θ0)]−1f(θ0)‖2)
and that solution θ⋆ satisfies∥∥θ⋆ − θ0 + [∇f(θ0)]−1f(θ0)∥∥2 ≤ (1.5)1+αL ∥∥[∇f(θ0)]−1f(θ0)∥∥1+α2 . (7)
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The expansion (7) of Theorem 2.2 is essentially proving that the first iteration
of Newton’s scheme is “close” to the true solution θ⋆ and is a very special case of
the general superlinear convergence statement1. The classical Newton-Kantorovich
theorem (Theorem 1.1 of Yamamoto (1985)) usually requires a slightly stronger
condition on the derivative of f with α = 1 and proves explicit bounds for all
iterations of the Newton’s scheme. Also, see Clarke and Futschik (2007) for some
applications in statistical problems.
An important message from Theorem 2.2 is that any iterative algorithm that re-
quires conditions only on the initial point2 (θ0) and proves superlinear convergence
can be used to prove expansion results like (7). Apart from the classical Newton’s
method (that requires differentiable f), there are numerous extensions allowing for
non-smooth f including B-differentiable functions (Qi and Sun (1993)) and nor-
mal mappings (Robinson (1994)). For a general treatment of Newton’s method,
see Argyros (2008).
From the proof, it is easy to replace the right hand side of assumption (5) by
any non-decreasing function ω(·) of ‖θ − θ0‖2; this extension is useful for nonlinear
regression as in Section 5. As before, an extension of Theorem 2.2 to Banach spaces
is possible. In fact, Theorem 1.1 of Yamamoto (1985) holds for Banach spaces.
Most commonly used M-estimators in statistics or machine learning are based
on objective functions that are averages. In this case, f(·) and ∇f(·) are also
averages. Averages (under independence as well as dependence) have been the
subject of investigation for decades in statistics and probability literature. Thus,
our results imply that randomness plays the role only in controlling the averages
appearing as the remainders.
Remark 2.1 (Implications for the Landscape of Non-convex Losses) Determin-
istic inequalities of the type obtained in Theorems 2.1 and 2.2 have implications
for local minimizers in statistical applications. Suppose there are n identically dis-
tributed observations W1, . . . ,Wn and the parameter of interest is θ0 ∈ Rp that is
defined as a global minimizer of E[ℓ(θ,W1)]. Then a natural estimator of θ0 is
θˆn := argmin
θ∈Rp
1
n
n∑
i=1
ℓ(θ,Wi).
1A sequence of iterates {θn}n≥0 is said to converge superlinearly if ‖θn+1 − θn‖2 =
o(‖θn − θn−1‖2) as n → ∞. In our case θ0 is the initial point and θ1 = θ0 − (∇f(θ0))−1f(θ0) is
the first iterate.
2Convergence analysis that require conditions only on the initial point is usually referred to
as semilocal analysis.
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If the loss function ℓ(·, w) is a non-convex function, then it is in general very hard
to obtain a global minimizer θˆn. For this reason, it is of significant interest to
understand the behavior of local minimizers or critical points of the sample loss
function. Recently Mei et al. (2016) proved that the landscape of the sample loss
function is similar to that the population loss function under certain assumptions
including independent and identically distributed (iid) observations.
Using a deterministic inequality, this fact becomes clear. Suppose, for some K ≥
1, θ
(1)
0 , θ
(2)
0 , . . . , θ
(K)
0 represent the critical values of E[ℓ(θ,W1)], that is,
∇E[ℓ(θ,W1)]
∣∣
θ=θ
(j)
0
= 0, for all 1 ≤ j ≤ K.
Then under various dependence settings, it is expected that for any 1 ≤ j ≤ K,∥∥∥∥∥ 1n
n∑
i=1
∇ℓ(θ(j)0 ,Wi)
∥∥∥∥∥
2
= op(1).
This implies that assumption (6) of Theorem 2.2 is satisfied in probability. Thus,
by Theorem 2.2, it follows that there is a locally unique solution θˆ
(j)
n near θ
(j)
0 that
furthermore satisfies a linear expansion. This proves that the landscape of the sam-
ple loss function is similar to the landscape of the population loss function under
more general setting than in Mei et al. (2016). Note however that our result does
not imply critical points for E[ℓ(θ,W1)] near the critical points of
∑n
i=1 ℓ(θ,Wi).⋄
3. Deterministic Inequality for Smooth Convex Loss Functions
In this section, we consider M-estimators obtained from objective functions that
are averages of convex loss functions. Consider the estimator
θˆn := argmin
θ∈Rq
1
n
n∑
i=1
L(θ;Wi), (8)
for some observations W1, . . . ,Wn and some loss function L(·;w) that is convex
and twice differentiable. Several important examples are as follows:
Example 3.1 (Maximum Likelihood). Maximum likelihood estimator (MLE) is
one of the most popular estimators in statistics; widely used in practice and backed
by the asymptotic efficiency theory. Suppose W1, . . . ,Wn are iid random variables
from a parametric family (of densities) {fθ(·) : θ ∈ Θ}. The MLE is defined as
θˆn := argmin
θ∈Θ
1
n
n∑
i=1
{− log fθ(Wi)} .
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If the parametric model family is an exponential family, then the negative log
likelihood (− log fθ(·)) is convex in θ. Even though the construction of the esti-
mator is motivated by the hypothesis/assumption of iid random variables with
density belonging to the parametric model postulated, it is important to under-
stand the implication of misspecification of different directions; see Huber (1967)
and Buja et al. (2014) for a discussion.
Example 3.2 (Generalized Linear Models and variants). Regression analysis pro-
vides a large class of estimation problems which emphasize the problem of esti-
mating the “relation” between a response (Y ) and a collection of predictors (X).
Generalized linear models (GLMs) form an important sub-class of regression mod-
els. More generally, we can consider the estimator
θˆn := argmin
θ∈Rq
1
n
n∑
i=1
L(θ⊤Xi;Xi, Yi),
for regression data W1 = (X1, Y1), . . . ,Wn = (Xn, Yn). Some specific examples of
L(·; ·, ·) are as follows:
1. Canonical GLMs are obtained by taking
L(u; x, y) = ψ(u)− yu,
for some convex function ψ(·). For instance, OLS is obtained when ψ(u) =
u2/2, logistic regression is obtained when ψ(u) = log(1+exp(u)) and Poisson
regression is obtained when ψ(u) = exp(u).
Even though canonical GLMs are motivated from an exponential family for
the conditional distribution of Y given X , one can consider functions L(·; ·, ·)
that do not correspond to the log-likelihood of an exponential family. For
example, probit regression is obtained when
L(u; x, y) = −y log Φ(u)− (1− y) log(1− Φ(u)) for y ∈ [0, 1],
and negative binomial regression corresponds to
L(u; x, y) = −yu+ (y + α−1) log(1 + α exp(u)),
for some α > 0.
2. Robust regression is an important aspect of practical data analysis and a
simple way to robustify an estimator is by ignoring observations that are
outliers. In this respect, the loss functions of the form
L(u, x, y) = h(x, y)ℓ(u, y),
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are of interest. For instance, one can take ℓ(u, y) = ψ(u)− yu as in the GLM
loss function and take h(·, ·) to be a “down-weighting” function. Choices of
weight functions for robust regression can be found in Loh et al. (2017).
Motivated by these examples, we prove the following result for θˆn obtained from
the M-estimation problem (8). For this result, consider the following notation and
assumptions. For the loss function L(θ;w), let ∇L(θ;w) and ∇2L(θ;w) denote the
gradient and the Hessian of the function L(θ;w) with respect to θ. Set, for any
θ ∈ Rq, δn(θ) := 1.5‖[Qˆn(θ)]−1Zˆn(θ)‖2, where
Zˆn(θ) := 1
n
n∑
i=1
∇L(θ;Wi) ∈ Rq and Qˆn(θ) := 1
n
n∑
i=1
∇2L(θ;Wi) ∈ Rq×q.
Also, define for u ≥ 0,
C(u, w) := sup
‖θ1−θ2‖≤u
sup
e∈Rq: ‖e‖2=1
e⊤∇2L(θ1, w)e
e⊤∇2L(θ2, w)e.
Note that if L(·;w) is strictly convex and twice differentiable for each w, then
C(u, w) is well-defined and positive. Also, note that C(u, w) ≥ 1 for all u and w.
(A1) The function L(θ;w) is convex and twice differentiable in θ for every w.
(A2) Fix any target vector θ0 ∈ Rq. The event En occurs where
En :=
{
max
1≤i≤n
C(δn(θ0), Wi) ≤ 4
3
}
.
Theorem 3.1. Under assumptions (A1) and (A2), there exists a vector θˆn ∈ Rq
such that
Zˆn(θˆn) = 0, and 1
2
δn(θ0) ≤ ‖θˆn − θ0‖2 ≤ δn(θ0). (9)
Moreover,∥∥∥θˆn − θ0 + [Qˆn(θ0)]−1Zˆn(θ0)∥∥∥
2
≤ max
1≤i≤n
{C(δn(θ0),Wi)− 1} δn(θ0). (10)
Proof. See Appendix B for a proof.
Remark 3.1 (Discussion on the Assumptions) It is easy to see that assump-
tion (A2) implies assumption (A1) since otherwise the event En cannot hold. Also,
from the proof of Theorem 3.1, it follows that the definition of C(·, ·) can be re-
placed by
C(u, w) := sup
‖θ−θ0‖≤u
sup
e∈Rq: ‖e‖2=1
max
{
e⊤∇2L(θ, w)e
e⊤∇2L(θ0, w)e,
e⊤∇2L(θ0, w)e
e⊤∇2L(θ, w)e
}
.
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The only difference is that we restrict to θ-vectors that are close to the target θ0.
The main reason behind the deterministic inequality is that the objective func-
tion can be both upper and lower bounded by (different) quadratic functions.
Similar results under additive (rather than a ratio-type) assumption can be found
in Spokoiny (2012, Corollary 3.4). ⋄
Remark 3.2 (Linear Representation) The quantity C(u, w) relates to continuity
of the function ∇2L(·, w) and usually converges to 1 as u→ 0. If this convergence
holds, then from Theorem 3.1 it follows that as long as δn(θ0)→ 0,
θˆn − θ0 ≈ [Qˆn(θ0)]−1Zˆn(θ0).
The classical proof of asymptotic normality of estimator θˆn obtains an average on
the right hand side and the above quantity is not an average because of Qˆn(θ0). It
is easy to replace the average Qˆn(θ0) by its expectation as follows. Note that∥∥∥[Qˆn(θ0)]−1Zˆn(θ0)− [Qn(θ0)]−1Zˆn(θ0)∥∥∥
2
≤ ‖ [Qn(θ0)]−1 Qˆn(θ0)− I‖op
∥∥∥[Qˆn(θ0)]−1Zˆn(θ0)∥∥∥
2
≤ ‖ [Qn(θ0)]−1 Qˆn(θ0)− I‖opδn(θ0).
Therefore,∥∥∥θˆn − θ0 + [Qn(θ0)]−1 Zˆn(θ0)∥∥∥
2
≤
[
max
1≤i≤n
C(δn(θ0),Wi)− 1 + ‖ [Qn(θ0)]−1 Qˆn(θ0)− I‖op
]
δn(θ0). (11)
In the steps above, it is irrelevant what Qn(θ0) is but a classical choice is given by
Qn(θ0) := 1
n
n∑
i=1
E [∇2L(θ;Wi)] .
Finally, if the coefficient of δn(θ0) in (11) is op(1), then inequality (11) proves that
‖θˆn − θ0‖2 = (1 + op(1))
∥∥∥[Qn(θ0)]−1Zˆn(θ0)∥∥∥
2
= (1 + op(1))
2δn(θ0)
3
.
⋄
An application of Theorem 3.1 for asymptotic normality of M-estimators under
a specific dependence structure can be completed using the steps below.
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1. Define the target θ0 as a solution to the equation Zn(θ) = 0, where
Zn(θ) := 1
n
n∑
i=1
E [∇L(θ;Wi)] ∈ Rq.
This choice of θ0 ensures that E[Zˆn(θ0)] = 0 and so, Zˆn(θ0) becomes a mean
zero average.
2. Prove that ‖Zˆn(θ0)‖2 = op(1) under the assumed dependence structure. Con-
trolling the Euclidean norm can be based on the following inequality:
‖Zˆn(θ0)‖2 = sup
‖ν‖2≤1
ν⊤Zˆn(θ0) ≤ 2 max
ν∈N1/2
ν⊤Zˆn(θ0), (12)
where N1/2 ⊂ B(0, 1) denotes the 1/2-covering set of B(0, 1), that is,
sup
ν∈B(0,1)
inf
µ∈N1/2
‖ν − µ‖2 ≤ 1/2.
From Lemma 4.1 of Pollard (1990), it follows that the cardinality of N1/2,
|N1/2|, is bounded by 6q. Note that inequality (12) is sharp up to the factor
of 2. This inequality shows that the tail bounds on ν⊤Zˆn(θ0) can be used to
control ‖Zˆn(θ0)‖2.
3. Prove that ∥∥∥Qˆn(θ0)−Qn(θ0)∥∥∥
op
= op(1).
This would imply if Qn(θ0) is positive definite then Qˆn(θ0) is also positive
definite for sufficiently large n. Similar to the Euclidean norm, the operator
norm can also be bounded in terms of a finite maximum. By Lemma 2.2
of Vershynin (2012), it follows that
‖Qˆn(θ0)−Qn(θ0)‖op ≤ 2 max
ν∈N1/4
∣∣∣ν⊤Qˆn(θ0)ν − ν⊤Qn(θ0)ν∣∣∣ ,
where again N1/4 ⊂ B(0, 1) represents the 1/4-covering number of B(0, 1)
and by Lemma 4.1 of Pollard (1990), |N1/4| ≤ 12q.
The quantities ν⊤Zˆn(θ0) and ν⊤Qˆn(θ0)ν being averages are much easier to study
under various dependence settings of interest. Exponential-type tail bounds for
averages under independence and functional dependence are given in Theorems
A.1 and B.1, respectively, of Kuchibhotla et al. (2018a).
Assumption (A2) is used in the proof of Theorem 3.1 only to prove condition (3)
in Theorem 2.1. So, any alternative condition implying (3) can be used instead. The
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assumption on the ratio rather than the difference of Hessians is more appealing
since minimizers do not depend on the scaling of objective functions. The function
C(·, ·) naturally cancels out the scalings and requires much weaker conditions as
discussed in Section 3.1.
The function C(·, ·) can be bounded easily for self-concordant type convex func-
tions. Proposition 1 of Bach (2010) bounds C(·, ·) for logistic regression and see
Proposition 8 of Sun and Tran-Dinh (2017) for a general class of convex functions
called generalized self-concordant where the ratio of the Hessians is bounded. Also,
see Karimireddy et al. (2018) for other examples.
One specific corollary of Theorem 3.1 in regression analysis is of special inter-
est for our applications. For this result, consider independent random variables
(Xi, Yi) ∈ Rp × R (1 ≤ i ≤ n) and the estimator
βˆn := argmin
θ∈Rp
1
n
n∑
i=1
h(Xi)ℓ(X
⊤
i θ, Yi),
for some loss function ℓ(·, ·) convex and twice differentiable in the first argument.
Here the “weight” h(·) is any function not depending on θ. Observe that if h(·)
is not a non-negative function, the objective function is not necessarily convex.
Define the target vector
βn := argmin
θ∈Rp
1
n
n∑
i=1
E
[
h(Xi)ℓ(X
⊤
i θ, Yi)
]
.
The function h(x)ℓ(x⊤θ, y) can be changed to any function of the form ℓ(x⊤θ; x, y)
but for simplicity we restrict to the function above. Let
ℓ′(u, y) :=
∂
∂t
ℓ(t, y)
∣∣∣∣
t=u
and ℓ′′(u, y) :=
∂
∂t
ℓ′(t, y)
∣∣∣∣
t=u
.
Define the analogue of the C function,
C(u, y) := sup
|s−t|≤u
ℓ′′(s, y)
ℓ′′(t, y)
.
Finally, define the analogues of Zˆn(·), Qˆn(·),
Zˆn(θ) := 1
n
n∑
i=1
ℓ′(X⊤i θ, Yi)h(Xi)Xi, and Qˆn(θ) :=
1
n
n∑
i=1
ℓ′′(X⊤i θ, Yi)h(Xi)XiX
⊤
i ,
δn(θ) :=
3
2
∥∥∥[Qˆn(θ)]−1Zˆn(θ)∥∥∥
2
, and Qn(θ) := 1
n
n∑
i=1
E
[
ℓ′′(X⊤i θ, Yi)h(Xi)XiX
⊤
i
]
.
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Corollary 3.1. If ℓ(·, ·) is a twice differentiable function that is convex in the first
argument and for some β0 ∈ Rp,
max
1≤i≤n
C (‖Xi‖2 δn(β0), Yi) ≤
4
3
, (13)
then there exists a vector βˆn ∈ Rp satisfying
Zˆn(βˆn) = 0, 1
2
δn(β0) ≤ ‖βˆn − β0‖2 ≤ δn(β0),
and∥∥∥βˆn − β0 + [Qn(β0)]−1Zˆn(β0)∥∥∥
2
≤
[
max
1≤i≤n
C(‖Xi‖2 δn(β0), Yi)− 1 +
∥∥∥[Qn(β0)]−1Qˆn(β0)− I∥∥∥
op
]
δn(β0).
Proof. See Appendix B for a proof.
Example 3.3 (Linear Models). In the following, we bound the function C in case
of several linear models. Since Corollary 3.1 does not require any specific stochastic
or model assumptions, the following examples also do not require any “correct”
modeling assumptions and are deterministic in nature.
1. Linear Regression: In case of ordinary least squares (OLS) linear regression,
the loss function is given by ℓ(t, y) = (t − y)2 and the weight function is
identically 1. So, ℓ′′(u, y) = 2 and C(u, y) = 1 for all u, y. This implies that
the assumption (A2) always holds. This is an expected result since the least
square estimator satisfies
1
n
n∑
i=1
Xi
(
Yi −X⊤i βˆn
)
= 0,
and subtracting β0 from βˆn implies that(
1
n
n∑
i=1
XiX
⊤
i
)(
βˆn − β0
)
=
1
n
n∑
i=1
Xi(Yi −X⊤i β0).
Here β0 is the target OLS vector defined by
β0 := argmin
θ∈Rp
1
n
n∑
i=1
E
[
(Yi −X⊤i θ)2
]
.
This proves that
‖βˆn − β0‖2 = 2δn(β0)
3
.
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The second conclusion of Corollary 3.1 provides better information:∥∥∥∥∥βˆ0 − β0 − 1n
n∑
i=1
Σ−1n Xi(Yi −X⊤i β0)
∥∥∥∥∥
2
≤
∥∥∥Σ−1n Σˆn − I∥∥∥
op
δn(β0),
where
Σˆn :=
1
n
n∑
i=1
XiX
⊤
i , and Σn :=
1
n
n∑
i=1
E
[
XiX
⊤
i
]
.
Details on how to bound δn(β0) in case of independent/functionally depen-
dent data were provided in Kuchibhotla et al. (2018a).
2. Poisson Regression: In case of Poisson regression, the loss function is ℓ(t, y) =
exp(t)−yt and the weight function is identically 1. So, ℓ′′(t, y) = exp(t). This
implies that C(u, y) = exp(u). The event (13) is equivalent to
max
1≤i≤n
‖Xi‖2 δn(β0) ≤ log (4/3) .
On this event,
max
1≤i≤n
C (‖Xi‖2 δn(β0))− 1 ≤
4δn(β0)
3
max
1≤i≤n
‖Xi‖2 .
Thus, Corollary 3.1 implies that there exists βˆn ∈ Rp such that∥∥∥∥∥βˆn − β0 − 1n
n∑
i=1
[Qn(β0)]−1Xi
[
Yi − exp(X⊤i β0)
]∥∥∥∥∥
2
≤
[
4δn(β0)
3
max
1≤i≤n
‖Xi‖2 +
∥∥∥[Qn(β0)]−1Qˆn(β0)− I∥∥∥
op
]
δn(β0),
where
Qˆn(β) := 1
n
n∑
i=1
XiX
⊤
i exp
(
X⊤i β
)
, and Qn(β) = E
[
Qˆn(β)
]
.
Since Qˆn(β0) is a Grammatrix based on random vectorsXi exp(X⊤i β0/2), 1 ≤
i ≤ n, the results of Kuchibhotla et al. (2018a) can still be applied to show
that Qˆn(β0) is close to Qn(β0).
3. Logistic and Negative Binomial Regression: In case of logistic regression, the
loss function is given by
ℓ(u, y) = log(1 + exp(u))− yu,
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and the weight function is identically 1. It is easy to show that
ℓ′′(u, y) =
exp(u)
(1 + exp(u))2
, and C(u, y) = sup
|s−t|≤u
exp(s)(1 + exp(t))2
(exp(s) + 1)2 exp(t)
.
Since exp(s) ≤ exp(u) exp(t) for all s, t satisfying |s− t| ≤ u, it follows that
C(u, y) ≤ sup
|s−t|≤u
exp(s)
exp(t)
sup
|s−t|≤u
(exp(s) + 1)2
(exp(t) + 1)2
≤ exp(3u).
For the case of negative binomial regression (with parameter α > 0), the loss
function is
ℓ(u, y) = −yu+ [y + 1/α] log(1 + α exp(u)),
and the weight function is identically 1. So,
ℓ′′(u, y) =
α[y + 1/α] exp(u)
(α exp(u) + 1)2
, and C(u, y) = sup
|s−t|≤u
exp(s)(α exp(t) + 1)2
(α exp(s) + 1)2 exp(t)
.
Similar to the logistic regression case, we get C(u, y) ≤ exp(3u). Therefore,
condition (13) becomes
max
1≤i≤n
‖Xi‖2 δn(β0) ≤
log(4/3)
3
.
Hence calculations similar to the Poisson regression case still hold true.
In the examples above, we have controlled the function C(u, y) for some widely
used convex examples. When the loss function ℓ(·, y) is strongly convex, then
C(u, y) − 1 can be bounded by C sup{|ℓ′′(s, y) − ℓ′′(t, y)| : |s − t| ≤ u} for some
constant C > 0. It should, however, be noted that C(u, y) may not be a bounded
function even if the function ℓ(·, y) is strictly convex. A possible example is probit
regression. In this case the approch used in Section 5 works easily.
3.1. Comparison with assumptions in the literature
Results similar to Corollary 3.1 were presented in Li et al. (2017, Theorem 1),
Liang and Du (2012, Theorem 1), Negahban et al. (2009, Corollary 3) and He and Shao
(2000, Example 3). In these papers the authors assume a lower bound on the second
order curvature, that is,
inf
1≤i≤n
inf
‖θ−β0‖2≤ε
ℓ′′(Yi, X⊤i θ) ≥ κ > 0 for some (small enough) ε > 0.
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This is a difficult assumption to be satisfied in case of increasing dimension since
ℓ′′(y, u) converges to zero as u → −∞ usually and often |X⊤i β0| itself grows with
the dimension. This hurdle poses certain unnecessary rate constraints on the di-
mension. In contrast our assumption is based on difference meaning X⊤i (θ − β0)
which can be expected to be small as long as ‖θ − β0‖2 is small even with increas-
ing dimension. See the discussion surrounding equation (1.8) and Theorem 2.4 of
Bose and Sengupta (2003) for related ratio-type assumptions.
It is clear from Corollary 3.1 that the function C(u, y) plays a very important
role in the existence and determining the rate of convergence of the estimator.
The following proposition (proved in Appendix A) allow construction of new loss
functions with a control on the C(·, ·) function.
Proposition 3.1. Suppose CT (indexed by a non-negative function T (·, ·)) is the
class of all loss functions L(·, ·) convex in the first argument and satisfying
sup
‖θ1−θ2‖≤u
sup
e∈Rq: ‖e‖2=1
e⊤∇2L(θ1, w)e
e⊤∇2L(θ2, w)e ≤ T (u, w) for all u ≥ 0 and w.
Then CT is a convex cone.
4. Deterministic Inequality for Cox Proportional Hazards Model
One of the most widely used models in survival analysis is the celebrated Cox pro-
portional hazards model. The partial log-likelihood of the Cox model even though
not an average can be dealt using our theory. The analysis in this section is related
to the discussion in Section 6 of Hjort and Pollard (2011). The usual Cox regression
model for possibly censored lifetimes with covariate information is as follows: The
individuals have independent lifetimes T 01 , . . . , T
0
n and the i-th subject has hazard
rate
λi(s) := λ(s) exp
(
β⊤0 Xi,s
)
, (14)
for some vector β0, some baseline hazard function λ(·) and i-th subject covariate
Xi,s ∈ Rp. The classical Cox model has a fixed set of covariates not depending on
time s and here they are allowed to depend on time. There is a possibly interfering
censoring time Ci leaving the observables to be
Ti = min{T 0i , Ci} and δi = 1{T 0i ≤ Ci}.
Consider the risk indicator function Yi,s = 1{Ti ≥ s}, and the counting process Ni
with mass δi at Ti, that is,
dNi(s) := 1{Ti ∈ [s, s+ ds], δi = 1}.
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The log-partial likelihood is then given by
Gn(β) :=
n∑
i=1
∫ ∞
0
{
β⊤Xi,s − logRn(s, β)
}
dNi(s),
where
Rn(s, β) :=
n∑
i=1
Yi(s) exp
(
β⊤Xi,s
)
.
The Cox estimator is the value βˆn that maximizes the log-partial likelihood. Even
though the motivation above is through a correct model (14), we do not make any
such assumptions and prove a purely deterministic result. Define for β ∈ Rp,
Lˆn(β) :=
n∑
i=1
∫ ∞
0
H1(Xi,s)
{
logRn(s, β)− β⊤Xi,s
}
dNi(s),
where
Rn(s, β) :=
n∑
i=1
H2(Xi,s)Yi(s) exp
(
β⊤Xi,s
)
.
The objective function Lˆn(·) is a generalization of Gn(·) allowing for two func-
tions H1(·) and H2(·) that can be used to down-weight outliers in the covariate
space. Note that this generalization does not change the convexity property of the
objective function. The Cox estimator based on Lˆn(·) is given by
βˆn := argmin
θ∈Rp
Lˆn(θ).
Define for β ∈ Rp,
Zˆn(β) :=
n∑
i=1
∫ ∞
0
H1(Xi,s)
{
R˙n(s, β)
Rn(s, β)
−Xi,s
}
dNi(s),
where
R˙n(s, β) :=
∂Rn(s, β)
∂β
.
Define the Jacobian as Qˆn(β) := ∇Zˆn(β). Finally define for any β0 ∈ Rp,
X¯n,s(β0) :=
∑n
i=1Xi,sH2(Xi,s)Yi(s) exp
(
β⊤0 Xi,s
)
Rn(s, β0)
.
Theorem 4.1. Set for any target vector β0 ∈ Rp,
µn(s) := max
1≤i≤n
∥∥Xi,s − X¯n,s(β0)∥∥2 , and δn(β0) := 32 ∥∥∥[Qˆn(β0)]−1Zˆn(β0)∥∥∥2 .
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If
sup
0≤s<∞
µn(s)δn(β0) ≤ 1
16
,
then there exists a vector βˆn ∈ Rp satisfying
Zˆn(βˆn) = 0, and 1
2
δn(β0) ≤ ‖βˆn − β0‖2 ≤ δn(β0).
Furthermore,∥∥∥βˆn − β0 + [Qˆn(β0)]−1Zˆn(β0)∥∥∥
2
≤ 8e1/4δ2n(β0) sup
s
µn(s). (15)
5. Deterministic Inequalities for Non-convex M -estimators
In previous sections we have proved the applicability of Theorem 2.1 for convex loss
functions. However, Theorem 2.1 does not require “monotonicity”3 of the function
f(·). In this section, we provide one specific non-convex example, namely, non-
linear regression.
5.1. Least Squares Non-linear Regression
For a motivation of non-linear regression, consider the problem of binary linear
classification based on n paris (X1, Y1), . . . , (Xn, Yn) with Yi ∈ {0, 1} and Xi ∈ Rp.
In this model, the quantity of interest is the conditional probability of Yi given Xi.
Suppose P(Yi = 1|Xi = x) = σ(x⊤θ0) with θ0 ∈ Rp and a function σ : R → [0, 1].
Since this implies E[Yi|Xi = x] = σ(x⊤θ0), one possible estimator of θ0 is obtained
by minimizing the squared error loss:
1
n
n∑
i=1
(
Yi − σ(X⊤i θ)
)2
,
with respect to θ ∈ Rp. It is easy to see that the loss function above is, in gen-
eral, non-convex. In constrast to convex losses (e.g., hinge or logistic), non-convex
loss functions as above have better classification accuracy in various scenarios;
see Nguyen and Sanner (2013) and Mei et al. (2016).
As a generalization consider the observations (Xi, Yi) ∈ Rp × R for 1 ≤ i ≤ n
and the loss function
Fn(θ) :=
1
n
n∑
i=1
(
Yi − g(θ⊤Xi)
)2
,
3Derivatives of differentiable one-dimensional convex functions are non-decreasing.
Arun K. Kuchibhotla/Deterministic Inequalities for M -estimators 20
for a known function g(·) that is twice differentiable and bounded. (We do not
restrict to Yi ∈ {0, 1}.) To prove a deterministic inequality for the stationary
points of Fn(·), we use the following assumption:
(NR) The function g(·) is twice differentiable and there exists functions C0(·),
C1(·), C2(·) such that for some α ∈ (0, 1] and any x, θ1, θ2,∣∣g(x⊤θ1)− g(x⊤θ2)∣∣ ≤ C0(x) ‖θ1 − θ2‖2 ,∣∣g′(x⊤θ1)− g′(x⊤θ2)∣∣ ≤ C1(x) ‖θ1 − θ2‖2 , and∣∣g′′(x⊤θ1)− g′′(x⊤θ2)∣∣ ≤ C2(x) ‖θ1 − θ2‖α2 .
Assumption (NR) is satisfied for many classical activation functions with α = 1
(for example, logistic function). Another important example satisfying assump-
tion (NR) is the phase retrieval problem where g(t) = t2; see Yang et al. (2017)
for recent developments. From the proof of Corollary 5.1, it follows that assump-
tion (NR) can be relaxed to θ1, θ2 ∈ Br(θ0) for some r > 0. Define for any θ ∈ Rp,
δn(θ) := 1.5 ‖(∇2Fn(θ))−1∇Fn(θ)‖2 and
L2(θ) :=
∥∥∥∥∥ 2n
n∑
i=1
C21(Xi) (∇2Fn(θ))−1XiX⊤i
∥∥∥∥∥
op
,
L1+α(θ) :=
∥∥∥∥∥ 2n
n∑
i=1
C0(Xi)C2(Xi) (∇2Fn(θ))−1XiX⊤i
∥∥∥∥∥
op
,
L1(θ) :=
∥∥∥∥∥ 2n
n∑
i=1
{
2C1(Xi)|g′(X⊤i θ)|+ C0(Xi)|g′′(X⊤i θ)|
}
(∇2Fn(θ))−1XiX⊤i
∥∥∥∥∥
op
,
Lα(θ) :=
∥∥∥∥∥ 2n
n∑
i=1
C2(Xi)|Yi − g(X⊤i θ)| (∇2Fn(θ))−1XiX⊤i
∥∥∥∥∥
op
.
The following result shows the existence of a solution that satisfies an asymptotic
expansion. The proof (in Appendix D) verifies the assumptions of Theorem 2.2.
Corollary 5.1. Under assumption (NR), for any θ0 satisfying
δn(θ0) ≤ min
{
(12Lj(θ0))
−1/j : j ∈ {α, 1, 1 + α, 2}} , (16)
there exists a unique solution θˆn of ∇Fn(θ) = 0 in B(θ0, δn(θ0)) and this solution
θˆn satisfies ∥∥∥θˆn − θ0 + (∇2Fn(θ0))−1∇Fn(θ0)∥∥∥
2
≤ ω(δn(θ0))δn(θ0),
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where for r ≥ 0,
ω(r) := L2(θ0)r
2 + L1+α(θ0)r
1+α + L1(θ0)r + Lα(θ0)r
α.
Corollary 5.1 can be compared to Theorem 4 of Mei et al. (2016). As described
in Remark 2.1, if θ(j), 1 ≤ j ≤ K denote the solutions of ∇E[Fn(θ)] = 0 and
E[Fn(θ)] is a Morse function
4, then by Corollary 5.1 the sample estimating equation
∇Fn(θ) = 0 also has solutions near θ(j) for each 1 ≤ j ≤ K. Further, the result
applies for a larger class of link functions g and allows for dependent observations.
Also, note that we do not need to verify uniform in θ control of the gradient/Hessian
which was required in Mei et al. (2016).
6. Deterministic Inequalities for Equality Constrained Problems
In the context of linear models, hypothesis tests related to linear combinations of
the coefficients form an important component of applied analysis. For instance,
it is of interest to know if the treatment effect is more than that of the control
when both effects are measured in terms of the coefficients in the linear model. See
Section 1.4 of Amemiya (1985) for details.
Consider the problem of minimizing a twice differentiable function Fn(β) subject
to Aβ = b, for some matrix A ∈ Rd×p of full row rank and vector b ∈ Rd. A vector
β⋆ ∈ Rp is a minimizer of this constrained problem only if there exists a vector
ν⋆ ∈ Rd such that the following KKT equations are satisfied:
Aβ⋆ = b, and ∇Fn(β⋆) + A⊤ν⋆ = 0. (17)
If, in addition, the function Fn(·) is convex, then the KKT equations are also
sufficient. Some commonly used convex examples of Fn(β) are
Fn(β) =
1
n
n∑
i=1
{
ψ(X⊤i β)− YiX⊤i β
}
, (18)
with ψ(t) ∈ {t2/2, log(1 + exp(t)), exp(t)}. A non-convex example of Fn(·) is
Fn(β) =
1
n
n∑
i=1
(
Yi − g(X⊤i β)
)2
, (19)
with g(·) satisfying assumption (NR).
4A function R(θ) is said to be a Morse function if for any θ0 satisfying ∇R(θ0) = 0, the Hessian
∇2R(θ0) is invertible.
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The following result proves the existence and an expansion for a local minimizer
in equality constrained problems. For this result, define for β ∈ Rp, and ν ∈ Rd,
δn(β, ν) := 1.5
(
1 +
∥∥(A[∇2Fn(β)]−1A⊤)−1A∥∥op) ∥∥[∇2Fn(β)]−1(∇Fn(β) + A⊤ν)∥∥2 .
Corollary 6.1. Fix vectors ν0 ∈ Rd and β0 ∈ Rp such that Aβ0 = b. Suppose Fn(·)
is a twice differentiable function. If there exist constants L ≥ 0 and α ∈ (0, 1], such
that for all β ∈ B(β0, (3L)−1/α),∥∥[∇2Fn(β0)]−1(∇2Fn(β)−∇2Fn(β0))∥∥op ≤ L ‖β − β0‖α2 , (20)
and δn(β0, ν0) ≤ (3L)−1/α, then there exists a vector (βˆn, νˆn) ∈ Rp×Rd solving the
KKT equations (17) and the vector βˆn satisfies the expansion∥∥∥βˆn − β0 − [Jn(β0)]−1(∇Fn(β0) + A⊤ν0)∥∥∥
2
≤ L[δn(β0, ν0)]1+α. (21)
Here
Jn(β0) := [∇2Fn(β0)]
(
I − [∇2Fn(β0)]−1A⊤(A[∇2Fn(β0)]−1A⊤)−1A
)−1
.
Note that condition (20) is verified for the examples (18) and (19) in Sections 3
and 5. For an application of this result in statistical context, one would take β0 ∈ Rp
as the minimizer of E[Fn(β)] subject to Aβ = b. The vector ν0 ∈ Rd would be the
vector satisfying the “population” KKT equations
Aβ0 = b and E[∇Fn(β0)] + A⊤ν0 = 0.
This implies that ∇Fn(β0) + A⊤ν0 is a mean zero random vector and so, the
expansion (21) implies asymptotic normality of the (properly normalized) local
minimizer βˆn. It is easy to generalize Corollary 6.1 when the linear equality con-
straint Aβ = b is replaced by a non-linear constraint G(β) = 0 (which makes the
problem non-convex even if Fn(β) is convex).
Remark 6.1 (General Constraints) It is of considerable interest to extend Corol-
lary 6.1 to M-estimation problems with more general inequality/abstract con-
straints. It is not clear if a useful deterministic inequality is possible. For example,
consider the minimization problem
min
β
Fn(β) subject to
Gn(β) = 0,Hn(β) ≥ 0.
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Suppose the functions Fn(·), Gn(·), Hn(·) are twice differentiable. Define the La-
grangian function
Ln(β, λ, µ) := Fn(β)− λ⊤Gn(β)− µ⊤Hn(β).
A vector β⋆ is a (local) minimizer only if there exist λ⋆ and µ⋆ such that
∇βLn(β⋆, λ⋆, µ⋆) = 0, Gn(β⋆) = 0,
Hn(β
⋆) ≥ 0, µ⋆ ≥ 0, H⊤n (β⋆)µ⋆ = 0.
The inequalities above can be converted to equalities as follows. Define the function
M(u, v) =
√
u2 + v2−u−v for any two vectors u, v (Here√u2 + v2 is evaluated as a
componentwise operation). Then the last three inequalities of the KKT conditions
can be equivalently written as
M(Hn(β
⋆), µ⋆) = 0.
The function M(·, ·) is known in mathematical programming literature as the Fis-
cher–Burmeister function. Thus the revised KKT conditions can be written as
∇βLn(β⋆, λ⋆, µ⋆) = 0, Gn(β⋆) = 0, and M(Hn(β⋆), µ⋆) = 0. (22)
The advantage of (22) is that there are only equations and no inequalities. However,
the function M(Hn(β), µ) is not Fre´chet differentiable but only B-differentiable
(or semi-smooth). There are semilocal convergence results for Newton’s method
available in this respect; see Chen (1997) and Wang (2008). For a general treatment
of variational inequality problems (VIPs), see Izmailov and Solodov (2014). But
explicit application of these results require certain complimentary qualification
conditions that make their usefulness unclear as a general solution; see Klatte
(1987), Dupacˇova´ (1991), and Wang (2000). ⋄
7. Applications of the Deterministic Inequalities
In the previous sections, we have proved deterministically that the estimator
normalized around the target behaves like an average when the objetive func-
tion is an average. Averages are statistician’s friend: most of statistical inference
is based on the fact that averages are close to being normally distributed and
can be bootstrapped under various dependence structures of interest. In the fol-
lowing subsections, we provide applications of the deterministic inequalities for
subsampling/cross-validation methods and two problems related to post-selection
inference.
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7.1. Cross-validation and Subsampling
In this section, we consider applications of the deterministic inequalities in under-
standing estimators computed based on a subset of the data. Two specific statistical
methods that consider estimators based on a subset are cross-validation (CV) and
subsampling. Leave-one-out CV predicts the response based on estimator com-
puted using n − 1 observations. In subsampling with a subsample size b = bn,
estimators computed with bn observations are compared to the one with n obser-
vations. Leave-one/k-out CV is a popular method for estimating the out-of-sample
prediction risk of a model and subsampling is useful in construction of asymp-
totic confidence intervals. Similar subset estimators appear in the case of delete-
d-jackknife. See Stone (1977), Shao (1993), Politis et al. (1999) and Shao and Wu
(1989) for a detailed discussion of these methods.
For the result in this section, we consider the setting of Theorem 3.1. The ob-
servations are W1,W2, . . . ,Wn. Define the estimator θˆn as a solution of
Zˆn(θ) = 1
n
n∑
i=1
∇L(θ;Wi) = 0. (23)
For simplicity, we first consider the leave-one-out estimator and then consider
leave-k-out estimator. For any 1 ≤ I ≤ n, define the estimator θˆ−I as a solution of
1
n− 1
∑
1≤i≤n, i 6=I
∇L(θ,Wi) = 0.
Under the condition (24) of Corollary 7.1 (below) the existence of θˆ−I follows from
Theorem 3.1. Also, define for 1 ≤ I ≤ n,
δI,n :=
n−1‖Qˆ−1n ∇L(θˆn,WI)‖2
1− n−1‖Qˆ−1n ∇2L(θˆn,WI)‖op
, where Qˆn := 1
n
n∑
i=1
∇2L(θˆn,Wi).
Applying Theorem 3.1 for the estimator θˆ−I and target θˆn, we get the following
result, a detailed proof of which can be found in Appendix F.
Corollary 7.1. Consider the loss function L(·, ·) as in assumption (A1). If δI,n ≥ 0
for all 1 ≤ I ≤ n and
max
1≤i 6=I≤n
C (1.5δI,n,Wi) ≤ 4
3
, (24)
then for all 1 ≤ I ≤ n,∥∥∥θˆ−I − θˆn − n−1Qˆ−1n ∇L(θˆn,WI)∥∥∥
2
≤ 3δI,n
2
[
max
1≤i 6=I≤n
C(1.5δI,n,Wi)− 1 + n−1
∥∥∥Qˆ−1n ∇2L(θˆn,WI)∥∥∥
op
]
.
(25)
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Remark 7.1 (Comments on the approximation rate) Corollary 7.1 shows that
the difference between θˆ−I and θˆn can be bounded in terms of quantities computable
based on the sample of n observations. This is, indeed, expected since θˆ−I and
θˆn are computable based on the sample of n observations. It should be stressed
again that Corollary 7.1 is a purely deterministic result and does not require any
stochasticity assumptions on the observations. The result can also be readily used
to reduce the computational burden of leave-one-out CV. Since Qˆn is an average,
under most dependence structure would be asymptotically deterministic and so,
δI,n = Op(n
−1) as n → ∞. Therefore, the expansion error in (25) is in general of
order op(n
−1). In fact, if C(·, w) is differentiable at 0, then the expansion error is
of the order Op(n
−2).
Following the examples in Section 3 condition (24) can be written explicitly for
many common regression examples. A particularly illuminating example is the case
of linear regression where condition (24) is satisfied for any set of observations since
C(·, ·) ≡ 1 and the error bound in (25) becomes 1.5n−1δI,n‖Qˆ−1n ∇2L(θˆn,WI)‖op. ⋄
Leave-one-out CV and delete-1-jackknife are known to have poorer properties in
comparison to the leave-k-out CV and delete-d-jackknife methods (see, e.g., Shao
(1993)). For this reason, it is of interest to consider the error obtained in removing
more than one observation at a time. The result in this case is also very similar
to Corollary 7.1, albeit with a larger error which is expected. The proof of the
following result can be found in Appendix F. Suppose I is a subset of {1, 2, . . . , n}
with |I| < n (think |I| = o(n)) and consider the estimator θˆ−I as a solution of∑
1≤i≤n, i/∈I
∇L(θ,Wi) = 0.
Here |I| denotes the cardinality of the set I. Define
δI,n :=
n−1
∥∥∥Qˆ−1n ∑i∈I ∇L(θˆn,Wi)∥∥∥
2
1− n−1
∥∥∥Qˆ−1n ∑i∈I ∇2L(θˆn,Wi)∥∥∥
op
, where Qˆn := 1
n
n∑
i=1
∇2L(θˆn,Wi)
Corollary 7.2. Under the setting of Corollary 7.1, if δI,n ≥ 0 and C (1.5δI,n,Wi) ≤
4/3, for all i ∈ Ic ∩ {1, 2, . . . , n}, then∥∥∥∥∥θˆ−I − θˆn − 1nQˆ−1n ∑
i∈I
∇L(θˆn,Wi)
∥∥∥∥∥
2
(26)
≤ 3δI,n
2
 max
1≤i≤n, i 6=I
C(1.5δI,n,Wi)− 1 + n−1
∥∥∥∥∥Qˆ−1n ∑
i∈I
∇2L(θˆn,Wi)
∥∥∥∥∥
op
 .
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Clearly, Corollary 7.2 reduces to Corollary 7.1 when I is a singleton. Even in
Corollary 7.2 one can take maximum over a collection of subsets I. Similar to
the case in Remark 7.1, under differentiability of C(·, w) at 0, the expansion error
of (26) is of the order Op(|I|2n−2). If |I| = O(n) many observations are removed
then it might be better to compare θˆ−I to θ0 than to θˆn. In case of subsampling or
m-of-n bootstrap, the subset of observations are chosen as “iid sample” from the
empirical distribution. In these cases, a reasonable choice for the target vector is θˆn.
In case of cross-validation, the subset is not a random sample from the empirical
distribution and so θ0 is a good choice for the target vector.
It is easy to see that Corollaries 7.1 and 7.2 can be extended to the case of Cox
proportional hazards model and to the other cases given in previous sections.
Since the result of deterministic nature, it is interesting to consider the worst
case approximation when considering uniform over all subsets I of size k (with k
allowed to change with n). For instance if k =
√
n, then the total number of subsets
is of the order O(n
√
n/2) which makes it hard to derive a good (polynomial) rate of
convergence of the supremum even if the averages have exponential concentration
inequalities.
7.2. Marginal Screening
In the current era of data science, one is often encountered with a larger number
of covariates/predictors in regression data than the number of samples. In this
scenario, it has become a common practice to select a subset of covariates either
by screening using marginal effects or by some regularized methods. The recent
works McKeague and Qian (2015) and Wang et al. (2018) provide a formal test-
ing framework for the existence of any active predictors in linear and quantile
regression settings.
In the linear regression case, the setting is as follows: (X, Y ) ∈ Rp+1 and
(Xi, Yi), 1 ≤ i ≤ n are iid random vectors and we want to test if the maximal
correlation between X(j) (the j-th coordinate of X) and Y is non-zero. This ques-
tion in case of non-singular E[XX⊤] is same as testing if there exists any subset
of covariates that has linear predictive ability for the response Y . To see this let
X(M) for M ⊆ {1, 2, . . . , p} be a subvector of X with indices in M and define the
OLS regression target
βM := argmin
θ∈R|M|
E
[
(Yi −X⊤i (M)θ)2
]
=
(
E[X(M)X⊤(M)]
)−1
E [X(M)Y ] .
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Since the Gram matrix E[XX⊤] is non-singular, E[X(M)X⊤(M)] is non-singular
and βM = 0 ∈ R|M | is equivalent to E[X(M)Y ] = 0 ∈ R|M |. Therefore,
βM = 0 ∈ R|M | for all M ⊆ {1, 2, . . . , p},
is equivalent to
E[X(j)Y ] = 0, for all 1 ≤ j ≤ p.
In McKeague and Qian (2015), the authors consider the maximal correlation pa-
rameter
θ0 := max
1≤j≤p
Corr (X(j), Y ) .
The estimator of θ0 they consider is
θˆn := max
1≤j≤p
Ĉorr (X(j), Y ) ,
where Ĉorr represents the sample correlation coefficient. It is easy to see that θˆn
(properly scaled) is not asymptotically normal and McKeague and Qian (2015)
derive the exact asymptotic distribution along with a resampling procedure to
estimate the distribution.
As an alternative, consider the following inequality∣∣∣θˆn − θ0∣∣∣ ≤ max
1≤j≤p
∣∣∣Ĉorr(X(j), Y )− Corr(X(j), Y )∣∣∣ . (27)
Since Ĉorr is an asymptotically linear estimator, the right hand side above is
asymptotically the maximum of an average which can be bootstrapped under vari-
ous dependence structures. This provides an asymptotically conservative inference
in general for the parameter θ0. (Note, however, that under the null hypothesis
H0 : θ0 = 0 inequality (27) is exact and gives valid critical values for Type I error
control.)
To elaborate and provide a general framework of marginal screening for M-
estimators, consider the marginal targets for 1 ≤ j ≤ p,
βn,j := argmin
θ∈R
1
n
n∑
i=1
E [h(Xi(j))ℓ(Xi(j)θ, Yi)] ,
for a twice differentiable convex loss function ℓ(·, ·) and a non-negative weight
function h(·). The estimators for 1 ≤ j ≤ p are given by
βˆn,j := argmin
θ∈R
1
n
n∑
i=1
h(Xi(j))ℓ(Xi(j)θ, Yi).
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Define for 1 ≤ j ≤ p, δn,j := 1.5[Qˆn,j]−1|Zˆn,j|, where
Zˆn,j := 1
n
n∑
i=1
ℓ′(Xi(j)βn,j, Yi)h(Xi(j))Xi(j),
Qˆn,j := 1
n
n∑
i=1
h(Xi(j))ℓ
′′(Xi(j)βn,j, Yi)X2i (j),
Qn,j := 1
n
n∑
i=1
E
[
h(Xi(j))ℓ
′′(Xi(j)βn,j, Yi)X2i (j)
]
.
The following corollary shows that an asymptotically conservative inference is pos-
sible for marginal screening in general M-estimators.
Corollary 7.3. If
max
1≤j≤p
max
1≤i≤n
C (|Xi(j)|δn,j, Yi) ≤ 4
3
,
then simultaneously for all j ∈ {1, 2, . . . , p},
∣∣∣βˆn,j − βn,j − [Qn,j]−1Zˆn,j∣∣∣ ≤ [max
1≤i≤n
C (|Xi(j)|δn,j, Yi)− 1 +
∣∣∣∣∣Qˆn,jQn,j − 1
∣∣∣∣∣
]
δn,j.
Furthermore, if
max
1≤j≤p
δn,j = op(1), and max
1≤j≤p
∣∣∣∣∣Qˆn,jQn,j − 1
∣∣∣∣∣ = op(1), as n→∞,
then ∣∣∣∣max1≤j≤p βˆn,j − max1≤j≤p βn,j
∣∣∣∣ ≤ (1 + op(1)) max1≤j≤p
∣∣∣∣∣ Zˆn,jQn,j
∣∣∣∣∣ . (28)
Proof. The result follows trivially from Corollary 3.1.
The right hand side of (28) is the (absolute) maximum of a mean zero aver-
age vector and the high-dimensional central limit theorems of Chernozhukov et al.
(2013, 2017), Zhang and Cheng (2014) and Zhang and Wu (2017) provide a Gaus-
sian approximation as well as a bootstrap resampling scheme for consistent esti-
mation of quantiles of the quantity in (28).
It is easy to prove a result similar to Corollary 7.3 for marginal screening in Cox
proportional hazards model.
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7.3. Post-selection Inference under Covariate Selection
In the previous section, we have considered asymptotic linear representation uni-
form over all models of size 1. In this section, we consider linear representation
error uniform over all models of size bounded by k (≥ 1). This is important for
post-selection inference (PoSI). In the context of regression analysis, the PoSI
problem refers to the construction of confidence regions for βn,Mˆ for a model
Mˆ ⊆ {1, 2, . . . , p} chosen based on the data (X1, Y1), . . . , (Xn, Yn) ∈ Rp × R. For-
mally, for any M ⊆ {1, 2, . . . , p}, define the estimator
βˆn,M := argmin
θ∈R|M|
1
n
n∑
i=1
h(Xi(M))ℓ(θ
⊤Xi(M), Yi),
for some twice differentiable convex loss function ℓ(·, ·) and non-negative weight
function h(·). Based on the results in previous sections, we can consider the target
parameters
βn,M := argmin
θ∈R|M|
1
n
n∑
i=1
E
[
h(Xi(M))ℓ(θ
⊤Xi(M), Yi)
]
.
Let M be a collection of subsets of {1, 2, . . . , p}. The PoSI problem for the col-
lection of targets {βn,M : M ∈ M} concerns the construction of a collection of
confidence regions {Rˆn,M : M ∈M} of level α satisfying
lim inf
n→∞
P
(
βn,Mˆ ∈ Rˆn,Mˆ
)
≥ 1− α, (29)
for any model Mˆ chosen possibly depending on the data {(Xi, Yi)}1≤i≤n that sat-
isfies P(Mˆ ∈ M) = 1; see Kuchibhotla et al. (2018b) for more details. Theorem
3.1 of Kuchibhotla et al. (2018b) proves that the post-selection inference guaran-
tee (29) is equivalent to the simultaneous guarantee:
lim inf
n→∞
P
( ⋂
M∈M
{
βn,M ∈ Rˆn,M
})
≥ 1− α.
It is easy to see that for a post-selection confidence region Rˆn,Mˆ based on βˆn,Mˆ to
have a Lebesgue measure (on R|M |) converging to zero, it is necessary that
sup
M∈M
∥∥∥βˆn,M − βn,M∥∥∥ = op(1), as n→∞,
for some norm ‖·‖. Based on our deterministic inequalities in previous sections, we
can provide precise statements of uniform convergence. We provide only one such
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result similar to Corollary 7.3. To state the results, define for M ⊆ {1, 2, . . . , p}
and θ ∈ R|M |,
Lˆn,M(θ) :=
1
n
n∑
i=1
h(Xi(M))ℓ(θ
⊤Xi(M), Yi).
Also, set
δn,M := 1.5
∥∥∥[∇2Lˆn(βn,M)]−1∇Lˆn(βn,M)∥∥∥
2
.
Corollary 7.4. Suppose
max
1≤i≤n
max
M∈M
C (‖Xi(M)‖2 δn,M , Yi) ≤
4
3
,
then for eachM ∈M, there exists a unique vector βˆn,M ∈ R|M | satisfying∇Lˆn(βˆn,M) =
0 and∥∥∥βˆn,M − βn,M + [∇2Lˆn(βn,M)]−1∇Lˆn(βn,M)∥∥∥
2
≤
[
max
1≤i≤n
C(‖Xi(M)‖2 δn,M)− 1
]
δn,M .
Proof. The proof follows trivially from Corollary 3.1.
As in Section 7.2, the linear expansion result of Corollary 7.4 above proves that
βˆn,M − βn,M = (1 + op(1))[∇2Lˆn(βn,M)]−1∇Lˆn(βn,M) uniformly for M ∈M.
Therefore, one can apply various bootstrap schemes to evaluate quantiles or ap-
proximate the distribution of {βˆn,M − βn,M : M ∈ M} under various dependence
settings. For simplicity and concreteness, we have dealt with covariate selection
here and using techniques from previous section, it is not difficult to also con-
sider post-selection inference problems related to family of transformations on the
covariates/response.
8. Conclusions and Future Work
In this work, we have provided deterministic inequalities for a class of smooth M-
estimators that unify the classical asymptotic analysis under various dependence
settings. Furthermore, these inequalities readily yield tail bounds for estimation
errors as well as asymptotic expansions. A connection between these deterministic
inequalities and semilocal convergence analysis of iterative algorithms is estab-
lished.
Throughout the paper we have considered only twice differentiable loss functions.
It is of interest to understand the non-smooth loss functions like the absolute de-
viation, Huber’s loss from the viewpoint of deterministic inequalities. As described
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in Section 2, several iterative algorithms exist with linear/superlinear convergence
also for non-smooth functions. We hope to present similar deterministic inequalities
for non-smooth M-estimators in the future.
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Appendix A: Proofs of Results in Section 2
A.1. Proof of Theorem 2.1
Proof. The proof essentially from the arguments of Yuan and Jennrich (1998) but
it was stated there with the hypothesis of continuous differentiability of f(·). Only
everywhere differentiability of f(·) is required. Define
ϕ(θ) := θ −A−1f(θ).
To finish the proof it is enough to show that there exists a fixed point for ϕ(·) in
B(θ0, r). Let I represent the identity matrix in R
q. Since
∇ϕ(θ) = I − A−1∇f(θ) = A−1 (A−∇f(θ)) ,
and for all θ ∈ B(θ0, r), ‖∇ϕ(θ)‖op ≤ ε by (3). This implies that ϕ(·) is a contrac-
tion mapping on B(θ0, r) with contraction constant ε. Also, since (4) implies
‖ϕ(θ0)− θ0‖2 =
∥∥A−1f(θ0)∥∥2 ≤ r(1− ε),
it follows that for θ ∈ B(θ0, r),
‖ϕ(θ)− θ0‖2 ≤ ‖ϕ(θ)− ϕ(θ0)‖2 + ‖ϕ(θ0)− θ0‖2 ≤ ε ‖θ − θ0‖2 + r(1− ε) ≤ r.
Thus, ϕ : B(θ0, r)→ B(θ0, r) is a contraction and hence has a unique fixed point
in B(θ0, r) by the fixed point theorem. See Loomis and Sternberg (1968, Theorem
9.1) for more details on contraction mapping fixed point theorem.
Now observe that by a first order Taylor series expansion
0 = f(θ⋆) = f(θ0) +∇f(θ¯) (θ − θ0) ,
for some θ¯ that lies on the line segment joining θ⋆ and θ0. Thus,
−A−1f(θ0) = A−1∇f(θ¯) (θ⋆ − θ0) . (30)
Since θ⋆ ∈ B(θ0, r), it follows that θ¯ ∈ B(θ0, r) and so, by (3),∥∥A−1(A−∇f(θ¯))∥∥
op
≤ ε ⇒ (1− ε)I  A−1∇f(θ¯)  (1 + ε)I.
Therefore, A−1∇f(θ¯) is invertible and (30) leads to,
‖θ⋆ − θ0‖2 =
∥∥∥(A−1∇f(θ¯))−1A−1f(θ0)∥∥∥
2
,
and
1
1 + ε
∥∥A−1f(θ0)∥∥2 ≤ ‖θ⋆ − θ0‖2 ≤ 11− ε ∥∥A−1f(θ0)∥∥2 .
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A.2. Proof of Theorem 2.2
Proof. Define
ε := 1/3, and r := 1.5
∥∥(∇f(θ0))−1f(θ0)∥∥2 .
From these definitions, it is clear that∥∥(∇f(θ0))−1f(θ0)∥∥2 = r(1− ε),
and∥∥(∇f(θ0))−1(∇f(θ0)−∇f(θ))∥∥op ≤ L ‖θ − θ0‖α2
≤ Lrα ≤ L
(1− ε)α
∥∥(∇f(θ0))−1f(θ0)∥∥α2 ≤ 1/3,
under the assumption (6). Therefore, the conditions of Theorem 2.1 are satisfied
and so, there exists a unique solution θ⋆ ∈ B(θ0, r) satisfying f(θ⋆) = 0. Also, it
follows that
‖θ⋆ − θ0‖2 ≤ 1.5
∥∥(∇f(θ0))−1f(θ0)∥∥2 .
Observe now that∥∥θ0 − (∇f(θ0))−1f(θ0)− θ⋆∥∥2 = ∥∥(∇f(θ0))−1 (−f(θ0)− [∇f(θ0)](θ⋆ − θ0))∥∥2
=
∥∥(∇f(θ0))−1 (f(θ⋆)− f(θ0)− [∇f(θ0)](θ⋆ − θ0))∥∥2
(a)
=
∥∥(∇f(θ0))−1 (∇f(θ¯)−∇f(θ0)) (θ⋆ − θ0)∥∥2
≤ ∥∥(∇f(θ0))−1 (∇f(θ¯)−∇f(θ0))∥∥op ‖θ0 − θ⋆‖2
(b)
≤ L ‖θ0 − θ⋆‖1+α
≤ (1.5)1+αL ∥∥(∇f(θ0))−1f(θ0)∥∥1+α2 .
Equality (a) above follows from the mean-value theorem for some vector θ¯ that
lies on the line segment joining θ⋆, θ0 and inequality (b) follows from the fact∥∥θ¯ − θ0∥∥2 ≤ ‖θ0 − θ⋆‖2 .
Appendix B: Proofs of Results in Section 3
B.1. Proof of Theorem 3.1
Proof. To prove (9), we verify the assumptions of Theorem 2.1. Take in Theo-
rem 2.1,
f(θ) := [Qˆn(θ0)]−1Zˆn(θ), A := I, and r = δn(θ0), ε = 1
3
.
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Here I represents the identity matrix in Rq. Condition (4) is trivially satisfied since
∥∥A−1f(θ0)∥∥2 = ∥∥∥[Qˆn(θ0)]−1Zˆn(θ0)∥∥∥2 = 2δn(θ0)3 = (1− ε)δn(θ0). (31)
To verify condition (3), note that∥∥A−1 (A−∇f(θ))∥∥
op
=
∥∥∥[∇Zˆn(θ0)]−1 (∇Zˆn(θ0)−∇Zˆn(θ))∥∥∥
op
= sup
e∈Rq: ‖e‖2=1
∣∣∣∣∣ e⊤∇Zˆn(θ)ee⊤∇Zˆn(θ0)e − 1
∣∣∣∣∣ .
To control the right hand side above, note that by the definition of C(u, w),
e⊤∇Zˆn(θ)e = 1
n
n∑
i=1
e⊤∇L(θ,Wi)e ≤ 1
n
n∑
i=1
{
e⊤∇L(θ0,Wi)e
}
C(r,Wi),
e⊤∇Zˆn(θ0)e = 1
n
n∑
i=1
e⊤∇L(θ0,Wi)e ≤ 1
n
n∑
i=1
{
e⊤∇L(θ,Wi)e
}
C(r,Wi).
(32)
Thus under Assumption (A2), for all e ∈ Rq with ‖e‖2 = 1 and θ ∈ Rq such that
‖θ − θ0‖2 ≤ r,
3
4
≤ e
⊤Qˆn(θ)e
e⊤Qˆn(θ0)e
≤ 4
3
,
and so,
sup
θ∈Br(θ0)
∥∥A−1(A−∇f(θ0))∥∥op ≤ max{13 , 14
}
=
1
3
= ε. (33)
Inequalities (31) and (33) complete the verification of condition (4) and (3), respec-
tively with ε = 1/3. Therefore, by Theorem 2.1, we get that there exists θˆn ∈ Rq
satisfying
Zˆn(θˆn) = 0, and 1
2
δn(θ0) ≤
∥∥∥θˆn − θ0∥∥∥
2
≤ δn(θ0).
Thus, the first part of the result is proved.
To prove (10), note by a Taylor series expansion of Zˆn(θˆn) around θ0 that,
0 = Zˆn(θˆn) = Zˆn(θ0) + Qˆn(θ¯)
(
θˆn − θ0
)
,
for some θ¯ that lies on the line segment joining θˆn and θ0. Multiplying both sides
by Qˆn(θ0), we get
−[Qˆn(θ0)]−1Zˆn(θ0) = [Qˆn(θ0)]−1Qˆn(θ¯)
(
θˆ − θ0
)
. (34)
Arun K. Kuchibhotla/Deterministic Inequalities for M -estimators 38
By (32), it follows that
1
maxi C(δn(θ0),Wi)
Qˆn(θ0)  Qˆn(θ¯)  max
i
C(δn(θ0),Wi)Qˆn(θ0),
which implies that∥∥∥[Qˆn(θ0)]−1Qˆn(θ¯)− I∥∥∥
op
≤
(
max
1≤i≤n
C(δn(θ0),Wi)− 1
)
max
{
1,
1
maxi C(δn(θ0),Wi)
}
≤ max
1≤i≤n
C(δn(θ0),Wi)− 1,
since C(r, w) ≥ 1 for all r and w. Therefore, using (34), we obtain∥∥∥θˆn − θ0 + [Qˆn(θ0)]−1Zˆn(θ0)∥∥∥
2
≤
∥∥∥[Qˆn(θ0)]−1Qˆn(θ¯)− I∥∥∥
op
∥∥∥θˆn − θ0∥∥∥
2
≤ δn(θ0)
(
max
1≤i≤n
C(δn(θ0),Wi)− 1
)
.
This completes the proof.
B.2. Proof of Corollary 3.1
Proof. Take w = (x, y) and L(θ;w) = h(x)ℓ(x⊤θ, y) in Theorem 3.1. For this
function,
∇2L(θ, w) = h(x)ℓ′′(x⊤θ, y)xx⊤.
To verify assumption (A2), note that
sup
‖θ1−θ2‖2≤u
sup
e∈Rp:‖e‖2=1
e⊤∇2L(θ1, w)e
e⊤∇2L(θ2, w)e = sup‖θ1−θ2‖2≤u
ℓ′′(x⊤θ1, y)
ℓ′′(x⊤θ2, y)
≤ sup
|s−t|≤‖x‖2u
ℓ′′(s, y)
ℓ′′(t, y)
= C (‖x‖2 u, y) .
Therefore, under (13), assumption (A2) holds true and the result follows.
B.3. Proof of Proposition 3.1
Proof. For any four real non-negative numbers a, b, c and d,
min
{a
b
,
c
d
}
≤ a+ c
b+ d
≤ max
{a
b
,
c
d
}
. (35)
Suppose L1(·, ·) and L2(·, ·) be any two elements of CT . Fix two positive real num-
bers α, β and set L(θ, w) = αL1(θ, w) + βL2(θ, w). It follows that L(·, ·) is convex
in the first argument and
∇2L(θ, w) = α∇2L1(θ, w) + β∇2L2(θ, w).
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Fix u ≥ 0. Then for each θ1, θ2 satisfying ‖θ1 − θ2‖2 ≤ u, and e satisfying ‖e‖2 = 1,
e⊤∇2L(θ1, w)e
e⊤∇2L(θ2, w)e ≤ max
{
e⊤∇2L1(θ1, w)e
e⊤∇2L1(θ2, w)e,
e⊤∇2L2(θ1, w)e
e⊤∇2L2(θ2, w)e
}
≤ T (u, w),
by inequality (35). Therefore, L(·, ·) ∈ CT . Note that CT is a non-empty set since the
any function whose second derivative is a non-negative multiple of T (·, ·) belongs
to CT .
Appendix C: Proofs of Results in Section 4
C.1. A Preliminary Lemma
We need to following lemma for the proof of Theorem 4.1. The result is similar to
Lemma A2 of Hjort and Pollard (2011).
Lemma C.1. Suppose K(t) := logR(t), where
R(t) :=
n∑
i=1
wi exp(ait) for wi ≥ 0, ai ∈ R.
Assume that not all wi’s are zero. Then K(t) is convex with derivatives
K ′(t) =
n∑
i=1
aivi(t) =: a¯(t), and K
′′(t) =
n∑
i=1
vi(t) {ai − a¯(t)}2 ,
where vi(t) := wi exp(ait)/R(t) for 1 ≤ i ≤ n. Furthermore, for t ∈ R and for all
0 ≤ |s| ≤ |t|,
max
{∣∣∣∣K ′′(s)K ′′(0) − 1
∣∣∣∣ , ∣∣∣∣K ′′(0)K ′′(s) − 1
∣∣∣∣} ≤ 4µn|t| exp(4µn|t|),
where µn := max1≤i≤n |ai − a¯(0)| .
Proof. It is easy to verify that
K ′(t) =
R′(t)
R(t)
=
∑n
i=1wiai exp(ait)
R(t)
=
n∑
i=1
aivi(t).
Thus,
K ′′(t) =
R′′(t)
R(t)
− (a¯(t))2 =
n∑
i=1
a2i vi(t)−
(
n∑
i=1
aivi(t)
)2
=
n∑
i=1
vi(t) {ai − a¯(t)}2 .
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Since K ′′(t) ≥ 0 for all t ≥ 0, K(·) is a convex function.
To prove the second part, fix s satisfying |s| ≤ |t|. Clearly,
vi(s) =
wi exp(ais)
R(s)
=
wi
R(0)
[
exp(ais)
∑n
j=1wj∑n
j=1wj exp(ajs)
]
= vi(0)(1 + εi(s)),
where
1 + εi(s) :=
exp(ais)
∑n
j=1wj∑n
j=1wj exp(ajs)
=
exp({ai − a¯(0)}s)
∑n
j=1wj∑n
j=1wj exp({aj − a¯(0)}s)
.
It is easy to check that
min
1≤j≤n
exp ({aj − a¯(0)}s) ≤
∑n
j=1wj exp({aj − a¯(0)}s)∑n
j=1wj
≤ max
1≤j≤n
exp ({aj − a¯(0)}s) .
Therefore, for all |s| ≤ |t| and 1 ≤ i ≤ n,
exp (−µn|t|) ≤ 1 + εi(s) ≤ exp (µn|t|) . (36)
This implies that
max
{
vi(s)
vi(0)
,
vi(0)
vi(s)
}
≤ exp(µn|t|). (37)
Observe that
K ′′(s) =
n∑
i=1
vi(s) (ai − a¯(s))2
=
n∑
i=1
vi(0)(1 + εi(s)) (ai − a¯(0) + a¯(0)− a¯(s))2
=
n∑
i=1
vi(0)(ai − a¯(0))2(1 + εi(s)) +
n∑
i=1
vi(0)(a¯(0)− a¯(s))2(1 + εi(s))
+ 2
n∑
i=1
vi(0)(ai − a¯(0))(a¯(0)− a¯(s))(1 + εi(s)).
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We now subtract K ′′(0) and bound the remainder.
|K ′′(s)−K ′′(0)|
≤
n∑
i=1
vi(0)(ai − a¯(0))2εi(s) + |a¯(0)− a¯(s)|2
n∑
i=1
vi(0)(1 + εi(s))
+ 2 |a¯(0)− a¯(s)| ×
∣∣∣∣∣
n∑
i=1
vi(0)(ai − a¯(0))(1 + εi(s))
∣∣∣∣∣
≤ K ′′(0) (exp(µn|t|)− 1) + |a¯(0)− a¯(s)|2 max
1≤i≤n
(1 + εi(s))
+ 2 |a¯(0)− a¯(s)|
(
n∑
i=1
vi(0)(ai − a¯(0))2
)1/2( n∑
i=1
vi(0)(1 + εi(s))
2
)1/2
≤ K ′′(0) (exp(µn|t|)− 1) + |a¯(0)− a¯(s)|2 max
1≤i≤n
(1 + εi(s))
+ 2 |a¯(0)− a¯(s)| (K ′′(0))1/2 max
1≤i≤n
(1 + εi(s))
≤ K ′′(0) (exp(µn|t|)− 1) + |a¯(0)− a¯(s)|2 exp(2µn|t|)
+ 2 |a¯(0)− a¯(s)| (K ′′(0))1/2 exp(µn|t|).
(38)
Here the last inequality follows from inequality (36). To bound |a¯(0)− a¯(s)|, note
that
|a¯(0)− a¯(s)| =
∣∣∣∣∣
n∑
i=1
vi(s)(ai − a¯(0))
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
vi(0)(ai − a¯(0))(1 + εi(s))
∣∣∣∣∣
(a)
=
∣∣∣∣∣
n∑
i=1
vi(0)(ai − a¯(0))εi(s)
∣∣∣∣∣
≤
(
n∑
i=1
vi(0)ε
2
i (s)
)1/2( n∑
i=1
vi(0)(ai − a¯(0))2
)1/2
≤ (K ′′(0))1/2(exp(µn|t|)− 1),
where the equality (a) follows from the fact that a¯(0) =
∑
vi(0)ai and
∑
vi(0) = 1.
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Substituting this inequality in (38), we get
|K ′′(s)−K ′′(0)| ≤ K ′′(0)(exp(µn|t|)− 1) +K ′′(0) exp(2µn|t|)(exp(µn|t|)− 1)2
+ 2K ′′(0) exp(µn|t|)(exp(µn|t|)− 1)
= K ′′(0)(exp(µn|t|)− 1) [1 + exp(2µn|t|)(exp(µn|t|)− 1) + 2 exp(µn|t|)]
≤ K ′′(0)(exp(µn|t|)− 1) [1 + exp(3µn|t|) + 2 exp(3µn|t|)]
≤ 4K ′′(0)(exp(µn|t|)− 1) exp(3µn|t|)
≤ 4K ′′(0)µn|t| exp(4µn|t|).
Therefore, for all |s| ≤ |t|,∣∣∣∣K ′′(s)K ′′(0) − 1
∣∣∣∣ ≤ 4µn|t| exp(4µn|t|).
The bound for K ′′(0)/K ′′(s) follows the same line of argument as (38) and finally
use inequality (37).
C.2. Proof of Theorem 4.1
Proof. To prove (15), we verify the assumptions of Theorem 2.1 with
f(β) := [∇Zˆn(β0)]−1Zˆn(β), A := I and r := δn(β0), ε = 1/3.
Assumption (4) is trivially satisfied by the definition of r and to verify Assump-
tion (3), it is enough to verify for all ν ∈ Rp with ‖ν‖2 ≤ r, that∥∥∥[∇Zˆn(β0)]−1 (∇Zˆn(β0)−∇Zˆn(β0 + ν))∥∥∥
op
≤ 1/3. (39)
For any fixed 0 ≤ s <∞, ν ∈ Rp, define
K(ℓ) := log
(
n∑
i=1
wi exp (aiℓ)
)
,
where
wi := H2(Xi,s)Yi(s) exp
(
β⊤0 Xi,s
)
and ai = ν
⊤Xi,s.
Then K(ℓ) = logRn(s, β0 + ℓν). As in Lemma C.1, set
µ˜n := max
1≤i≤n
|ai − a¯(0)| = max
1≤i≤n
∣∣ν⊤ (Xi,s − X¯n,s(β0))∣∣ . (40)
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It is evident that
Zˆn(β0 + ℓν) =
n∑
i=1
∫ ∞
0
H1(Xi,s) {K ′(ℓ)−Xi,s} dNi(s),
d
dβ
Zˆn(β)
∣∣∣∣
β=β0+ℓν
=
n∑
i=1
∫ ∞
0
H1(Xi,s) {K ′′(ℓ)} dNi(s),
d
dβ
Zˆn(β)
∣∣∣∣
β=β0
=
n∑
i=1
∫ ∞
0
H1(Xi,s) {K ′′(0)} dNi(s).
The dependence ofK(·) on s is suppressed in the formulas above. From Lemma C.1,
we have for all 0 ≤ ℓ ≤ 1,
K ′′(0) [1− 4µ˜n exp(4µ˜n)] ≤ K ′′(ℓ) ≤ K ′′(0) [1 + 4µ˜n exp(4µ˜n)] (41)
Clearly from the definition (40),
µ˜n ≤ µn(s) ‖ν‖2 ≤ µn(s)r = µn(s)δn(β0) ≤ 1/16.
Hence, 4µ˜n ≤ 1/4 and so, 4µ˜n exp(4µ˜n) ≤ 1/3. Substituting this inequality in (41),
we get
2
3
K ′′(0) ≤ K ′′(1) ≤ 4
3
K ′′(0),
and so,
2
3
∇Zˆn(β0)  ∇Zˆn(β0 + ν)  4
3
∇Zˆn(β0),
proving (39) for all ‖ν‖2 ≤ r and M ∈ M. Hence from Theorem 2.1, we get that
there exists a solution βˆn such that
Zˆn(βˆn) = 0 and δn(β0)
2
≤
∥∥∥βˆn − β0∥∥∥
2
≤ 2δn(β0).
To prove the linear representation part of the result, we follow the proof of
Theorem 3.1. By a Taylor series expansion, we get that
0 = Zˆn(βˆn) = Zˆn(β0) +∇Zˆn(β¯)
(
βˆn − β0
)
,
for some vector β¯ that lies on the line segment between β0 and βˆn. This implies
that
−[∇Zˆn(β0)]−1Zˆn(β0) = [∇Zˆn(β0)]−1∇Zˆn(β¯)(βˆn − β0).
From (41), it follows that
(1− γn) I  [∇Zˆn(β0)]−1∇Zˆn(β¯)  (1 + γn) I,
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where
γn = 4 sup
0≤s<∞
µn(s)δn(β0) exp
(
4 sup
0≤s<∞
µn(s)δn(β0)
)
≤ 4e1/4 sup
0≤s<∞
µn(s)δn(β0).
Therefore, ∥∥∥βˆ − β0 + [Jˆn(β0)]−1Zˆn(β0)∥∥∥
2
≤ 8e1/4 sup
0≤s<∞
µn(s)δ
2(β0).
Appendix D: Proofs of Results in Section 5
D.1. Proof of Corollary 5.1
Proof. We will verify the assumptions of Theorem 2.2. First note that
Fn(θ) =
1
n
n∑
i=1
(
Yi − g(X⊤i θ)
)2
,
∇Fn(θ) = −2
n
n∑
i=1
(
Yi − g(X⊤i θ)
)
g′(X⊤i θ)Xi,
∇2Fn(θ) = 2
n
n∑
i=1
{
g′(X⊤i θ)
}2
XiX
⊤
i −
2
n
n∑
i=1
(
Yi − g(X⊤i θ)
)
g′′(X⊤i θ)XiX
⊤
i .
Thus for any θ ∈ Rp,
∇2Fn(θ)−∇2Fn(θ0) = 2
n
n∑
i=1
{(
g′(X⊤i θ)
)2 − (g′(X⊤i θ0))2}XiX⊤i
− 2
n
n∑
i=1
{
(Yi − g(X⊤i θ))g′′(X⊤i θ)− (Yi − g(X⊤i θ0))g′′(X⊤i θ0)
}
XiX
⊤
i
=: I − II.
From assumption (NR), we get that for any 1 ≤ i ≤ n,∣∣∣(g′(X⊤i θ))2 − (g′(X⊤i θ0))2∣∣∣ ≤ C21(Xi) ‖θ − θ0‖22 + 2C1(Xi)|g′(X⊤i θ0)| ‖θ − θ0‖2 ,
and∣∣(Yi − g(X⊤i θ))g′′(X⊤i θ)− (Yi − g(X⊤i θ0))g′′(X⊤i θ0)∣∣
≤ ∣∣(Yi − g(X⊤i θ0))∣∣C2(Xi) ‖θ − θ0‖α2 + C0(Xi) [|g′′(X⊤i θ0)| ‖θ − θ0‖2 + C2(Xi) ‖θ − θ0‖1+α2 ]
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Therefore,∥∥(∇2Fn(θ0))−1 (∇2Fn(θ)−∇2Fn(θ0))∥∥op
≤
∥∥∥∥∥ 2n
n∑
i=1
C21(Xi) (∇2Fn(θ0))−1XiX⊤i
∥∥∥∥∥
op
‖θ − θ0‖22
+
∥∥∥∥∥ 2n
n∑
i=1
C0(Xi)C2(Xi) (∇2Fn(θ0))−1XiX⊤i
∥∥∥∥∥
op
‖θ − θ0‖1+α2
+
∥∥∥∥∥ 2n
n∑
i=1
{
2C1(Xi)|g′(X⊤i θ0)|+ C0(Xi)|g′′(X⊤i θ0)|
}
(∇2Fn(θ0))−1XiX⊤i
∥∥∥∥∥
op
‖θ − θ0‖2
+
∥∥∥∥∥ 2n
n∑
i=1
C2(Xi)|Yi − g(X⊤i θ0)| (∇2Fn(θ0))−1XiX⊤i
∥∥∥∥∥
op
‖θ − θ0‖α2
≤ L2(θ0) ‖θ − θ0‖22 + L1+α ‖θ − θ0‖1+α2 + L1(θ0) ‖θ − θ0‖2 + Lα(θ0) ‖θ − θ0‖α2 .
This completes the verification of condition (5) of Theorem 2.2 with right hand
side there replaced by ω(‖θ − θ0‖2), where for r ≥ 0,
ω(r) = L2(θ0)r
2 + L1+α(θ0)r
1+α + L1(θ0)r + Lα(θ0)r
α.
Following the proof of Theorem 2.2, the assumption (16) implies the result.
Appendix E: Proofs of Results in Section 6
E.1. Proof of Corollary 6.1
Proof. Define the function
gn(β, ν) :=
[
∇Fn(β) + A⊤ν
Aβ − b
]
.
It follows that
∇gn(β, ν) :=
[
∇2Fn(β) A⊤
A 0
]
.
So, β⋆ is a solution of the optimization problem if there exists a vector ν⋆ such
that gn(β
⋆, ν⋆) = 0. From Theorem 2.2, it follows that if
∥∥[∇gn(β0, ν0)]−1 (∇gn(β, ν)−∇gn(β0, ν0))∥∥op ≤ L
∥∥∥∥∥
(
β
ν
)
−
(
β0
ν0
)∥∥∥∥∥
α
2
, (42)
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for (β, ν) in a ball around (β0, ν0) and if∥∥[∇gn(β0, ν0)]−1gn(β0, ν0)∥∥2 ≤ (3L)−1/α. (43)
First note that
∇gn(β, ν)−∇gn(β0, ν0) =
[
∇2Fn(β)−∇2Fn(β0) 0
0 0
]
,
and using the inverse of a block matrix, we get [∇gn(β0, ν0)]−1 (∇gn(β, ν)−∇gn(β0, ν0))
is given by[
{I − [∇2Fn(β0)]−1A⊤(A[∇2Fn(β0)]−1A⊤)−1A}[∇2Fn(β0)]−1[∇2Fn(β)−∇2Fn(β0)] 0
0 0
]
.
This implies that∥∥[∇gn(β0, ν0)]−1 (∇gn(β, ν)−∇gn(β0, ν0))∥∥op
≤ ∥∥I − [∇2Fn(β0)]−1A⊤(A[∇2Fn(β0)]−1A⊤)−1A∥∥op ∥∥[∇2Fn(β0)]−1[∇2Fn(β)−∇2Fn(β0)]∥∥op .
Since ∥∥[∇2Fn(β0)]−1A⊤(A[∇2Fn(β0)]−1A⊤)−1A∥∥op
=
∥∥[∇2Fn(β0)]−1A⊤(A[∇2Fn(β0)]−1A⊤)−1A[∇2Fn(β0)]−1A⊤∥∥op = 1,
we get that∥∥[∇gn(β0, ν0)]−1 (∇gn(β, ν)−∇gn(β0, ν0))∥∥op ≤ ∥∥[∇2Fn(β0)]−1[∇2Fn(β)−∇2Fn(β0)]∥∥op .
This proves the condition (42). For condition (43), note that
gn(β0, ν0) =
[
∇Fn(β0) + A⊤ν0
0
]
.
Again using the inverse of a block matrix, we get that [∇gn(β0, ν0)]−1gn(β0, ν0) is[
{I − [∇2Fn(β0)]−1A⊤(A[∇2Fn(β0)]−1A⊤)−1A}[∇2Fn(β0)]−1(∇Fn(β0) + A⊤ν0)(
A[∇2Fn(β0)]−1A⊤
)−1
A[∇2Fn(β0)]−1(∇Fn(β0) + A⊤ν0)
]
.
By the same reasoning, we have that∥∥[∇gn(β0, ν0)]−1gn(β0, ν0)∥∥2
≤
(
1 +
∥∥(A[∇2Fn(β0)]−1A⊤)−1A∥∥op)∥∥[∇2Fn(β0)]−1(∇Fn(β0) + A⊤ν0)∥∥2 .
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Appendix F: Proofs of Results in Section 7
Proof of Corollary 7.1. Theorem 3.1 implies that∥∥∥θˆ−I,n − θˆn + T−I,n∥∥∥
2
≤ max
1≤i≤n,
i 6=I
{
C
(
1.5 ‖T−I,n‖2 ,Wi
)− 1} 1.5 ‖T−I,n‖2 , (44)
if
max
1≤i≤n, i 6=I
C
(
1.5 ‖T−I,n‖2 ,Wi
) ≤ 4
3
, (45)
where
T−I,n :=
( ∑
1≤i≤n, i 6=I
∇2L(θˆn,Wi)
)−1 ∑
1≤i≤n, i 6=I
∇L(θˆn,Wi).
To prove the result from this inequality, we need to simplify and control T−I,n and
‖T−I,n‖2. Since θˆn is the solution of the equation (23), we get for all 1 ≤ I ≤ n,∑
1≤i≤n, i 6=I
∇L(θˆn,Wi) = −∇L(θˆn,WI).
Also, note that∥∥∥T−I,n + n−1Qˆ−1n ∇L(θˆn,WI)∥∥∥
2
≤
∥∥∥I − (nQˆn −∇2L(θˆn,WI))−1nQˆn∥∥∥
op
∥∥∥n−1Qˆ−1n ∇L(θˆn,WI)∥∥∥
2
=
∥∥∥I − (I − n−1Qˆ−1n ∇2L(θˆn,WI))−1∥∥∥
op
∥∥∥n−1Qˆ−1n ∇L(θˆn,WI)∥∥∥
2
=
∥∥∥(I − n−1Qˆ−1n ∇2L(θˆn,WI))−1n−1Qˆ−1n ∇2L(θˆn,WI)∥∥∥
op
∥∥∥n−1Qˆ−1n ∇L(θˆn,WI)∥∥∥
2
≤
n−2
∥∥∥Qˆ−1n ∇2L(θˆn,WI)∥∥∥
op
1− n−1
∥∥∥Qˆ−1n ∇2L(θˆn,WI)∥∥∥
op
∥∥∥Qˆ−1n ∇L(θˆn,WI)∥∥∥
2
= n−1
∥∥∥Qˆ−1n ∇2L(θˆn,WI)∥∥∥
op
δI,n.
From this inequality, it follows that ‖T−I,n‖2 ≤ δI,n. This inequality implies that
condition (45) is satisfied if
max
1≤i≤n, i 6=I
C (1.5δI,n,Wi) ≤ 4
3
,
which in turn implied by the condition (24). Substituting the inequalities above
in (44), we get∥∥∥θˆ−I,n − θˆn − n−1Qˆ−1n ∇L(θˆn,WI)∥∥∥
2
≤ 3
2
[
max
1≤i≤n, i 6=I
C(1.5δI,n,Wi)− 1 + n−1
∥∥∥Qˆ−1n ∇2L(θˆn,WI)∥∥∥
op
]
δI,n.
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Proof of Corollary 7.2. Theorem 3.1 implies that∥∥∥θˆ−I,n − θˆn + T−I,n∥∥∥
2
≤ max
1≤i≤n, i/∈I
{
C
(
1.5 ‖T−I,n‖2 ,Wi
)− 1} 1.5 ‖T−I,n‖2 , (46)
if
max
1≤i≤n, i 6=I
C
(
1.5 ‖T−I,n‖2 ,Wi
) ≤ 4
3
, (47)
where
T−I,n :=
( ∑
1≤i≤n, i/∈I
∇2L(θˆn,Wi)
)−1 ∑
1≤i≤n, i/∈I
∇L(θˆn,Wi).
To prove the result from this inequality, we need to simplify and control T−I,n and
‖T−I,n‖2. Since θˆn is the solution of the equation (23), we get for all 1 ≤ I ≤ n,∑
1≤i≤n, i/∈I
∇L(θˆn,Wi) = −
∑
i∈I
∇L(θˆn,WI).
Also, note that∥∥∥∥∥T−I,n + n−1Qˆ−1n ∑
i∈I
∇L(θˆn,WI)
∥∥∥∥∥
2
≤
∥∥∥∥∥∥I −
(
nQˆn −
∑
i∈I
∇2L(θˆn,Wi)
)−1
nQˆn
∥∥∥∥∥∥
op
∥∥∥∥∥n−1Qˆ−1n ∑
i∈I
∇L(θˆn,WI)
∥∥∥∥∥
2
=
∥∥∥∥∥∥I −
(
I − n−1Qˆ−1n
∑
i∈I
∇2L(θˆn,Wi)
)−1∥∥∥∥∥∥
op
∥∥∥∥∥n−1Qˆ−1n ∑
i∈I
∇L(θˆn,WI)
∥∥∥∥∥
2
=
∥∥∥∥∥∥
(
I − n−1Qˆ−1n
∑
i∈I
∇2L(θˆn,Wi)
)−1
n−1Qˆ−1n
∑
i∈I
∇2L(θˆn,Wi)
∥∥∥∥∥∥
op
∥∥∥∥∥n−1Qˆ−1n ∑
i∈I
∇L(θˆn,WI)
∥∥∥∥∥
2
≤
n−1
∥∥∥Qˆ−1n ∑i∈I ∇2L(θˆn,Wi)∥∥∥
op
1− n−1
∥∥∥Qˆ−1n ∑i∈I ∇2L(θˆn,Wi)∥∥∥
op
∥∥∥∥∥n−1Qˆ−1n ∑
i∈I
∇L(θˆn,WI)
∥∥∥∥∥
2
= n−1
∥∥∥∥∥Qˆ−1n ∑
i∈I
∇2L(θˆn,Wi)
∥∥∥∥∥
op
δI,n.
From this inequality, it follows that ‖T−I,n‖2 ≤ δI,n. This inequality implies that
condition (47) is satisfied if
max
1≤i≤n, i/∈I
C (1.5δI,n,Wi) ≤ 4
3
,
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which in turn implied by the condition (24). Substituting the inequalities above
in (46), we get∥∥∥∥∥θˆ−I,n − θˆn − n−1Qˆ−1n ∑
i∈I
∇L(θˆn,WI)
∥∥∥∥∥
2
≤ 3
2
 max
1≤i≤n, i/∈I
C(1.5δI,n,Wi)− 1 + n−1
∥∥∥∥∥Qˆ−1n ∑
i∈I
∇2L(θˆn,Wi)
∥∥∥∥∥
op
 δI,n.
