ABSTRACT , is emerging as the primary medium for wireless Internet access. Cellular carriers are increasingly offloading their traffic to Wi-Fi Access Points to overcome capacity challenges, limited RF spectrum availability, cost of deployment, and keep up with the traffic demands driven by user generated content. The ubiquity of Wi-Fi and its emergence as a universal wireless interface makes it the perfect tracking device. The Wi-Fi offloading trend provides ample opportunities for adversaries to collect samples (e.g., Wi-Fi probes) and track the mobility patterns and location of users. In this work, we show that RF fingerprinting of Wi-Fi devices is feasible using commodity software defined radio platforms. We developed a framework for reproducible RF fingerprinting analysis of Wi-Fi cards. We developed a set of techniques for distinguishing Wi-Fi cards, most are unique to the IEEE802.11a/g/p standard, including scrambling seed pattern, carrier frequency offset, sampling frequency offset, transient ramp-up/down periods, and a symmetric Kullback-Liebler divergence-based separation technique. We evaluated the performance of our techniques over a set of 93 Wi-Fi devices spanning 13 models of cards. In order to assess the potential of the proposed techniques on similar devices, we used 3 sets of 26 Wi-Fi devices of identical model. Our results, indicate that it is easy to distinguish between models with a success rate of 95%. It is also possible to uniquely identify a device with 47% success rate if the samples are collected within a 10s interval of time.
INTRODUCTION
Wi-Fi is emerging as the primary medium for wireless Internet access. Cellular carriers are increasingly offloading their traffic to Wi-Fi Access Points (APs) to overcome capacity challenges, limited RF spectrum availability, cost of deployment, and keep up with the traffic demands driven by user generated content. Wi-Fi offloading is facilitated by 3GPP standards for Non-3GPP Access Networks Discovery and Roaming [1] , IETF seamless USIM-based strong authentication and secure communication protocols such as EAP-SIM/AKA [10, 13] . Studies forecast a sustained 50% yearly Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. growth in Wi-Fi offloading for many years to come [22, 23, 25] . This trend is paved by the increasing deployments of Hotspot 2.0 (HS2) Access Points enabled by seamless handover across networks implementing the IEEE 802.11u amendment [15] . Moreover, manufacturers of laptops and streaming devices, such as the Apple MacBook Pro and the Roku streaming player, are removing Ethernet ports and entirely relying on Wi-Fi, and several new variants of Wi-Fi are being developed to suit different environments (e.g., IEEE 802.11p for vehicular networking and IEEE 802.11af for TV white spaces).
The ubiquity of Wi-Fi and its emergence as a universal wireless interface makes it the perfect tracking device. The Wi-Fi offloading trend provides ample opportunities for adversaries to collect samples (e.g., Wi-Fi probes) and track the mobility patterns and location of users. The simplest way of tracking users consists of extracting the MAC address of probe packets periodically transmitted by Wi-Fi cards. This is known to be exploited by government agencies, marketing companies, and location analytics firms. In shopping malls for instance, companies such as Euclid Analytics state on their website that they collect "the presence of the device, its signal strength, its manufacturer (Apple, Samsung, etc.), and a unique identifier known as its Media Access Control (MAC) address." [8] to analyze traffic patterns of users over large spatiotemporal durations of time. Another example is by startup Renew, which installed a large number of recycling bins in London with capability to track users. This allows Renew to identify if the person walking by is the same one from yesterday, even her specific route, walking speed [6, 27] . While information about the activities of data analytics and advertizing firms is public by the nature of their business, little is known about governments and cybercriminals Wi-Fi surveillance programs. The threats to privacy exploiting MAC address tracking triggered Apple to include a MAC address randomization feature in its iOS 8 release, receiving significant praise from privacy advocates [14] . Unfortunately, MAC address randomization is only the simplest and easiest to mitigate tracking techniques. Recent attacks demonstrated that it is feasible to infer Android devices routes using zero-permission sensors (i.e., gyroscope, accelerometers, and magnetometer) [18] . Such attack however focuses on devices in vehicles moving along roads and requires the installation of an App. On the other end of the spectrum, an adversary can potentially track a wireless device based on its physical layer characteristics. Variations in the fabrication process of silicon devices result in intrinsic random physical features that can potentially uniquely identify a device in a way difficult to compensate for or clone. The unique characteristics of the physical layer in wireless devices have even been considered for authentication purposes leading to the area of Physically Unclonable Func-tions (PUFs) [16, 19] . While researchers obtained mixed results with the use of physical charateristics of devices for authentication, the potential of fingerprinting for tracking devices is more serious. This is because, unlike in an authentication protocol where the authenticator needs a failure probability exponentially small in the security parameter, a tracking adversary only needs a reasonable probability to breach the privacy of users (e.g., if a given person is at home, office, cafe, entered a street). However, fingerprinting WiFi devices is challenging. In this work, we develop a framework for investigating Wi-Fi devices fingerprinting, at various layers of the network stack and that enables reproducibility and analysis. Our goal is to provide both a solid theoretical and experimental foundation for understanding Wi-Fi devices fingerprinting. Our contributions can be summarized as follows:
• Our first step towards a methodical analysis of Wi-Fi fingerprinting was to develop a full implementation of a Wi-Fi stack for the popular Ettus USRP Software Defined Radio platform. Our platform can iteratively process RF signals and easily analyze a variety of features.
• Our platform extracts all the characteristics from the PHY, MAC, and Link layers that can be exploited for fingerprinting. For instance at the Physical layer, we extract the carrier frequency offset, the sampling frequency offset, transmitter turn on/off transients, scrambling seed.
• We analyzed the potential of each technique and their combination on a set of 93 devices spanning 13 different models including three sets of 26 cards each (from reputable manufacturers).
• We discovered new differentiating factors such as the common seed subsequences, the distributions of carrier and sampling frequency offsets through the Kullback-Leibler distance, and the envelop of frame transients.
In Section 2, we present how the key Wi-Fi features are extracted using our SDR receiver. Section 3, describes our device fingerprinting and classification techniques. Section 4, presents our testbed, evaluation methodology, and results. Finally, we summarize the related and conclusions.
FEATURE EXTRACTION
In order to characterize and fingerprint Wi-Fi devices, we develop our own Wi-Fi receiver [32] using Software Defined Radio [11] running on the popular Universal Software Radio Peripheral (USRP [7] ). Our receiver is able to decode transmissions of rate up to 54 Mbps 1 . Unlike with commercial Wi-Fi adapters, it is easy to extract physical characteristics of the Wi-Fi signal with our SDR receiver. To better explain and discuss the features that we use for fingerprinting, we first give a brief overview of the procedure of receiving Wi-Fi signal.
Wi-Fi Receiver using SDR
Our SDR Wi-Fi receiver block diagram is shown in Figure 1 . The receiver consists of three main processing tasks: (1) baseband signal reception, (2) OFDM demodulation, and (3) data decoding. Except for the baseband signal reception handled in the USRP, the other two tasks are carried out on the host computer connected to the USRP. Packet decoding. A chain of three decoding blocks is applied on the binary data sequence produced by the OFDM demodulator. First, it is deinterleaved to scatter possible bit errors and allow the convolutional decoder to correct the errors and decode the data. Finally, the original frame is recovered by the descrambler.
Fingerprinting Overview
As our Wi-Fi receiver is SDR-based, we can easily allow the extraction of various physical characteristics of the Wi-Fi signal. While features such as constellation error vectors, channel state information, decoding metrics, or transmit spectrum have been used for fingerprinting and achieved good performance in previous work (e.g., [4, 5] and references therein), we found that in our experiments, those features are more affected by the environment than by the device imperfection. We conjecture that the production quality has been improved since then, making devices more identical. In this work, we instead focus on 4 features listed in Table 1 for fingerprinting.
The main idea of our fingerprinting system is as follows. We capture the transmitted frames in the form of a digital signal, and decode them to extract Physical and MAC information. We group the recorded digital samples of frames based on the MAC addresses and perform the classification/characterization for each group. The classification is done by computing the likelihood between features extracted from the samples and features belonging to known WiFi devices. It is worth noting that while existing machine learning algorithms (e.g., SVM) can be used for classification, it remains unclear how to tune parameters for achieving good accuracy. In this work, we design our own classification algorithms specically applied to the chosen physical features.
Extracting Scrambling Seed
According to the IEEE 802.11a/g standard, a Wi-Fi transmitter shall generate a new random scrambling seed for every transmission of a Physical Layer frame. However, not all chipset manufacturers follow the standard. Recent work [30] discovered that for some chipset manufacturers, scrambling seeds are generated in a free-wheeling mode with some specific shift distances which are used to distinguish the device models. In general, however, reverse engineering the seed generating algorithm is challenging as chipset manufacturers do not disclose their design. In our work, Figure 1 : IEEE 802.11a/g SDR receiver block diagram with feature extraction capabilities. we aim to design a generic classification technique that evaluates the likelihood of scrambling seed sequences based on the unique seed subsequences as seed signature. Our technique does not rely on the assumption that seeds are generated according to some shift distance, therefore it has the potential of distinguishing models that make use of their own algorithm for seed generation.
Recovering the Scrambling Seed
We briefly review the scrambling and descrambling processes defined in IEEE 802.11a/g/p.
Data scrambling. The binary data is scrambled by a special construction depicted in Figure 2 , where a 7-bit linear feedback shift register (LFSR) produces the scrambled bit y k at output by computing the exclusive-or (modulo-2 sum) of the input bit x k and the LFSR feedback value z k . The mathematical description of the scrambler in Figure 2 is given by
where x k , y k are the k-th input and output bits, while z k represents the feedback of the shift register at that time. We can represent the shift register's content by either a binary sequence z k−1 . . . z k−7 or a single decimal value
To prepare a packet for transmission, the transmitter prepends the packet by a 16-bit SERVICE field and appends it by tail and padding bits to create the DATA part of the Physical Layer frame (Figure 3) . The LFSR is initialized with a new seed value s and the first seven bits of SERVICE field are set to zero, then the whole DATA part is scrambled.
Recovering transmitter's seed. As seen in Equation (1), since
Consequently, an identical structure to the one described in Figure 2 is used for the descrambling process, where x k and y k switch roles. The unknown scrambling seed can be recovered by the receiver by relying on the fact that the first seven bits of the SERVICE field prior to scrambling are x0 = . . . = x6 = 0, resulting in a frame after scrambling having the first seven bits y0, . . . , y6 of SERVICE field as
From the relations in Equation (3), the receiver can recover the transmitter's original seed s by first computing its bit values
then deriving s based on Equation (2).
Seed Patterns
In this subsection, we study the characteristics of seed sequences generated by Wi-Fi devices. We first define the seed pattern P = (s1, . . . , s k ) as a sequence of seed values si corresponding to consecutive Physical Layer frames (regardless of frame types) sent by a transmitter. We emphasize that the consecutiveness is a required property in the definition of seed pattern. If a frame is lost in the middle, we observe two separate seed patterns. Based on experimental results, we identify the following classes of seed patterns generated by commercial Wi-Fi devices.
• Fixed: The same seed value is used for all transmitted frame: P = (s, s, . . . , s).
• Incremental: Seed value is incremented after every transmitted frame: P = (s, s + 1, . . . , s + k). Due to lost packets, a seed sequence may contain multiple incremental patterns.
• Repeated pattern: A group of seed values is repeated for some number of times. After that, a new group of seed values is selected and repeated in the same manner. The sequence may be observed as P1, . . . , P1, P2, . . . , P2, . . ..
• Pseudo-random: Seed values are pseudo-randomly generated: P = (s1, . . . , s k ) for random si and large k.
Characteristics. While seed patterns such as fixed or incremental can be easily recognized by observing a few seed values, the repeated and pseudo-random patterns are less trivial to understand. Based on experiments of multiple transmissions from different WiFi models, we found the following characteristics of non-trivial seed sequences.
• Non-zero: Zero is never used by any device as a scrambling seed. This is also advised by the standard to avoid sending biased data stream. • Uniform: For a long enough transmission, seed distribution is actually uniform. This property indicates that a good classification algorithm should not solely rely on seed distribution to distinguish them.
• Retransmission sensitive: For some Wi-Fi chipsets, a retransmission can terminate the ongoing seed pattern and start a different pattern. This implies that those chipsets take into account the state of retransmission. In the classifier, the algorithm should be able to distinguish this pattern behavior due to retransmissions.
Later in Section 3.1, we discuss our method for classifying the device based on these scrambling seed characteristics.
Extracting Frequency Offset
The high spectral efficiency of IEEE 802.11a/g/p systems heavily relies on the subcarrier orthogonality, which allows the adjacent subcarriers to overlap each other to increase the bandwidth efficiency. However, the trade-off that OFDM systems make is that they are very sensitive to factors impacting the carrier orthogonality. One notable factor is the carrier frequency offset (CFO) caused by the typical slight frequency difference between the transmitter and receiver crystal oscillators, which directly impacts the downconversion of the RF signal to baseband signal. The effect of CFO is the shift of the subcarriers in the frequency domain, resulting in the loss of orthogonality at the receiver. Another factor, which received less attention in the community but also greatly reduces the OFDM signal quality, is the sampling frequency offset (SFO) due to the unsynchronized sampling rate between the two RF front ends [21, 29] . The SFO causes the constellation symbols to rotate in the frequency domain. In typical low-cost RF devices, downconversion and sampling tasks are driven by the same clock. Therefore, CFO and SFO are both usually present in OFDM communications. In our fingerprinting system, we also exploit these factors to distinguish between Wi-Fi devices.
Carrier Frequency Offset
Due to the presence of a carrier frequency offset θ, every transmitted time-domain symbol sn at discrete time n is rotated with a phase offset nθ and seen at the receiver as rn = sne jnθ . In other words, the CFO makes the signals rotate in the time-domain. In order to avoid loss of orthogonality of subcarriers, the CFO must be compensated before the signal is transformed into the frequency domain. We estimate the CFO based on the special structure of the preamble, which consists of two parts: the first part comprises 10 identical short symbols, and the second part is composed of 2 identical long symbols ( Figure 4 ). The repeated preamble symbols lead to an efficient estimation of CFO [26] as follows.
Estimation. Let us focus on short preamble symbols each containing L = 16 samples. For every time instant n, we compute the auto-correlation of rn at lag L as A = L−1 k=0 r n+k+L r * n+k , where * denotes the complex conjugate. When the frame preamble {pn} is found in the received signal, i.e., rn = pne jnθ , we obtain
where the second equality is due to the repeated property of preamble symbols p n+k+L = p n+k . The CFO value θ is readily estimated as θ = ∠A+m2π L , for some integer m. In practice, since θ is typically smaller than the bandwidth of a subcarrier, m can be safely chosen to be m = 0 and hence, θ = ∠A L . In our SDR Wi-Fi receiver, we estimate the CFO using the following steps: (1) We use short preamble symbols to obtain a coarse estimateθ, and correct the rest of the signal withθ; (2) Now since the long preamble symbols are also repeated twice, we apply the same approach to compute the fine estimateθ based on the long preamble symbols, each consisting of L = 64 samples. Finally, we derive the final estimated CFO value θ =θ +θ. Figure 5 shows an example of a CFO recorded in our testbed, which fluctuates around a mean value due to noise in the environment. It is also noted that different Wi-Fi transmitters may create different CFO distributions at the receiver as observed with the LinkSys and D-Link adapters in the above example.
Sampling Frequency Offset
To observe the sampling frequency offset effect, we look into the transformation between the frequency and time domains of the signal. Let d1, . . . , dN be the data symbols on N subcarriers in an OFDM symbol period. For IEEE 802.11a/g/p, N = 64. The sender performs the Inverse Fourier Transform on data symbols to obtain 
j2πkn/N and transmits sn to the receiver. To simplify the notations, we assume the carrier frequency offset has been compensated and the channel noise is negligible. However, due to the mismatched sampling rate between two RF front ends, the receiver obtains the time-domain samples as rn = s n(1+ ) , where = (fR − fS)/fS denotes the relative SFO between the transmitter's sampling frequency fS and the receiver's sampling frequency fR [28, 29] . Applying the Fourier Transform on rn, the receiver obtain the subcarrier symbolsd k = F k (rn). By the time-shifting rule, we can rewrited k asd
It can be seen that due to the sampling frequency offset the receiver obtains the rotated version of the original data symbols. Moreover, the phase shift 2πkn /N is proportional to the subcarrier index k and OFDM symbol index n/N . Figure 6 shows an example of a slightly increasing phase shift along the subcarrier indices in an OFDM symbol. This leads to our pilot-aided SFO estimation method described in the following. Estimation. In IEEE 802.11a/g, four pilot subcarriers are inserted equally in between the data subcarriers to assist the channel estimation at the receiver. We use the pilot symbols for SFO estimation as follows. Let pi be the known pilot symbol, and ki be the index of the i-th pilot carrier (i = 1, 2, 3, 4). According to Equation (6), the received pilot symbols in the m-th OFDM symbol (note that
ki are constants. Similarly, we obtain Am+1 = Ae j2πK(m+1) for the (m + 1)-th OFDM symbol. Now, the SFO can be estimated by = ∠(Am+1A * m ), where * indicates the complex conjugate. In our SDR Wi-Fi receiver, to reduce the variations due to noise, we compute the average SFO over multiple OFDM symbols within each frame and use it for fingerprinting purpose.
Extracting Frame Transient
The last physical feature that we use for fingerprinting is the signal transient at the start and the end of each transmitted frame. The signal transient is defined as the portion of the time-domain signal in this duration, in which the transmitted signal envelope changes Figure 8b , where the signal energy drops to the noise level a few samples after the last sample of the frame. While the IEEE 802.11 standard only requires a maximum period of 2µs for the signal transient (both at the frame's start and stop periods), no specific behavior of the transient is defined. As a result, the concrete signal shape in such periods is device specific primarily characterized by the hardware manufacturing process and its imperfections (which can be unique across devices of the same model). We exploit these signal transients to identify the devices.
We obtain the signal transient feature for each frame as follows. First, we identify each frame based on its special preamble (Figure 4) . In our fingerprinting system, both frame identification and carrier frequency offset estimation (cf. Section 2.4.1) are performed at the same time. Without loss of generality, each detected frame is assumed to start from time 0 and stop at time L with L denoting the number of samples contained in the frame. By parsing the Physical Header, we can determine L. We obtain the frame's transient feature as the composition of the start and stop transients, which are sequences of samples captured in the following time durations:
• Start transient: (r−T 1 , . . . , rT 2 ),
where T1, T2 are the number of samples on the left and right of the first preamble sample, and T3, T4 are similarly defined with respect to the last sample of the frame.
DEVICE FINGERPRINTING

Seed classification
While optimal solutions for seed sequence classification deserve a more in-depth study, we are interested in a fast algorithm for finding a suboptimal classification of Wi-Fi devices. Our main idea for classifying Wi-Fi devices is to compute the likelihood of the scrambling seed sequences based on the common subsequences. We first define the likelihood between two seed patterns as follows. DEFINITION 1 (LIKELIHOOD OF SEED PATTERNS). Given two seed patterns P = (s1, . . . , s k ) and Q = (t1, . . . , tm), let LCS(P, Q) be the longest common subsequence found in P and Q. The likelihood between P and Q is defined as
where | · | denotes the number of seeds contained in a sequence, and n is the likelihood threshold.
The pattern likelihood defined above has the property that for any patterns P and Q, if they are equal to each other or one is a subsequence of the another, then L(P, Q) = 1, otherwise L(P, Q) ≤ 1. When L(P, Q) is close to 1, P and Q are more similar. By including min(|P |, |Q|) in the formula, we capture such scenarios, where a frame loss may cause a pattern to become a sub-pattern of the another. In such cases, they are considered similar according to the definition. The threshold n is used to control the likeliness decision region. We derive n = 3 based on experiments. Finding seed patterns. As mentioned previously, the seed sequence used by a transmitter observed at the receiver may not comprise values belonging to consecutive frames due to various reasons such as frame loss, frames being incorrectly decoded, or simply the receiver missing the transmitted frame. In order to properly collect the seed patterns, we apply the following rules for processing the received seed values. Let si−1 be the last seed retrieved from the packet trace. We accept si as the next seed in the same pattern, if
where MSEQ i is the value in Sequence Number field of the i-th MAC data frame, and RETXi is the Retry flag in Frame Control field, indicating whether the corresponding frame is retransmitted. If none of the above conditions holds, we consider that some frames might be missing in between, and therefore, si will start a new pattern. Based on the above rules, we can construct from the received seeds sequence multiple sets of patterns: S = {P1, . . . , P k }. Algorithm. We now define the likelihood between two sets of seed patterns as follows.
DEFINITION 2 (PATTERN SETS LIKELIHOOD).
Given two sets of seed patterns S = {P1, . . . , P k } and R = {Q1, . . . , Qm}, their likelihood is defined as
The likelihood between two pattern sets also has the property that L(S, S) = 1 and L(S, R) ≤ 1 for any S and R. This is the basis for our classification algorithm, in which we compute the likelihood between a given set of seed patterns retrieved from a transmitter and a reference set of seed patterns of known Wi-Fi devices. The outcome will be a known Wi-Fi device, which maximizes the likelihood. Our algorithm is given as follows.
ALGORITHM 1 (SEED CLASSIFICATION).
Given N sets of seed patterns S1, . . . , SN generated by known Wi-Fi devices, a Wi-Fi transmitter with seed pattern S is classified to be in class n * using the following steps:
1. For each pattern set Sn, compute L(S, Sn).
2. Return n * = arg maxn=1...N L(S, Sn).
Frequency Offset Classification
While carrier frequency offset (CFO) and sampling frequency offset (SFO) are two distinct features that we use for our fingerprinting system, they are similar from the classifier's point of view. In this subsection, we focus on the classification techniques for the CFO only. The same approach can be directly applied to the SFO.
First, to study the CFO characteristics, we carried out an experiment to collect CFO values corresponding to every received frame from the same transmitter. Figure 5a shows the estimated CFO values between our SDR Wi-Fi receiver and a D-Link WDA-1320 WiFi transmitter. It can be seen that the CFO fluctuates around a mean value of −38.9kHz (roughly 12.5% of the subcarrier bandwidth). The fluctuation is not only caused by the interference in the wireless medium, but also by the internal noise inside the RF front ends. For comparison, we perform a similar measurement for a Linksys WMP54G Wi-Fi transmitter, whose CFO values are shown in Figure 5b . Although the fluctuations of two devices look similar, their mean CFO values are different, which implies that they can be distinguished solely based on the mean CFO. This is the main idea of our first approach for frequency offset classification, specified in Algorithm 2.
ALGORITHM 2 (MEAN FREQUENCY OFFSET CLASSIFICATION).
Given N sets of carrier frequency offsets ω1, . . . , ωN corresponding to N known Wi-Fi devices, we identify a Wi-Fi transmitter as the n * device by the following steps:
1. Compute the transmitter's average frequency offset θ over m received frames:
Return n * = arg minn D(θ, ωn).
As shown later in Section 4, this approach can achieve good results for a small set of devices. However, in our testbed evaluation with a large set of devices, we found that many devices can have quite close CFO values, resulting in misclassification. This motivates us to improve the accuracy by studying the distribution of CFO values. First, we compute the probability mass function of the CFO based on CFO values extracted from all received frames. Figures 7a and 7b illustrates an example of CFO histograms for the D-Link WDA-1320 and Linksys WMP54G adapters. In order to justify the difference between two distributions, we use a symmetric variant of the Kullback-Leibler (KL) divergence as the evaluation metrics. Specifically, the symmetric KL divergence between two distributions P and Q is computed by
where B is the number of discrete values two distributions can take (i.e., the number of bins in the histogram of the distribution). We note that the KL divergence is only defined for non-zero probability distribution, i.e., Pi > 0 and Qi > 0 for all i = 1 . . . B. This requirement, however, may not be satisfied by the CFO distributions for two reasons: (1) Since we build the histogram of CFO based on measurement results, there might exist an empty bin leading to zero probability in that bin; (2) CFO distributions of two devices may only partially overlap or completely not overlap, resulting in the existence of such bins whose probabilities are not non-zero for both distributions. To solve these issues, we perform the following two steps prior to the KL divergence computation:
1. Translate the distribution to the origin, i.e., compute the mean of CFO values and subtract it from all CFO values before computing the probability mass function.
2. Replace zero-probability with non-zero ε-probability (ε > 0 and ε 1).
Our algorithm for identifying a transmitter based on the frequency offset distribution is described in Algorithm 3.
ALGORITHM 3 (F.O. DISTRIBUTION CLASSIFICATION).
Given N sets of frequency offset distributions Q1, . . . , QN belonging to N known Wi-Fi devices, the task of identifying a Wi-Fi transmitter comprises the following steps:
1. Compute the transmitter's frequency offset distribution P .
2. Translate P to the origin, replace Pi = ε for all Pi = 0, and recompute P to obtain a proper distribution.
3. Compute DKL(P, Qn) for all n = 1 . . . N .
4. Return n * = arg minn DKL(P, Qn).
Frame Transient Classification
Our frame transient classification is based on the observation that while the signal emitted from the same Wi-Fi transmitter might exhibit differences during the transient periods across the transmitted frames, unique signatures can be obtained via averaging on multiple frames. In our fingerprinting system, we use the amplitude of transient samples as the transmitter's signature.
Let (ri,1, . . . , ri,T ) denote the sequence of T = T1 + T2 + T3 + T4 samples containing both start and stop transients of an i-th frame (cf. Section 2.5). The transient a = (a1, . . . , aT ) of a device is obtained by taking the average of sample amplitude over m detected frames:
As we are only interested in the shape of the transient (i.e., the relative change of amplitude across samples), we eliminate the effect of absolute received power by normalizing the samples such that 
Combined Classification
To improve the overall accuracy of our fingerprinting system, we combine the above individual features by linearly adding the similarity scores obtained from each feature and classify the devices based on the total score. We note that while the scrambling seed likelihood metric approaches 1 when the seed sequences are similar, the scores produced by other features converge to 0 if devices are alike. Therefore, for integration into the combined classification, we convert the scrambling seed likelihood into the seed score (distance) by computing D(S, Rn) = 1 − L(S, Rn). The combined metric is then derived as the sum of weighted individual scores with the weights denoted in Table 2 . 
ALGORITHM 5 (COMBINED CLASSIFICATION).
Given N WiFi devices with known profiles for the feature set of scrambling seed, mean and distribution of carrier and sampling frequency offset, and frame transient, we identify a Wi-Fi transmitter as follows:
1. Compute the signatures sig f of the tested Wi-Fi transmitter (as in Algorithms 1 to 4) for each feature f .
Compute the score
3. Return n * = arg minn Dn.
FINGERPRINTING TECHNIQUES PER-FORMANCE EVALUATION
Setup and Methodology
We report on our experimental results for a total 93 Wi-Fi devices of 13 different models, including 6 PCI adapters, 85 USB adapters, and 2 smartphones. Table 3 summarizes all the devices used in our testbed. Our general setup consists of a TP-Link N600 Access Point serving as the base station, and a desktop computer as a wireless transmitter using 91 Wi-Fi devices, among which 6 PCI adapters are directly attached to the computer through PCI slots, and the other 85 USB adapters are connected through USB hubs ( Figure 9 ). For experiments with two smartphones, we associate them to the Access Point and use them as wireless transmitters. On the other side, the Access Point is also connected via the its Ethernet network interface to another desktop computer used as the receiver. We use the iperf traffic generator to transmit packets, each of 1500 bytes, between the transmitter and receiver. We carry out the experiments in our lab environment during daily hours, where traffic from other regular Wi-Fi users and human movement are also present. We place no constraint on location of the testbed nodes, and they can be dynamic (e.g., phone held in moving hand while transmitting). Our Wi-Fi testbed experiments were carried out on channel 11 with 20 MHz bandwidth. In order to capture the wireless communications for fingerprinting, we run our SDR Wi-Fi sniffer on an Ettus USRP N210 with SBX v3.0 daughterboard. Our Wi-Fi sniffer captures and performs signal processing on the overheard transmissions. During the decoding of Physical Layer frames, we extract the scrambling seeds, carrier and sampling frequency offsets belonging to every frame. Based on the MAC address in each frame, we group the extracted features together and run the fingerprinting algorithms to identify them. The rationale behind grouping based on MAC address is that even though the transmitter can modify his MAC address, it remains the same during the transmission session. We classify the transmitter based on features collected over multiple frames of the transmission. We note that we also use the features of frames with incorrect checksums as they still contain valuable information for classification purpose (as opposed to user data payload which might be uninteresting when corrupted). Moreover, by grouping frames of the same MAC address together, the chance of errors is lower (otherwise we would not see the same address field), and hence the Physical Layer features are more precise with high probability. Our evaluation consists of extensive experiments over the span of three weeks. Using our SDR Wi-Fi receiver, we collected digital samples and extracted features from each of the 93 Wi-Fi transmitters for at least five different periods of time per day. Each transmission session is carried out in various time durations, ranging from 1 to 100 seconds. We use data collected on the first day as fingerprint profiles and each of the other days as tests.
Identifying Chipsets by Scrambling Seed
We first evaluate our scrambling seed classification algorithm on all the Wi-Fi devices in our testbed. Using the device profiles recorded on the first day, we compute the likelihood of scrambling seed sequences between the profiles and the tests. Our first observation is that any two devices with chipsets made from the same manufacturer have similar seed patterns during their transmissions. This is explained by the fact that since the scrambling seed sequence is produced by the baseband chipset, the generated seeds are independent of the device brand name, but they are chipset manufacturer specific.
Looking further into the difference in seeds generating mechanisms by different chipsets, we present both the average and the standard deviation of the likelihood between any two models summarized in Table 4 . It is an interesting fact that all four chipset manufacturers of our experimental Wi-Fi devices develop their own seed generation completely different from each other, which fall into four classes we defined in Section 2.3. The Realtek chipsets always use a special value 124 as the scrambling seed, while Qualcomm Atheros chooses to increment the seed after every transmitted frame regardless of whether it is retransmitted. Although Broadcom and Ralink generate somewhat random seeds, their strategies are different. To illustrate the difference in seed generation, we conduct another experiment as follows. We select 4 Wi-Fi adapters (D-Link WDA-1320, Linksys WMP54G, Cisco Linksys AE2500, TP-Link TL-WN725N) corresponding to 4 baseband chipset brands (Atheros, Ralink, Broadcom, Realtek, respectively). In the trace of scrambling seed sequence extracted from each adapter, we count the number of unique seeds generated by the chipset over multiple groups of n consecutive frames, and take the average over those groups. We repeat this step for each value of n from 1 to 1024 and achieve an overall picture of how frequently new seeds are generated by different chipsets, shown in Figure 10 . We can observe that, seed generating strategies applied by chipset manufacturers can be distinguished clearly by the curves separation. Even though seeds generated by Atheros (incremental) and Ralink (random) are completely different, they are more similar in terms of seed diversity within small periods of transmitted frames. It is also easily seen that Realtek chipsets use only one seed value for all frames, illustrated by the horizontal line. In contrast, though Broadcom BCM43236 generated seeds are random, they differ from the Ralink strategy. To understand how it produces seeds, we investigate the trace and found that Broadcom BCM43236 tends to "reuse" seeds for some number of frames. For example, we select a range of consecutive frames and read the corresponding seed values as follows: 76, 93, 108, 25, 108, 25, 79, 104, 79, 108, 93, 108, 93, 108, 25, 41, 79, 104, 79, 104, 85, 116, 35, 113, 124, 113, 35, 113 . We can immediately see that seed values 93, 108, 25, 79, 104 are repeated after a few transmitted frames. This pattern is in fact quite common in the seed sequence generated by Cisco Linksys AE2500 adapter, and that is also illustrated by the slowly increasing average count of unique seeds over consecutive frames, shown in Figure 10 .
Moreover, Broadcom seems to apply different seed randomizing mechanisms for different chip generations. This can be seen from the low likelihood between Apple iPhone 5 and Cisco Linksys AE2500 in Table 4 . Table 5 summarizes the scrambling seed generating mechanisms discovered during our experiments. We conclude that based on analyzing the scrambling seed sequence received from the transmitter, we can reveal its chipset brand. When this is combined with other techniques, one can narrow down the fingerprinting and classification of a device.
Frequency Offset Fingerprint
As seen from Section 4.2, we can classify the Wi-Fi devices into different categories with respect to their baseband chipsets. Our goal in this subsection is to further differentiate the devices within the same category based on the frequency offsets extracted from every frame of the transmission.
First, we study the potential of using the average frequency offsets for differentiating the Wi-Fi device models. For this purpose, 2  0  71±3  0  0  48±4  0  0  0  49±3  0  0  2±.8  32±2  TP-Link TL-WN751ND  3  55±2  0  63±5  0  0  0  0  0  0  61±3  0  0  0  Cisco Linksys AE2500  4  0  0  0  88±1  0  0  0  0  0  0  0  0  0  Panda Ultra Wireless  5  0  48±4  0  0  80±4  0  0  0  83±4  0  0  8±3  77±4  TP-Link TL-WN725N  6  0  0  0  0  0  100  100  100  0  0  100  0  0  Belkin F7D1102  7  0  0  0  0  0  100  100  100  0  0  100  0  0  Edimax EW-7811Un  8 we select one device per model in Table 3 and extract the carrier and sampling frequency offsets from every received frame belonging to the same transmitter. To see how the frequency offset changes over a short time, we capture 1 second of the transmission for each device, and repeat this 5 times, each 1 minute after the previous one. The average CFO and SFO are shown in Figure 11 .
CFO based distinguishing. We observe that the CFO can be quite different for devices of the same chipset. As an example, Belkin F7D1102 and Edimax EW-7811Un (both use identical chipset Realtek RTL8188CUS) have CFO around 10kHz and −10kHz, respectively. On the contrary, the Belkin's CFO is very close to the Panda Ultra's despite that they use different chipsets. If we repeat the experiment for 20 times and apply Algorithm 2 for all devices, we obtain the average correct detection rate of 17% with the standard deviation of 2%.
SFO based distinguishing. The average SFO values of the experimented devices, as seen from Figure 11b , are much closer to each other. In the above experiment, we also perform the average SFO based classification and observe that there is a drop of average correct detection rate to 9% with the standard deviation of 2%. This can be explained by the SFO of devices being in a much smaller vicinity, resulting in lower detection accuracy.
Transient Fingerprint
Using the set of 93 devices, we extract the start and stop transients of each frame and apply Algorithm 4 to classify the devices. The results in Table 6 show that most device models can be recognized with a high probability. There are, however, exceptions that the TP-Link TL-WN722N Wi-Fi dongle and the Apple iPhone5 are not correctly classified in all experiments. In fact, they are misclassified to TP-Link TL-WN725N. In the next evaluation, we show that despite individual techniques do not achieve high accuracy, the combined classification can improve significantly the results.
Device Identification
To evaluate the classification accuracy for a large set of devices, we perform an extensive experiment, in which we collect the scram- bling seed, frame transients, CFO and SFO values from all Wi-Fi devices in our testbed. The extracted features of tested devices are collected from 20 experiments during three weeks. For each transmitter, we apply Algorithms 1 to 5 as the classification methods for identifying both the models and the devices themselves. We use the weights specified in Table 2 . Note that in case of device identification, we set the scrambling seed weight to 0 since the scrambling seed sequence is produced in the same manner by devices of the same chipset, and as a result, negative impact can be created if the scrambling seed is included in the scoring metric. The results are reported in Table 7 , where the outcomes are averaged out over 20 experiments.
First, we see that for the model identification task, even the worstperformance task, the classification based on scrambling seed, can still achieve an accuracy of 87%. The combined method can successfully recognize the device model with a high probability of roughly 95%. The most interesting results are the device identification capability of our fingerprinting system. By exploiting all physical features supported in our system, we can trace the identity of almost half (47%) of the Wi-Fi devices in the testbed. 
RELATED WORK
Previous work considered several approaches to fingerprint and identify radio devices, as well as techniques to prevent cloning and spoofing. Some early work considered the characteristics of the MAC and higher layers of devices. These characteristics where used to detect the location and even the identity of users [20] . For instance, in a conference event hosted on the West coast, overhearing a probe request with id "MIT", is indicative that that a person from MIT might be at the conference, as his Wi-Fi device is trying to associate with an AP of the MIT campus. The assumption that the MAC Sequence number cannot be manipulated by an adversary was used to propose techniques to detect spoofing [12] . Other work, investigated the use of Time of Probe request frames from STA [9] . They measured the received time of those Probe Request frames, and analyzed the interval between them. The goal of this study is to identify different driver behaviors in terms of implementation of the MAC protocol. This work exploits the fact that the standard does not specify the step-by-step behavior for sending the MAC frames (like Probe Requests).
The general problem of uniquely identifying RF devices based on their physical characteristics has been studied for various security applications including authentication and prevention of wormhole attacks as part of the area of Physically Unclonable Functions (PUFs) [16, 19] . Early work demonstrated that it is possible to fingerprint and uniquely identify the CC1000 radios of 10 Cricket Motes operating at 433MHz with an average accuracy of 70% [3] . This work focused on several features of the transient signal of the CC1000 radio. It opened the door for various applications of fingerprinting both in terms of adversarial use such as the potential of invading privacy, and defensive use such as preventing spoofing and wormhole attacks in wireless sensor networks. More recent work investigated the fingerprinting of USRP transceivers using preamble-based identification [24] . This work experimented with seven different USRPs and used a machine learning algorithm (kNN). The paper claims that for each USRP receiver, it is possible to identify the transmitter based on the recorded samples. It is, however, difficult to justify the accuracy of this technique in practice, because during the evaluation the nodes were static. This means that each pair of USRPs has a unique channel with different multipath and RSSI and the system might be mostly identifying the channel. It is unclear how such techniques would perform if the nodes are relocated, or if the environment is changed.
Prior work on fingerprinting Wi-Fi devices investigated the secondorder cyclic features of OFDM signals [17] . This work looked at the spectral cross-correlation of the signal based on the assumption that signals of most of communication systems today have periodicity, such as modulated sinusoidal carrier, and cyclic prefix. However, the devices locations were static and it is unclear if this technique too fingerprinted the channel or the devices and how it would perform when the devices are relocated. Moreover, their experiments were performed for a relatively small set of 6 devices.
The closest and best performing related work on fingerprinting Wi-Fi devices considered a combination of frequency offset, transients, and constellation errors for IEEE802.11b cards. A performance accuracy of 99% was reported for a matching of two recordings. While they experimented with a relatively large number of devices (138), all the devices were located in the stable, static and RF-insulated Orbit Lab environment (almost no noise, stable temperature) [4] . It is unclear if this impressive performance is due to the stability of laboratory environment between the two runs (e.g., absence of noise boosted the performance of error vector magnitude or stable laboratory temperature led to a stable CFO), or to other unknown factors. Since then no other work (see [5] and references therein) was able to reproduce these results so far.
Our work, not only provides a framework for repeatable experimentation with Wi-Fi fingerprinting on a low-cost flexible hardware/software platform, it also devised new features (e.g., scrambling seed) and techniques (Kullback-Leibler divergence) across the various blocks of an RF transceiver chain. We achieved high accuracy for Wi-Fi model classification. While our results for device identification reduce to almost half, we believe that further improvements are possible on our platform such as a more careful analysis of the scrambling seed algorithm and the per-carrier frequency domain RF front end characteristics, or using directional antennas to scan and focus on different directionns [31] .
CONCLUSION
We developed a set of techniques for RF fingerprinting Wi-Fi devices. Our techniques span several blocks of a Wi-Fi receiver. Our results indicate that identifying Wi-Fi devices is possible (with results spanning 44%-50%), and potentially feasible with hardware implementation of lower cost than Wi-Fi chipsets. Further, improvements of the proposed techniques are also possible, for example with more careful analysis and reverse engineering of scrambling seed algorithms, CFO and SFO patterns. Through this work, we hope that the research community can build on our results and tools to better understand the potential and privacy-invasion risks emanating from Wi-Fi devices fingerprinting.
