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Abstract
Regions going through a natural resource boom tend to have higher average incomes
and employment relative to the rest of the country. For policy analysis, a question that
often needs to be answered is to what extent the economic growth in the extraction
region spills over to neighboring areas. This thesis develops a detailed methodology for
analyzing the economic effects of geographically localized shocks within the framework
of a parsimonious spatial general equilibrium model, including various methods for es-
timating key parameters.
This model-based approach is being offered as a complementary tool for applied
researchers conducting economic impact analysis. Existing empirical methods such as
input-output analysis or difference-in-difference estimation techniques are often not op-
timal for analyzing spatially correlated data, and this model-based methodology can be
used to overcome their limitations. Another important advantage of this methodology
is that it is computationally tractable and has a relatively low data requirement, which
can make a particularly big difference in studying developing countries where data qual-
ity and availability can often be an insurmountable challenge.
Following the exposition of the methodology, this thesis presents two separate ap-
plications, one involving a developed nation and the other a developing one. In the first
case, the methodology is applied to analyze the economic impact of the shale energy
boom that’s been occurring in and around Bakken counties in western North Dakota
and eastern Montana over the past decade. In the second case, the methodology is used
to analyze the economic impact of the Oyu Tolgoi copper-gold mining project in the
Southern Gobi region of Mongolia.
A common conclusion that is drawn from the two applications mentioned above is
that economic booms fueled by natural resource extracting industries are largely local
and have limited spillover effects on neighboring regions.
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Chapter 1
Introduction
Regions going through a natural resource boom are typically characterized by a fast
pace of growth in both employment and wages relative to their peers in other parts of
the country. For policy analysis, there is often a strong interest in obtaining estimates
of the extent to which the economic growth in the extraction region can be expected to
spill over to neighboring areas. For one thing, uneven growth can have important distri-
butional implications for policymakers in regional governments, who may be interested
in knowing these estimates when allocating infrastructure investment budgets or plan-
ning urban development. For another thing, the extent and strength of such spillovers
can be important factors to consider for governments doing cost-benefit analysis of large
investments into a mining project, especially for developing nations like Mongolia for
whom the mining sector constitutes an important source of government revenues as well
as a strategic means of promoting regional development.
This thesis develops a methodology for analyzing the geographic pattern of economic im-
pact from localized shocks within the framework of a spatial general equilibrium model.
The choice of this model-centric approach is motivated by two considerations. The first
is that existing empirical methods have strong limitations when applied to spatially cor-
related data. A common method for estimating economic impact of commodity booms,
for instance, is to employ multipliers from regional industry input-output tables. A re-
port by Tunstall et al (2014) exemplifies this type of analysis, in which the authors use
input-output table coefficients to derive economic impact estimates of the oil production
1
2from the Eagle Ford Shale in Texas.
Estimates based on this type of analysis, however, generally assume a stable input-
output relationship between industries, which may be problematic for analyzing boom-
ing regions, which typically undergo a drastic structural change of their economy. The
Bakken area in North Dakota, for instance, is one example, which has gone through
a very rapid transition from a largely rural economy dominated by agriculture to an
energy-based one dominated by the oil industry as a result of the shale energy revolu-
tion. Grunewald and Batbold (2013) documented how the mining and oil extraction
industry accounted for most of the phenomenal growth in North Dakota’s taxable sales
since the start of the shale oil boom, much of it accounted for by counties in the im-
mediate neighborhood of the oil producing area. More problematically, input-output
tables assume stable relative prices between industries, which can be hard to maintain
in cases like the Bakken, given the large and growing disparities in average wages of oil
and non-oil industries in the state.
Another commonly utilized method of analyzing economic impact is the difference-in-
differences (DID) estimation. Alcott and Keniston (2013), for example, employ the DID
method to estimate economic impact from booming oil and gas activity in the U.S. and
conclude that it has increased growth rates in producer counties by 60 to 80 percent rel-
ative to non-producer counties. A key limitation of such difference-in-difference types of
estimations is the possibility of spatial spillovers from producing regions to neighboring
non-producing regions, which, if exist, can bias differential impact estimates.
The second consideration that motivated the choice of the model-based methodology
outlined in this thesis is that it is both computationally tractable and also has a rel-
atively low data requirement. The latter especially is a big advantage for researchers
of developing countries like Mongolia, where data quality and availability can often be
an insurmountable challenge. Input-output tables in particular are very data-intensive,
which is why regional input-output tables are hard to find for developing countries and,
even if found, are often outdated.
3Following the exposition of the model, two applications of the methodology are discussed
in this thesis. First, the model is applied to analyze spatial pattern of the economic
impact from the shale oil boom that has recently swept through counties in western
North Dakota and eastern Montana. The other case covers Mongolia, a small develop-
ing nation that has been undergoing a major mining boom, following the discovery of a
large copper-gold deposit named Oyu Tolgoi in the Southern Gobi region of the country.
As will be documented later in the thesis, in both cases there can be observed a spatial
pattern to the impact with the wage and employment growth appearing strongest in the
core mining areas and dissipating with the distance away from the epicenter of mining
activity.
There are two main channels explored in this thesis through which a productivity shock
in a given location may theoretically result in such a pattern of spatial spillovers. One
possibility is the labor migration channel, which can serve as a means through which a
localized impulse can be spatially transmitted. To the extent that inter-regional labor
mobility may be a function of distances between them, this labor reallocation channel
can potentially account for the observed dissipating spatial pattern.
Goods trade between regions is the other explored channel which can potentially explain
the observed pattern. The methodology developed in this thesis primarily focuses on
this second channel. For one thing, existing theoretical models of spatial distribution
of economic activity and employment for the most part have little to say about the
geographical distribution of labor flows. If labor allocation across regions is assumed
to be endogenous, spatial equilibrium typically requires workers to be indifferent be-
tween locations, which helps pin down the equilibrium distribution of workers among
different regions but at the same time serves as a source of indeterminacy in terms of
labor flows needed for the reallocation of labor to occur from one observation to the next.
For another thing, in the case of the Bakken shale oil boom, the available data show
very little labor migration. Looking at the county-to-county worker flow data from the
Internal Revenue Service (IRS), for instance, one can make two observations. First,
despite the phenomenal wage differential between the Bakken region and some of the
4Figure 1.1: Based on the Internal Revenue Service’s County-to-County Migration Data
neighboring counties, there has been a relatively modest outflow of workers to the re-
gion between 2004 and 2011. The overwhelming majority of counties even within North
Dakota and Montana had no labor movement into the oil-producing counties at all
during this period, according to the IRS data. Second, even for counties that did lose
workers to the Bakken region, the number of workers moved constituted a tiny fraction
of total workforce in originating counties, with virtually all of them contributing less
than 0.3 percent of workers to the oil boom region. This suggests, that the observed
spatial pattern of economic impact is unlikely to be accounted for solely by labor move-
ments into these booming counties.
On the other hand, if we look at the Commodity Flow Survey data by the U.S. Depart-
ment of Transportation, interstate shipment volumes likewise appear spatially clustered,
5with shipments originating from any given state inversely related to the geographical
distance to destination states and positively related to the size of those states, very
much consistent with the gravity models of trade.
Figure 1.2: Based on the Department of Transportation’s 2007 Commodity Flow Survey
Data
While there are other possible channels such as the commodity boom’s impact on gov-
ernment revenues or direct productivity spillovers, there aren’t as compelling reasons to
believe that these channels will generate the observed spatial pattern of impact. Though
they are important, a more in-depth exploration of these channels is left for future re-
search.
The rest of the thesis is organized as follows:
· Chaper 2 introduces the spatial general equilibrium model underpinning the analysis
and outlines a procedure through which the model can be used to impute regional pro-
ductivity levels from employment and wage data and construct counterfactual paths
6for economic impact analysis.
· Chapter 3 of the thesis examines the impact pattern of the shale energy revolution
on Bakken counties and applies the methodology to derive estimates of economic
spillovers on the surrounding regions.
· Chapter 4 presents another application of the methodology, used to analyze economic
impact of the Oyu Tolgoi project in Mongolia.
· Chapter 5 presents a final discussion of the analyses presented in the thesis.
Chapter 2
Spatial Equilibrium Model
In this chapter, I will outline a simple version of a spatial general equilibrium model,
which will form the framework for the empirical analysis of the economic impact of the
Bakken shale energy boom in Chapter 3 as well as the Oyu Tolgoi mining project in
Chapter 4.
The advantages of having a fully-specified model of a spatial economy is that it enables
modeling of counterfactual paths for variables of interest, which would allow structural
estimation of the effects of localized productivity shocks as well as analysis of their spa-
tial propagation patterns.
2.1 Base Model
Model environment
Consider an Armington (1969) style setup where a set S of geographical regions each
produce a differentiated good using labor as the only input. In the base case, assume
regions differ only in terms of their exogenous productivities Ai and their geographical
locations, as expressed by the iceberg transportation costs of moving goods from loca-
tion s to location i, denoted by τsi > 1 and τii = 1 for all s, i ∈ S.
7
8Households inelastically supply their labor in each location i and optimally allocate
their labor income on goods from different regions to maximize their utility:
Wi =
[∑
s∈S
asy
σ−1
σ
si
] σ
σ−1
(2.1)
where as are utility weights on goods from region s and ysi are goods from region s
consumed by households in region i. As standard, optimality conditions imply region
i’s household expenditure on goods from location s takes the following form:
psiysi = Yi · P σi ·
[
aσs p
1−σ
si
]
(2.2)
Here Yi and Pi are region i’s composite consumption and price index, respectively.
Household’s budget constraint then implies that its aggregate consumption (and utility)
is equal to the real wage:
Yi =
wi
Pi
= Wi (2.3)
where the region’s price index is given by:
Pi =
[∑
s∈S
aσs p
1−σ
si
] 1
1−σ
(2.4)
The household’s budget constraint would then imply that the share of income spent by
consumers in region i on goods from region s will be proportional to the weight of the
relevant price in the regional price index:
pisi =
psiysi
wi
=
aσs p
1−σ
si
P 1−σi
(2.5)
Firms in any given region s are assumed to be competitive and optimize supply of that
region’s good to maximize profits:
max
yfsi, `
f
s
∑
i
psiy
f
si − ws`fs
s.t.:
∑
i
τsiy
f
si ≤ As`fs
9Competitive markets imply firms set prices at marginal cost and earn zero profits:
psi = τsi · ws
As
(2.6)
Goods markets and local labor markets must clear, which means that for each region s
total shipments must equal total production:
∑
i
τsiysiLi = AsLs (2.7)
Equivalently, market clearing condition (2.7) can be rewritten in terms of expenditures
by multiplying both sides by ws/As and using equations (2.5) and (2.6) as follows:
ws
As
·As · Ls =
∑
i
τsi · ws
As
· ysi · Li =
∑
i
psi · ysi · Li
wsLs =
∑
i
[
aσs p
1−σ
si
P 1−σi
]
· wiLi =
∑
i
pisi · wiLi (2.8)
so that total income of region s equals to the sum of expenditures by other regions
on goods from region s. Labor markets at the economy-level must also clear so that
aggregate labor demand equals aggregate labor supply:
∑
s∈S
Ls = L¯ (2.9)
In a spatial equilibrium with mobile labor, workers must have no incentive to relocate
and thus be indifferent between locations, i.e. Wi = Wj for all i, j ∈ S, which in turn
implies real wages are equalized across regions:
wi
Pi
=
wj
Pj
for all i, j ∈ S (2.10)
Equilibrium
Equilibrium of this model is defined as prices {ws, psi}s,i∈S and allocations {Ls, ysi}s,i∈S
that are consistent with the optimizing behavior of households and firms and satisfy
market clearing and welfare equalization conditions, given an exogenous productivity
10
vector A and the distance matrix τ , i.e satisfy equations (2.1) through (2.10).
Welfare equalization condition (2.10) implies that relative wages must equal relative
prices:
W =
wi
Pi
=
wj
Pj
⇒ wi = W · Pi = W ·
[∑
s
aσs p
1−σ
si
] 1
1−σ
(2.11)
Although the price index Pi on the righthand side of (2.11) is a nonlinear function of
wages, we can substitute out prices using (2.6) to obtain the following system:
w1−σi = W
1−σ ·
∑
s
aσs · τ1−σsi ·Aσ−1s · w1−σs (2.12)
which is now linear in w1−σ. Here W is a scalar equal to the equilibrated welfare (real
wage) level attained across regions. We can rewrite system (2.12) in matrix form:
Mw1−σ = W σ−1 ·w1−σ (2.13)
where each element of the square matrix M is defined by mij = a
σ
j · τ1−σji ·Aσ−1j . Then,
given an exogenous matrix M, transformation of equilibrium wages w1−σ can be solved
as the eigenvector of M, with the associated largest eigenvalue W σ−1.
Note that M is a positive and square matrix. Correspondingly, by the Perron-Frobenius
Theorem, there exists a unique (to a scale) strictly positive eigenvector v = w1−σ of
M such that all elements of w1−σ are real and strictly positive, so the existence and
uniqueness of equilibrium relative wages are assured.
Note also that uniform scaling of nominal wages doesn’t change the average welfare,
which can only grow with increases in productivity. By property of eigenvalues, any
scaling γM will result in a proportionately scaled eigenvalue γW σ−1. Therefore, we can
conclude that wages everywhere respond to aggregate productivity shocks much more
11
than prices, consistent with (2.6) where we know:
∂(ws/psi)
∂As
=
1
τsi
> 0
With wages known, prices can be readily identified (to a scale) using (2.6). Expenditure
shares can then be computed using equation (2.5):
pisi =
aσs τ
1−σ
si w
1−σ
s A
σ−1
s
P 1−σi
= aσs τ
1−σ
si A
σ−1
s ·
w1−σs
P 1−σs
· P
1−σ
s
P 1−σi
pisi = W
1−σ · aσs τ1−σsi Aσ−1s ·
[
ws
wi
]1−σ
(2.14)
While the equilibrium allocations are homogeneous of degree zero in wages and prices,
the ratio of wages to price indices is strictly governed by the scalar W contained in
the eigenvalue. Using equation (2.14) then, we can rearrange (2.5) to solve for gross
shipments (inclusive of the transportation cost) as follows:
ysi = pisi · wi
psi
= pisi · wi
τsiws
·As = 1
τsi
·W 1−σ · aσs τ1−σsi Aσ−1s ·
[
ws
wi
]1−σ
· wi
ws
·As
τsiysi = W
1−σ · aσs τ1−σsi ·
[
wi
ws
]σ
·Aσs (2.15)
Then, the market clearing condition (2.7) will be a linear system in L:
AsLs =
∑
i
τsiysi · Li = W 1−σ ·
∑
i
aσs τ
1−σ
si ·
[
wi
ws
]σ
·Aσs · Li
W σ−1Ls =
∑
i
aσs τ
1−σ
si ·
[
wi
ws
]σ
·Aσ−1s · Li (2.16)
which in matrix form can be written as:
HL = W σ−1L (2.17)
where each element of matrix H is given by hsi = a
σ
s τ
1−σ
si · wσi /wσs · Aσ−1s > 0. By
the Perron-Frobenius Theorem again, L will be the unique (to a scale) positive and
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real-valued eigenvector of H and W σ−1 will be the associated (largest) eigenvalue. The
aggregate labor market clearing condition (2.9) can then be used to scale the equilibrium
labor allocations.
Imputation of local productivities from wage and employment data
In applied uses of the model, one might wish to invert the process and impute the
model’s implied exogenous productivities from the observed labor market data. If the
model’s parameters (ai, σ, τij) are known, observed wages and employment data by re-
gion are sufficient to perform this imputation, up to a constant.
If the observed data is assumed to represent an equilibrium outcome of the model,
productivities must satisfy (2.8), which can be rewritten using (2.6):
wsLs =
∑
i
[
aσs · τ1−σsi · w1−σs ·Aσ−1s
P 1−σi
]
wiLi
A1−σs =
∑
i
aσs τ
1−σ
si
[
ws
Ps
· Ps
Pi
]1−σ
wiLi
wsLs
A1−σs = W
1−σ ·
∑
i
aσs τ
1−σ
si
[
Ps
Pi
]1−σ
wiLi
wsLs
=
W 1−σ
wσsLs
·
∑
i
aσs τ
1−σ
si w
σ
i Li
The last expression uses the welfare equalization condition (2.10) which implies that
ws/Ps = W for all regions s ∈ S. Equal real wages also imply that relative prices
are equal to relative wages, i.e. Ps/Pi = ws/wi for all pairs s, i ∈ S. Thus, relative
productivities can be uniquely identified by:
[
As
At
]σ−1
=
wσsLs
wσt Lt
·
∑
i a
σ
t τ
1−σ
ti w
σ
i Li∑
i a
σ
s τ
1−σ
si w
σ
i Li
(2.18)
Given time series on county-level wages and employment, equation (2.18) then allows
imputation of the relative productivity series. Note that larger regions (those with
higher wages and larger populations) will generally be inferred to have higher relative
productivities, while more geographically remote regions (those with larger τ) will, all
13
else equal, be inferred to have lower relative productivities.
If one can find a reasonable way of disciplining the scale parameter for the productivity
series, then counterfactual paths can be constructed to assess economic impact over
time. One possible approach to scale this would be to match model’s aggregate output
Y =
∑
sAsLs to its empirical counterparts such as the real GDP data.
Spatial impulse responses
To understand spatial patterns generated by the base model, consider a simple example
of an economy on the line, which starts out with identical regions that have identical
productivities and utility weights (i.e. Ai = ai = 1 for all i ∈ S), as illustrated in Figure
2.1. Note that even in the symmetric case where all regions are identical, distribution of
economic activity favors locations closer to the center of the line, where price indices are
lower due to lower average distances to other locations on the line. Correspondingly, the
model predicts central locations to have both higher employment and income relative
to locations on the periphery.
If we let the relative productivity of the central region increase by increments of 1 per-
cent, we can see the changes predicted by the model which shows a strong positive
response in the economy of that region with employment and income rising and average
prices falling.
In Figure 2.2 below are plotted changes to these variables, which notably feature a
clear spatial pattern. The impulse response of price indices to the productivity shock is
strongest at the epicenter and dissipates monotonically with distance from the source
of the productivity shock. The region at the epicenter experiences strong growth in
employment and income. Notably, regions farther away from the epicenter contribute
more to the total flow of labor to the booming center. As a result, regions close to
the epicenter experience an overall gain in the share of total employment and income
while regions farther away from the source experience declines in their relative shares.
It should be noted, however, that all regions gain from the productivity improvements
as labor mobility equalizes real wages and welfare across locations at proportionately
14
Figure 2.1: Symmetric economy on the line (ai = 1 for all i, σ = 5)
higher levels.
While the base model is qualitatively able to generate the spatial patterns observed in
connection with a mining boom, there are two important deficiencies inherent in the
model that are strongly at odds with the data. First, by assumption the model main-
tains parity in real wages across locations, which is contradicted by the observed price
parities. Moreover, this forced parity also counterfactually implies that nominal wages
fall in the booming region even while they are rising in real terms. Second, the elasticity
of employment response to productivity shocks is too large to be compatible with the
relatively low interregional labor migration observed in the U.S. In the illustrative case
15
of an economy on the line, for instance, a 1 percent increase in the relative productivity
of the central region results in more than 4 percent increase in that region’s employment.
Figure 2.2: Spatial impulse responses of a symmetric economy on the line (ai = 1 for
all i, σ = 5)
Scaling the annual average weekly wage data from the Bureau of Labor Statistics (BLS)
by the relative price parities reported by the Bureau of Economic Analysis (BEA), one
can observe significant variation in thus estimated relative real wages. In 2008, for in-
stance, real wages relative to that in North Dakota range from the low of 88 percent in
Montana to the high of 170 percent in the District of Columbia. Moreover, estimated
relative wages are not stable over time. While in 2008 39 states had estimated real
16
wages higher than that in North Dakota, only 7 states still had higher estimated real
wages than North Dakota in 2012. Montana’s ranking in real wages has also risen from
the last place in 2008 up two spots by 2012.
Figure 2.3: Real wage estimates are based on the Quarterly Census of Employment and
Wages (QCEW) wage data and the BEA relative price parity data
Therefore, the base model needs modifications that would allow for variations in real
wages across regions and reduce the elasticity of the employment response to produc-
tivity shocks to have a reasonable expectation of matching the data both qualitatively
and quantitatively.
2.2 Extended Model
Extended model equilibrium
Consider now an extension of the base model as in Allen and Arkolakis (2014), featuring
an additional source of heterogeneity across regions in terms of the amenities they offer
17
to residents so that households’ preferences are described by:
Wi =
[∑
s∈S
asy
σ−1
σ
si
] σ
σ−1
Ui (2.19)
where Ui are composite local amenities in region i that scale the utility derived by
households in that region. Amenities can potentially be subject to local congestion
externalities as follows:
Ui = ui · Lβi (2.20)
where ui are exogenous parameters indicating supply of local amenities (such as parks,
lakes, roads, etc.) and β < 0 measures the strength of the congestion effect.
Such an extension to the base model would leave most equilibrium conditions from (2.2)
to (2.9) unchanged. The most important difference will be in the welfare equalization
condition (2.10), which now would include additional terms for amenities Ui:
wi
Pi
· Ui = wj
Pj
· Uj = W for all i, j ∈ S (2.21)
thereby allowing real wages to vary endogenously between locations. The system of
equations (2.12) will then also include the amenity terms:
(
wi · Ui
)1−σ
=
(
wi · ui · Lβi
)1−σ
= W 1−σ ·
∑
s
aσs · τ1−σsi ·Aσ−1s · w1−σs
w1−σi · Lβ(1−σ)i = W 1−σ ·
∑
s
aσs ·Aσ−1s · τ1−σsi · uσ−1i · w1−σs
W σ−1 =
∑
s
aσs ·Aσ−1s · τ1−σsi · uσ−1i · w1−σs · wσ−1i · Lβ(σ−1)i (2.22)
Expenditure shares in (2.14) will then be rewritten as:
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pisi =
aσs τ
1−σ
si w
1−σ
s A
σ−1
s
P 1−σi
= aσs τ
1−σ
si A
σ−1
s ·
w1−σs
P 1−σs
· U
1−σ
s
U1−σs
P 1−σs
P 1−σi
· U
1−σ
i
U1−σi
pisi = W
1−σ · aσs τ1−σsi Aσ−1s ·
[
ws
wi
]1−σ
Uσ−1i
pisi = W
1−σ · aσs τ1−σsi Aσ−1s ·
[
ws
wi
]1−σ
uσ−1i L
β(σ−1)
i (2.23)
Gross goods shipments will then be given by:
ysi = pisi · wi
psi
= pisi · wi
τsiws
·As
=
1
τsi
·W 1−σ · aσs τ1−σsi Aσ−1s ·
[
ws
wi
]1−σ
uσ−1i L
β(σ−1)
i ·
wi
ws
·As
τsiysi = W
1−σ · aσs τ1−σsi ·
[
wi
ws
]σ
uσ−1i L
β(σ−1)
i ·Aσs (2.24)
Likewise, the market clearing condition (2.7) will now be a function of amenities as well:
AsLs =
∑
i
τsi · ysi · Li = W 1−σ ·
∑
i
aσs τ
1−σ
si ·
[
wi
ws
]σ
uσ−1i L
β(σ−1)
i ·Aσs · Li
wσs · Ls = W 1−σ ·
∑
i
aσs ·Aσ−1s · τ1−σsi · uσ−1i · wσi · L1+β(σ−1)i
W σ−1 =
∑
i
aσs ·Aσ−1s · τ1−σsi · uσ−1i · wσi · L1+β(σ−1)i · w−σs · L−1s
W σ−1 =
∑
s
aσi ·Aσ−1i · τ1−σis · uσ−1s · wσs · L1+β(σ−1)s · w−σi · L−1i (2.25)
Equations (2.25) and (2.22) together imply that for all i ∈ S, the following must hold:
∑
s
τ1−σsi ·
aσs ·Aσ−1s · w1−σs
aσi ·Aσ−1i · w1−σi
=
∑
s
τ1−σis ·
uσ−1s · wσs · L1+β(σ−1)s
uσ−1i · wσi · L1+β(σ−1)i
(2.26)
If the transportation costs are assumed to be symmetric (τis = τsi), then equation (2.26)
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implies the following equality for all pairs s, i ∈ S:
aσs ·Aσ−1s · u1−σs
aσi ·Aσ−1i · u1−σi
=
w2σ−1s · L1+β(σ−1)s
w2σ−1i · L1+β(σ−1)i
⇔
[
ws
wi
]2σ−1
=
[
as
ai
]σ
·
[
As
Ai
]σ−1
·
[
us
ui
]1−σ
·
[
Ls
Li
]−1−β(σ−1)
(2.27)
Plugging (2.27) in (2.22), we will obtain a non-linear system in labor allocations and
parameters:
W σ−1 =
∑
s
aσs ·Aσ−1s · τ1−σsi · uσ−1i · Lβ(σ−1)i
·
[
ai
as
]σσˆ
·
[
Ai
As
](σ−1)σˆ
·
[
ui
us
](1−σ)σˆ
·
[
Li
Ls
]−(1+β(σ−1))σˆ
L
σˆ−β(σ−1)(1−σˆ)
i = W
1−σ · aσσˆi ·A(σ−1)σˆi · u(σ−1)(1−σˆ)i
·
∑
s
aσ(1−σˆ)s ·A(σ−1)(1−σˆ)s · τ1−σsi · u(σ−1)σˆs · L(1+β(σ−1))σˆs
L
σˆ(1−βσ)
i = W
1−σ · aσσˆi ·A(σ−1)σˆi · uσσˆi ·
∑
s
τ1−σsi · aσ(1−σˆ)s ·Aσσˆs · u(σ−1)σˆs · Lσˆ(1+β(σ−1))s
(2.28)
where σˆ = (σ − 1)/(2σ − 1). While equilibrium labor allocations can technically be
solved directly from (2.28), Allen and Arkolakis (2014) show that the equilibrium can
be computed as the limit of a sequence defined by
fi,n+1 =
∑
s
Ksi · f
1+β(σ−1)
1−βσ
i,n
which is easier to implement computationally. Here,
fi = L
σˆ(1−βσ)
i and
Ksi = τ
1−σ
si · aσ(1−σˆ)s ·Aσσˆs · u(σ−1)σˆs · aσσˆi ·A(σ−1)σˆi · uσσˆi
Once labor allocations are solved for and scaled to L¯, wages can be computed using
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(2.27).
Imputation of local productivities and amenities from wage and em-
ployment data
Given data on employment and wages, the extended model, likewise to the base model,
allows imputation of local amenities and productivities. Note from (2.27) that we can
express productivities in terms of wages, labor, and amenities:
aσi A
σ−1
i
aσjA
σ−1
j
=
w2σ−1i
w2σ−1j
· Li
Lj
· U
σ−1
i
Uσ−1j
(2.29)
We can also rewrite (2.25) as follows:
aσi A
σ−1
i
aσjA
σ−1
j
=
wσi Li
wσj Lj
·
∑
s τ
1−σ
js · wσs · Ls · Uσ−1s∑
s τ
1−σ
is · wσs · Ls · Uσ−1s
(2.30)
Combining (2.29) and (2.30), composite amenities can be expressed as a nonlinear sys-
tem in wages and employment data:
U1−σi
U1−σj
=
∑
s τ
1−σ
is · wσ−1i · wσs · Ls · Uσ−1s∑
s τ
1−σ
js · wσ−1j · wσs · Ls · Uσ−1s
(2.31)
Relative productivities can then be imputed, using (2.29). While (2.31) can technically
be solved directly, the procedure suggested by Allen and Arkolakis (2014) involves much
less computational cost, particularly when the number of regions is large. As they have
shown, (2.31) implies the following:
U1−σi = φ ·
∑
s
τ1−σsi · wσ−1i · wσs · Ls ·
[
U1−σs
]−1
(2.32)
for an arbitrary scalar φ, and the solution can be computed as the convergence of the
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sequence:
fi,n+1 =
∑
s
Ksi · f−1i,n where
fi = U
1−σ
i and
Ksi = τ
1−σ
si · wσ−1i · wσs · Ls
Spatial impulse responses
Consider again the simple example of an economy on the line as before, which starts out
with identical regions that have identical productivities, utility weights, and amenities
(i.e. Ai = ai = ui = 1 for all i ∈ S), as illustrated below. Qualitatively, all the desirable
features from the base model carry through, e.g. employment and incomes increase in
the booming region while the remaining regions show impulse responses monotonically
decreasing with distance away from the epicenter.
Quantitatively, predicted responses of the model are much more in line with the observed
data. For instance, booming regions now have increasing nominal wages. Employment
responses are likewise much more muted relative to the base case, with 1 percent increase
in the relative productivity now causing about 0.8 percent increase in employment of
the region in the center.
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Figure 2.4: Symmetric economy on the line (ai = ui = 1 for all i, σ = 5, β = −0.4)
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Figure 2.5: Spatial impulse responses with and without congestion effects
Chapter 3
Bakken Shale and Spatial
Spillovers
In this chapter, the spatial equilibrium model outlined in Chapter 2 will be applied
to the case of the ongoing shale energy boom centered around 12 oil-producing coun-
ties in western North Dakota and eastern Montana1. The chapter opens with a thesis
that the current boom is primarily underpinned by increases in productivity driven by
technological innovations in the oil and gas industry. I present stylized facts about the
economic performance of this region and report evidence of a spatial pattern of impact.
The chapter is concluded with structurally derived estimates of the economic impact.
3.1 Shale Energy Revolution
Technological Revolution
Over the past decade, a technological innovation in the oil and gas industry led to an
economic boom in many parts of the United States, where advancements in seismic
imaging, horizontal drilling and hydraulic fracturing (fracking) techniques made extrac-
tion of previously inaccessible shale oil and gas resources economically viable.
1Richland, Roosevelt, and Sheridan Counties in Montana and Billings, Burke, Divide, Dunn, Golden
Valley, McKenzie, Mountrail, Stark, and Williams Counties in North Dakota.
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One such region strongly affected by the shale energy boom is the Bakken area strad-
dling western North Dakota and eastern Montana, named after the shale formation
underground. Since 2003, when shale oil activity first started, the area experienced
extremely rapid growth in employment and wages and resulted in record low unemploy-
ment rates. Within a decade, oil production in the area surged to pass 1 million barrels
per day, currently comprising over 13 percent of total U.S. production.
Figure 3.1: Bakken and Three Forks Formations, U.S. Geological Survey
The first development that contributed in a significant way to the shale energy revo-
lution was advancements in the three-dimensional seismic imaging technologies, aided
by the advent of high performance computing. In an overview of these developments,
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Cartwright and Huuse (2005) note how the transition from 2D to 3D seismic surveying
dramatically improved the resolution, reducing a typical grid spacing from a kilometer
down to 25 meters or less (or from about 9 football field lengths down to 27 yards).
These technological improvements led to a sharp increase in the success rate of crude
oil and gas well drilling. According to the Energy Information Administration data,
the ‘dry hole’ percentage of drilled wells dropped significantly since 1997, when inciden-
tally many of the seminal papers on 3D seismic imaging seem to have been published.
The percentage of exploratory wells drilled that failed to yield significant amounts oil or
gas nearly halved from about 70 percent in 1997 down to about 35 percent in late 2000s.
Figure 3.2: Failure rate of oil and gas well drilling significantly decreased
Another important contributing factor to the shale energy revolution was advancements
in the horizontal drilling technologies. While directional drilling technology had been
around for decades, Downton and Hendricks (1999) survey how development of new
rotary steerable tools, first commercially introduced in 1996, have increased productiv-
ity and reduced costs of drilling directional and horizontal wells. These developments
depended on accurate surveying systems as well as improvements in downhole devices,
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allowing real-time communication with the surface as well as fine precision of steering
control.
Figure 3.3: Growth in horizontal wells far outpaced growth in conventional wells
Greater precision of well trajectories increased rate of penetration (speed of drilling),
lowering the overall costs per well. Downton and Hendricks (1999), for example, note
how the usage of a rotary steerable system in Norway’s Njord field cost $1 million less
than the previous well drilled using conventional methods in the same field because it cut
well construction time by half. Furthermore, rotary steerable systems meant that each
well can now reach more targets, further increasing productivity of each well drilled. As
a result, directional and horizontal type drilling rigs grew from occupying a relatively
small share of the U.S. total in the 1990s to dominating the industry by the late 2000s,
according to Baker Hughes data.
Lower risk of collision (drilling into another wellbore) has been another important ben-
efit of this new technology, which allowed for “pad” drilling whereby multiple wells are
drilled from the same pad. This resulted in lower infrastructure costs, greater efficiencies
in terms of reduced rig downtime as well as a smaller footprint on the surface. Energy
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Information Administration (2012), for instance, notes how operators in the Eagle Ford
shale formation reduced average times of drilling a horizontal well from 23 days in 2011
down to 19 days in 2012, thanks to pad drilling and moveable rigs.
Finally, the third piece underpinning the shale energy boom was improvements in hy-
draulic fracturing methods of stimulating well production, which generally involve in-
jecting fluids into the target shale formation at high pressures to fracture the porous rock
in order to release oil and natural gas trapped within. Although hydraulic fracturing
methods have been in use for decades prior to the current boom, Fitzgerald (2013) notes
that the first success after a long history of experimentation of fracking was recorded
in 1998 in Barnett shale of Texas and lists four technical innovations that distinguish
contemporary fracking from its predecessors. The first difference is substantially larger
volumes of fluid and proppants used, which can involve injecting millions of gallons of
water as well as millions of pounds of proppants such as sand into each well. The second
is that contemporary fracking combines water with gelling agents (“slickwater” frack-
ing) to enhance flow of large quantities of proppants and improve permeability. The
third is that contemporary fracking is performed in multiple stages, thanks to the ability
to isolate sections of the wellbore for each individual fracking stage, thereby providing
greater control over the process and more power to each stage. Lastly, significant im-
provements went into the optimal mix of additives to maximize well production, which
differ by company and characteristics of the target formation.
As a result, “tight” or unconventional oil production in the U.S. rapidly expanded over
the past decade, more than compensating for the falling production from conventional
oil wells. According to the Energy Information Administration data, tight oil produc-
tion grew from about 0.4 million barrels per day in January 2000 to 4.6 million barrels
per day in February 2015, and its share of total output rose from about 6 percent in
2000 to about 45 percent in 2014. The Bakken region’s oil production share rose from
under 1 percent of U.S. total in 2000 to over 13 percent by the end of 2014.
There are also indications that drilling methods and oil and gas extraction techniques
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Figure 3.4: Shale oil reversing decline in oil production from conventional wells
continually improved over the past decade, leading to a sustained growth in produc-
tivity. For instance, well-level production data published by North Dakota’s Industrial
Commission in its Monthly Production Reports show progressively rising peak oil pro-
duction levels of wells drilled in years since 2003. Although these wells exhibit steeper
decline curves with oil output typically falling sharply within the first 12 months of
production, peak production of an average well rose from about 2,000 barrels of oil per
month in 2004 to over 10,000 barrels in 2014.
While the exact source of these more recent productivity increases is difficult to iden-
tify precisely, Cochener (2010) offers a number of explanations for increased drilling
efficiency: (i) reduced non-productive time of drilling rigs thanks to use of faster to
assemble rigs and more efficient work practices; (ii) increased rate of penetration (speed
of drilling) from improved drill bits, use of synthetic fluids in drilling muds, and utilizing
smaller bore holes; (iii) ”mixed fleet” management strategy which involves sequential
use of different types of rigs specialized in different stages of drilling a well, in a fash-
ion resembling an assembly line; and (iv) better overall management and planning.
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Figure 3.5: Productivity of newly drilled Bakken wells has been continuously rising over
the past decade
Learning-by-doing is another possible explanation as firms gain experience from exper-
imenting with different lengths of horizontal shafts, numbers of fracking stages, and
different mixes of fracking fluids, all tailored to each particular location. Lastly, pro-
ductivity growth was partly driven by continued innovations in the industry, such as the
technique of drilling two or more parallel wells and perforating at alternate intervals,
which allows for a high-density network of fractures between wells; use of ultraviolet
light to kill bacteria that impede production; wellsite recycling of wastewater which
allows reuse of water; and safer and better fracking chemicals.
Whatever the source of the underlying productivity growth, it has clearly been the driv-
ing force behind the ongoing shale energy boom that has revolutionized the industry,
changed the U.S. energy landscape, and transformed entire regions.
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Spatial Pattern of Impact
While the economic impact of the oil boom in the immediate Bakken area is most
noticeable, much less is generally known about its spillover effects on neighboring re-
gions. However, there are some indications that the economic effect from the shale
energy boom on surrounding areas may have a spatial pattern with counties closer to
the Bakken experiencing stronger impact relative to those farther out.
Prior to the oil boom, Bakken counties used to have some of the lowest wages in the
nation. According to the Quarterly Census of Employment and Wages (QCEW) data
by the Bureau of Labor Statistics, weekly wages in most Bakken counties averaged well
below $500 dollars at the beginning of 2003. A decade later, however, the situation
reversed with the Bakken counties now having some of the highest average wages in the
nation. As of the second quarter of 2014, wages in most Bakken counties averaged well
over $1,000 dollars per week.
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Figure 3.6: Based on Bureau of Labor Statistics (QCEW)
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Bakken counties are among the very few in the nation that had their average weekly
wages more than double since 2003. Moreover, the heat map of U.S counties also sug-
gests strong wage growth in surrounding regions as well, with counties closer in distance
to the Bakken clearly experiencing higher wage growth relative to those farther out over
this period.
Notably, most of the counties that are shown to have experienced as strong a wage
growth as Bakken counties during this period are in or around other shale oil and gas
producing areas such as those in the Eagle Ford and Permian Basin shale plays in Texas.
Figure 3.7: Wage growth strongest in the Bakken and dissipating with distance from
the epicenter
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Figure 3.8: Based on Bureau of Labor Statistics (QCEW)
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In 2003, Bakken was a sparsely populated and mostly rural region. North Dakota’s
Stark county was the largest with just over 10,000 workers, and employment in the en-
tire region totaled about 36,000 workers. As of 2014 Q2, however, Bakken employment
more than doubled to cross just above the 100,000 mark. Employment in the Williams
county at the core of the Bakken area more than quadrupled, overtaking Stark to be-
come the largest among the twelve.
More importantly, employment growth over this period seems to exhibit broadly similar
patterns to the wage growth. Just as with wage growth, counties in the immediate
vicinity of the Bakken generally seem to have also experienced higher than average in-
creases in employment since the start of the oil boom.
Figure 3.9: Employment growth concentrated in oil producing counties
36
A standard way of measuring spatial correlation in the data is to compute the Moran’s
I statistic, which relates the degree to which a county’s characteristics such as wage
growth is correlated with the weighted average of its neighbors. The data for neighbor-
ing counties is typically weighted using a spatial weight matrix W , which can be based
on measures of contiguity or some metric of distances between them.
Figure 3.10: Employment and wage growth spatially correlated for counties surrounding
the Bakken
37
Moran scatter plots in Figure 3.10, for instance, chart wage and employment growth (de-
viations from the mean) data by county for the period from 2003Q1 to 2014Q2 against
a spatially-weighted average statistic for the rest of counties. The plots show clear
signs of spatial correlation, which is stronger for wage growth relative to employment
growth data. Moreover, Moran’s measure of spatial correlation is positive, indicating
spatial clustering of counties in terms of their economic performance, and the measure
gets higher if the sample is restricted to counties within 400 miles from the Bakken area.
Figure 3.11: 100-mile band rings around the Bakken
A more convenient way of visualizing this pattern, to be repeatedly used in this chapter,
would be to follow Batbold and Grunewald (2013), drawing concentric circles in 100-
mile increments around the Bakken area and plotting average measures of economic
performance for counties in each band. Accordingly, these concentric bands would par-
tition U.S. counties into 6 groupings, as outlined in Figure 3.11 above, for each of which
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we can plot the average wage and employment statistics.
Not surprisingly, core Bakken counties as a group experienced highest growth rates
in employment and wages, approximately tripling in each case (Figure 3.12). More
tellingly, counties in the next band (0 to 100 mile distance away from the Bakken) show
the second highest growth in both employment and wages, with the effect generally
growing weaker with the distance away from the epicenter. All four bands had much
stronger growth in both employment and wages relative to the rest of the U.S.
Figure 3.12: Employment and wage growth stronger in counties closer to the Bakken
While such purely descriptive statistics cannot give a definitive answer on the extent
of spatial spillovers, they do suggest that any empirical estimation of the impact must
take into account the spatial dimension of the problem.
Existing Estimates of the Economic Impact
As discussed in the introduction chapter, input-output analysis and difference-in-differences
estimators are most commonly encountered methods of analyzing the economic impact
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of a mining boom. In the first category, Tunstall et al (2014) estimated a total eco-
nomic impact of $87 billion in output added as well as 155,000 full-time equivalent jobs
supported by the oil production activity in 21 counties directly or indirectly affected
by the activity on the Eagle Ford shale in Texas. The core 15 oil-producing counties
are estimated to have accounted for 115,000 of these jobs. Brown et al (2013) from
Montana Department of Transportation use similar methodology to analyze direct and
indirect impacts of the increased oil production activity on industries like oil extraction,
construction, and transportation, and arrive at a forecast of 10,000 to 30,000 gain in
population as a direct result of the oil activity in eastern Montana.
Marchand (2013) uses a variation of the DID method to estimate the economic impact
of the oil boom on the Canadian side of the border and concludes that energy booms
lowered poverty rates and increased inequality in Western Canada. Brandt (2013) also
uses DID to estimate a 9 percent employment increase in Bakken counties compared to
5 percent increase in non-Bakken counties while finding no difference in wage growth
rates between the two county groups post boom.
To the best of my knowledge, there have been no studies to date that analyze the shale
oil’s impact using a structural model.
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3.2 Bakken Impact
Data and Methodology
Methodology
The general procedure for estimating the economic impact is as follows. First, using
employment and wage data, implied distribution of relative productivities are backed
out. Second, computed productivities are scaled to match the aggregate output. Third,
counterfactual paths are computed for productivities in each county in the dataset. Fi-
nally, differences between counterfactual employment and wage paths implied by the
model are compared to actual data series as a measure of the economic impact.
For the imputation procedure, county-level employment and wage data are obtained for
3,109 counties in the lower 48 U.S. states from the Quarterly Census of Employment
and Wages (QCEW) by the Bureau of Labor Statistics. The analysis is done on the
quarterly series from first quarter 1990 to second quarter 2014.
Estimation of parameters
The imputation procedure outlined in Chapter 2 requires parameter estimates for (ai, σ, τij , β).
For the empirical analysis part of this chapter, the transportation costs τij are assumed
to be proportional to geographical distances between regions.
Geographic distances are approximated using county centerpoint longitude and lati-
tude coordinates from the Census Bureau’s TIGER Shapefiles. The Earth’s curvature
is taken into account using haversine formula, assuming a perfectly spherical shape to
the planet. The analysis is focused on counties within the 400 mile radius around the
Bakken area, which include counties in Iowa, Minnesota, Montana, Nebraska, North
Dakota, South Dakota, and Wyoming, although the model is solved for all counties in
lower 48 states.
Using equations (2.5) and (2.6), we can write the ratio of expenditure shares as a
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function of transportation costs:
piis
pijs
=
(
ai
aj
)σ(
τis
τjs
)1−σ(
wi
wj
)1−σ(
Ai
Aj
)σ−1
log
[
piis/pijs
piii/pijj
]
= (1− σ) log
[
τis
τjs
]
(3.1)
Expenditure shares pisi can be estimated using Department of Transportation’s 2007
Commodity Flow Survey (CFS) data for the lower 48 states in the U.S. If the CFS
data were organized into a matrix with origin locations indexed in rows and destination
locations in columns, pisi would correspond to the share of element in row s in the total
sum for column i of the commodity flow matrix, i.e. represent the share of shipments
from region s in total shipments delivered to region i.
Figure 3.13: Based on the Department of Transportation’s 2007 Commodity Flow Sur-
vey Data
If we took North Dakota as the destination region, for example, then piND,ND would
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equal about 0.353, indicating that about 35 percent of total commodity flows shipped to
North Dakota came from within the state. Minnesota then would account for the next
largest share of commodity flows into North Dakota with piMN,ND = 0.139 or about 14
percent.
The expenditure shares obtained from the CFS data can be used in equation (3.1) to
estimate Armington elasticities, which are obtained under two alternative assumptions
about the relationship between transportation costs and geographic distances. If ice-
berg costs τ are assumed to scale linearly with (normalized) geographical distances,
then the Armington elasticity is estimated at σ = 5.3, whereas if they are assumed to
be exponential in distance, then σ is estimated at around 3.9. Intuitively, exponential
costs penalize shipments of goods over longer distances, which prompts the estimation
procedure to infer lower substitutability between products from different regions. Of
the two, the linear transportation cost model appears to have a better fit as indicated
by a smaller sum of squared residuals.
Figure 3.14: Armington elasticity estimates under linear and exponential transportation
cost assumptions
For the rest of this chapter, the assumed Armington elasticity will be σ = 5.
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Next, to estimate the exogenous amenity parameters, consider again the welfare equal-
ization condition (2.21):
wi/Pi
wj/Pj
=
Uj
Ui
=
uj
ui
· L
β
j
Lβi
log
wi/Pi
wj/Pj
= − log ui
uj
− β log Li
Lj
(3.2)
Figure 3.15: Estimate of the congestion parameter β
Congestion parameter β can be estimated by differencing (3.2) as follows:
log
wi,t+1/Pi,t+1
wj,t+1/Pj,t+1
− log wi,t/Pi,t
wj,t/Pj,t
= β
[
log
Li,t
Lj,t
− log Li,t+1
Lj,t+1
]
(3.3)
using state-level employment and wage data from the QCEW and relative price parity
data from the Bureau of Economic Analysis, which are available at an annual frequency
for years 2008 to 2012 and assuming relative amenities ui/uj are time-invariant. The
resulting estimate from the procedure is β = −0.4, which is very close to the estimate
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reported in Allen and Arkolakis (2014).
The above method depends on a strong assumption that relative amenities are time-
invariant. An alternative way of estimating β would be to give a specific interpretation
to the congestion externality, following Rosen-Roback tradition. Suppose, for instance,
that households’ preferences are given by:
Wi = Y
1−α
i · xαi (3.4)
where Yi is a CES (constant elasticity of substitution) composite of traded goods as in
(2.1) and xi is the household’s consumption of local (non-traded) goods such as housing.
Given the Cobb-Douglas formulation, expenditure shares will be proportional to α:
PiYi = (1− α) · wi and Qixi = α · wi (3.5)
where Qi denote region-specific prices of non-traded goods such as housing rental prices.
Note that (3.5) implies the following expression for the households’ welfare function:
Wi = (1− α)1−α · αα · wi
P 1−αi Q
α
i
(3.6)
In a spatial equilibrium, welfare is equalized across regions so that:
W = (1− α)1−α · αα · wi
P 1−αi Q
α
i
for all i ⇔ log wi
Pi
= c− α · log Pi
Qi
(3.7)
for some constant c. Using Regional Price Parity series from the BEA, one can proxy
Pi by the ‘’RPPs: Goods” series and Qi by ‘’RPPs: Services: Rents” series to estimate
the following equation implied by (3.7):
log
wit
Pit
= ct − α · log Pit
Qit
(3.8)
which can be estimated as a pooled regression model with time-fixed effects.
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Figure 3.16: Estimated share of household expenditures on non-traded goods
The estimate above implies a representative U.S. household allocates about 56.3 percent
of its total expenditures on non-traded goods and services, which is broadly consistent
with the share of Personal Consumption Expenditures spent by U.S. households on
services (net of financial services, which may be less local). Suppose further that local
goods are in fixed supply in any given period so that:
xiLi = Xi
where Xi, the total supply of non-traded goods such as housing, is assumed to be
exogenous. Households’ optimal decision given in (3.5) will then imply the following
price relationship for local goods:
Qi = α · wiLi
Xi
(3.9)
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Welfare equalization condition (3.6) then can be rewritten as:
W = (1− α)1−α · αα · wi · Pα−1i ·
[
α · wiLi
Xi
]−α
Wˆ =
W
1
1−α
(1− α) =
wi
Pi
·
[
X
α
1−α
i · L
− α
1−α
i
]
(3.10)
Note that (3.10) is exactly isomorphic to (2.21) of the extended model where the ex-
ogenous amenities correspond to the housing supply
(
Ui ≡ Xα/(1−α)i
)
and the con-
gestion parameter corresponds to an expression of expenditure shares on non-traded
goods
(
β = −α/(1 − α)
)
. Given this interpretation, the congestion parameter β =
−0.5635/(1− 0.5635) = −1.3, much larger than the previous estimate.
The above estimate represents an upper bound on the range of empirically defensible
estimates for the congestion parameter given the specific interpretation of the conges-
tion externality outlined above. If α were interpreted as the share of household income
spent on housing and utilities only, then the corresponding share in total Personal Con-
sumption Expenditures of U.S. households averages at about 18.4 percent, according
to the BEA data from the 2006-2013 period, which would correspond to a congestion
parameter β = −0.23. Depending on one’s assumptions on the degree to which services
are tradeable across locations, the congestion parameter can then reasonably range be-
tween −0.2 and −1.3.
The only missing piece left to estimate are then the utility weights ai. Theoretically,
utility weights can be computed from (2.5) and (2.6):
pisi
piii
=
(
as
ai
)σ[
τsi · ws/As
wi/Ai
]1−σ
=
(
as
ai
)σ[
τsi · wsLs/AsLs
wiLi/AiLi
]1−σ
(3.11)
Rearranging (3.11), we can back out relative utility weights as a function of previously
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estimated parameters and empirical counterparts as follows:
as
ai
=
(
pisi
piii
) 1
σ
[
τsi · wsLs/AsLs
wiLi/AiLi
]σ−1
σ
=
(
pisi
piii
) 1
σ
[
τsi · wsLs/wiLi
AsLs/AiLi
]σ−1
σ
(3.12)
Figure 3.17: Estimates of utility weights by state
If we were estimating state-level parameters, for instance, wsLs/wiLi could be proxied
by the ratio of total wages from the QCEW and AsLs/AiLi will be proxied by the
ratio of real GDPs from the Bureau of Economic Analysis. Utility weights obtained can
then be averaged across states and normalized
∑
i ai = 1. As shown in Figure 3.17,
this procedure results in largest utility weights assigned to bigger states like California,
Texas, and Illinois while giving the lowest weight to Washington D.C. Goods produced
in North Dakota and Montana by this measure have some of the lowest utility weights
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in the consumption preferences of a representative U.S. household.
However, in the absence of county-level data, the above procedure results in too ag-
gregated an estimate for parameters that likely significantly vary across counties even
within the same state. In particular, goods produced in metropolitan counties likely
have much larger utility weights relative to more rural counties. For the empirical
portion of this chapter, therefore, all counties are assumed to have equal utility weights.
Results
Estimation results generally suggest that the extent of spatial spillovers from the Bakken
shale energy boom on employment in neighboring areas may be relatively modest.
The shale energy boom predictably had the strongest impact in the core Bakken coun-
ties. The counterfactual path predicted mostly flat growth in employment for the
Bakken counties so that almost all of the observed growth in employment can be at-
tributed to the energy boom. According to the estimation results, counties within 100
miles from the Bakken experienced the next largest impact. Employment growth from
third quarter of 2003 to third quarter of 2014 in these counties is estimated to have been
19 percent higher relative to the counterfactual path in the absence of the oil boom.
The estimated ripple effects beyond 100 miles are relatively modest, with counties in
the ‘100 to 200 miles’ and ‘200 to 300 miles’ bands estimated to have had employment
growth that is only 2 and 1 percent, respectively, higher relative to the counterfactual.
The procedure predicts no impact from the energy boom on employment beyond 300
miles away from the Bakken.
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Figure 3.18: Estimated impact of the Bakken oil boom relative to counterfactual paths
Region Actual Counterfactual Difference
(Data) (Model)
Bakken area 187.9 2.1 185.8
0 to 100 miles 26.6 7.2 19.4
100 to 200 miles 13.5 11.6 2.0
200 to 300 miles 15.7 14.6 1.0
300 to 400 miles 11.8 16.2 -4.3
Rest of U.S. 5.9 6.0 -0.0
Table 3.1: Employment growth, percent change from 2003Q3 to 2014Q3
Spillover effects on wages, on the other hand, are estimated to have had a much wider
impact. Growth in average weekly wages at the epicenter of the oil boom is estimated
to have been 167 percent higher than the counterfactual, and the estimated spillover
effects show a dissipating pattern with distance away from the epicenter. In contrast
to employment spillovers, the oil boom’s estimated ripple effects extend beyond the ‘0
50
to 100 miles’ band, showing 6.8 percent difference between actual and counterfactual
growth rates in wages even for counties in the ‘300 to 400 miles’ band.
Region Actual Counterfactual Difference
(Data) (Model)
Bakken area 195.9 28.6 167.4
0 to 100 miles 81.8 31.9 49.9
100 to 200 miles 52.1 35.2 16.9
200 to 300 miles 50.2 37.0 13.2
300 to 400 miles 44.4 37.7 6.8
Rest of U.S. 34.2 35.8 -1.7
Table 3.2: Wage growth, percent change from 2003Q3 to 2014Q3
In examining the results, it is also interesting to look at the imputed productivi-
ties resulting from the estimation procedure. Maps below plot estimated produc-
tivities by county for first quarter of 2003 and second quarter of 2014, respectively.
The parametrized model generally attributes higher relative productivities to major
metropolitan counties. Notably, Bakken area counties are inferred to have risen in rel-
ative productivity ranking over this time period, many of them rising from the lowest
quintile group to the top quintile.
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Figure 3.19: Productivities in Bakken counties are estimated to have increased from the
lowest quintiles to the highest in the nation
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If we chart the imputed county-level productivity growth between the two periods,
Bakken area counties report highest growth rates in the nation. Moreover, counties in
general areas known to have had significant shale oil and gas plays are also imputed to
have had some of the highest productivity growths, according to the procedure.
Figure 3.20: Estimated productivity growth strongest in the Bakken
Chapter 4
Economic Impact of the Oyu
Tolgoi Project
Developing nations with large endowments of mineral resources often lack the technical
knowledge or the financial capacity to develop these resources on their own. In such
cases, strategic partnerships with established multinational companies are often seen
as solutions to both problems, balancing the need for the national government to re-
tain control over its strategic resources with the need to attract foreign investments.
Mongolia is a prime example of this approach, having chosen to enter into a strategic
partnership with the global mining company Rio Tinto Group to develop its Oyu Tolgoi
copper-gold deposit, with the expectation that the partnership would raise productivity,
increase employment and boost average incomes both in the immediate resource region
and beyond. More generally, such large-scale mining projects have been pursued by
the government as a leverage through which to advance its regional development ob-
jectives. This chapter uses the spatial general equilibrium model to assess the efficacy
of such arrangements in achieving the government goals by evaluating the extent of
spatial spillover effects on regional economies from the first-phase investments into the
Oyu Tolgoi project. These early estimates based on the structural model suggest lim-
ited spillover effects on productivity and employment so far as well as possibly negative
spillovers on neighboring regions’ wages.
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Introduction
Although developing nations rich in mineral resources have the option of growing their
economies by taking advantage of their resource wealth, they often face significant con-
straints on their ability to put those resources to economic use.
One such constraint stems from the fact that mining is a highly capital-intensive in-
dustry. According to Schlesinger et al (2011), for instance, establishing a full copper
production complex (from a mine to refinery) is estimated to require a fixed investment
of about $30,000 USD per ton of copper production capacity as well as an additional 10
percent in requisite working capital. Correspondingly, a large mining complex capable
of producing 100,000 tons of copper per year can easily require well over $3 billion USD
in initial investments, a sum that is often beyond the means of developing nations like
Mongolia, where such an investment can equal well over 25 percent of the gross national
output.
Furthermore, of the total estimated investment cost reported above, construction of
an open-pit mine alone accounts for about a third of capital expenditures, while an
underground mine can cost up to five times as much. A concentrator plant, next on
the supply chain, accounts for another third of the total investment requirement. Con-
sequently, even investments limited to the upstream-end of the production chain still
require substantial capital investments. Moreover, the investment cost hurdle may be
further elevated by the need to concurrently develop necessary infrastructure in terms
of establishing access to energy, water, as well as transportation links to end markets,
especially if the mineral deposit is located in a remote region with little existing infras-
tructure.
Mining investments are also characterized by high levels of uncertainty and risk, stem-
ming from the highly irreversible nature of capital investments, susceptibility to the
price volatility of the underlying commodity, technical uncertainties related to the qual-
ity and accessibility of ore contained in the target deposit, as well as political risks.
Developing nations also often lack the knowledge and expertise to implement large
55
scale mining projects and face significant difficulties, as a result, in securing financing
for such projects on their own.
The necessity of involving foreign investors can create a tension between the investor
company’s private profit motives and those of the government, whose objectives are
typically much broader in scope and can include such long term goals as raising aver-
age incomes, promoting job creation, supporting regional development, and improving
competitiveness of the domestic industry.
In such cases, strategic partnerships with well-established multinational companies are
often seen as a viable solution, balancing the perceived need by the national govern-
ments to retain control over the use of strategic resources with the need to attract
foreign investments. Mongolia is a prime example of this approach, having chosen to
enter into a strategic partnership with the global mining company Rio Tinto Group as
an investor to develop its Oyu Tolgoi copper-gold deposit.
This paper uses a spatial general equilibrium model to evaluate the economic impact of
the first-phase of investments into the Oyu Tolgoi project on regional economies. These
estimates based on the structural model suggest very modest effects to date on produc-
tivity and employment and possibly a negative impact on the neighboring aimags’ wages.
4.1 Oyu Tolgoi Project
Project History
Mongolia is a sparsely populated nation of only 3 million people, a large fraction of
whom still maintain traditional nomadic lifestyle herding animals. Prior to the onset of
a major mineral exploration and mining boom in mid to late 2000s, Umnugovi, Dund-
govi, and Dornogovi (administrative regions in the Gobi desert belt) have generally been
the lesser populated of the 21 Mongolian aimags, especially relative to major population
centers to the north around the capital city.
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Figure 4.1: Mongolia’s population and employment increasingly concentrated in central
aimags close to the capital city
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However, discoveries of major deposits of mineral resources such as coal, copper, and
fluorspar have led to an exploration and mining boom in these aimags, culminating in
the inauguration of the Oyu Tolgoi project in 2010, named after a rich copper-gold de-
posit located in the southeastern part of the Umnugovi aimag, just 80 kilometers north
of the southern border of Mongolia with China, with estimated reserves of 21 million
tons of copper and 700 tons of gold content (Turquoise Hill Resources, 2014). While the
area was long before known to contain copper ores, commercially viable deposits were
first discovered only relatively recently in 2001 by a Canadian exploration company
Ivanhoe Mines, whose controlling share was subsequently acquired by the Rio Tinto
Group.
In October of 2009, the Mongolian Government signed the Oyu Tolgoi Investment Agree-
ment, establishing a strategic partnership with private investors to build and operate
the Oyu Tolgoi mining complex. Rio Tinto is the chief stakeholder and manager in the
partnership through its controlling share in the Turquoise Hill Resources Ltd that owns
66 percent of shares in the Oyu Tolgoi project, while the Mongolian government retains
equity stake in the remaining 34 percent through its state-owned company Erdenes Oyu
Tolgoi LLC.
Following ratification of the Agreement in early 2010, the OT project commenced its
first phase of investments, starting construction of its open-pit mining complex and
the concentrator plant. The first phase of the project was successfully completed in
2013, when Oyu Tolgoi started its first shipments of copper concentrate for export to
China. The company reports having spent over $4.6 billion USD (Oyu Tolgoi, 2014) in
Mongolia between 2010 and 2014, a significant expenditure relative to the size of the
Mongolian economy, whose GDP in 2010 was measured at just over $6 billion USD.
Government Objectives
The Oyu Tolgoi Investment Agreement contains a number of provisions that indicate
both explicit and implicit objectives pursued by the Government in structuring the
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agreement. While the primary purpose of the Agreement was to set the overall frame-
work for the partnership, establishing the rights and obligations of each party, setting
rules for taxation, dispute resolution, etc., the language of the agreement also signals
three broad objectives that are being pursued by the government.
One such objective repeatedly mentioned in the agreement is the goal of regional devel-
opment. Paragraph 1.7 of the Agreement, for instance, commits the investor company
to make its “best effort” to promote regional development of the Southern Gobi region.
As detailed in Chapter 4 of the Agreement, these efforts would include a mandatory
membership in the Regional Development Council, charged with a wide range of re-
sponsibilities from preparing regional development strategies to solving urban planning
and development issues, with a priority focus on residents of the Umnugovi aimag.
Another key government objective implicit in the language of the agreement is rais-
ing the productivity of the domestic mining industry, both through import of modern
technologies and business practices by the investing firm as well as through training of
Mongolian workers. On the technology side, Paragraph 3.11, for instance, mandates
the investor to adopt a “modern mining and processing technology.” Paragraph 6.20,
likewise, requires the investor to “apply modern technology and procedures” to max-
imize efficiency of water usage by the mine. On the training aspect, Paragraph 8.12
obligates the investor to come up with a five-year “Training Strategy and Plan,” which
must include funding of programs aimed at improving vocational and professional skills
of the Mongolian workforce, both on-the-job by the firm as well as through scholarships
for studies at universities at home and abroad.
Lastly, a consistent thread visibly weaved into the Agreement is the government’s push
to maximize domestic employment generated by the project. This intent is strongly
featured in Paragraph 8.4, setting a 90 percent minimum for the domestic share of the
mine’s workforce; Paragraph 8.5 that likewise establishes minimum quotas for Mongo-
lian workers during the construction phase; and Paragraph 8.11, which commits the
investing firm to ensuring that majority of its employed engineers are Mongolian citi-
zens within a set number of years from the start of the production phase.
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Now that the first phase of the project is complete, one might want to assess just how
successful the Mongolian government’s unorthodox method of embedding its goals into
an investment agreement has been in achieving them. This chapter evaluates the gov-
ernment’s success in pursuing the above objectives by employing the spatial general
equilibrium model to estimate the economic impact on wages and employment of the
Umnugovi aimag and beyond.
Spatial pattern of impact
For ease of exposition, I follow the same approach adopted in Chapter 3 and aggregate
aimags into 200-kilometer (about 125 mile) bands by their geographical distance to the
Oyu Tolgoi mine for reporting and analysis. This results in 6 partitions of all aimags in
Mongolia, including the Ulaanbaatar capital city as a stand-alone category.
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Figure 4.2: Distances are calculated using aimags’ centerpoint latitude and longitude
coordinates
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Looking at the employment and wage data (4-quarter moving averages), aggregated by
200 kilometer bands in this manner, one can make three observations. First, the capital
city Ulaanbaatar has by far dwarfed all other aimags in terms of its employment growth,
despite having had the slowest average wage growth over the same period. Given its
sheer weight and importance, therefore, the capital city district will be assigned its own
category in the spatial analysis to follow. Second, Umnugovi - host to the Oyu Tolgoi
mine and the only aimag whose centerpoint coordinate is within 200 kilometers of the
mine’s location - appears to have experienced only a temporary boost to its employment,
which started several quarters ahead of the signing of the OT Investment Agreement and
appears to have ended shortly before the official end of the first phase of the OT project.
Figure 4.3: Wage growth strongest in aimags geographically closer to the Oyu Tolgoi
mine
Third, the same general spatial pattern can be observed in the wage growth data as
the one we’ve seen in the Bakken case. In particular, wage growth over the past decade
has been strongest in the Umnugovi aimag, while its immediate neighbors had had the
second highest wage growth, and so on, in a general hierarchy by their distance from
the Oyu Tolgoi mine.
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Figure 4.4: Gobi region aimags experienced faster than average wage growth during the
mining boom years
As discussed in Chapter 3, however, these raw observations can be misleading given
that even a mediocre wage growth could be potentially hiding a substantial impact if
the counterfactual growth can be shown to be much lower.
4.2 Oyu Tolgoi Economic Impact
Data
This chapter will generally apply the same estimation procedure outlined in Chapters
2 and 3 of this thesis. For the imputation procedure, all Mongolian data, including
quarterly real GDP, regional employment and wage series, are obtained for 21 aimags
and capital district of Mongolia from the National Statistical Office. The analysis is
done on the quarterly series from the third quarter of 2001 to the first quarter of 2013,
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smoothed as 4-quarter moving averages. There are three reasons why the chosen inter-
val doesn’t cover the full span of the available data, which extends to fourth quarter of
2014. The first reason has to do with limited data availability as the quarterly wage
series have a long break in 2013, missing second through fourth quarter observations.
Secondly, this paper’s focus is specifically on the first phase of the OT project, which
started in 2010 and was completed by the second half of 2013. Lastly, starting from the
second half of 2013 and well through year 2014, the Mongolian government has been in
the midst of a prolonged dispute with the investor Rio Tinto company, which froze all
pending investments, delaying the implementation of the second phase of the project,
which may confound the project’s economic impact estimates for the dispute periods.
In terms of parameters used, transportation costs τij are again assumed to be propor-
tional to geographical distances between regions. Geographic distances are approxi-
mated using centerpoint longitude and latitude coordinates of Mongolian aimags from
the shapefiles. The Earth’s curvature is, as before, taken into account using haversine
formula, assuming a perfectly spherical shape to the planet.
This chapter will continue to use as its baseline Armington elasticity of σ = 5, esti-
mated earlier in Chapter 3 using U.S. Commodity Flow Survey data. To the best of my
knowledge, Mongolia does not yet have the equivalent of the survey that can be used
to estimate the Armington elasticity parameter, so the analysis will assume the same
parameter for Mongolia. To compensate for this assumption, results will be reported
for a range of plausible estimates.
To estimate the congestion parameter β specific to Mongolia, this chapter assumes the
Rosen-Roback interpretation of the congestion externality. As shown in Chapter 3 of
the thesis, the congestion parameter can in such cases be estimated as a function of the
representative household’s expenditure share on non-traded goods: β = −α/(1 − α).
According to the National Statistical Office data, the share of household expenditures
spent on rent and utilities averages at about 12 percent for a typical Mongolian house-
hold, which would imply a congestion parameter of about β = −0.12/(1−0.12) = −0.14.
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The congestion parameter estimated above for Mongolia is much smaller in absolute
terms compared to its U.S. counterpart estimated in Chapter 3. This is likely due to
a combination of factors such as the lower density of population in Mongolia and the
large share of population who live in traditional Mongolian gers, which are typically
much less costly relative to more permanent dwellings.
Results
Estimation results reported in 4.1 show very small spatial spillovers from the OT project
on employment in neighboring aimags, especially considering the sheer size of invest-
ments made relative to the national GDP. First phase investments into the OT mine
are shown to have had the strongest impact on the Umnugovi aimag’s own employment
and wages, increasing them by 3 and 21 percent relative to the counterfactual, respec-
tively. However, its fellow Gobi region aimags (200 to 400 km band) appear to have
had their employment grow at best by only a fraction of a percentage point relative to
the counterfactual even while having nearly no spillover effect on employment growth in
other parts of the country. If anything, the overall number of jobs is estimated to have
actually fallen as a result, though the decline is too small to be statistically meaningful.
Region Actual Counterfactual Difference
(Data) (Model)
Umnugovi -11.5 -14.2 2.77
200 to 400 km -1.1 -1.2 0.14
400 to 600 km 5.7 5.6 0.07
600 to 800 km 5.1 5.2 -0.11
Over 800 km 4.0 4.1 -0.06
Ulaanbaatar 14.8 14.9 -0.16
Table 4.1: Employment growth, percent change from 2010Q1 to 2013Q1
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The model results, tabulated in 4.2, also suggest that the OT project may have had a
negative spillover effect on average monthly wages in neighboring aimags.
Region Actual Counterfactual Difference
(Data) (Model)
Umnugovi 116.1 94.8 21.33
200 to 400 km 95.9 97.1 -1.20
400 to 600 km 93.9 95.1 -1.16
600 to 800 km 95.7 96.9 -1.17
Over 800 km 86.1 87.2 -1.11
Ulaanbaatar 94.2 95.4 -1.15
Table 4.2: Wage growth, percent change from 2010Q1 to 2013Q1
In Tables 4.3 and 4.4 below, I present the impact estimates (third columns in tables 4.1
and 4.2) for a range of assumed Armington elasticities. One general conclusion one can
draw from these is that impact estimates for employment effects are more sensitive to
the parameterization of σ while wage effects are more robust. Regardless of the choice of
the Armington elasticity parameter, however, spillover effects are consistently estimated
to be very small for both employment and average wages.
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Region σ = 3 σ = 5 σ = 7 σ = 9
(Base)
Umnugovi -10.97 2.77 12.02 17.68
200 to 400 km 0.23 0.14 0.83 -0.59
400 to 600 km 0.25 0.07 0.32 -0.46
600 to 800 km 0.27 -0.11 0.09 -1.05
Over 800 km 0.24 -0.06 -2.15 1.60
Ulaanbaatar 0.31 -0.16 0.41 -1.59
Table 4.3: Estimated employment impact, percent change from 2010Q1 to 2013Q1
Region σ = 3 σ = 5 σ = 7 σ = 9
(Base)
Umnugovi 19.18 21.33 23.13 24.89
200 to 400 km -1.05 -1.20 -1.32 -1.41
400 to 600 km -1.04 -1.16 -1.28 -1.26
600 to 800 km -1.05 -1.17 -1.29 -1.38
Over 800 km -0.99 -1.11 -1.05 -1.41
Ulaanbaatar -1.05 -1.15 -1.28 -1.37
Table 4.4: Estimated wage impact, percent change from 2010Q1 to 2013Q1
Chapter 5
Conclusion and Discussion
Given the limitations of nonstructural empirical methods of estimating spatial spillovers
of economic booms like the one observed in the Bakken region, this thesis presented an
alternative method based on a computationally tractable model of a spatial general
equilibrium to estimate these effects.
A common theme observed from the two applications of the model is that booms in ex-
tractive industries are largely confined to the immediate resource regions with relatively
little spillover effects to neighboring areas.
In the case of the Oyu Tolgoi project, the lack of a strong impact is surprising given
the sheer size of the investments made relative to the size of the economy. It is possible
that more time may be needed before the full impact is reflected on official statistics. It
is also possible that this study’s focus on employment and wages is missing the possible
economywide effects transmitted through non-labor market channels such as govern-
ment revenues or direct spillover effects on other foreign investments (e.g. through a
reputational channel). Significant measurement errors may also be playing a role, given
the large informal sector in the country and its very mobile population.
An important omission of this approach, subject for further investigation, is the labor
flows in and out of unemployment, which has also been shown to exhibit a spatially
correlated pattern, particularly around the Bakken counties. Future work will need to
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be directed towards more robustness checks, assessing sensitivity of results to calibrated
parameters of the model as well as alternative specifications for counterfactual paths.
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Appendix A
Two-Region Example
Consider an illustrative example with S = {1, 2}. Then (2.13) can be written as:[
aσ1A
σ−1
1 a
σ
2A
σ−1
2 τ
1−σ
aσ1A
σ−1
1 τ
1−σ aσ2A
σ−1
2
]
·
[
w1−σ1
w1−σ2
]
= λ ·
[
w1−σ1
w1−σ2
]
(A.1)
where τ12 = τ21 = τ is the transportation cost of shipping goods between the two
regions. If τ > 1, then the two eigenvalues for the 2x2 square matrix in (A.1) will be
given by:
λ =
aσ1A
σ−1
1 + a
σ
2A
σ−1
2
2
±
√(
aσ1A
σ−1
1 − aσ2Aσ−12
)2
+ 4 · aσ1aσ2 ·Aσ−11 Aσ−12 · τ2(1−σ)
2
According to the Perron-Frobenius Theorem, only one (the larger) eigenvalue of the
two is associated with a strictly positive eigenvector, so that welfare W σ−1 equals to the
eigenvalue λ with the plus sign. Note that welfare (i.e. real wages) would then be strictly
increasing in productivities and decreasing in τ , which is reasonable given that higher
productivities would mean more output produced and larger iceberg transportation
costs would mean more output lost due to ”melting” in transit. We can then use
0 =
[
aσ1A
σ−1
1 − λ aσ2Aσ−12 τ1−σ
aσ1A
σ−1
1 τ
1−σ aσ2A
σ−1
2 − λ
]
·
[
w1−σ1
w1−σ2
]
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to solve for relative wages:
[
w2
w1
]σ−1
=
λ− aσ2Aσ−12
aσ1A
σ−1
1 τ
1−σ = τ
σ−1 · 1− aˆ
2
+
√√√√(τσ−1 · 1− aˆ
2
)2
+ aˆ (A.2)
where aˆ ≡ aσ2Aσ−12 /aσ1Aσ−11 . Equation (A.2) shows three properties of the equilibrium
relative wages. First, note that in the absence of transportation costs (τ = 1), the law
of one price holds with P1 = P2. Correspondingly, welfare equalization would also imply
w1 = w2, consistent with (A.2) where the wedge between regional wages appears only
if the transportation cost τ is greater than 1.
Second, equation (A.2) also implies that the wage wedge is bounded by the transporta-
tion cost τ . To see this, note that
lim
aˆ→∞
w2
w1
=
1
τ
and lim
aˆ→0
w2
w1
= τ (A.3)
so that 1/τ < w2/w1 < τ , i.e. the greater the distance, the wider is the band between
which relative wages can diverge away from 1 in either direction.
Finally, note that in the symmetric case (i.e. aˆ = 1), prices would also equalize. More-
over, taking the derivative of (A.2) with respect to aˆ, one can observe that:
∂(w2/w1)
σ−1
∂aˆ
= −τ
σ−1
2
+
1
2
√
...
·
(
1− τ2(σ−1) · 1− aˆ
2
)
=
1
2
√
...
·
[
1−
(
τ · w2
w1
)σ−1]
< 0
(A.4)
since w2/w1 > 1/τ , which means in the two-region version of the model, a positive
productivity shock in a given region induces lower nominal wages in that region relative
to that of its neighbor.
We can likewise rewrite (2.17) for the two-region case as follows:[
aσ1A
σ−1
1 τ
1−σaσ1A
σ−1
1 · (w2/w1)σ
τ1−σaσ2A
σ−1
2 · (w1/w2)σ aσ2Aσ−12
]
·
[
L1
L2
]
= φ ·
[
L1
L2
]
(A.5)
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Note that consistent with (2.13) and (2.17), the square matrix in (A.5) will have the
exact same eigenvalues as in (A.1), yielding a consistent real wage estimate φ = λ =
W σ−1. Relative employment then will be characterized by:
L2
L1
=
τ1−σaσ2A
σ−1
2
φ− aσ2Aσ−12
· w
σ
1
wσ2
=
[
τσ−1 · 1/aˆ− 1
2
+
√√√√(τσ−1 · 1/aˆ− 1
2
)2
+ 1/aˆ
]−1
· w
σ
1
wσ2
= aˆ · w1
w2
(A.6)
Just as with wages, the two regions in the symmetric case (aˆ = 1) will share the workers
equally, i.e. L1 = L2. Unlike the wages, however, relative employment shares are not
bounded. Note that the righthand side of (A.6) approaches infinity as the relative
productivity parameter aˆ grows larger since we know relative wages are bounded, as
shown in (A.3). Consequently,
lim
aˆ→0
L2
L1
= 0 and lim
aˆ→∞
L2
L1
=∞ (A.7)
Note that (A.6) also implies that w2L2/w1L1 is directly proportional to relative pro-
ductivities, i.e. the more productive region will have a higher income.
