Abstract-The domain of human factors considers how to improve system design by considering the human within the design process, rather than designing a system and then considering the effects on the human after the design is completed. There have been decades of work in the domain of human factors and humansystem integration in applications for complex systems to understand concepts within the physical domain (e.g., system sizing and injury risk) and cognitive domain (e.g., workload, situation awareness, and automation mode confusion). Exosystem technologies are reaching the point where the transition to an operational environment is within reach. This paper presents human factors principles related to the cognitive domain. We present examples of these concepts in the context of exosystem design for operational environments and to aid the development of system evaluation standards. We also review current exosystem evaluation methods and present how performance metrics and tasks can be expanded to better describe system function in the context of known human factors complexities.
speed and force control, collision avoidance, and stability control. However, these standards do not provide a context for the underlying human factors concerns that may lead to risks and they do not articulate all the risks that are possible in complex integrated systems with a human in the loop. In the exosystem community, there is a need to define standards, as they provide a baseline set of design and performance criteria to compare different devices and to quantify the importance of design features with respect to operational application scenarios.
Using a morphological classification of robots [5] , exosystems may be considered a class that is a "robot" worn by a human to improve its performance or mitigate his handicap. This definition can be expanded to consider exoskeletons that may restore, enhance, or provide new human perceptual, cognitive, or physical abilities. Here, we consider systems designed to assist motor performance, which are defined as enabling a user to reach an improved level of motor performance from their baseline. There are two aspects to motor performance: the physical action, including how the body moves and the amount of effort exerted or metabolic cost associated with the action, and the psychomotor mental workload imposed as mental resources is consumed to coordinate and perform the action [6] , [7] . A device may enhance motor performance (increase what a user is capable of physically and mentally accomplishing at a given time) or restore performance (increase what a user is capable of accomplishing over time). In the latter case, the user may become independent from the device (such as with a rehabilitation system); while in the former case, the device would always be required to maintain augmented performance as the human is not capable of performing the task independently. In either of these modalities, the underlying powered components are controlled to modulate the motion of the user.
The intrinsic assumption is that the human adapts, or conforms, to work with the device to maximize performance, using biological muscles in conjunction with any external support or actuation. However, this may not always be the case. Gordon et al. [8] and Galle et al. [9] found that the initial response to their exoskeletons in able-bodied users was to fight the device, thereby increasing muscle activation, with the performance at the end of training showing reduced muscle recruitment for a subset of muscles. This adaptation period is variable, with some users having an easier time learning how to use a particular system. This example highlights the complexity of developing tightly coupled human-in-the-loop systems, where there is a time-varying response of the human to the system and the potential for different steady-state performance characteristics depending on the user.
The domain of human factors exists to improve system design by considering the human within the design process, rather than designing a system and then considering the effects on the human after the design is completed. Boff [10] considered four generations within the human factors domain. Generation 1 considers "Physical Fit," where equipment and the workplace are adapted to human's capabilities. Generation 2 considers "Cognitive Fit," which extends from the biomechanical requirements of Generation 1 to include challenges related to cognition. The shift in Generation 3 is to a "Neural Fit," which considers the fusion of technology with the human to augment human ability. The development of exosystems (e.g., exoskeletons and exosuits) falls within this framework (inclusive of considerations of Generations 1-3) as it is important to consider the biomechanical capabilities, cognitive constraints, and tightly coupled interactions with technology to enhance and evaluate system designs. Considerations of the exosystem in this framework permit the evaluation of the mechanical and control systems at an integrated human-system level.
In this paper, we specifically consider the human factor concerns associated with cognitive fit in the framing of the exosystem domain. Although it is important to note that there is a coupling between these generations. Human factors for physical fit consider the anthropometry of the user population and the biomechanics of motion for the operational task. Common themes in biomechanics from a human factors perspective (also called occupational biomechanics) include understanding the kinematics and musculoskeletal loads for enhancing performance and minimizing injury [11] . These themes are already found in the exosystem literature, including evaluations of how systems affect kinematics, kinetics, muscle activations, and metabolics (discussed in Section III-A). Ferris et al. [12] provided a physiologist's perspective on exoskeleton design and discussed how kinematics, muscle activation, and energy consumption can be considered in the design of exosystems. Additional physical fit considerations relate to sizing and injury prevention, as well as thermal comfort.
Considerations for exosystems with regards to cognitive fit can inform the controller design architecture and evaluation methodologies. There has been significant work in the domain of human-centered automation considering the "man-machine system" [13] that should be used to inform the design of controls and displays for exoskeleton systems. A review of control system methods for exosystems [3] highlights that powered exosystems require a hierarchical control system, where different methods of control can be implemented at higher and lower levels of the controller. While these hierarchical models may implement a variety of control schemes, these models will require underlying modes (related to goals, tasks, or behaviors), where the different modes aid with different assist mechanisms (e.g., for lower extremity systems, this could include controls that enable walking forward, backward, side-stepping on different terrains, or remaining stationary). While we use the term modes here, these modes may be reactive in nature, based For example, the use of sequential composition characterizes behaviors in the state space that are associated with relevant lower-level controllers [14] . As the nature of the controller is behavior-dependent, we continue with the term mode.
Consider a lower extremity exosystem that can actively assist the knee during gait, but uses the knee angle to determine when to switch to a passive mode to enable ease with sitting. With this algorithm, the operator could begin a squat with active support, relying on the exosystem to assist the motion and yield lower muscle activation. However, if he surpasses the threshold that triggers the passive mode, he may not be able to maintain the posture, losing balance and unintentionally falling. This example highlights the importance of having robust controllers along with human mode awareness and the need for understanding system modes with automated systems.
The trigger for switching between modes (which may also be considered as behaviors) can fall into four classes [15] (see Table I ). Exosystems and prosthetics in the literature have demonstrated controllers that change modes in each of these ways. For example, Varol et al. [16] developed a real-time supervisory control system for a lower-limb prostheses where mode changes were triggered by an intent recognition system trained on sensor data for when a person sits, stands, or walks (trigger class 3). The concept of a reactive controller, as in the case of sequential composition, would align with trigger class 3. It may be desired that an exosystem only operates within trigger class 3 and have seamless transitions between the underlying modes such that deliberate motions or stances are not required to obtain a particular behavior. The literature rarely discusses a systematic study of gracefully transitioning between task-based modes, instead focusing on performance within a particular task. Similar to what has been seen with other human-machine interactions [17] , [18] , there is potential for the user of an exosystem to become confused as to the current mode and thus behavior of the system or for the user to not remember how to achieve a specific behavior, highlighting the need to systematically study exosystem mode transitions.
While May et al. [19] found that adults generally accept robots and are comfortable around robots, Jarrasse et al. [20] found that clinicians are regularly confronted with users who prefer mechanical cable-based devices or aesthetic limbs (i.e., systems that do not dynamically adjust) over more complex myoelectric active prosthetics. They postulate that this occurs since many socioanthropological and cultural phenomena that may influence human-device interaction are not considered during the design and training process (e.g., the need for instant integration, the potential for new interaction modalities, and loss of versatility in task-specific devices). These particular concerns highlight the need for human factors considerations within the design process of assistive devices, including understanding the operational use case (e.g., is the system task specific or broadly usable).
The literature highlights many different fields that are now using concepts within human factors to improve human safety and performance. In the following sections, we present human factors principles that have the potential to guide exosystem design for use in an operational environment and to aid the development of system evaluation standards. Section II presents key concepts within the paradigm of cognitive fit and frames these examples in the context of exosystems. Section III presents a literature search and categorization of current exosystem evaluation methods and provides guidance on how performance metrics and tasks can be expanded to better describe system function in the context of known human factors complexities. While not explicitly evaluated in this paper, our motivating hypothesis is that exosystems that are designed following human factors principles and practices from the initial use-case definition will be more readily adopted and used in operational environments.
II. APPLICATION OF COGNITIVE FIT PRINCIPLES TO EXOSYSTEMS
A very generalized use case for exosystems would be to don the system, use the system, then doff the system. There is extensive literature in the domain of motor control that finds participant adaptation when exposed to altered force environments; and when the novel force environment is removed, errors are made as the participant readapts to the nominal environment (e.g., [21] [22] [23] ). This adaption mechanism has been observed in exosystems [9] , [24] , [25] and has been explored as a way to aid motor learning during rehabilitation [24] . The after-effects for a given exosystem may occur within the usage of the system during transitions between system modes and during offnominal conditions (i.e., conditions that are unexpected and undesired; see Section II-C). While some systems may have unintended after-effects, it may be the case that users develop a dual-adaption over time such that they can transition easily between wearing and not wearing the exosystem. The development of a dual-adaptation is seen in Gordon and Ferris [25] , where use of the ankle exosystem on day 2 had a reduced adaptation timescale compared to day 1. Motor adaptation of posture, arm reaching, and locomotion have been extensively studied, including in altered force environments (e.g., [21] , [22] , [26] ). While not a direct analog to exosystems, these studies highlight the ability of a person to adapt and transition to different loads on the body.
In this section, we provide additional background on cognitive fit considerations and specifically apply these constructs to the exosystem. For additional review of these concepts, there are several texts that go into additional detail for other application areas (e.g., [27] [28] [29] [30] [31] ).
A. Mental Models
Mental models have been defined in many different ways. Here, we use the definition from Rouse and Morris [32] that "mental models are mechanisms whereby humans generate descriptions of system purpose and form, explanations of system functioning and observed system states, and prediction of future system states." Mental models are an evolving memory structure that provide a dynamic representation of the environment, as well as descriptive interrelationships for a set of objects or events. Our mental models can be developed through training and are used to inform our decision making through the anticipation of system response and selection of behavior. For exosystem operations, the wearer needs to know in what scenarios it can operate, what inputs they must provide, and what responses will be produced.
Rasmussen [33] considers operator performance at three levels-skill-based behavior (sensory-motor performance taking place without conscious control), rule-based behavior (stored procedures are implemented at a conscious level), and knowledge-based behavior (goals are known, but knowledge must be used to form a procedure). At the beginning of exosystem training when the system is not well-known, the operator would use knowledge-based or rule-based behavior to create the planned actions. However, over time, the usage of the exosystem should take place without conscious control as a skill-based behavior. There is opportunity for defining strategy training that can directly provide the appropriate rules, and can be used to develop the mental model to enable improved procedure development in off-nominal scenarios. In contrast to training humans to use most other robotic systems where off-board demonstration provides visual feedback for a user to develop a mental model, the vast majority of user feedback in an exosystem is tactile rather than visual. This difference changes the requirements for mental model development in physically coupled systems such as these, as direct use of the system is required to learn the system.
Norman [34] observes that mental models are typically incomplete, can be unscientific, are unstable (forgetting occurs), and do not have firm boundaries (similar systems can cause confusion). This means that the user's mental model does not necessarily match the conceptual device model. However, conflict between a user mental model and system model can result in poor operational performance. For example, the Human Universal Load Carrier (HULC) was designed to off-load soldier-borne loads and assist lower limb advancement during gait. The operators could not use natural kinematics, with observations that the system would try to advance the leg when the human operator was not ready [35] . This created a system that was operating differently than anticipated by the human, creating increased rather than decreased energy consumption during operation. The development of relevant feedback to the user, such as automation behavior (e.g., system status, goals, projected states) or expected system inputs, during training could help build this model [36] such that less feedback is required during operational use once expectations are developed.
Within a system, there are multiple embodied models that must be considered. In addition to the operator's mental model of the system, there is the model used for the display to the user, the embedded models in the system software, and the model used for task control [13] . Inappropriate mappings between these underlying models can cause reduction in performance and increase in the frequency and magnitude of errors due to confusion, distraction, and concerns for safety [37] , [38] . Zhang et al. [39] and Ding et al. [40] have shown that different control methods and timings of active assistance altered human performance. It may be that certain control mappings better align with the operator's mental model across goals or behaviors, yielding improved performance and the ability to develop improved skill-based behaviors.
B. Attention, Workload, and Situation Awareness (SA)
The concepts of attention, workload, and SA are not tangible, but are mental constructs that aid in describing and understanding human cognitive performance. Attention is awareness directed at an element in the environment. The manner in which the focus of attention is selected and why that focus may shift are important considerations. In a research lab environment, where a user can operate an exosystem without external distraction, we may see differences in performance than when the exosystem is used in an operational environment where attention becomes divided. There are many models of attention that highlight how it is allocated and divided [29] . Several suggest that there are thresholds that, when passed, lead to reductions in performance, and that optimizing multitask human-system interaction requires planning. Features from these models can aid in developing evaluation methods for exosystems. If a researcher wants to evaluate how an exosystem affects central processing, it would be important to consider tasks that provide the relevant interference to assess these limitations. This is explored further in Section III-B.
The interference of tasks causes increased mental workload, which can be described as the level of attentional resources required for an operational task. This demand for resources can include the perception of visual, auditory, or haptic stimuli; cognitive decision-making processes; and psychomotor coordination [6] , [7] . The relationship between attention and performance is typically described as an inverted u-shape, with low and high attention states yielding low quality of performance, although the shape of the curve can change with complexity of the task [41] . With high workload, there is an increased tendency to focus only on a few relevant cues and the ability to voluntarily shift attention is reduced [42] . If an exosystem requires increased mental workload to operate, for example, by requiring defined postures to trigger mode changes or to verify that automated mode changes were appropriately transitioned, additional attentional resources are directed toward the task of operating the system. This would have potential to limit and degrade any additional tasks that the user performs (e.g., interpreting information from the environment for a surveillance task or avoiding obstacles).
Design decisions and training methods can affect a user's ability to interpret relevant information. Here, we use Endlsey's decomposition of SA into three levels [43] : 1) perception of the elements, 2) comprehension of the current situation, and 3) projection of future status. While a user may be able to perceive information in the environment (Level 1), it may not be apparent how these cues would affect the use of the exoskeleton (Levels 2 and 3). Thus, an inappropriate action may be taken. Breakdowns in SA can occur in any of the three levels and therefore evaluation of SA in the context of exosystem use is important for understanding the ability of a user to make operational decisions. Consider an exosystem ankle that nominally actively assists rotation based on the interaction force recorded with the ground, except in a separate mode where the interaction force is used to stiffen the joint and limit motion. If the user perceives (Level 1 SA) cues that lead to projecting (Level 3 SA) that the exosystem should be actively assisting, but the joint instead stiffens, the user would expect assistance and may then lose balance and fall when the joint stiffens instead.
As one may notice, there is an interplay between these constructs. A user's attention will be directed based on their underlying workload and their mental model of the system. However, the comprehension of the perceived environmental information and projection of that information will affect any ensuing decisions. Response from one's actions affects the state of the environment, which must then be perceived. SA can be used to revise and improve the mental model, but the mental model also helps to direct comprehension and projection. Maintaining relevant SA becomes difficult as the environment and/or system increase in complexity. Conflict can exist between perceived information and what a person thought should happen based on the mental model. Many current exosystems are designed to operate in a steady-state environment. Transitioning to different tasks (e.g., walk to run or standing) or environments (e.g., level ground to inclines or stairs) may require a change in the underlying controller or actuator parameters. Even if the user does not need to manually change the system, the user does need to be aware of the effect of the change to prevent risks of loss of balance or injuries.
It is evident that an exosystem should require minimal user input, while maintaining appropriate user SA of the system, as this has implications in trusting the automation (discussed further in Section II-C). It has been shown that displayed information that is synergistic with a user mental model can improve performance, implying decreased workload to integrate the information [44] . However, SA and performance are not always correlated [43] . One may have high performance with high or low SA depending on the task. Thus, a balance must be made in providing information that is relevant to task performance without overloading the user. It is also important to distinguish between SA of the system and SA of the environment when considering what is presented to the user. Many exosystems do not have displays to provide the user with feedback, limiting the ability to provide system SA to the user. What could be helpful is to create a display for training purposes to enable the user to build an appropriate mental model such that a display is no longer needed during operational use. Alternatively, it may be observed that there are certain types of information that a user needs for operational use and that displays may be warranted (e.g., heads-up visual, a heads-down screen, or tactile feedback).
The ability for the exosystem to provide feedback to the human or adapt its response based on interrogating the human's intent has not been explored (see Section III-A) and could be a way to improve human-exosystem fluency. In scenarios where there is a robot that is not physically in contact with the human, studies have specifically examined using feedback (e.g., through gestures [45] , verbal communication [46] , nonverbal communication [47] , and visual displays [48] ) to enable the human to understand the robotic system. There is a distinction here between displays that may benefit training versus those that may benefit operations. During the training process, the goal is to aid the user in adapting to efficient use of the system, i.e., enabling the development of the mental model and the appropriate motor patterns. A standardized training could include more information presented on actuation timings to permit the user to more easily entrain during steady-state cyclic motions, or information could be provided on how the onboard sensing and underlying user biomechanics trigger changes in the underlying modes (see Section II-C for discussion of modes). In an operational environment, the additional information presented would be minimized to data relevant for efficient performance in the selected use case.
C. Automation, Mode Confusion, and System Trust
The control of exosystems has ranged from manual control (direct input from the user) to fully automatic control (operates without human input) [3] , [37] . Sheridan [13] originally developed the concept of "supervisory control," where the human provides inputs to control some goals, while an embedded computer controls other goals (see Fig. 1 ). Manual control is defined as the human directly controlling and receiving information from the system, with sensing or actuating directly transmitted, or with a computer transformation of the data. In these first two systems, all decisions are made by the human and the computer acts in an open-loop manner. In systems with supervisory control, there are decisions that are not made by the human and the computer acts in a closed-loop manner. The previously mentioned prosthesis developed by Varol et al. [16] automatically closed lower-level control loops related to actuation, but the actions of the user (as detected by the system's sensors) determined the high-level mode of operation (defined previously as mode transition class 3 and is expressed as supervisory control in this framework). The human operator does not directly control the underlying actuator command, that behavior is determined via the embedded computer algorithms. The fully automatic control has the human as a pure observer, providing no influence on the system. Fully automatic systems have been explored in wearable technology through fixed-base rehabilitation exosystems for the lower extremity as well as in upper extremity systems, where the system moves the human without the human signaling the action, thus guiding the motion of the operator. However, as discussed in more detail by Marchal-Crespo and Reinkensmeyer [49] , studies have found that engaging the patient in the control loop is preferred for regaining motor function.
The level of system automation (the degree to which the computer completes the task) does not need to be fixed. Parasuraman, Sheridan, and Wickens [50] simplify the human information processing model into four stages (sensory processing, perception/working memory, decision making, and response selection) and highlight that the level of automation even within a single system can vary based on the stage, permitting assistance in information acquisition, information analysis, decision and action selection, and action implementation. Further, the levels of automation within a stage can be adaptive, permitting a dynamic change in authority between the human and the system. For an integrated exosystem, there is the ability for the system to be automated at a high or low level within each of these stages. Table II highlights examples of the automation spectrum that are possible (based on the Hart and Valasek [51] levels of autonomy), although clearly the lowest level of automation would not be preferred for an active exosystem. For training purposes, there may be a desire for the system to be at a mid level of automation that enables mental model development.
Research in human-robot teaming-where the robot and human are not physically connected-has explored how the degree of robot autonomy affects human SA ( [52] , [53] ), particularly with regard to human decision making in cases of control reallocation. Scerri et al. [54] considered a methodology for making these transfer-of-control decisions while mitigating coordination failures within the team. While studies have found humans prefer greater autonomy (e.g., [55] , [56] ), there is a risk in decreasing relevant SA cues for the human. In teleoperated robotics, research is specifically looking at how to provide additional SA cues to the human [57] . However, these studies have typically occurred with a stationary human, where the supervision and actions do not require locomotion. Thus, there is a clear gap to understand how SA is affected during physical activity in which the robot is physically connected to the human, as in the case of an exosystem, and how reductions in human SA affect operational performance.
As operational tasks become more complicated and varied, the ways in which the human can interact with the system may become confusing. Mode awareness, the ability of the supervisor to track and anticipate system behavior, is quite important. Sarter [17] and Wood [18] provide summaries of the extensive research in automation for an aircraft flight deck, specifically the issue of mode awareness. As shown in Table I , changes in mode can be triggered in different ways [15] . Because a user has limited attentional resources, there needs to be a consideration of the user's environment and workload when determining how much direct user input is required. As previously mentioned, the less the user must directly input and control, the better for synergy and ability to engage with the surroundings. However, the selection of the underlying controller impacts the kinematics and metabolic consumption (e.g., [40] , [58] [59] [60] ). The actuation timings are important for enabling efficient mode transitions such that systems do not have a sluggish response or disturb the desired biomechanics. Thus, they also provide design requirements for control system development and highlight that beyond setting bounds on the controller lag times, there is a need for intent-based controllers to mitigate the lag inherent in feedback control and ensure the system responds according to the operator's intentions. The need to enable intent-based control was also emphasized by Anam and Al-Jumaily [3] . The capability for anticipatory and feedforward control is an ongoing area of research. In human-robot teams, studies find that the ability to anticipate human behavior can improve the safety and fluency between a human and robot (e.g., [61] [62] [63] ).
With less interaction from the user, there are risks associated with not having the appropriate SA of the current system mode. Sarter et al. [64] highlight that automation risks can originate from lack of mode awareness, gaps in mental models of how various automated modes work and interact, coordination errors in off-nominal situations, and overtrust in the automation. Leveson et al. [15] further decomposed sources of mode confusion as highlighted in Table III . If we specifically consider the exosystem, we see that these sources of mode confusion can appear in exosystem architectures as well (see Table III ). Limitations of an exoskeleton in either hardware or software, while undesirable, will exist in early systems. Considerations of the interactions between the hardware and software in the context of these known automation concerns can help drive the system design, training of the system, and create appropriate operator expectations.
While the putative benefits of automation are that it can free up resources, require less knowledge, and reduce human error, there are real complexities that arise as the automation creates new cognitive work [64] . It is therefore important to consider off-nominal conditions that may be encountered, in addition to nominal conditions, and how to ensure the system degrades gracefully when they do occur. In aviation, the "gracefulness" of a specific mode transition refers to the magnitude of undesirable decreases in operator performance, increases in workload, and changes in SA associated with that mode transition [65] . Graceful transitions are desired whether the transition is expected or unexpected, as they minimize the chances for an automation surprise.
The adoption of and reliance on wearable assistive technologies in an operational environment requires an appropriate trust in the automated system. Misuse, or over-reliance on automation, can result in engaging in tasks for which the system was not designed, whereas disuse is the underutilization of the system and defeats the purpose of having an active assistive aid. The possibility of these inappropriate levels of trust means that there needs to be a calibrated trust between the automation capability and the user belief [66] . Parasuraman and Riley [67] , Lee and See [66] , and Madhavan and Wiegmann [68] provided suggestions to designers in terms of both system design and user training so that systems can be made trustable and thus used. Exosystem users must be made aware of the limits of the technology, whether it is the specific set of tasks that the system is designed for, or the physical hardware or software safety limits that are designed into the system. Through increased operational use, and incremental demonstrated successful scenarios with the system, the user can increase their trust in the system. This trust can be built up by providing feedback to the user that is comprehensible in the context of the application and user goals, and includes training operators on expected governing behavior and intended use states. It can also be built up through demonstrated reliability and availability of the system for the required task. During training, revealing how context affects automation capability provides an improved mental model for the user, which Lee and See [66] term "trust resolution" for automation. If we consider a particular exosystem that is optimized for and only active in straight and level environments, and the user is only trained in that environment, the user might misuse the automation to navigate irregular terrain if he tries to transfer the previous successful training experience. This error would be a result of having poor trust resolution, where actual appropriate trust in one mode leads to a perception of appropriate trust in another where the user actually has no prior experience.
III. SELECTING RELEVANT PERFORMANCE METRICS AND TASKS
Prior to discussing how human factors concepts can guide an exosystem evaluation framework, we must first understand how exosystems are currently evaluated. In Section III-A, the current methods of measuring exosystem performance are reviewed. Section III-B follows with important considerations for designing and evaluating exosystems with a human factors framework. These sections emphasize the design of human studies to evaluate and characterize the human-exosystem interaction. In addition to these methods, there is also considerable need for improved human-exosystem modeling efforts to enable model-based designs and safety evaluations. While human studies can provide valuable information on a particular use-case, they do not permit a straightforward way to examine design decisions nor a full understanding of potential safety hazards [69] . Current modeling efforts lack the ability to predict the coupled kinematics of the human with an exosystem in parallel, where the exosystem can move independently from the human (i.e., permitting shearing at the human-machine interface) and the human kinematics are affected by the estimated interaction.
A. Current Methods of Measuring Exosystem Performance
A literature search was performed in Compendex, Inspec, NTIS, and PubMed with the terms "exoskeleton," "exosuit," "human," and "experiment," restricted to the years 2004 to 2017. Exoskeletons prior to this time period were described by Dollar and Herr [1] . This resulted in 1240 unique papers. From these papers, we evaluated if a paper 1) was in English, 2) contained a human study (n ≥ 1) in which exosystem hardware was worn, 3) if the exosystem spanned a lower extremity joint, and 4) if the exosystem had potential to be portable. This generated 146 papers describing 111 instances of exosystems. Of the papers removed, 42 were not in English and 5 were not accessible through interlibrary networks. The remaining removed papers included instances of literature reviews, prosthetic applications, signal processing methodologies without a humansystem study, as well as upper extremity device development and evaluation. While we have highlighted systems designed to assist motor performance, exoskeletons in the literature review were included that augment, measure, and extract energy from motion. Table IV summarizes the joints augmented and the evaluation methods for the reviewed exosystems. We considered multiple references to a single exosystem as one instantiation of the system. For each exosystem, the degrees of freedom were categorized as passive or active assist. The study environments were dominated by overground and treadmill, but also included sit-to-stand, stairs, and in-air motions. Within "other" were balancing (n = 1), squatting (n = 2), load-bearing (n = 4), turning (n = 3), and an irregular surface (n = 1). Many human studies measure kinematics of the exosystem itself. Here, the "other" measurements included hydraulic flow rate of the exoskeleton actuator (n = 1), power consumption (n = 3), muscle stiffness (n = 1), heart rate (n = 1), and EEG (n = 1).
While many devices reported a type of kinematics data, there were fewer published reports for other measures. Within the category of measured kinematics, 22 exosystems used external motion capture to quantify the kinematics, while 80 exosystems determined kinematics using sensing onboard the exosystem or with another attached system. Only two studies disambiguated between motion of the human and motion of the exosystem. Among the devices tested overground, the modality was primarily straight and level locomotion. While there are studies in the biomechanics literature that highlight human performance in alternate environments (e.g., uneven terrain [70] , stair negotiation [71] , [72] , avoiding obstacles [73] , [74] , and with perturbations [75] , [76] ), there is limited research on these environments within published exosystem evaluation.
From these results, we see that there is a need to expand the types of study environments and tasks to represent operational needs of the user. The fluency of the human-machine interaction becomes even more important as the human walking pattern becomes less regular, as the potential for more mode changes increases, and acceptable system reaction times may decrease.
While many papers did present kinematics, these data require expertise to understand and interpret. Depending on the operational goals, the interpretation of the kinematics may differ. For example, the joint angles during inclines or stair negotiation are expected to experience a different range of motion than level ground walking. Further, it may not be desired to replicate the nominal task biomechanics for all anthropometries, or in scenarios where the wearer is in a degraded state. There is still a need to develop operational performance metrics that will aid in evaluation of the varying system architectures. Further, an understanding of the difference in kinematics between the human and the exosystem may provide important information on the effects of misalignment or shifts in the system on performance. These needs highlight the importance of developing standard test methods.
B. Extending Measures of Exosystem Performance
Dollar and Herr [1] proposed that systems that do not reduce the metabolic cost of the operator have very little value, and suggest that systems should reduce forces borne by the musculoskeletal system and improve bipedal stability. This description points to one potential class of exosystems. In the context of human-systems integration, we propose that there are additional factors that must be considered, especially as other use cases for exosystems are developed. While reduction in metabolic energy may reduce fatigue and increase user endurance, this oversimplifies the exosystem operational problem statement. For example, a system may decrease metabolic consumption by reducing muscle activity in a specific joint (e.g., the ankle) while unintentionally increasing internal joint loads on a different joint (e.g., the hip) and thus potentially increase the risk of injury. Hence, although there may be an operational performance benefit in the short term, the long-term consequences are not captured. On the other hand, if the total task time is decreased because of assistance from an exosystem, the overall power consumption of the human operator may be lower than manually completing a given task, despite a temporary increase in metabolic cost associated with use of the exosystem. At the time of Ferris et al. [12] , they noted that only one study had reported oxygen consumption for powered walking. As seen in Table IV , more studies of lower extremity exosystems are including the measurement of metabolics. Still, it remains to be determined what additional metrics are appropriate based on the operational environment in which the exosystem is intended to be used.
While the measurement of body kinematics holds a vast wealth of understanding on the users' mobility, it is ultimately constrained by the tasks selected to perform. Earhart [77] considered locomotion of a person (without an exosystem) and highlights that current laboratory settings focus on short-term measures of gait during forward walking, which is not sufficient to understand dynamic postural control in the face of different environments, goals, biomechanical constraints, and sensory conditions. His suggestion of secondary tasks with nonlocomotor demands is in-line with human factors considerations. A similar trend is found in the meta-analysis of exosystems performed here, in that current evaluation focuses on short-term measures of gait during forward walking either overground or on a treadmill. The evaluation of dynamic tasks and transitions between tasks, coupled with cognitive tasks, will be important for obtaining a systematic evaluation of exosystem performance that can transfer to operating environments. However, this additional task must be part of a comprehensive approach that includes computational modeling and simulation, laboratory testing, and field testing. Each component provides valuable information and builds on knowledge acquired to ensure that the system is ultimately successfully transitioned based on supporting performance data.
As highlighted in Section II-B, the use of an exosystem could require mental workload by the user, requiring the allocation of attentional resources, and has the potential for performance degradation in any additional tasks. There is also the possibility of irritation, chaffing or thermal dissipation from the exosystem, increasing attention to the exosystem, thereby affecting system use and leading to performance degradation. There are several methods in the literature for measuring workload, including measures of primary task, secondary task(s), physiology, and subjective observer-based or self-reported evaluations [29] , [78] . While primary task measures are simple to evaluate as they are already being collected, many times users can complete the primary task with the attentional resources they can allocate. Thus, a common method for analyzing workload is to include secondary tasks in different perceptual and processing modalities to find the thresholds at which performance degrades. Another option is to use a subjective test after use of the system, such as the NASA Task Load Index (TLX) [79] , which allows users to rate their perceived task demands across workload dimensions. Ongoing efforts in using EEG to measure cognitive load [80] are interesting and may provide future methods for assessing workload with exosystems, although these methods are currently confounded by motion artifacts, are a superposition of multiple processes that need to be disambiguated, and are currently difficult to validate [81] .
Measurements of SA using the operator's perception of their own awareness have been assessed using subjective scales [82] . However, such ratings are limited by the operator's own perceptions of reality and may correspond with confidence rather than SA. Similarly, ratings by expert observers [83] are constrained as observers may have only limited knowledge of the operator's concept of the situation [84] . Objective measures are traditionally obtained via analysis of answers to questions administered during simulation freezes [85] or by measuring the reaction time to probe questions related to the displayed information [86] . However, these do not provide the ability to assess short-term temporal changes in critical SA variables and the experimenter must be careful about timing of questions to balance limitations in short-term memory with task workload. To address these limitations, studies have analyzed the timeliness and accuracy of required verbal callouts [65] similar to those seen in aviation (e.g., [87] , [88] ). These methods of assessing task critical elements of SA have potential for exosystem evaluation. Each of these methods provides a way to assess SA, but must be interpreted in the context of their limitations. There is no way to currently map the cognitive perception, comprehension, and projection of a person objectively without explicit interaction.
In preparing to design and evaluate an exosystem, it is important to consider questions related to the operational use, physical factors, and cognitive factors. We highlight how the questions in operational use and cognitive factors can be considered for designers and evaluators. These lists are a suggested starting point to engage the reader in considering a human factors view of exosystem design and evaluation and is not meant to be an exhaustive list of all relevant questions.
Operational Use Case 1) In what environment will the system operate? 2) For what task(s) is the exosystem providing assistance? 3) What information or experience is required for synergistic (or satisfying) performance of the exosystem? 4) How long does it take to become an adapted user of the exosystem? While the first three questions seem intuitive, these are important to discuss for designers as they are relevant for preparing the exosystem for improved training methods, as well as for generating design requirements. For the latter, the operational environment will drive potential hazards that must be accounted for (e.g., thermal constraints, shielding from dust). When considering training, feedback is used to enable both the building a mental model of the system (see Section II-A) and for developing calibrated trust (see Section II-C) in the system. Thus, at the design stages, we must consider what the appropriate environments and tasks will be such that the relevant sensor data or mode selection can be stored and presented to the user during training. Moulières-Seban et al. [5] provided a methodology for activity analysis, basic design, and detailed design that can aid in engaging human factors concerns throughout the design process. Question 3 specifically highlights the consideration of the information that must be presented. Most current exosystems do not provide explicit feedback to the user, and we should ask ourselves if there is information that should be available for training or the operational use cases we select. Question 4 should be answered at the evaluation stage, through measures of relevant performance. Training methods that provide enhanced user feedback may decrease the time required to become adapted, as well as the selection of the control method as discussed previously. Adaptation to an exosystem may depend on the perceptual, motor, and decision-making capabilities of the user, as well as the selected algorithms for the exosystem and the need to manually or autonomously tune any parameters. Studies in telerobotic manipulation are revealing the variability of human performance, the importance of algorithm selection on performance, as well as the style of training (e.g., [89] [90] [91] ).
Cognitive Factors 1) Does the system require significant attentional resources to interact with or command? 2) How does interaction with the system during various nominal and off-nominal tasks affect SA? 3) What workload does the user experience when performing the functional task with the system? 4) Can a user detect relevant changes in mode and/or appropriately trigger changes in mode? 5) Are the "after-effects" when the user transitions between modes or takes off the system appropriately accounted for or minimized if detrimental? 6) Does the user have a mental model of the system dynamics and functional modes that enable proficiency? 7) Does the user trust the system to be safe and to act in accordance with his or her intentions? The constructs of a mental model, attention, workload, and SA are difficult to measure. However, as described earlier in this section, there are methods to infer properties of these constructs. To address attention and workload, scenarios need to be constructed that will push the operator to a limit where more attentional resources are required than can be provided by the user. This may include having secondary or tertiary tasks, with the priorities of these tasks explicitly defined for the operator. The reduction in performance on the additional tasks is used to assess the differences in attentional resources. For example, if the exosystem is used by a warfighter, the relevant primary task may be a ruck march with a secondary task of radio communication. The surrogate for workload could be the time to respond to radio communications. For a civilian setting, the primary task may still be gait, with communication via cell phone as a secondary task. The objective measures of the secondary task can be paired with a subjective measure, such as the NASA TLX [79] , to gain additional insight from the operator. To understand the user mental model and SA, we recommend that specific questions be designed that are asked to the user. These questions should be defined for each level of SA to understand where any breakdowns occur (for examples, see Table V) . With an understanding of where and for what aspect of the situation (e.g., exosystem or environment) breakdowns may occur in the evaluation, future system design requirements can be developed. Trust can also be evaluated with a set of questions through selfreported or observer-based measures [92]- [95] . These heuristics were developed for unmanned systems and human-computer interactions scenarios and should be adapted by the exosystem community with an agreed-upon terminology such that the questions and actionable items are aligned with relevant exosystem taxonomies and use cases.
Question 5 is important for system evaluators to consider in the context of the use case. In a hospital rehabilitation setting, the presence of "after-effects" may be desired and encouraged, whereas they could be detrimental during soldier engagement. Transitions between modes needs to be considered in the context of these after-effects and the enabling of system trust, which enables proficiency.
Addressing these questions will require a deeper understanding of the operational requirements of the system. If we consider transportation, sometimes we need a car and sometimes we need a long-haul truck with multiple trailers. Each of these vehicles is selected based on features (desired qualities) relevant to the needs imposed by the required task. In designing exosystems, it must be made explicit what the requirements are for a particular system so that it may be evaluated with the appropriate verification and validation standards. A heavy-lift enhancing exosystem for use in a depot may have requirements on balance and strength, whereas an enhancing exosystem for use during soldier engagement may have requirements on speed and agility. There are underlying tradeoffs in these higher level metrics; for example, a system that has high agility may not have a balance score as high. Stirling and MacLean [96] described a methodology for characterizing the subject matter, defining relevant information, and formalizing requirements for generating and assessing performance metrics for occupational therapy decision-making aids. Similar to this evaluation, the exosystem community (e.g., designers, evaluators, and end-users) must articulate the higherlevel feature needs such that performance metrics can be generated that align with these relevant features and permit a set of verification and validation requirements to be defined. By better understanding and quantifying the interactions between system design parameters and human factors principles and practices, we believe exosystems can more readily be adopted and used in operational environments.
IV. CONCLUSION AND FUTURE WORK
There have been decades of work in the domain of human factors and human-system integration in applications for complex systems to understand concepts within the physical domain (e.g., system sizing and injury risk) and cognitive domain (e.g., workload, SA, and automation mode confusion). Exosystem technologies are reaching the point where the transition to an operational environment is near-term feasible. Rather than recreate our understanding of human-system integration, we should learn from the literature and use our current understanding to better design and evaluate exosystems for use in operational environments. In this paper, cognitive human factors were applied to exosystem applications and important questions to consider when designing and evaluating exosystems were posed.
