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МОДЕЛИ ОБЕСПЕЧЕНИЯ ЖИВУЧЕСТИ КОМПЬЮТЕРНЫХ СЕТЕЙ 
ПРИ ОПТИМАЛЬНОЙ МАРШРУТИЗАЦИИ ИНФОРМАЦИОННЫХ ПОТОКОВ 
Предлагаются модели повышения живучести компьютерных сетей путем оптимальной 
маршрутизации информационных потоков для обеспечения заданного качества обслуживания (Quali-
ty  of Service – QoS). При этом заданное качество обслуживания обеспечивается при минимальной 
стоимости передачи единицы информации. Рассмотрены три стратегии обеспечения живучести: 
разнообразия, резервирования и перемаршрутизации. Модели разработаны для дискретных и крат-
ных пропускных способностей каналов связи. Представлены алгоритмы нахождения оптимального 
пути. 
Введение  
Постоянно возрастающий спрос на использование мультимедийных приложений в ком-
пьютерных сетях привел к усилению требований по обеспечению качества обслуживания (QoS) 
этих приложений. Среди таких требований можно выделить следующие: большая ширина по-
лосы пропускания каналов связи, минимальное время ответа конечных узлов, минимальное 
значение вариации времени ответа конечных узлов сети, минимальное количество потерянных 
пакетов, а также повышенный уровень надежности. В результате исследований появились ар-
хитектуры, основанные на QoS, такие как архитектура интегрированных услуг, архитектура 
дифференцированных услуг, а также многопротокольная коммутация меток.  
В работе [1] сформулирована задача анализа показателей живучести АТМ-сетей для от-
дельных категорий сервиса в условиях отказов элементов. Введены показатели оценки живуче-
сти для указанных категорий. 
При достижении заданного уровня отказоустойчивости функционирования элементов се-
ти телекоммуникаций одной из главных проблем обеспечения гарантированного качества пре-
доставляемых услуг является определение маршрутов, которые  удовлетворяли бы QoS-
требованиям [2–7]. Однако выбранный критерий оптимальности в виде нахождения самого ко-
роткого пути не всегда является самым важным. На практике гораздо важнее не столько длина 
телекоммуникационного пути, сколько выбор такого пути, при котором обеспечивались бы за-
данные пропускные способности каналов при минимальной стоимости передачи единицы по-
тока информации. Одновременно к требованиям обеспечения заданных пропускных способно-
стей и минимальной стоимости передачи информации добавляются требования высокой живу-
чести функционирования сетей телекоммуникаций. В такой постановке проблема нахождения 
оптимального пути между источником и конечным узлом, при котором обеспечивалось бы за-
данное качество обслуживания и при этом стоимость передачи единицы потока была мини-
мальной с учетом высокой степени живучести, специалистами изучена недостаточно полно. 
1. Постановка задачи обеспечения живучести компьютерных сетей при заданном 
уровне качества обслуживания  
Рассмотрим сеть G = (V, E). Каждый канал (u, v )  E определяется посредством соответ-
ствующего весового вектора с компонентами m аддитивных QoS-канальных весов wi(u, v)   0 
для всех 1  i  m [8, 9]:  
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Имеются m ограничений Li, где 1  i  m, и задача состоит в нахождении такого пути Р 
от некоторого источника до конечного узла, чтобы для wi(u, v) выполнялось следующее нера-
венство [8]:  
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),(  для всех 1  i  m.                                       (2) 
В работе [8] показано, что неравенство (2) может иметь несколько решений, и требуется 
из всех возможных путей, удовлетворяющих (2), выбрать самый короткий. Для этого необхо-
димо дополнительно минимизировать некоторую функцию l(P) длины так, чтобы l(P)   l(P') 
для любого пути P' из множества путей P между источником и конечным узлом. Функция l(P) 
может быть любой функцией весов wi(P) при условии, что она соответствует критериям «дли-
на» или «расстояние» в векторной алгебре. Функция l(P) может быть определена следующим 
образом [8]: 
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Как отмечалось выше, выбор самого короткого пути не всегда является определяющим, 
если речь идет о сетях телекоммуникаций. Гораздо важнее из всех имеющихся решений найти 
оптимальный путь по критерию «функциональность–качество–стоимость». Рассмотрим эту за-
дачу более подробно. 
2. Модели обеспечения живучести компьютерных сетей при оптимальной 
маршрутизации информационных потоков для дискретных пропускных 
способностей каналов связи  
Введем понятие стоимости передачи единицы потока по пути PP(0; s, t) для требования 
(s, t) как 


Pe
etsKPtsK );,();,(  [10], где K(s, t; e) – стоимость передачи по дуге e единицы ин-
формации по требованию (s, t). 
Задача выбора оптимального пути для дискретных пропускных способностей y(e) может 
быть представлена в виде следующей модели [10, 11]:  
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Для синхронных линий передачи информации вводятся ограничения [10] 
 
 

Dts PetsPP
eyPtsf
),( :),;0(
)();,;0( , Ee , 
где D – граф требований по выбору того или иного маршрута; f(0; s, t;P) – величина потока от s 
к t вдоль пути P. 
Для асинхронных каналов ограничения будут иметь следующий вид: 
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где d(s, t) – величина требуемого потока информации.  
Обоснование выбора модели представлено в работе [10]. Модель проектирования сетей 
для дискретных пропускных способностей при использовании основных стратегий обеспечения 
живучести  будет иметь вид 
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при ограничениях: 
– на выбор технологий для линий связи 
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При обеспечении заданного уровня живучести стратегией  разнообразия в представлен-
ную модель необходимо добавить ограничения 
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для всех Dts ),(  и },{\ tsVu , где ),( ts  – параметр разнообразия. 
Для использования стратегии резервирования ограничения будут иметь следующий вид: 
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где р(s, t) – параметр резервирования. 
При обеспечении живучести компьютерных сетей перемаршрутизацией 
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где ),( ts  показывает, какая часть информационного потока будет перенаправлена по другим 
каналам.  
3. Модели обеспечения живучести компьютерных сетей при оптимальной 
маршрутизации информационных потоков для кратных пропускных 
способностей каналов связи  
Задача поиска оптимального пути для  кратных пропускных способностей каналов связи 
y(e) может быть представлена в виде модели 
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где )()(0 euex   , x(e) – целые для всех Ee  и всех )(eT ; T(e) – множество технологий, 
обеспечивающих передачу необходимого трафика. 
Ограничения для синхронных линий будут следующими: 
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Аналогичным образом модель проектирования сетей для кратных пропускных способно-
стей при использовании основных стратегий обеспечения живучести может быть представлена 
в виде 
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при ограничениях: 
– на выбор технологий для линий связи 
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– на пропускные способности линий связи 
f(u; s, t; P) ≥ 0 для всех Dts ),(  и );,;0( tsPP  
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Ограничения модели при выборе стратегии резервирования: 
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При перемаршрутизации информационных потоков  
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4. Методы и алгоритмы поиска оптимального пути 
Для выбора оптимального пути специалистами используется ряд методов и алгоритмов 
на их основе [8], таких как приближенный алгоритм Джеффа; алгоритм полиномиального 
времени Ивата; адаптивный алгоритм маршрутизации с множеством ограничений SAMCRA 
(Self-Adaptive Multiple Constraints Routing Algorithm); приближенный алгоритм Чена; эври-
стический алгоритм случайного поиска; алгоритм, базирующийся на эвристике ограниченно-
го маршрута; A* Prune-алгоритм, учитывающий проблему поиска не одного, а многочислен-
ных кратчайших маршрутов, которые удовлетворяют заданным требованиям [8]. Все выше-
перечисленные алгоритмы позволяют находить решение задачи поиска кратчайшего пути – 
так называемой MCOP-задачи (Multi-Constrained Optimal Path problem). Однако рассмотрен-
ные алгоритмы достаточно эффективны при решении задачи (2), в результате чего находятся 
несколько путей, удовлетворяющих требованиям QoS. Вместе с тем указанные алгоритмы до-
статочно сложны в реализации, когда оптимальный путь выбирается из условий обеспечения 
высокой надежности и минимальной стоимости единицы передачи информации, т. е. при ре-
шении задач (3)–(11) и (12)–(19).  
Рассмотрим более подробно методы и алгоритмы поиска оптимального пути с учетом 
трех упомянутых выше стратегий обеспечения живучести сетей телекоммуникаций с учетом 
стоимости единицы передаваемой информации. Для этого используем сформулированную вы-
ше задачу построения оптимальной телекоммуникационной сети c непрерывными дополни-
тельными пропускными способностями и более подробно  рассмотрим алгоритм ее решения, 
имея в виду, что результатом такого решения должна быть не только оптимальная маршрути-
зация, но и дополнительные пропускные способности каналов связи.  
Запишем модель задачи оптимальной маршрутизации  в виде стандартной задачи линей-
ного программирования 
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Чтобы установить соответствие между анализируемыми моделями и стандартным ви-
дом задачи (20), обозначим через  


Ee
etL  количество всевозможных технологий (пропуск-
ных способностей) для всех дуг. Введем также следующие обозначения: 2 ,N L lk   
,l E k D  . 
Тогда вектор переменных 
 Nizz i ,1,                                                                 (21) 
будет состоять из двух частей: потоковой части, в которой для каждой дуги eE (индексиро-
ванной числом q) содержатся потоки     Dtsestfz qpl  ),(,,12  (индексированные числом p) 
для каждого требования (s,t)  D, и части, в которой определяются дополнительные пропуск-
ные способности 
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мерации переменных вектор d  будет иметь вид 
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Матрица A  совместно с вектором  1b  задает балансовые ограничения и имеет следую-
щую блочную структуру [10]: 
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в которой блоки матрицы A  определены следующим образом: 0ijA , если ji  , 
 AAAii  , где  lqniaA qi ,1,,1,,  ,     1,,  qqjqqi aa , 0, qia  при  qii  , 
 qji  , ni ,1 , lq ,1 . В определении матрицы A  было введено число 1 nn , где 
Vn   – количество вершин графа G , и изначально именно оно использовалось в размерно-
сти. Однако если сложить строки матрицы, то становится очевидным, что 1rank  nA . 
Поэтому из матрицы А можно исключить одну строку. При помощи столбца  
lRb 1  задают-
ся балансовые ограничения в узлах сети. 
Теперь рассмотрим ограничения на пропускные способности каналов связи. Они задают-
ся при помощи матрицы B  и вектор-столбца   02 b . Матрица B  также имеет блочную 
структуру: 
  Nlq RBlqBB  *2,1, ,                                                   (24) 
где llq EB
  – единичная ll -матрица;  lqBB q ,1,**  . 
Блоки матрицы *B  определим следующим образом: 
    qTlitq RqTtlibB  ,1,,1,* ; 
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  , åñëè ,
0,  åñëè ,
t
it
c i i q
b
i q
 
 

 1,i l ,  1,t T i . 
Вектор коэффициентов целевой функции имеет вид 
  Nj RNjcc  ,1, ,                                                       (25) 
где 0jc , 1, 2j lk ; 
 
 
1
2
1q
i
t
lk T i t
c k q

 
 

,  1,1  qTt , 0, 1q l  . 
Таким образом, в формулах (21)–(25) определены все компоненты задачи линейного про-
граммирования (20). Далее эту задачу можно решать стандартным двойственным симплекс-
методом с оптимизацией обращения рабочей матрицы. 
Рассмотрим алгоритм двойственного симплекс-метода. Данный алгоритм рассчитан на 
решение задачи линейного программирования (ЛП) вида 
 

T max;
;
0 .
c z
Az b
z d
 



 

 

                                                                (26) 
Алгоритм двойственного симплекс-метода 
Dual_simplex (c , A , b , I , d ) 
{ 
 for(;;) { 
 
11   IAB ; 
 
1TT  Bcy I ; 
 for(; Ij ; ) { 
  jjj cAy 
T
; 
  if( 0 j ) jj dx  ; else 0jx ; 
 } 
  III xAbBx 
1
; 
 if(separate( x , I , d , k, 0j )=0)stop, x – решение задачи; 
 
1
0
 jkBy ; 
 
*j
 ==null; 
 for(; Ij ; ) { 
  jj AyS
T ; 
  if( 0 jjS ) 
j
j
j
S

 ; else 
   if( 0 j  && 0jS ) 0j ; else 
    j =null; 
  if( j !=null) 
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   if(
*j
 ==null || 
*jj
  ) jj  * , jj * ; 
 } 
 if(
*j
 =null) stop, задача несовместна; 
   *0\ jjII  ; 
 } 
} 
int separate( x , I , d , k, j ) 
{ 
 for(; Ij ; ) { 
 if( 0jx ) 1k , return 1; 
 if( jj dx  ) 1k , return 1; 
 } 
 return 0; 
} 
Чтобы использовать этот алгоритм, стандартную задачу ЛП (20) необходимо привести к 
виду (26). 
Сначала путем ввода искусственных переменных  ljRyyy jj ,1,|    приведем ус-
ловие  2bBz   к виду равенства 
 z z y , 0 0
l
c c
 
  
 
  , 
l
d d
 
   
 
 ,                                       (27) 
 
 2Bz b
 ,   l lB B E     .                                                       (28) 
Теперь объединим ограничения  1bAz   задач (20) и (28). В результате получим матри-
цу задачи (20): 
  AA
B E
 
  
 
0
, 
 
 
1
2
b
b
b
 
  
  
 . 
Более подробно рассмотрим алгоритм реализации метода. На вход алгоритма подается 
вектор стоимости c  (соответствует вектору c ), матрица задачи A  (соответствует  A ) и вектор 
b  (соответствует b ). 
Подаваемый на вход алгоритма вектор d  получается из вектора d  путем замены всех 
его бесконечных ( ) элементов на достаточно большие положительные числа (так называемая 
«машинная бесконечность»). Символом I  обозначено множество линейно-независимых 
столбцов матрицы A , I  может выбираться произвольным образом. 
В приведенном алгоритме используются следующие обозначения: I  – дополнение к 
множеству I  (столбцы матрицы, не вошедшие в I ); null – неопределенное значение. 
На каждой итерации алгоритма выполняется   nmO 2  операций, m  и n  – число 
строк и столбцов матрицы  A  соответственно. 
Для ускорения алгоритма на всех итерациях, кроме первой, можно использовать оптими-
зированный пересчет обратной матрицы 1IA . Более подробно оптимизированный пересчет 
обратной матрицы представлен в работе [10]. 
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Рассмотрим еще один алгоритм поиска оптимального пути, базирующийся на методе от-
деляющих плоскостей. Блок-схема алгоритма, реализующего данный метод, показана на ри-
сунке. Алгоритм применим к задачам в наиболее общей форме (4), (6) при указанных выше ог-
раничениях на потоковые переменные и на пропускные способности (для стратегий разнообра-
зия и резервирования) каналов связи.  
 
Оптимальное 
решение 
Начало 
Выбираем эвристику 
и решаем 
Алгоритмы 
отделения 
Добавляем 
неравенство 
к ЛП-подзадаче 
Решаем ЛП-подзадачу 
Алгоритмы отделения 
Решаем FP 
xt (e) – целые 
Нет 
Да 
Да 
Да 
Нет 
Нет 
Найдено 
решение? Конец 
Да Нет 
Найдено ли какое- 
либо неравенство? 
Допустимые 
маршруты найдены? 
 
Рис. Блок-схема алгоритма на основе метода отделяющих плоскостей 
При использовании стратегий разнообразия и резервирования требуется учитывать сле-
дующие дополнительные ограничения: на величину потока требований, на узловые и реберные 
потоки [10]. 
Таким образом, представленная выше задача эквивалентна задачам линейного программи-
рования (4), (6) при условии, что известна система линейных уравнений. В связи с тем, что не все 
линейные ограничения, задающие X, определены, то согласно методу отделения симплекс-
методом решается релаксационная задача ЛП при части известных нам ограничений для X. Более 
того, необходимо начать с небольшого числа ограничений, а затем для полученного решения x с 
помощью алгоритмов отделения найти нарушенные неравенства и добавить их в исходную задачу.  
Таким образом, формально метод можно представить в виде следующих трех основных 
частей. 
1. Поиск решения задачи о максимальном мультипотоке (так называемой FP-задачи) при 
заданных пропускных способностях y(e). Необходимо проверить допустимость заданных про-
пускных способностей вектора y(e) или, точнее, определить, обеспечит ли текущий вектор про-
пускных способностей y(e) во всех состояниях требуемые маршруты. 
Проведенный анализ показал, что для стратегии перемаршрутизации потоков вдоль по-
врежденных путей задача о максимальном мультипотоке получается значительно более слож-
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ной, чем для стратегий разнообразия и резервирования. Это связано с тем, что потоки для всех 
операционных состояний зависят от соответствующих потоков в нормальном состоянии.  
В случае если y(e) недопустим для одного из состояний сети, должно быть найдено нера-
венство, которое не выполняется, и это неравенство должно быть добавлено к текущей  
FP-подзадаче. Если вектор пропускных способностей y(e) оказывается допустимым для всех 
операционных состояний, то тогда возможны два случая:  
– если значение x целочисленное, то оптимальное решение найдено; 
– если x нецелочисленное, то необходимо прибегнуть к эвристике, чтобы определить ре-
шение, близкое к целочисленному. В этой ситуации возможно также применение процедуры 
«ветвей и границ». 
2. Поиск решения релаксационной  задачи с помощью алгоритмов отделяющих гипер-
плоскостей. При реализации алгоритма отделяющих плоскостей целесообразно использовать 
дополнительные классы неравенства, действительные для всех целых точек многогранника X 
ограничений основной задачи целочисленного линейного программирования. Такие классы не-
равенств разработаны различными авторами [12–14]. Часть из них использовалась при прове-
дении вычислительных экспериментов. 
3. Применение различных эвристических алгоритмов для построения приближенных до-
пустимых решений. 
После решения координирующей задачи, если все переменные x являются целыми, полу-
чаем оптимальное решение. В противном случае либо используются эвристические алгоритмы, 
чтобы преобразовать полученное нецелочисленное решение в целочисленное, либо строится 
новая плоскость, отделяющая нецелочисленное решение. 
Таким образом, модели обеспечения живучести компьютерных сетей при оптимальной 
маршрутизации информационных потоков предполагают нахождение решений задачи (2) од-
ним из известных алгоритмов и выбор из семейства полученных решений с помощью симлекс-
алгоритма или метода отделяющих плоскостей тех путей, которые наряду с удовлетворением 
требований QoS (2) обеспечивали бы высокую надежность при минимальной стоимости едини-
цы передаваемой информации (3)–(11) и (12)–(19).   
Заключение 
Разработаны модели маршрутизации информационных потоков, которые, в отличие от 
известных, обеспечивают заданное качество обслуживания QoS при минимальной стоимости 
передачи единицы потока. Модели являются дальнейшим развитием теории выбора оптималь-
ного маршрута с множеством требований и учитывают три основные стратегии обеспечения 
живучести компьютерных сетей: разнообразия, резервирования и перемаршрутизации. Модели 
представлены для дискретных (формулы (2)–(11)) и кратных (формулы (2) и (12)–(19)) пропу-
скных способностей каналов связи. Главная особенность данных моделей – полиномиальное 
число ограничений и экспоненциальное число неизвестных.  
Рассмотрены методы поиска оптимального пути. В дополнение к известным методам для 
решения релаксационной задачи линейного программирования для данных типов моделей 
предложен симплекс-метод с процедурой генерации столбцов [10]. Проведенные вычислитель-
ные эксперименты показали, что изложенная версия двойственного симплекс-метода с оптими-
зацией пересчета обратной матрицы позволяет эффективно решать задачи маршрутизации. 
Случайно сгенерированные тестовые примеры подтверждают, что предложенный метод опти-
мального проектирования сетей телекоммуникаций с использованием симплекс-алгоритма по-
зволяет решать (до оптимальности) за приемлемое время (несколько часов) задачу проектиро-
вания сети в несколько десятков узлов. Рассмотрен также эффективный алгоритм поиска опти-
мального маршрута, базирующийся на методе отделяющихся плоскостей. 
Разработанные модели нашли практическое применение для обеспечения оптимальной 
маршрутизации компьютерной сети Юнибел Министерства образования Республики Беларусь. 
Представленные алгоритмы были использованы для обеспечения режима QoS опорного кольца 
сети Юнибел в Минске в условиях ограниченного телекоммуникационного ресурса. 
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NETWORK VITALITY MODELS  
WITH INFORMATION STREAMS OPTIMAL ROUTING 
Network vitality models based on information streams optimal routing with given quality of 
services level are introduced. The service is provided with minimal cost of an information unit trans-
mission. Three network vitality stratagies are considered: variety, reservation and rerouting. These 
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models are developed for discrete and multiple bandwidth of communication channels. The algorithms 
of optimal way finding are presented. 
 
