Abstract With the aim to find a more objective way to detect seismic families, we applied a series of successive steps to constrain the results of a waveform similarity analysis. The evaluation of similarity was carried out on the waveforms recorded in the period 1999-2003 by the stations operating in the Garfagnana area, located in northern Tuscany (Italy). The algorithm is based on the cross-correlation technique applied in a process that overcomes the limit of one order of magnitude between events to be compared through a bridging technique. In practice, if two couples of events (A, B) and (B, C), each exceeding the correlation threshold, share a common quake (B), then all three events are attributed to the same family even if the match between A and C is below a value chosen as a reference for similarity.
Introduction
Recognition and grouping of seismic events that have alike characteristics (very close locations, similar waveforms) can be a useful tool in seismotectonics studies to define the seismicity of recent structures and becomes even more useful when the seismogenic structures are very close, the location of seismic events is affected by important errors (of the order of the distances between structures), or events are distributed over long time intervals. Moreover, among the relevant consequences of the right attribution of the seismicity to a particular structure, all quantitative studies on the recurrence of earthquakes and the implication on the studies of seismic hazard should be taken into account.
Unfortunately, the association of a seismic event to a particular cluster is not a straightforward routine. In this article we describe how we overcame the problem applying an improved methodology originally proposed by Cattaneo et al. (1999) to the data recorded by a small, dense seismic network in the area of the Garfagnana-Lunigiana (Tuscany, northern Italy).
This area, located at the northwestern end of the Apennines, deserves special attention, from the seismological point of view, because of the many relevant earthquakes that affected it in the past. The most important ones were certainly the Mm ‫ס‬ 5.8 of 1481, the Fivizzano events (Mm ‫ס‬ 4.6, 1767; Mm ‫ס‬ 4.8, 1902) , and the Mm ‫ס‬ 6.4, which occurred in September 1920 (Solarino, 2002) , but many others, although of lower magnitude, are worth mentioning (Camassi and Stucchi, 1996) . In brief, this sector of the Apennines has the potential for a seismicity of high energy, and, since the last event exceeding magnitude M d ‫ס‬ 5.0 dates back to 1995, it is very important to investigate the mechanisms of energy release that are proper to the area.
For the aforementioned purpose, along with the necessity of steady seismic monitoring, a very dense network has Figure 1 . Position of the seismic stations whose recordings have been used in this study. The stars and the triangles show the locations of the main historical events that occurred in the area; circles show the located events for the more recent period (1999) (2000) (2001) (2002) (2003) .
been established, in operation since 1999. Figure 1 shows the relevant historical earthquakes and the more recent seismicity (1999) (2000) (2001) (2002) (2003) together with the locations of the recording stations. The peculiarities of the seismic stations and the technical details of the instruments have been described in Solarino et al. (2002) . Here, we simply recall that all seismic stations are digital acquisition units connected to three-component enlarged band sensors (5 sec) linked via telephone (Global System for Mobile communication [GSM] or cable) to the processing center located in Genova.
In the next paragraphs, we describe how we recognized families, referring to the events of a multiplet as a group (Spottiswoode and Milev, 1998) . The recognition is partly based on the methodology proposed by Cattaneo et al. (1997 Cattaneo et al. ( , 1999 and is performed in a series of steps, each of which represents an increase in reliability (due to accounting for more constraints) and a decrease in subjectivity of the choice of the parameters for performing the association. The procedure was carried on a dataset of 1350 events that occurred in the Garfagnana area in the period 1999-2003; the final result is a series of seismic families that have been chosen with as much objectivity as possible. Of course, after the recognition of these groups, the seismotectonic assumptions would be the logical complement, and they will be examined in a separate article. In this study we focus on the methodological aspects, including comparisons between obtained results at each step.
Detection of Seismic Clusters
Prior to describing the methodology applied in this article, it is necessary to define a few terms that can apply to seismic events somewhat linked (e.g., occurring very close, due to the same source mechanism, and occurring in a very narrow time). A cluster is a group of seismic events tightly linked in space compared to the dimensions of near-source heterogeneities and to the observed wavelengths (Maurer and Deichmann, 1995) . When events of a cluster have a common focal mechanism and similar magnitudes (i.e., have a similar source time function, propagation path, station site, and recording instrument), they can be defined as family. In practice, the difference between these two terms depends on the level of knowledge one has of the phenomenon: within a cluster there might be more families, for example, when two different seismogenic structures are very close or the structure does not behave as an unique seismogenic source but is activated in episodes with (slightly) different characteristics.
In the next paragraphs we show that the methodology applied has the resolution power to distinguish families.
One objective way to assess if seismic events belong to the same cluster is to perform a waveform similarity analysis (Maurer and Deichmann, 1995) . Several methods were developed in the last years: cross-spectral techniques (Scherbaum and Wendler, 1986; Got et al., 1994) , pattern recognition (Joswig, 1995) , fractal approach (Smalley et al., 1987) , syntactic pattern recognition schemes (Zhinzhin et al., 1992 (Zhinzhin et al., , 1994 , nonlinear correlation technique (SchulteTheis and Joswig, 1993) , and dendogram analysis (SchulteTheis, 1995) .
In particular, the waveform cross-correlation method, given two events, a1 and a2, recorded at the same station, computes a very accurate estimation of the difference in arrival times, with respect to a common time reference, by using the cross-correlation function:
It is not necessary nor recommendable to use the whole signals, and only a part of them are used for the computation, provided that it takes into account the characteristics of both the network geometry and of the distribution of seismicity. If we assume that both signals have a quasi-identical transient time history, simply shifted in time,
2 1 with a superimposed uncorrelated random noise, we expect as a result a quasi-autocorrelation of the signal. In case of signals with a strong transient character, the correlation shows a narrow bell-shaped maximum. The coherent part of the signals can be enhanced by an appropriate filtering. In this study we measure the similarity of waveform by the normalized cross-correlation function for which we expect the function (1) to approach unity for s ‫ס‬ sЈ. This value represents an evaluation of the similarity of both signals:
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One way to shorten the process a priori is to distinguish groups of events that have similar locations and to perform the detection algorithm on these groups only (Maurer and Deichmann, 1995) . In this work we did not make any a priori recognition or subdivision to avoid that any initial selection would bias the procedure. Nevertheless, we estimate the influence of preselecting data using quality location factors applying the same methodology as for the complete database on a reduced dataset (700 events vs. 1350): the results will be mentioned in the last paragraph and used as a comparison. Most of the methodologies capable of class association are limited to very narrow magnitude bands: for example, those based on the cross-correlation technique would consistently be biased when comparing waveforms differing from each other by more than one order of magnitude (Deichmann and Garcia-Fernandez, 1992) .
In this study, the limit is overcome by applying a bridging technique for which if two couples of events (A, B) and (B, C) share a common quake (B), then all three events are attributed to the same family, even if the match between A and C is below the reference value for similarity (threshold hereafter). Event B represents, then, the bridge between these couples. The algorithm is based on the equivalence class approach (Press et al., 1988) and has already been applied to local earthquake data set by Aster and Scott (1993) and Cattaneo et al. (1997 Cattaneo et al. ( , 1999 . The potential and the success of the approach is estimated by a simple test performed on a group of events with magnitude spanning from 1.9 to 3.5 M l . Given a certain threshold, the classical waveform analysis might lead to the recognition of a family that does not include the three strongest events, while the approach improved by the bridging technique associate them (the comprehensive family is marked by black circles in Fig. 2a ). The correctness of such an association is confirmed by the temporal occurrences (all events are temporally clustered in a three-month period), the equality of first onsets for each event of the family at a station (Fig. 2a, , and the chronological evolution of the events, as shown in details in Figure 2b . Conversely, it is easy to show that including any of the three strongest events in the family without making use of the bridging technique would lower the threshold to the minimum cross-correlation value between this event and any other event of the cluster, possibly influencing the characteristics of the family. As an example, we consider a subset of three events (reported in Fig. 2a , lefthand side), and we call them for convenience, I, II, and III in ascending order of magnitude. The cross-correlation values between I and II, II and III, and I and III are 86%, 87% and 68%, respectively. The threshold should be then fixed to 68% to include event III in the triplet without the bridging option. This action has consequences on the composition and characteristics of the family. In fact, in Figure 2 we show the waveform of one event that, having a cross-correlation value of 69%, belongs now to the (former) triplet. The position of the event clearly evidences that this association is fake.
Besides, extending the analysis to the most general case Figure 2 . The bridging technique associates to the same family events that differ by more than one order of magnitude. We show as an example a group of events (black circles) with magnitude M l spanning from 1.9 to 3.5, attributed to the same family via the bridging technique. The three strongest events (marked by an arrow in (b), reporting the number of events per day) would be discarded using other approaches, while their polarities ((a), right side), the shape of the waveforms ((a), left side), the time of occurrence, and the chronological order are clear indexes of concordance. To include the same events in the family without using the bridging technique would require lowering the threshold and, as a consequence, would lead to include events (the gray circles) that do not properly belong to the group (see text for details).
to include the three strongest events in the family (not using the bridging technique), the threshold should be lowered down to 49%, that is, the lowest cross-correlation value between any of these three strongest events and any other event of the cluster. As a consequence, many more events meet the new requirement (cross-correlation value of at least 50%). In Figure 2a we show the location of these events with gray circles; the position of the further associated events is significantly far from the rest of the cluster, and, as in the example previously discussed, this is an evidence of wrong association.
With the purpose of applying the method in the Garfagnana area, all available data of each seismic station have been organized in matrices and then compared in the search for waveform similarities. In this frame, the approach proposed by Maurer and Deichmann (1995) to consider 1 sec from the onset of the P arrival and 2 sec from the S arrival seems too simplistic, since a similarity can result even in waveforms recorded at far stations, with S-P time greatly different, which they avoided by doing a preselection of events. Instead we preferred to consider a continuous signal of the first 10 sec after the P onset: for recordings at an average distance of 30 to 50 km from the hypocenters, the comparison is then made on a signal more complicated than simple first pulse. In fact, while the first pulse is mainly determined by the radiation pattern and could be easily reproduced by events that are further separated, the first part of the coda is merely affected by the propagation and can be matched only by seismograms of rays that have traveled similar paths. On the other hand, the power spectra of coda waves at a given time measured from the earthquake origin time is nearly independent of the epicentral distance as it includes waves coming from scatterers distributed over a large area surrounding the stations and epicenters (Aki, 1969) . Since this regional common envelope shape is expected to be recorded by stations near the epicenter twice the S-wave travel time (Rautian and Khalturin, 1978) , a 10-sec window should be able to discard this common part of the coda, at least for our data set, for which the S-P time is 3-8 sec. In Figure 3 we show the time window of crosscorrelation for waveforms at a distance from the hypocenter of 18, 44, and 67 km, respectively; it is easy to see that the choice of 10 sec (rectangle with dashes) ensures inclusion of the P and S onsets (Maurer and Deichmann, 1995) and the part of the S coda certainly not interested by backscattering, with the exception of very close stations (closer than Figure 3 . Cross-correlation algorithm is applied on a 10-sec window (square with dashes). It comprehends the P and S onsets and the first part of the coda. With the exception of stations very close to the hypocenter (closer than 20 km), the 10-sec window does not include the regional part of the coda, expected at twice the S timing from the origin time.
20 km from the hypocenter). Even in this case, the influence of the regional part of the seismogram sums up to 10% of the signal only, and it is not expected to significantly bias the cross-correlation algorithm. In practice, the choice of the 10-sec time window allows us to consider the most complicate and diverse part of the signal. The difference between our approach and that of Maurer and Deichmann (1995) is illustrated in Figure 4 : by applying the 1-sec P and 2-sec S approach, all events of a limited area are included in one family, while with the 10-sec approach, events are split into two families, which is reasonable, since the events of each family have similar S-P timing and occurred very close in time (June 2001 and in April 2002, respectively) .
Since waveforms may contain noise, and since highfrequency wiggles would be too difficult to compare, biasing the cross-correlation results, all waveforms comparison have been carried out in the frequency range 2-10 Hz only. This filtering window has been adopted after an analysis of the signal-to-noise ratio and, as shown in Figure 5 , it has the capability to reduce natural noises without biasing too much the seismograms, the frequency of which, for very local earthquakes, seldom exceeds 12-15 Hz.
One more important parameter that must be imposed is the threshold for cross-correlation results to be a considered index of similarity. In fact, the result of the cross-correlation algorithm is a value ranging from 0 (waveforms are completely different) to 1 (waveforms are clones). The choice of this threshold is very delicate, and there is no objective means to determine the right value. The choice is even more complicated by the bridging nature of the method which causes, for very nonadapt choices, very diverse waveforms to apparently match. Cattaneo et al. (1999) applied a rather simplified concept to deal with the problem of definition of threshold: these authors searched for similarities on the vertical component of a single station (arbitrarily chosen) and applied several decreasing values of threshold to their results until they found the best compromise between number of families and population for each group. In this work we profit from the database of the Garfagnana area to either improve the choice of the threshold (by adding successive constraints to an initial choice) either to get the feeling of how reliable are our recognitions in an objective manner.
The starting point is the definition of cross-correlation values for each component of the waveforms and the establishment of a set of meaningful threshold values by plotting, for each station, the number of pairs versus the values of cross-correlation ( Fig. 6; step 1 of Fig. 7 ). Where the plot shows a sudden drop and the trend deviates from a pure normal distribution (Maurer and Deichmann, 1995) is where the range of acceptable cross-correlation values start. At this point of the process, many thresholds for each station are defined, and these values may also be very different for each station (e.g., MAIM 70%-80%; BACM 80%-90%).
The values assigned to each station are then evaluated: the threshold that allows the as similar as possible number of families and average events for each family on the three components is chosen as the threshold for that station (see Fig. 7 , step 2; Table 1 ). The process is operated on all stations, leading to 8 threshold values. Within these threshold values, the number of families defined at each component may be slightly different (see Table 1 ), and the ambiguity is overcome by defining as a family only the groups recognized Figure 5 . The analysis of the signal-to-noise ratio leads to a band pass filter of 2-10 Hz. The plot shown is relative to the seismogram of a magnitude 1.9 recorded at station GRAM, whose background noise represents the average for the network. Figure 4 . Maurer and Deichmann (1995) proposed to perform cross-correlation on 1-sec P and 2-sec S windows. This approach does not take into account the S-P time and could associate events that are further separated. The 10-sec window is instead able to split events into families with similar characteristics, including the S-P time, without any a priori selection. The results relative to families 17 and 18 are shown. The method by Maurer and Deichmann (1995) joins them in an unique family (see text).
on all three components. Also the number of events recognized at each component may be different (see Table 2 ), and to be conservative, the lower number of common events for each station is attributed to each family. As an example, we recall the case of station MAIM: after the computation of the cross-correlation, three different thresholds were defined (70%, 75%, 80%); among them, the value 75% best ensured a similar number of families and average events on all components. By looking at the number of families detected by each component (Table 2) , it turns out that only 8 families are common. To each family the lower number of detected events has been attributed after checking that these events are common to the three components (e.g., family 19, 22 events).
The following step considers that in an area with small distance between stations, any family must be confirmed by more than one station for increased reliability. In the optimal case families are recognized on all waveforms. This ensures reliability of the definition of family and represents an important constraint on number of events belonging to them (Fig. 7, step 3) . Unfortunately, as partly described in Solarino et al. (2002) and Ferretti et al. (2002) , the stations belonging to the Garfagnana network experienced several failures, especially in the early times of operation. This resulted in a data loss that in this particular case affects the episodes of short duration. One station failure lasting few days can prevent the station from recording episode at all. Moreover, with lower magnitude, phase picking is not always possible for all stations. Some interesting seismic episodes took place outside the network. All these arguments must be taken into account when interpreting the reliability of the detected families. In particular, specific tests conducted on the dataset showed the following:
• Magnitude influences the number of potential recording stations only if it is lower than 1.8; in such a case the stations located at greater distances (Ͼ60 km) from the hypocenter may not record it or the signal may be masked by anthropic or natural noise. It is clear that, in a family, events may have different magnitudes (unless they are swarms), and their values may decrease down to less than Figure 6 . Example (station SARM) of the plot showing the number of pairs versus crosscorrelation values for the vertical and horizontal components (top to bottom). On the righthand side, a zoom shows the area of the deviation from a pure normal distribution; the cross-correlation values for this area are considered as potential thresholds in the following steps of the process.
1.8. In these cases, the number of units for the family may vary at different stations, the closer being more indicative of the current number of shocks.
• Events occurring outside the network (in particular on the eastern side) might not be detected by all stations depending on their location and magnitude, and therefore might have a location biased toward the nearest station. Generally speaking, events must have a magnitude greater than 2.2-2.5 to be recorded by the full set of stations. For this reason, in the results of this work we must take into account whether the events occurred inside or outside the network • The longer-lasting failures have occurred between 1999 and 2002, before a policy for diminishing malfunctions has been established. Nevertheless, some failures have affected the stations even in more recent times.
• Phase picking is randomly missing, due to problem with the processing and/or reading the data. Generally speaking there are a few stations where the lack of picks is more evident, due to site characteristics that mask the seismic signal.
Seismic Families in an Enlarged Garfagnana Area for the Period 1999-2003: Results and Discussion
The final result of the whole process of recognition of families is reported in Figure 8 and in Table 2 . In particular, Figure 8 shows the capability of our method to attribute very closely spaced events to different families. In fact, although events are overlapping, they are attributed to different families and prove to be correctly associated when their time of occurrence, the first onset, and the shape of the waveforms are taken into account. Table 2 shows the relevant information for the 27 detected families; the number of events as recognized by each component of each station is indicated and, in the last two columns, the maximum number of events per family and the time evolution per family are also reported. The families 3, 4, 5, 19, 20, and 27 are located outside the seismic network; this is a potential source of bias in the number of stations detecting the family, as outlined in the previous section.
In the optimal case of a steady recording and regular operation of all seismic stations, the number of receivers that detected the family would be very close to the total (eight). However, in this study the setting is far from the optimal case, and more information is needed to determine how correct and complete is the discrimination between families by also taking into account the station failures. For this reason, in Table 2 , the crosses mark stations that were not operating during the occurrence of the relative seismic events.
The overall result of the detection process for the families inside the network (Table 2 , entry 21) is compacted in Figure 9 , where the number of stations versus cumulative detected family is plotted. According to this graph, 95% of the families has been detected by at least 2 stations, 55% by at least three, and 35% by four. As stated previously, the low number of stations detecting the families is not fully indicative and must be accompanied by the information of how many stations were potentially able to record the event. Having this in mind, the final result is sensibly better and thus satisfactory. As an example, the shape of the events belonging to family number 6 (confirmed by 6 stations) as recorded by station BACM is reported in Figure 10 .
At this stage, a further analysis on the performances of the stations could point out systematic behaviors that, if not supported by failures or site conditions, could indicate the wrong or nonoptimal choice of the threshold for those stations. This process could be repeated many times, in a sort of trial-and-error routine, until the best setting is found. Of course, the recognition of families is only a tool in the more complete study of the seismotectonics of an area, but this topic will be investigated in another more specific article. Here we prefer to make a comparison with the detection obtained by other quicker and simpler ways rather than to refine the parameters. The goal is to show that even a nonoptimal choice of the parameters is better than other means of processing the data. Table 2 ) is chosen for each station. A number of detected families corresponds to this threshold; the reliability of the detection is proportional to the total number of stations that detected that particular family (Table 2) . Table 1 Number of Families and Average Seismic Events for Each Family
The outcomes for several values of the threshold are reported. For each station. the cross-correlation threshold that allows a similar distribution of both events and families on the three components chosen for that station (gray cells). For example. the value 75% (0.75) for station MAIM ensures both similar number of families (10, 9, 10) and very close average of seismic events (8.3, 7.33, 7.0).
In particular, we now consider the results of an identical process conducted on the dataset (mentioned in the previous section) for which an a priori choice, based on location quality estimate, of the events to be considered has been performed. As expected the number of families is reduced to 23, but what is more important is that the overall number of events and the number of units for each family are reduced. In fact the a priori selection cuts out all nonlocated events and all the badly located events.
One more comparison, based on the classical approach (Cattaneo et al., 1999) , has been made on the vertical component of a single station using the comprehensive database (no a priori selection, 1350 events). SARM has been chosen as reference station, being in a central position with respect to the network, having had the fewer failures and being characterized by a very good signal-to-noise ratio. Apart from the subjectivity of choosing one particular station as a reference, no real constraint has been applied when defining the threshold except the simple tradeoff between number of families and units for each cluster. The recognized families drop down to 19: they completely overlap the 27 official recognitions but have, in average, 20% less events.
In conclusion, we can state that the a priori selection of data or the usage of a single station can influence both number of families and of entries for each cluster, while the more rigorous approach (all available waveforms, detection on more stations) does not. This proves to be particularly important in Joint Hypocentral Determination location for areas where magnitudes are low since it gives a more complete frame of each episode by taking into account events that Table 2 Comprehensive Gray cells, families recognized at all components; station failures. The last two columns indicate, for each family, the number of maximum events and the time evolution, respectively. Families 3, 4, 5, 19, 20 , and 27 took place outside the network. Figure 8 . Location of the seismic families (top panel). The zoomed area shows spatial overlapping between different families, but the polarities (arrows in bottom panels), the depth, the shape of the waveforms, and the time of occurrence (see Table  2 ) confirm the correct association of events to different families. cannot be routinely located and, consequently, it avoids the Gutenberg-Richter curve to bend because of lack of data, making it more reliable and complete even at very low magnitude values. This has also relevant consequences on seismic hazard zoning and computation.
Finally, the constraints on seismic families may improve and be tested on the computation of focal mechanisms (when achievable), a more precise location routine (such as hypo DD) (Waldhauser and Ellsworth, 2000) and the association with seismogenic structures (if mapped). for the eight events included in family 6, shifted according to the cross-correlation time shift. The similarity among waveforms is evident. For convenience, only the vertical components are plotted.
