Consistency and asymptotic normality are established for the maximum likelihood estimators in the nonstationary ARCH and GARCH models with general t-distributed innovations. The results hold for joint estimation of (G)ARCH effects and the degrees of freedom parameter parametrizing the t-distribution. With T denoting sample size, p T -convergence is shown to hold with closed form expressions for the multivariate covariances.
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. As, by de…nition, the t -likelihood function di¤ers from the Gaussian, the arguments employed here are di¤erent and the results new. In particular, by exploiting results for the Beta-distribution, we are able to explicitly characterize distributional properties of key ratios appearing in the derivatives of the t -likelihood function.
Theory for t -likelihood estimation for the stationary case is given in Berkes and Horváth (2004) and Straumann (2005, Ch.6 ). More generally for the stationary case, asymptotic properties of estimation from maximization of the Gaussian likelihood function, that is, QML estimation, have been widely studied in the literature, see e.g. Weiss (1986) , Lee and Hansen (1994) , Lumsdaine (1996) , Berkes, Horváth, and Kokoszka (2003) , Berkes and Horváth (2003) , Hall and Yao (2003) , Straumann (2005) and Kristensen and Rahbek (2005) . In terms of nonstationary QML estimation of GARCH models, in addition to Jensen and Rahbek (2004a,b) , Francq and Zakoïan (2012,2013) consider nonstationary (asymmetric) GARCH QML estimation and testing for stationarity, whereas Linton, Pan, and Wang (2010) consider QML estimation allowing for dependent innovations. Moreover, Aknouche (2014) has recently proposed leastsquares-based estimation of nonstationary ARCH.
To simplify the presentation, as well as the structure of the proofs of the main results in Theorems 1 and 2, initially the theory for the simple ARCH model is given in Section 2, which is next extended in Section 2.1 to GARCH. The main di¤erence between the two cases is that the derivations for the GARCH model are notationally more involved due to the extended recursive structure as re ‡ected in the proofs which are located in the appendix.
Notation: With x a positive scalar, (x) denotes the gamma function, and (x) and 0 (x) the digamma and trigamma functions, respectively, i.e. (x) := d ln (x)=dx and 0 (x) := d 2 ln (x)=dx 2 ; see Davis (1964) for more details and properties of (x).
All limits are taken as T ! 1 unless stated otherwise, and P !;
w ! denote convergence in probability and convergence in distribution, respectively.
Nonstationary t -ARCH
Consider initially the simple ARCH model of order one introduced in Engle (1982) given by x t = t z t ;
for t = 1; 2; :::; T and with the initial value x 0 …xed in the statistical analysis. The parameters and ! are positive, ; ! > 0, and fz t g t=1;2;::: is a sequence of i.i.d. innovations 2 following a scaled t-distribution with > 2 degrees of freedom, denoted t . That is, 
where := ( ; ; !) 0 , the conditional variance ( 2 ) :
Let 0 := ( 0 ; 0 ; ! 0 ) 0 ; where 0 ; ! 0 > 0 and 0 > 2, denote the true parameter value and such that no stationary solution exists, that is
see Nelson (1990) and Bougerol and Picard (1992) .
In terms of estimation, note that the ML estimator of the scale parameter ! in the nonstationary case is not consistent. This is equivalent to the nonstationary Gaussian QML case in Jensen and Rahbek (2004a) , and, as there, we derive the results for estimation of and with ! …xed at an arbitrary value, see Francq and Zakoïan (2012) for further considerations on this aspect.
Thus, with^ and^ denoting the maximizers of L T ( ) in (2) for any arbitrary and positive !; we can state the following theorem for p T asymptotic inference on and in the nonstationary case:
Theorem 1 Assume that (4) holds, then for arbitrary ! > 0,
where the positive de…nite is given by
The proof of Theorem 1 is given in Appendix A.
Remark 2.1 The functional form of the t -likelihood function is by de…nition di¤erent from the Gaussian likelihood considered in Jensen and Rahbek (2004a,b) , with the important implication that properties of transformations of the Beta-distribution can be exploited in the proof of Theorem 1. Speci…cally, the following quantities appear repeatedly in the derivatives of (the log of) the t -likelihood function,
2 and z 3t := (
Observe that, and as used in the proof of Lemma A.5 in the appendix, it holds that
where t has a Beta(1=2; 0 =2)-distribution, and results for transformations of the Betadistribution applied to z it , i = 1; 2; 3, are then used to derive the explicit form of in Theorem 1.
Note furthermore, that of the key quantities in (6) alone the equivalent of z 1t appears in the Gaussian (non-)stationary QML case, while z 2t and z 3t are speci…c to the t -case.
Moreover, in the Gaussian case the equivalent of z 1t takes the form z 2 t 1 corresponding to 0 tending to in…nity and the t -distribution approaching the Gaussian. Finally, note that unlike for the Gaussian case, z 1t is bounded by a constant.
Remark 2.2 Observe that only 0 > 2, or Ez 2 t < 1, is required, which contrasts the QML estimation theory for stationary ARCH models where Ez 4 t < 1 is required corresponding to 0 > 4; see Berkes and Horváth (2003,2004) for a discussion on general requirements for QML estimation of ARCH models.
Remark 2.3 The theorem generalizes the result for Gaussian ML estimation in Jensen and Rahbek (2004a,b) ; observe in particular that as 0 ! 1, such that the t 0 distribution tends to the standard Gaussian, the asymptotic variance of^ , as given by V := ( 2 = ) 1 ; tends to 2 2 0 which is identical to the limiting variance of the Gaussian ML estimator.
Remark 2.4 An important result is that also the degrees of freedom MLE^ is consistent and asymptotically Gaussian at the p T rate. In particular so as the t likelihood expansions in the direction are entirely di¤erent from the direction and hence require di¤erent arguments when compared to the Gaussian ML theory.
Remark 2.5 Note the simple explicit form of the individual entries in . One implication is that is consistently estimated by^ de…ned as with^ ;^ replacing 0 and 0 . 
Extension to t -GARCH
We here present the results for the t -GARCH model which generalizes the t -ARCH model in (1). In short, the t -GARCH model is given by
for t = 1; 2; :::; T , with the initial value x 0 …xed in the statistical analysis, and fz t g t=1;2;::: 
E[ln(
We are now in position to state the equivalent of Theorem 1 for the GARCH case for arbitrary scale parameter ! and initial value ; noting that these are inconsistently estimated:
Theorem 2 Assume that (7) holds, then for arbitrary ! > 0 and > 0, p
with the positive de…nite given in (B.1) in the appendix.
The proof of Theorem 2 is given in Appendix B.
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For the appendix we introduce some additional notation: Let a:s:
and L p convergence respectively, k k the Euclidean norm, and …nally 1 ( ) denotes the indicator function.
Note also that full expressions for all …rst-, second-, and third-order derivatives of the log-likelihood contribution, l t ( ) in (2), are stated in Appendix C.
A Proof of Theorem 1
We prove Theorem 1 in two steps: First, we consider the case of ! …xed at ! 0 . Next, we extend to the case of arbitrary !. With ! arbitrary, the result follows by Lemma A.4.
A.1 Lemmas A.1-A.4
Consider …rst the score:
Lemma A.1 With L T ( ) de…ned in (2), the score evaluated at 0 is given by S T := T 1=2 P T t=1 (s t; ; s t; ) 0 , with
and
with z 1t and z 3t de…ned in (6). Under the nonstationarity condition in (4), as T ! 1, it holds that S T w ! N (0; ), where is de…ned in (5).
Consider next the observed information.
Lemma A.2 With L T ( ) de…ned in (2), de…ne the observed information evaluated at 0 by
de…ned in terms of z 1t and z 2t in (6). Under the nonstationarity condition in (4),
For the third-order derivatives the following uniform bounds hold.
Lemma A.3 With L T ( ) de…ned in (2), for any ! > 0, the third-order derivatives of the log-likelihood contributions, i.e.
, and
for some ; > 0; and such that L > 0 and L > 2.
Finally, consider the case of arbitrary scale parameter !: (2) and with
and U , satisfying
A.2 Proof of Lemmas A.1-A.4
Proof of Lemma A.1: First, observe that by de…nition the of s t; and s t;v in (A.1), for any t 1,
and in particular, Ejs t;j j < 1 for j = ; : Lemma A.5 implies next that (s t; ; s t; ) 0 is a martingale di¤erence sequence with respect to F t = (x t ; x t 1 ; :::; x 0 ). Using Lemmas A.5 and A.7, we …nd the individual entries in as follows:
Similarly,
It holds that det ( ) 0, and with equality if and only if z 1t = cz 3t almost surely for some c 2 R. This is ruled out by the de…nition of z 1t and z 3t , and we have that det ( ) > 0. As ; > 0; it follows that is also positive de…nite. We may therefore conclude that for any :
Turning to the Lindeberg condition, using (A.2) it follows that for any > 0, and any
This establishes the CLT in Brown (1971).
Proof of Lemma A.2: Using (C.5) in Appendix C, we have that
By the strong law of large numbers for i.i.d. processes,
is almost surely bounded by some …nite constant c. Moreover, for any …xed t, it holds by the Borel-Cantelli lemma that T 1 1 2
! 0. Then by applying Toeplitz' lemma together with Lemmas A.5 and A.7,
By similar arguments, and using (C.8) and (C.6),
Proof of Lemma A.3: From (C.14), for any ! > 0,
Likewise, using (C.15), (C.21), and (C.22),
Proof of Lemma A.4: Choose L > 0 and L > 2, and de…ne ! L := min(! 0 ; !) and
and an application of Lemma A.8 and Jensen and Rahbek (2004a, Lemma 11) 
Similar arguments, and using
! 0, and we have that (A.8) holds. Turning to the proof of (A.9), it holds by (C.23) that
; so another application of Lemma A.8 and Jensen and Rahbek (2004a, Lemma 11) yields
Similar arguments, and using (C.26) and (C.28), give that
! 0, and we conclude that (A.9) holds.
A.3 Auxiliary Lemmas: t -ARCH
We state here the expectation and (co)variances of z it , i = 1; 2; 3; de…ned in (6). Moreover, we state important convergence results for ratios of the type
with k and m nonnegative integers. These properties are repeatedly used in the proofs.
Lemma A.5 With z 1t , z 2t , and z 3t de…ned in (6),
Proof of Lemma A.5: Notice that z t = p ( 0 2)= 0zt , wherez t has a Student's t-distribution with degrees of freedom. It holds that t := z 2 t =(( 0 2) + z 2 t ) = (z Lemma A.6 Assume that the random variable X is Beta-distributed with shape parameters p; q > 0, i.e. Beta(p; q). Then
Proof of Lemma A.6: The results in (i) are well-known, see for example Johnson, Kemp, and Kotz (1995, p.217) . The results in (ii)-(iii) follow by using the density function of the Beta-distribution, and by repeated use of the identity @ @y
Lemma A.7 Assume that (4) holds. For m; k 2 N [ f0g, m k, and with the ratios
Proof of Lemma A.7: The results hold as x Lemma A.8 Under the nonstationarity condition in (4) there exists a < 1 such that
Proof of Lemma A.8: Notice that for any t 1,
with the conventions Q 0 i=1 = 1 and
, where the strict inequality holds by Jensen's inequality and the fact that the exponential function is strictly convex and that ln( 0 z 2 t ) is non-degenerate. By another application of Jensen's inequality (for strictly concave functions), we then have that
(A.12)
Combining (A.11) and (A.12) yields the result.
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B The t -GARCH Case
We proceed as for the ARCH case by considering …rst the case of …xed (!; ) at (! 0 ; 0 ), B. 
, and s t; :=
Under the nonstationarity condition in (7) 
Lemma B.2 De…ne the observed information evaluated at 0 by
where
Under the nonstationarity condition in (7), I T P ! ; with de…ned in (B.1).
In the following we de…ne the neighborhood, N ( 0 ), around 0 as 
where 0 w T P ! c 2 (0; 1).
Next, let := ( ; ; ) 0 and de…ne the neighborhood,
Lemma B.4 Under the nonstationarity condition (7), there exists a neighborhood, N ( 0 ), as in (B.4) such that for any …xed !; > 0,
B.2 Proofs of Lemmas B.1-B.4:
Proof of Lemma B.1: By Lemmas A.5 and B.5, (s t; ; s t; ; s t; ) 0 is a martingale di¤erence with respect to F t := (y t ; y t 1 ; :::; y 0 ); y t := (x t ; 2 t ( 0 )) 0 . With u t de…ned in (B.11) in Lemma B.5, it holds that
where we have used Lemma B.5 and the ergodic theorem. Likewise, with u t de…ned in (B.12),
Similar to the proof of Lemma 1,
By construction, is positive semi-de…nite, and next we seek to show that it is in fact positive de…nite.
and it hence su¢ ces to show that we cannot …nd a constant vector := ( 1 ; 2 ; 3 ) 0 2
The proof follows by contradiction. First, suppose that ( 1 ; 2 ) 6 = (0; 0) and 3 = 0, which means that 1 z 1t u t =2+ 2 z 1t u t =2 = 0 a.s. Since P (z 1t = 0) = 0, 1 u t + 2 u t = 0 a.s., but this is clearly ruled out since u t and u t are linearly independent. Next, suppose that ( 1 ; 2 ) = (0; 0) and 3 6 = 0. Then 3 (z 1t =(2 ( 0 2)) + z 3t ) = 0 a.s., which is ruled out since P (z 1t =(2 ( 0 2)) + z 3t = 0) = 0. So it must hold that ( 1 ; 2 ) 6 = (0; 0) and 3 6 = 0. Using again that P (z 1t = 0) = 0; 1 u t =2 + 2 u t =2 = 3 (1=(2 ( 0 2))+z 3t =z 1t ) a.s. This is ruled out by the fact that z 3t =z 1t is non-degenerate and independent of (u t ; u t ). We conclude that is positive de…nite, and hence for any = ( 1 ; 2 ; 3 ) 0 2 R 3 n f(0; 0; 0) 0 g,
Turning to the Lindeberg condition, using Lemma B.5 it follows that for any > 0, and any ( 1 ; 2 ; 3 ) 0 2 R 3 ,
Proof of Lemma B.2: From (C.4), we have that
where u t and u t are de…ned in Lemmas B.5 and B.6, respectively. By the strong law of large numbers for i.i.d. processes, Lemma B.5, and Toeplitz's lemma,
Likewise, using Lemma B.6 instead of Lemma B.5,
By Lemmas B.5 and B.6 and the ergodic theorem,
where we have used that (z 1t ; z 2t ) is independent of (u t ; u t ). By combining (B.5)-(B.8), we obtain
Using similar arguments together with (C.5)-(C.9), we conclude that I T P ! .
Proof of Lemma B.3: From (C.13) it holds that,
where we have used Lemma B.8, and where
are de…ned in Lemma B.8. Another application of Lemma B.8 yields that fw t g is ergodic andw t is integrable, so by the ergodic theorem,
Similar arguments applied to the rest of the third-order derivatives of the log-likelihood function, stated in (C.14)-(C.22), yield (B.3).
Proof of Lemma B.4: We choose L ; L > 0 and L > 2, and de…ne ! L := min(! 0 ; !) and ! U := max(! 0 ; !); and, likewise, L := min( 0 ; ) and U := max( 0 ; ). Using Taylor expansions, it su¢ ces to show that
where we have used Lemmas B.8 and B.10, and where u t ( L ; U ) and 2 are de…ned in Lemma B.8 and r 1!t is de…ned in Lemma B.10. An application of Lemmas B.8 and B.10 together with Jensen and Rahbek (2004a, Lemma 11) gives that
where r t is de…ned in Lemma B.10. By arguments similar to the ones above,
Likewise, similar arguments can be applied to (C.11) and (C.12) in order to conclude that (B.9) holds. Turning to the proof of (B.10), it holds by (C.23) that
and, likewise, 
Similar arguments applied to (C.24)-(C.28) yield (B.10).
B.3 Auxiliary Lemmas: t -GARCH
Lemma B.5 De…ne
Then the sequences fu t g and fu t g are strictly stationary and ergodic,
u t and 0
and for any p 1
; and E[u t u t ] = ;
Under the nonstationarity condition (7),
for all p 1. (25), and in the display immediately before, holds in probability in the case where the nonstationarity condition holds with equality, see Theorem 2.1.a in Klüppelberg, Lindner, and Maller (2004) . The conclusion of their Lemma 4 is however still valid, since it is only needed that the convergence in (25) holds in L 1 . This
process fz 2 t g, and due to the fact that u t and u t are integrable, they are almost surely …nite. Hence, fu t g and fu t g are strictly stationary and ergodic. For deriving the second-order moments of (u t ; u t ) it is used that u t = 1 0 a.s., see Jensen and Rahbek (2004a, p.1218) . The convergence in (B.13) and (B.14) hold by observ-
Lemma B.6 Let
, and u t := 2
and for any p 1, E[u
Moreover, under the nonstationarity condition (7), as t ! 1; for all p 1,
Proof of Lemma B.6: The proof follows by arguments similar to the ones given in the proof of Lemma B.5.
Lemma B.7 With a; b > 0, de…ne
; m = 1; 2; 3; 4;
with the convention that Q 0 n=1 = 1. For any p 1 there exists L and U , L < 0 < U , such that fu mt ( 0 ; L )g and fu mt ( U ; 0 )g are strictly stationary and ergodic with 
where u mt (a; b), m = 1; 2; 3; 4, is de…ned in Lemma B.7, and the constants i , i = 1; 2, are given by
For any p 1, there exists a neighborhood, N ( 0 ), as in (B.2) such that .20) and such that the process fu t g, where
Proof of Lemma B.8: First, observe that (B.15)-(B.17) and
follow by Lemma B.7 together with Jensen and Rahbek (2004a, Lemmas 7 and 9). Next, notice that )] < 1. Lastly, u t is a measurable function of the ergodic process fz 2 t g, and due to the fact that u t is almost surely …nite (element-wise), we conclude that fu t g is ergodic.
Lemma B.9 Under the nonstationarity condition (7),
Proof of Lemma B.9: Similar to the proof of Lemma A.8, and due to (7) with some < 1.
Proof of Lemma B.10: The results follow from Jensen and Rahbek (2004a, Lemmas 7,9,12 and 13) and Lemma B.9. Notice that Lemma B.9 implies that Jensen and Rahbek (2004a, Proposition 1) holds for p = 1; even when the nonstationarity condition (7) holds with equality. Thereby it is easily concluded that r i!t has exponentially decreasing mean for the case where 0 < 1.
C Likelihood Derivatives
With l t ( ) the log-likelihood contribution de…ned in (2), its …rst-, second-, and thirdorder derivatives are given as follows.
C.1 First-order derivatives
