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Proton Exchange Membrane, also named Polymer Electro yte 
Membrane fuel cells (PEMFC) are interesting devices for energy 
conversion. Their development is due to the high effici ncy, acceptable 
power density, quick start-up and good environmental compatibility [1-3]. 
On the other hand, reliability cost and durability are the main challenges 
for PEM fuel cell commercialization. In 2010 the American Department 
of Energy (DoE) sets a target of 40000 hours for stationary and 5000 
hours for automotive applications, respectively [4,5]. Actually, these 
standards are considered as the mainly reference in fu l cell research. 
Based on electro-catalytic reactions, the PEMFC operation is 
influenced by system functioning conditions. In case of system operation 
in abnormal conditions several chemical, mechanical and thermal 
degradation mechanisms could take place inside the cell. Among other, 
improper water, thermal and gas managements can introduce a cell 
voltage drop, thus reducing the system performance [3,4]. A long-term 
exposure to these phenomena causes the PEMFC lifetime reduction. 
Thus, a good system management is one of the primary targets to ensure 
suitable PEMFC durability. For this purpose, research activities are 
oriented towards the development of newest advanced monitoring and 
diagnostic algorithms. The primary goal is monitoring the system 
operation ensuring a correct system control. Moreover, the diagnostic tool 
(i.e. both algorithm and sensors) allows the detection of system 
component malfunctioning; it can isolate one or more faults that may 
have occurred causing the abnormal behaviour of the system operation. 
XXIV SUMMARY 
In common commercial systems the operating variables, such as 
stack voltage, current and temperature are usually monitored for control 
purposes. The measured signals are then processed through a control 
board that provides the right control signals to the ancillary devices for 
the correct operation. However, usual control strategies are finalised to 
guarantee the system operation in acceptable conditi s only, without 
taking into account any actions for performance recov ry. In this contest, 
advanced research studies, both at experimental and theoretical levels, 
may support the development of effective monitoring and diagnostic 
algorithms. From these algorithms the control actions may also be 
improved by using the knowledge of the system actual status, which in 
turn can improve the performance. Therefore, the development of 
appropriate control strategies, as well as accurate f ult detection 
algorithms, are required to attain a longer lifetime. In this scenario, the 
capability to identify in real-time the PEMFCs state-of-health and related 
degradation mechanisms is one of the main objectives.   
This work aims at developing a parameter identification algorithm for 
on-board fault detection and isolation (FDI) applicat ons based on the 
electrochemical impedance spectroscopy (EIS) technique. The EIS is a 
non-invasive experimental technique [6], usually applied for 
electrochemical system analysis. This procedure stimulates the main 
physical phenomena involved in PEMFC. Its use is based on the injection 
of a sinusoidal signal, which perturbs the system at known frequencies. 
Then, by analysing the system response it is possible to de-couple 
different electrochemical processes, isolating the PEMFC losses (i.e 
Ohmic, kinetic and mass transport) [7,8]. Therefore, the idea is to 
extrapolate and then exploit the information on PEMFC status, which 
cannot be directly achieved through the cell voltage drop monitoring. To 
exploit the information brought by EIS data, an equivalent circuit model 
(ECM) is considered. This allows accounting for the different 
electrochemical phenomena occurring inside the cell. In each electrical 
component of the model one or more parameters can be identified. 
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Through their trends it is possible to monitor the system behaviour, and 
then, to check the possible fault when the system runs.    
This work faces two problems: the on-board implementation of EIS 
and the on-line model parameter identification. Thefirst topic is related to 
the measurement reliability, which is influenced by system internal and 
external factors. On the other hand, the second one is oriented to solve the 
multi-minima problems involved in the minimization function, which can 
severely compromise the results of the identification process. Moreover, 
the work aims at replacing the human experience with a carefully 
automated strategy for the data analysis implementatio . Indeed, in 
common EIS applications, the expertise of the operator is always required 
for the data interpretation. The proposed procedure performs the 
automated selection of both the ECM configuration and proper starting 
parameters values for the fit.  
The interpretation of the identified parameters is made through some 
regression models, which link the parameter changes to the operating 
conditions variability. For system monitoring, an ECM simulates the 
impedance spectrum by using the parameters derived from the regressions 
evaluated at normal operating conditions. Then, the simulated impedance 
spectrum and the measured one are compared for evaluating residuals. If 
residuals are less than a fixed threshold, the system operates in normal 
conditions, otherwise the on-line parameter identification procedure 
starts. The fault detection and isolation are performed by comparing the 
values of the identified parameters with their trends expected for the 
actual operating conditions. Then, it is possible to detect the occurrence of 
faults when one or more residuals are above the fixed thresholds. For this 
purpose, a fault to symptoms matrix for drying out, flooding and air 
starvation is proposed. 
This work has been performed within the D-CODE project (website: 
https://dcode.eifer.uni-karlsruhe.de) funded under G ant Agreement 
256673 of the Fuel Cells and Hydrogen Joint Technology Initiative. Its 
XXVI SUMMARY 
aim is to develop a diagnostic tool for on-line monit ring and FDI based 
on EIS. For this purpose the classical EIS single-frequency approach 
based on small amplitude signal injection has been considered. In the 
context of the project D-CODE, this thesis deals with two relevant issues: 
the measurements reliability and the impedance spectra analysis. 
 
  
   
 
1.  INTRODUCTION 
 
Nowadays, hydrogen is playing an increasing role in the area of the 
“green” energy conversion. Therefore, Fuel Cells (FCs) are considered a 
promising solution due to their high efficiency, acceptable power density 
and good environmental compatibility [1-3]. Particularly, Proton 
Exchange Membrane, also named Polymer Electrolyte Membrane fuel 
cells (PEMFC) have gained a relevant position in both stationary and 
transportation-oriented applications, such as power backup systems, 
portable devices, educational kits, automotive and boat propulsion.  
Reliability, cost and durability are the main challenges for PEMFC 
commercialization. Many researches have been carried out in order to 
develop new materials and advanced management of these systems. 
Indeed, one of the main aspects is the system durability. In order to 
improve the PEMFC lifetime, in 2010 the American Department of 
Energy (DoE) sets a target of 40000 hours for station ry and 5000 hours 
for automotive applications, respectively [4,5]. These standards are 
considered as the mainly reference in fuel cell research. Based on the 
electro-catalytic reactions, the PEMFC operation depends on several 
physical phenomena occurring inside the cells. The system operation in 
abnormal conditions, such as improper water management, catalyst 
degradation and fuel starvation [3,4] may introduce a performance drop 
and even reduce the lifetime of a PEMFC. Thus, a good system 
management is one of the primary targets to ensure itable PEMFC 
durability. To this purpose, the development of advanced monitoring 
system and diagnosis algorithms appears as an important milestone in 
PEMFC research. 
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In this chapter the main generalities of PEMFC operation are 
introduced, by analysing the effects of both the normal and abnormal 
operating conditions. Moreover, a comprehensive review of PEMFC 
diagnosis approaches, which are available in the literature, is detailed. 
This part summarises the initial state-of-art analysis and represents the 
bases to introduce the research activities. Consequently, the objective and 
the expected contribution of this research are depict d. 
 
1.1 Generalities on PEMFC systems 
Fuel Cells are interesting devices for energy conversion based on the 
electro-catalytic reactions. Generally these system are composed of 
different cells connected in series, of which the assembling is also named 
stack. During PEM operation, the electrochemical rections occur in each 
cell, satisfying the current demand; the stack voltage is achieved 
considering the sum of the potential related to the single cell electrodes. 
In literature several types of fuel cells are available, which are classified 
according to their electrolytes: alkaline fuel cells (AFC), molten carbonate 
fuel cells (MCFC), phosphoric acid fuel cells (PAFC), polymer 
electrolyte membrane or proton exchange membrane fuel cells (PEMFC) 
and solid oxide fuel cells (SOFC) [9-11]. This work focuses on PEMFC 
systems, whose name derives from the polymer membrane, which allows 
the H+ protons’ exchange. One of the advantages to adopt a solid polymer 
electrolyte is the reduction of both the corrosion phenomena and the gas 
cross-over. Moreover, operating at low temperatures, less than 80 °C, the 
PEMFC design is very simple, if compared with the other systems, and 
allows a rapid start-up. Nevertheless, concerning the possibility of CO 
poisoning, the use of quite pure hydrogen is requird. To understand the 
PEMFC operation, the electrochemical reactions involved in a single 
H2/air PEM cell are reported below: 






 + 2	 (Eq. 1.1) 
:		 + 4
 + 4	 → 2
 (Eq. 1.2) 
The reaction 1.1 and 1.2 are referred to the hydrogen oxidation 
reaction (HOR), at the anode side, and to the oxygen reduction reaction 
(ORR), at the cathode side, respectively. Thus, the global reaction is: 
 + 2
 → 2
 (Eq. 1.3) 
Moreover, due to the system operation at low temperature, a catalyst, 
such as platinum (Pt), is usually employed to support the reaction 
kinetics. The single cell functioning is drafted in figure 1.1. The reactants, 
fuel at the anode and air at the cathode, are directly fed from the bipolar 
plate flow channels to the porous electrodes. Concerning the carbon 
electrodes, it is possible to distinguish two main l yers, one dedicated to 
the gas diffusion and the other one aimed at the electrochemical reaction 
activation, also named catalyst layer. Due to its hydrophobicity, the 
diffusion layer is optimized in such a way as to ensure the water removal, 
which in turn allows the correct gas feeding to theactivation area. It is 
possible to distinguish two sub-layers, a big one named GDL (about 125 - 
350 µm) and a small one named micro-porous layer (MPL) (about 25 – 35 
µm) [12]. The hydrophobic coating also shields the layer structure from 
the corrosion. Indeed, though the carbon fibres of the GDL result quite 
stable, they are still exposed to the produced water and to the convective 
reactant flow [12,13]. On the other hand, the catalys  ayer is mainly 
aimed at increasing the activation of the electrochemical reactions (i.e. eq. 
1.1 and 1.2). This layer is composed by the same carbon black particles of 
the MPL, loaded with nano-scale particles of Pt and mixed with the 
ionomer [12]. Moreover, the carbon supports of the electrodes facilitate 
the electron conductivity and the heat transport. The electrochemical 
reactions occur at the interface catalyst layer/electrolyte, where reactants, 
catalyst and electrons are available; this area is al o named 
electrochemically active surface area (ECSA). In case of fuel impurities, 
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such as the carbon monoxide (CO), the catalyst poisoning is induced 
blocking the catalytic sites and then reducing the ECSA [11]. Thus, to 
prevent the carbon oxidation and the Pt dissolution and agglomeration 
phenomena, the use of quite pure hydrogen is strictly equired. A proton 
exchange membrane, usually composed of perfluorosulfonated polymer 
(Nafion®), allows the charge transfer from the anode to the cathode side 
in a hydrated form [11].  
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Then, the proton conductivity is strictly related to the membrane 
water content. Two main water flows can be seen: the electro-osmotic 
drag and the back-diffusion. The first one characterizes the water brought 
by the proton transfer from the anode to the cathode, while the second one 
is related to the water gradient between the cathode and anode sides. 
Indeed, the superimposition of the electro-osmotic drag and of the ORR 
water generation leads to an increase of the water content at the cathode 
side; conversely the high water content causes the back diffusion of the 
water towards the anode side. If not balanced, these flows can reduce the 
system performance, inducing either the anode drying out or the cathode 
flooding [3,11]. Moreover, the Nafion® properties depend on the system 
temperature, which must never overcome 80°C. To ensur  the system 
operation, several ancillaries are required for the reactant feeding, the 
water management, the electrical production management and the system 
cooling. All these components are also named balance-of-plant (BoP). 
This point will be clarified in section 2.3.1 (figure 2.11). 
 
1.2 Fundamentals of PEMFC analysis 
The PEMFC structure has been introduced in the last p ragraph. 
According with the aims of this work the fundamentals of the PEMFC 
analysis are then presented. The maximum electric work achievable by a 
fuel cell is expressed by the Gibbs free energy through the relationship 
reported below: 
 = ∆ = −!"#$ (Eq. 1.4) 
Where n is the number of the electrons involved in the reaction (for eq. 
1.1 ! = 2), while F 96487	)* +,-⁄ / is the Faraday constant. #$ is the 
theoretical cell voltage assumed as the difference between the anode and 
cathode potentials. In case of standard conditions at 25 [°C] and 1 [atm], 
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for liquid water production, ∆ = −237	)12/+,-/, while in case of water 
vapour production ∆ = −229	)12/+,-/. Thus, in standard conditions 
the thermodynamic cell voltage #$ is 1.23 [V] and 1.19 [V] for liquid 
water and vapour production, respectively [11]. According to the Nernst 
equation, it is possible to compute the equilibrium potential related to the 
gas properties as follows: 
#4 = #5 − #6 = #$ + 789 -! :;<=> =⁄ ;?=;?=< @ (Eq. 1.5) 
where in case of liquid water production AB=C is assumed equal to 1.
In real world applications, the open circuit voltage (OCV) is assumed 
as the maximum cell voltage achievable when no loadis applied (the cell 
current is 0). Its value is always lower than 1.23 V, due to the Pt oxidation 
and H2 crossover from the anode to the cathode side [11]. Moreover, 
when a load is applied, the cell voltage decreases.  
The theoretical efficiency can be estimated as the ratio between the 
Gibbs free energy and the thermal energy (enthalpy change) available for 
the H2/air cell reaction ∆
 = 285.8	)12/+,-/ in standard conditions. 
Thus, at 25°C the efficiency is: 
FGH = ∆I∆B ≈ 0.83 (Eq. 1.6) 
By replacing the Gibbs free energy by its thermodynamic equation:  
FGH = ∆I∆B = 1 − 8∆M∆B  (Eq. 1.7) 
it is possible to remark that efficiency decrease with increasing 
temperature depending on the entropy change ∆ of the reactions [11]. 
CHAPTER 1 7 
 
 
Usually, the cell voltage variation with respect to the current (or to 
the current density1) is represented through the V-I curve also named 
polarization curve, reported in figure 1.2. Then, a first way to assess the 
system operations is to evaluate the cell voltage drop. Indeed, the voltage 
reduction is characterized through the superimposition of three 
fundamental losses: i) the activation, ii) the Ohmic and iii) the mass 
transport.  
 
Figure 1.2: Qualitative polarization curve. 
 
The trend of the losses related to the reaction kinetics, also named 
activation losses, is represented in figure 1.2 with the red curve. These 
                                                          
1 The current density is the ratio between the operating current and the active surface 
area of the cell.  
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losses characterize the activation overpotential2 irreversibility of the 
reactions both at anode and cathode side. When a load is applied to the 
cell, the operating current passes through the electrodes changing their 
potential and, then, inducing a performance loss [11]. Moreover, as 
shown in figure 1.2, the voltage drop contribution due to the reaction 
kinetics is dominant at low current densities, where the charge transfer is 
the most important irreversibility. The activation losses involve both the 
electrodes, though their contribution is more signif cant at the cathode 
side [10]. Based on Tafel’s law, the activation losses are related to the 
current density through the following equation:   
N65G = 78OP9 -! Q RRST (Eq. 1.8) 
Where R and F are the universal gas constant and the Faraday constant, 
respectively, n is the number of electrons involved in the reaction and T is 
the temperature in Kelvin. The constant U is the charge transport 
coefficient, while V$ is the exchange current density [9-11]. 
The Ohmic losses are represented in figure 1.2 withthe blue line. 
Their voltage drop contribution is strictly proporti nal to the current 
density and is more significant in the mid-point of the polarization curve; 
the related equation is: 
NW = W,4 ∙ V (Eq. 1.9) 
Where W,4 is the specific (or equivalent) resistance expressed in )Z[+	/, which involves all the internal resistances of the cell, such as 
both the electrodes and the electric contact resistances to the electron flow 
and the electrolyte proton resistance. Among these, th  membrane 
resistance is the most significant one [10,11]. 
                                                          
2 The difference between the applied potential and the electrode equilibrium potential (or 
Nernst potential) is defined overpotential (E-Eeq). 
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The losses due to the mass transport phenomena are represented in 
the figure 1.2 with the green curve. In order to supply the reactions, the 
reactants need to reach the catalyst layer. Then, the slow electro-active 
species transport to the reaction site induces a loss of the electrode 
potential. This loss is due to the inability of the reactants flow to maintain 
the bulk concentration at the electrode/electrolyte interface. Several 
causes can contribute to the mass transport voltage drop, among these the 
gas starvation and the slow diffusion in the GDL pores are the most 
significant ones [9]. As reported in figure 1.2, the diffusion losses are 
mostly significant at high current densities. The rate of the mass transport 
to the electrode surface is expressed through the Fick’s first law of 
diffusion [9], in which the value of the resulting current density can be 
computed as a function of the gradient of the concentrations:  
V = P9\]^	]_`  (Eq. 1.10) 
where D is the diffusion coefficient and a is the diffusion layer thickness, 
while *b and *c are the bulk concentration and the surface concentration, 
respectively. The maximum rate at which a specie can be supplied on the 
electrode surface is then achieved imposing *c = 0; this condition is 
also named limited current density V [9]. The mass transport losses are 
related to the current density as follows: 
Nd = 78P9 e-! Q1 − RRfTe (Eq. 1.11) 
Therefore considering the afore introduced relationships, the global 
cell voltage drop under normal operating conditions can be evaluated as 
[9-11]: 
g5 = #4 − N65G − NW − Nd (Eq. 1.12) 
It is worth remarking that analysing the polarization curve it is 
possible to evaluate the global voltage drop, but the single contribution of 
the different losses is difficult to distinguish. Then to separate the 
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different irreversibilities, other methods are commonly employed in 
PEMFC analysis, such as the current interruption, the cyclic voltammetry, 
the chronoamperometry and the electrochemical impedance spectroscopy. 
This work focuses on the electrochemical impedance spectroscopy, which 
will be introduced in the next chapter; for the other techniques more 
details can be found in the literature [10,11,14].    
 
1.3 PEMFC operation in abnormal conditions 
In the last paragraph the main irreversibilities of the PEMFC in 
normal operating conditions have been introduced. Nevertheless during 
the system operations several factors can influence the PEMFC status. 
Indeed, a variation of the working variables automatically induces a 
change of the system equilibrium state. The causes of abnormal operating 
conditions can be related both to the occurrence of external factors and to 
the unexpected variations of the system working variables [13]. Among 
others, the presence of impurities in fuel/oxidant gas and ambient cold 
temperature (subfreezing conditions) are considered as the most relevant 
external agents. Instead, potential cycling, fuel starvation, start/stop 
cycling and improper stack temperature and water management are 
related to unexpected changes in working in operating conditions.  
An overview on the effects of abnormal conditions is reported in the 
following, for more details the reader is addressed to the scientific 
literature [12,13,15,16]. In case of fuel and oxidant impurities, the 
overpotential losses raise due to the impurities adsorption at the anode 
and at the cathode catalyst layers, respectively. Moreover, their presence 
does not affect only the charge transfer mechanisms; indeed, the dissolved 
parts can also induce the membrane poisoning and affect both water and 
gas transport behaviour [13]. The kind of the impurity and the period of 
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the components exposure determine whether the process is reversible or 
not. When the system starts at subfreezing conditios, the low reaction 
kinetics induces the main voltage loss. Nevertheless, the ice formation 
also results in Ohmic and mass transport voltage drops [13,16]. Although 
the limited cycling in subfreezing conditions are not so influent in terms 
of PEMFC durability, a long exposure to ice can generate several 
mechanical stresses, which in turn may irreversibly damage the system 
[13]. The effects of the abnormal operating condition related to the 
external factors are resumed in Table 1.1. 
 
Table 1.1: Abnormal operating conditions due to external factors. 
ABNORMAL OPERATING CONDITIONS 
External factors 
 IMPACT CAUSES EFFECTS 
GAS IMPURITIES 
Anode side Fuel impurities 





Cathode side Air impurities 






Anode / cathode Start-up and/or 





Activation and mass 
transport losses  
 
Concerning the system working variables, PEMFCs are designed to 
operate at different loads and, thus, no strong effects are observed in 
steady state operating conditions. However, rapid changes in load, high 
voltage conditions and improper start-up/shut down cycling can seriously 
compromise the PEMFC durability. Indeed, these abnormal operations 
change the cathode potential affecting the oxide coverage of both the 
platinum and carbon [13]. Then, the Pt dissolution and re-deposition and 
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the carbon corrosion take place reducing the Electrochemically Active 
Surface Area (ECSA) [12,13]. Moreover, the Pt dissoluti n at high 
voltage operation can also induce effects in the membrane, allowing the 
formation of the hydrogen cross-over mechanism [12], while a long 
exposure to the carbon corrosion could seriously affect the carbon surface 
hydrophobicity and then the GDL gas permeability [12]. In case of 
system operations in sub-stoichiometric conditions, a deep voltage drop is 
detected. Several factors cause the gas starvation, among the others 
flooding conditions and ice formation in GDL could block the reactant 
feed towards the ECSA. Therefore, the reactant starvation causes the cell 
voltage drop, first of all due to the mass transport henomena, and then 
due to the permanent electrochemically activation area losses. The main 
effect of the reactant starvation is the reverse pot ntial condition. In this 
case the cell potential is negative, inducing the carbon oxidation into the 
anode catalyst layer [13,15]. In particular, a fuel starvation causes the 
anode potential to raise, while the oxygen starvation induces the cathode 
potential reduction. Apart from the sub-stoichiometric conditions, the 
high temperature, combined with an improper water management, can 
also reduce the cell performance. Indeed, this conditi  causes the 
membrane dehydration, thus reducing the electrolyte proton conductivity, 
especially at the anode side. Moreover, if the membrane operates for a 
long period in dried conditions, the presence of hot spots can induce the 
formation of pinholes [15]. Furthermore, the increment of the activation 
losses is also observed in case of system drying out. Then, if the system 
runs in dried conditions for a short period, the performance losses are 
reversible. On the contrary, if the system operates for a long time, the 
degradation process occurs. Indeed, a long exposure to dried conditions 
induces the carbon corrosion and the Pt dissolution and agglomeration 
processes [13,15]. Opposite to dry out, an improper water management 
can also produce an accumulation of water both at te cathode and at the 
anode sides. This phenomenon is well known as flooding and occurs 
more frequently at the cathode side. As above mentioned, the presence of 
water in the GDL mainly affects the reactant transport to the catalyst sites. 
CHAPTER 1 13 
 
 
Then, a cell voltage drop related to the mass transport phenomena is 
observed. Moreover, also an increment of the activation losses can be 
seen, as reported by Fouquet [17]. This effect might be due to a blockage 
of a part of the ECSA. As for the dry out, a short exposure to flooding 
conditions causes reversible losses, whereas a long exposure accelerates 
the electrode corrosion [15]. Moreover, if the exposure period is long, the 
dissolved catalyst can affect the membrane performance, by reducing the 
proton conductivity [15]. This process is mainly due to H+ ions 
replacement within the ionomer with impurities and corroded or dissolved 
parts. The main effects of PEMFC operations in abnormal conditions just 
introduced are summarized in Table 1.2.  
As introduced in the last paragraph, the PEMFC operation 
automatically induces performance irreversibility. Nevertheless, in 
normal operating conditions the resulting voltage drop is acceptable. On 
the contrary, when an abnormal condition occurs, the performance losses 
raise up. If the exposure period to the undesired operations is quite short, 
the induced voltage drop should be reversible, otherwis  the system 
degradation occurs. In order to guarantee the safe PEMFC operation, 
different diagnosis procedure have to be developed [2,18]. Indeed, these 
algorithms allow the system state-of-health monitoring, detecting the 
undesired operating conditions and the system faults when they occur. 
The diagnosis procedures are usually assisted by a controller, which tries 
to restore the system normal operations in case of unexpected working 
variable variation. In the next paragraph the generalities on PEMFC 
diagnosis are introduced. Specifically, in this work, an approach for on-
line diagnosis is presented; particularly, in the last chapter the capability 
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Table 1.2: Abnormal operating conditions: unexpected working variables variation. 
ABNORMAL OPERATING CONDITIONS 
Change in working variables 
 IMPACT CAUSES EFFECTS 
LOAD 
CYCLING 
Catalyst layer Rapid change in load Variation of cath. pot. 
Pt dissolution 
Carbon corrosion 
OCV / HIGH 
VOLTAGE 
CYCLING 






Catalyst layer Improper start-up in 
fuel starvation 
conditions / prolonged 
shut down cause 
presence of air at anode  





Anode side Fuel sub-stoichiometric 
conditions 
Voltage drop 
Mass and activation 
losses increase 
Reverse potential 
(high anode potential) 
Carbon oxidation 
Cathode side Air sub-stoichiometric 
conditions 
Voltage drop 






HIGH T - LOW 

























Cell voltage drop 
Cathode pressure drop 
Activation and mass 
transport losses 
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1.4 Generalities on diagnosis techniques for PEMFCs 
As introduced before, the electro-catalytic reactions, which control 
the PEMFC operations, are influenced by several physical phenomena 
occurring inside the cells. Then, improper operating conditions may 
introduce system faults and degradation. These critical behaviours force 
the research activities to develop new monitoring and diagnosis 
techniques [2,18]. Indeed, the aim of these works is to ensure a good 
system management in order to improve the PEMFC performance and 
durability. The present work is aimed at developing a parameter 
identification algorithm for an innovative diagnostic tool based on 
electrochemical impedance spectroscopy (EIS). In order to contextualize 
the research objectives, an overview of different me hodologies available 
in the literature for on-line PEMFC monitoring and fault detection and 
isolation (FDI) is reported in the following.  
A suitable diagnostic tool aims at identifying in real time the faults 
that may occur in the system. Then, three main tasks can be found: the 
fault detection, fault isolation and fault magnitude analysis [2,18-21]. 
According to whether a model is needed, two main approaches can be 
considered: model-based and non-model based. For the former one, a 
suitable model simulates the system behaviour. In this case the diagnosis 
is performed by evaluating the residuals between experimental results and 
model outputs. Then, an inference analysis is done on the residuals to 
detect the possible fault occurrence [19,22]. An example of residual-based 
diagnosis is reported in figure 1.3. On the other hand, the non-model 
based methodologies focus on heuristic knowledge and signal processing 
or on a combination of them [2,18], thus no residuals are evaluated.  
Concerning the model-based approach, a deep understanding of the 
real system is required to simulate the involved physical phenomena 
through mathematical laws. Usually, the models are classified depending 
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on the required physical knowledge in: white-box, grey-box and black-
box. 
 
Figure 1.3: Model-based fault diagnosis scheme; adapted from Ding [19]. 
 
White-box models, which are totally focused on physical knowledge, 
are usually exploited in PEMFC applications to model the electro-
chemical, thermal and fluid-dynamic phenomena. Thus, the theoretical 
Nernst-Planck, Butler-Volmer and Fick’s laws are employed to 
characterize both the charge transfer and the mass tr n port phenomena. 
Nevertheless, although the white-box models are very accurate and show 
a high genericity, they require the solution of complex partial-differential 
equations and are not suited for on-line applications [2]. Moreover, these 
models involve several internal parameters that not always are easy to 
evaluate. In general, for on-line diagnosis grey and black-box models are 
implemented. On the other hand, the black-box models are developed via 
data-driven approaches and then they do not require the solution of 
physical models, allowing the achievement of faster algorithms. 
Moreover, these models ensure a high approximation of the non-linear 
phenomena. Nevertheless, they are strictly related to the training datasets, 
which must include all the system operating conditions, also the abnormal 
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combine the physical knowledge and the data-driven advantages, 
replacing the complex differential equations with empirical formula or 
artificial intelligence structures. Then, the semi-physical models reduce 
the problem complexity allowing a good accuracy andgenericity, also for 
non-linear phenomena. The comparison of model-based approach for 
PEMFC applications is summarized in Table 1.3. 
 
Table 1.3: Model comparison for PEMFC applications [2]. 
 White-box Grey-box Black-box 
Structure complexity High Moderate Low 
Accuracy High Good Good 
Genericity High Good/Moderate Moderate/Low 
Processing time High Moderate/Low Low 
Physical knowledge High Moderate Low 
Data-driven Low Moderate High 










Static models OK OK OK 
Dynamic models OK OK OK 
Non-linear response Good Good High 
On-line applications Not indicated OK OK 
 
In literature, the grey-box models used for PEMFC on-line FDI are 
usually organised in parameters-identification-based, observed-based, and 
parity space methods [19]. In parameter identification methods the model 
parameters are usually related to the physical phenom a. In this 
approach the parameters are estimated on-line and when the variation 
from their nominal values (i.e. in no faulty condition) achieves a certain 
threshold, the correlated fault is detected. 
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In general, the PEMFC monitoring is based on the analysis of the 
system electrical behaviour. The most common approach to reproduce the 
system working variables is the modelling of the electro-chemical 
phenomena through circuit-based models. Relevant results are available 
in literature in case of flooding detection [6,17,23,24]. Among others, the 
parameter identification methods based on EIS monitori g [17,24,25] 
appears the most suitable. Indeed, the EIS allows the association of each 
physical phenomenon to a specific equivalent circuit omponent; this 
point, which is the earth of this thesis, will be clarified in the next 
chapters. In particular the paper of Narjis et al. [24] can be assumed as the 
base ground for the development of on-board FDI based on EIS technique 
[2]. In observer-based [26,27] and parity space methods [28-30] the 
complex physical problems are usually reduced and li earized, by 
employing an observer or a parity space linear domain for residual 
calculation. The application of these methods to complex PEMFC models 
generates many residuals and only a certain number of them can be 
exploited for diagnosis. Therefore, these approaches are still under 
development, but are believed to be promising in future.  A relevant 
contribution to PEMFC FDI development is also given by black-box 
models. The main feature of this approach is that te model parameters 
are not characterized by a physical meaning. Moreover they are evaluated 
through the interpolation of the training dataset rather than identification 
methods. Among others, artificial intelligence and heuristic techniques 
are often employed. Artificial neural networks (ANN) are usually used in 
non-linear dynamic modelling [31-35]; in such a method the training 
process needs a large amount of data. Therefore som authors [36-38] 
introduce also the application of fuzzy logic (FL) techniques for on-line 
PEMFC monitoring, especially in flooding detection. This methodology 
is very promising, but the on-line adjustment in case of new faults, which 
have not be considered a priori into the fuzzy rules, is difficult to achieve 
[2]. In order to solve this constraint the adaptive neuro-fuzzy inference 
systems (ANFIS) also have been developed [39-41]. Indeed in this 
method, the fuzzy rules are defined through the ANN approach, rather 
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than the a priori knowledge. Moreover the support vector machines 
(SVM) based on statistical learning are also tested in PEMFC diagnosis 
[42-44]. In general it can be stated that the black-box models show 
appreciable results for off-line applications, and that the on-line 
exploitations are still under development [2].  
As mentioned above, non-model based approaches are also available 
in literature. These methodologies can be either knowledge-based or 
signal-based [18]. A detailed classification of the non-model based 
method is shown in figure 1.4. The main difference with the model-based 
approach is that the FDI is directly performed through fault classification 
procedures, without the use of residual inferences. Then, the experimental 
datasets are directly processed and normalized to extract the different 
features, which are relevant for fault classification [2,18]. Figure 1.5 
resumes the most common steps involved in PEMFC non-m del based 
diagnosis. The role of the related techniques is also reported. To simplify 
the dissertation the acronyms related to the non-model based approach are 
reported in table 1.4.  
 
Table 1.4:List of acronyms for non-model based techniques. 
ANFIS 
Adaptive Neuro-Fuzzy 
Inference Systems KPCA 
Kernel PCA 
ANN Artificial Neural Network KFDA Kernel FDA 
BN Bayesian Network NN Neural Network 
FDA Fisher Discriminant Analysis PCA Principle Component Analysis 
FFT Fast Fourier Transform STFT Short-Time Fourier Transform 
FL Fuzzy Logic WT Wavelet Transform 
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Figure 1.5: General structure of non-model based diagnosis [18]. 
 
According to figure 1.4, three main non-model based methodologies 
can be outlined. In particular, artificial intelligence methods seem to be 
the most suitable ones for fault classification if discriminating features are 
considered [18]. Then, ANN, FL and ANFIS methods [45-48] are 
commonly employed for clustering technique application. At the same 









NN FL ANFIS PCA FDA BN FFT WT  
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effective reduction of the variable dimension, through the conversion of 
correlated variables into a small number of uncorrelated features. Among 
these methods, the principle component analysis (PCA) is the most used 
one [49,50]. Furthermore, also the Fisher discriminant analysis (FDA) 
[51] seems to be a promising method for diagnosis, but its applications in 
PEMFC domain are still under development. In case of nonlinear features 
extraction, KPCA and KFDA methods, which are based on kernel 
function, can also be considered. Indeed, these appro ches allow a 
suitable solution to uncertainty, decision and reasoning problems [18].  
Finally, a third class, based on signal processing methods, can be 
introduced to detect the occurrence of certain types of faults. In this 
approach, several signals are listed according to former researches. 
Among these, the PEMFC stack/cell voltage and the pressure drop signals 
are the most used ones. Usually in signal processing, the fast Fourier 
transform (FFT) are exploited for stationary signal analysis [52], while in 
case of non-stationary conditions, the wavelet transform (WT) can be 
adopted [53]. In particular, WT technique seems to offer the best 
performance due to its excellent time and frequency resolutions [18]. 
Finally, the integration of different techniques can lso be adopted. 
Indeed, hybrid methods will represent a new trend in PEMFC diagnosis 
[18]. Compared with model-based methodology, the need of high training 
dataset can limit the development of non-model based applications, 
despite their high simplicity and capability of dealing with nonlinear 
problems. More details on common model and non-model based 
diagnosis for PEMFC on-line applications are available in Petrone et al. 
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1.5 Objective and expected contribution of the research 
The reported review on PEMFC operation in normal and bnormal 
conditions underlines how an advanced system management is one of the 
primary targets to ensure the FC durability. For the moment, in 
commercial systems the operating variables are usually monitored for 
control purposes. In any way, this control is mainly finalised to guarantee 
the system operation in acceptable conditions. To forecast suitable actions 
for the system performance recovery, the development of effective 
monitoring and diagnosis algorithms is then required. Precisely, the 
presented review for on-line diagnosis strategies avail ble in literature 
shows the standards assumed in research activities. 
In this context, the present work aims at developing a parameter 
identification algorithm for on-board fault detection and isolation (FDI) 
applications based on electrochemical impedance spectroscopy (EIS). The 
EIS is a widespread technique usually applied in electrochemical system 
analysis and is introduced in the next chapter. Its application is based on 
the injection of a perturbation (e.g. a sinusoidal signal) at known 
frequencies. By processing the system response to the s imulus, the 
different electrochemical phenomena involved in PEMFC can be then 
distinguished and analysed. This behaviour allows the exploitation of 
those information related to the system state-of-healt  that cannot be 
directly extrapolated by monitoring the cell voltage drop. For this purpose 
an equivalent circuit model (ECM) is considered by modelling the 
electrochemically processes through electrical components (i.e. 
resistances and capacitors, or other types of specific components). For 
each circuital element, one or more parameters are identified. Thus, the 
system monitoring and fault detection are performed by comparing the 
values of the on-line identified parameters with their trends expected for 
the normal operating conditions. 
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This thesis deals with two relevant issues: the measurements 
reliability and the impedance spectra analysis. The first topic concerns the 
on-board implementation of EIS that can be affected by internal and 
external factors. The second one focuses on multi-minima problem 
related to the parameter identification procedure. Moreover, this work 
aims at developing an automated procedure by replacing the human 
expertise commonly required in EIS analysis with a proper pre-setting 
parameter algorithm.  
This work has been performed within the D-CODE project (website: 
https://dcode.eifer.uni-karlsruhe.de) funded under G ant Agreement 
256673 of the Fuel Cells and Hydrogen Joint Technology Initiative. Its 
primary goal is the development of a diagnostic tool f r on-line 
monitoring and FDI based on EIS.  
 
1.6 Dissertation overview 
After this section, this work includes five chapters and an appendix. 
The EIS technique is presented in chapter 2. This part is a summary on 
the theory and presents practical aspects based on the experience 
developed during the experimental activities of the project. An overview 
on common spectrometers employed to perform the EIS and their 
functioning is introduced. Then, the EIS measurements performed in a 
commercial system are presented. In particular, this part focuses on 
measurements reliability, solving the main problems related to the on-
board implementation.  
The analysis of the impedance spectra acquired throug  the EIS 
technique is reported in chapter 3. This chapter is organized in two parts: 
the first one is dedicated to the spectra description and the second one 
focuses on impedance characterization through the ECM. Then, the 
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impedance shape dependencies on cell operating conditions are described 
by modelling the cell electrochemical processes through different circuital 
elements, one for each physical phenomenon. In this part of the work, the 
suitable ECM configuration assumed in on-line parameter identification 
procedure is introduced.  
The automated identification procedure is reported in chapter 4. An 
overview on the minimization algorithms exploited in literature to 
identify the ECM parameters is presented. The chapter focuses on the 
multi-minima issues related to the minimization problem. A new 
algorithm named Geometrical First Guess (GFG) is presented. A deep 
description of the procedure, the analysis of the identified parameters and 
the validation of the method are also reported.  
In chapter 5 the applications of the automated ident fication 
procedure for the on-line diagnosis is presented. Firstly, the parameter 
models exploited to generate the reference values are introduced. Then, 
the fundamentals of the diagnosis procedure are present d underlining the 
use of the identification algorithm. Therefore, thecapability to perform a 
suitable diagnosis based on EIS for PEMFC systems has been also 
discussed.  
Finally, conclusions are drawn in chapter 6. In appendix A the short 
manual developed for the set-up of the NexaTM test bench is reported. 
This section is proposed to support the experimental activities presented 
in chapter 2. Furthermore, in appendix B the fundamentals on the 
electrochemistry of the electrodes are introduced to support the 
impedance modelling proposed in chapter 3. 
    
   
 
2. ELECTROCHEMICAL IMPEDANCE 
SPECTROSCOPY (EIS): DESCRIPTION 
AND EXPERIMENTS 
 
The static characterization of a PEMFC is usually obtained analysing 
the polarization curve. From the V-I representation the influence of the 
electrochemical phenomena occurring inside the cells is noticeable on the 
stack potential, as described in chapter 1. The observed voltage drop 
refers to the overall losses and therefore it is not possible to separate the 
effects of each loss [54]. To overcome this point, dynamic measurements 
are needed. The EIS is a non-invasive experimental technique usually 
exploited for electrochemical analysis. This technique allows stimulating 
different physical phenomena through a small amplitude signal. The 
impedance spectrum is analysed evaluating the system response at 
different frequencies, thus the influence of single physical phenomenon  
can be observed. The state of the art of the EIS and its applications are 
introduced below, while the impedance spectrum analysis and its 
applications as a diagnostic tool are presented in the next chapters. 
  
2.1 State of the Art 
The Electrochemical Impedance Spectroscopy, also known as AC 
impedance method, is a widespread experimental technique usually 
applied in electrochemical system analysis, and mainly used to 
characterize both the electrode and the interface processes [55]. To better 
introduce the topics of the EIS for FC applications, the PhD thesis of 
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Wasterlain [7] can be considered as a relevant referenc . He introduces 
the technique by reporting the historical context and its evolution. 
Wasterlain mentions that the first studies on EIS measurements were 
developed by Emil Gabriel Warburg at the end of the XIX century to 
analyse diffusion processes between liquid and solid states. In 1960s the 
EIS was envisaged as an experimental technique able to analyse the 
corrosion mechanisms in electrochemical system. As remarked by 
Wasterlain, in this domain the Epelboin’s works allowed the conception 
of the first instrument for the EIS measurements, the Solartron 1172. As 
reported by MacDonalds [56], after the Epelboin’s re earche many works 
have been developed to study the interface electrochemical reaction 
phenomena. However, only after the 80s EIS applications takes place first 
in battery and then in Fuel Cell domain [7].  
The idea behind the EIS is to analyse the response of an 
electrochemical device after a well-known signal perturbation imposed on 
the system terminals. As reported in Wasterlain’s work [7], it is possible 
to distinguish three main methods based on the choice f the imposed 
signal form and frequency. The first technique to measure the 
electrochemical impedance is based on white noise. This approach 
imposes a random signal with a constant power spectral density to the 
system. This kind of signal contains a large range of frequencies and for 
this reason allows the impedance measurements of different frequencies 
only by imposing one signal. Nevertheless, it is not p ssible to obtain 
directly the entire impedance spectrum without a suitable signal 
processing. For this purpose the Fourier transform is usually applied 
[7,57]. The real constraint of this method is the signal amplitude variation 
at each frequency. In fact, it is possible that both the imposed signal and 
the system perturbation present the same amplitude at c rtain frequencies. 
In this case the measured impedances at these frequencies are affected by 
errors [7]. This approach has been simplified replacing the white noise 
with the superposition of different well-defined sinusoidal signals [58]. 
The Solartron Modulab device, developed in 2007, is able to implement 
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this technique [7]. A second technique, which is the most used one, 
exploits a single-frequency signal. With this approach, a sinusoidal signal 
of small amplitude is superimposed on the nominal value of the operating 
current (galvanostatic mode) or voltage (potentiostatic mode), the 
galvanostatic mode being the most suitable for fuelcells’ application. In 
order to perform all the impedance spectrum, different measurements are 
required. For each acquisition the signal frequency changes within a 
based range of values, for PEMFC a relevant interval is typically [0.1 Hz : 
1 kHz] [2]. The fast Fourier transform (FFT) is usually applied for the 
signal processing and the impedance is directly calcul ted adopting the 
Ohm’s law [7]. This approach is very simple to implement and if the 
signal amplitude is well-set, it is not affected byerrors caused by the 
system noise. However, enough time is required to obtain the entire 
impedance spectrum [7]. Setting the signal amplitude is an important 
point both for white noise and for single-frequency approach. In fact, on 
the other hand, the superimposed signal amplitude has to be high enough 
to distinguish the system response from the measurement perturbation, 
especially at low frequency; on the other hand a smll amplitude avoids 
measurement instability phenomena [7,11,58-60]. The t ird EIS 
technique exploits a high amplitude signals, inducing an instable 
behaviour. Signal processing allows the detection of the fundamental 
frequency or first harmonic and its multiples. Then a linearity test is 
performed by analysing the signal harmonics [7]. This approach is no 
more adopted in fuel cell domain; an example is avail ble in Turpin et al. 
(2007) [61]. 
Recently, EIS found widen applications in PEMFC characterization, 
modelling and diagnosis domains due to its high interest; a detailed 
literature study is reported in chapter 3. In addition to its non-invasive 
behaviour, the EIS carries a wide set of information, whose interpretation 
requires a deep knowledge of the system. In fact, analysing the impedance 
spectrum, it is possible to de-couple the different electrochemical 
phenomena taking place inside the cell and therefore to distinguish and to 
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evaluate the system losses. The idea behind the EIS is based on the 
different behaviour of the system losses with the fr quency change. 
Particularly, electrolyte Ohmic losses are sensitive o the stimulus at high 
frequencies; intermediate and low frequencies affect the kinetic of the 
electrochemical reactions; while the mass transport phenomena are 
influenced by low frequencies. A detailed description of spectra analysis 
and applications is reported in the next chapter.  This work developed 
within the European project D-CODE proposes the application of EIS to 
perform an innovative diagnostic tool for PEMFC. For this purpose the 
classical single-frequency approach based on small amplitude signal 
injection has been considered. Moreover, in the framework of the D-
CODE project, this current injection is performed thanks to the output 
power converter. In the following sections both measurements reliability 
and spectrum analysis are focused together with practical applications for 
on-board uses. 
   
2.1.1 EIS theory: fundamentals 
The application of a perturbation to a system in equilibrium 
conditions causes a response, which is entirely determined by the injected 
signal. If the system is at equilibrium, it should be able to return to its 
original state when the perturbation is removed. Moreover, if the system 
has a linear behaviour, the response to a sum of single perturbations is 
equal to the sum of each response; this is the princi le of the EIS. As 
introduced before, exciting an electrochemical system in steady state 
through an electrical perturbation (in current or in potential) a change into 
the electrochemical processes around their equilibri m conditions occurs. 
Therefore, the generated response involves the information related both to 
the perturbation and to the system equilibrium state. If the amplitude of 
the stimulus is small enough to perturb the system without affecting the 
nominal operations, the correct evaluation of the el ctrochemical 
processes can be performed. In single-frequency appro ch, the 
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perturbation input is a sinusoidal signal of small amplitude. The electrical 
perturbation can be applied both for current and for potential. If the AC 
signal is superimposed on the operating DC current value, measurements 
are performed in galvanostatic mode else in potentiostatic mode. For FC 
applications, the galvanostatic mode is preferred. This choice is due to the 
FC voltage-source approximate behaviour [7]. The EIS application in 
nominal operating current is schematized in figure 2.1.
 
Figure 2.1: EIS application in nominal operating conditions [62]. 
 
Moreover, looking at FC polarization curve (figure 2.1) it is possible 
to observe that introducing a small AC voltage signal the perturbation is 
amplified. Therefore an improper voltage perturbation can induce a high 
AC current response. When this condition occurs, it is possible that some 
cells of the stack cannot provide this current variation and start to work 
like electrolysers, degrading the system [7]. For these reasons the EIS 
application principles are introduced below for galvanostatic mode. 
However, potentiostatic mode is based on the same theory, inverting the 
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As reported by Wasterlain [7], in galvanostatic applications a 
sinusoidal signal of a known frequency (f) and amplitude (iAC) is 
superimposed over the DC current value (iDC).  
Vh = V\] + Vi],j sinnjh (Eq. 2.1) 
nj = 2opj (Eq. 2.2) 
Assuming the radial frequency (ω) expressed in [rad/s], as the current 
pulsation at the frequency (f), the subscript index indicates the considered 
harmonic; t is the time variable. The current stimulus is usually ssumed 
ideal and therefore only the first harmonic is considered (subscript index 
= 1). On the contrary the voltage response is given by: 
h = \] + j sinnjh + qj +  sin2nh + q + ⋯ (Eq. 2.3) 
where qs is the phase displacement angle for each harmonic. On real 
applications a control on the imposed AC signal is required in order to 
verify the quality of the signal. Moreover, care must also be taken in 
response signal analysis in order to avoid the presence of other 
harmonics. Indeed, if the system behaviour is linear for a single-
frequency perturbation, a single-frequency response is xpected, except 
for the presence of a little system noise. The EIS theory is based on 
linearity conditions and then the Euler’s law can be applied on the 
equations 2.1 and 2.3 [7]; the generic equations are reported below: 
Vh = V\] + Vi],j tuvwnh + wqR>x (Eq. 2.4) 
h = \] + i],j tuvwnh + wq>x (Eq. 2.5) 
where j is the imaginary unit. Assuming that the imposed ra ial frequency 
is equivalent to the first harmonic, for n the subscript index 1 is omitted. 
This assumption is considered also for the following equations. Analysing 
the signals into the frequency domain, the DC parts e not involved in 
the impedance evaluations. Therefore, the impedance is omputed as the 
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ratio between the AC voltage and the AC current signals, as reported in 
the following:  
̅wn ≡ ̅{|}̅{| (Eq. 2.6) 
Moreover, using the phase vector (phasor) analysis (see figure 2.2.b), 
it is possible to write the impedance with its polar form. 
̅ = |̅|tuw (Eq. 2.7) 
Where the impedance magnitude is: 
 |̅| = ,>R,>  (Eq. 2.8) 
While the impedance phase (ϕ) is: 
 = q> − qR> (Eq. 2.9) 
In figure 2.2.a, the AC signals in time domain are reported. The blue 
curve is the current stimulus and the red curve is the sinusoidal voltage 
signal. Figure 2.2.b shows the qualitative behaviour of the phase vectors 
in the complex plane. The resulting impedance is represented by the green 
phase vector. 
The evaluated impedance is a complex number and therefor  can be 
also expressed in its binomial form, as follows: 
̅n = v̅nx + w+v̅nx (Eq. 2.10) 
With: 
|̅| = v̅nx + +v̅nx (Eq. 2.11) 
 = tan	j v|x7v|x (Eq. 2.12) 
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Figure 2.2: Phase vectors analysis. (a) AC signals in time domain. (b) Phase vectors 
in a complex plane. Adapted from Wasterlain (2010) [7]  
 
If the current stimulus is imposed on the single cell terminals, the 
impedance of the single cell is measured. Whereas imposing the AC 
current signal at the stack terminals, the whole stack impedance can be 
measured. However this last kind of measurement requir s a spectrometer 
able to work at high power; this point will be highli ted in the next 
paragraph. In order to compare the results obtained from different 
PEMFCs, the stack electrochemical impedance is usually scaled to a 
single cell, named equivalent cell. 
̅4n = ̅n × MP (Eq. 2.13) 
where SA is the active surface area of the cell and nc is the number of 
cells. Usually, [Ω] is assumed as impedance unit; [Ωcm2] in case of 
equivalent cell impedance. 
In single-frequency approach, each measurement is referred to a 
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spectrum of a PEMFC is usually obtained considering all the frequencies 
involved in the range [0.1 : 1000] Hz. The impedance spectra can be 
represented in the Bode planes (phase and magnitude) an  in the Nyquist 
plane. Bode plots are suitable to study the influence of frequencies [7,63], 
as shown in figure 2.3 and 2.4. While, in the Nyquist plane it is possible 
to characterise the impedance spectra. The shape of th spectrum obtained 
in this plane is characteristic of the system behaviour, allowing the 
electrochemical phenomena analysis and their de-coupling [7,63]. 
Therefore, Nyquist plot can be assumed as a suitable tool in PEMFC 
operation monitoring. Indeed, the obtained impedance spectrum is a 
function of the operating conditions and any variation leads to a change in 
spectrum shape. In the Nyquist plot different arcs appear as a function of 
the phenomena occurring inside the cell [8,11]. A detailed spectra 
analysis is presented in the next chapter. Figures 2.3 and 2.4 show an 
example of Bode plane representations, while figure 2.5 shows a typical 
impedance shape in Nyquist plot for PEMFC application.  
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Figure 2.4: Bode diagram: magnitude; data available in literature [17]. 
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Data shown in figures 2.3, 2.4 and 2.5 are referred to the PEMFC 
impedance spectrum available in Fouquet et al. [17], here they have been 
scaled for an equivalent cell representation. In figure 2.5 the arcs 
associated with charge transfer and mass transport phenomena are shown. 
 
2.1.2 Measurements validity 
EIS measurements are usually carried out by fixing the system 
operating conditions in a specific point and waiting for the achievement 
of the equilibrium. In PEMFC applications the current is usually assumed 
as an operating variable to be set. However, other parameters can 
influence the system during its operation, such as temperature, gas 
pressures and relative humidity. All these variables are strictly correlated 
and can vary with time. To correctly perform the EIS, the system must be 
in equilibrium over the entire frequency range. Indee , unexpected 
changes in operating conditions can drift the working point of the system 
and affect the validity of the measurements. Therefore, care must be given 
to avoid any instability that may cause the spectrum inconsistence [11]. 
For this reason, measurements are valid only if linearity, causality, 
stability, and finiteness conditions are verified [7,8,11,55]. In the 
following the synthesis of these conditions is given. 
a) Linearity 
A system is defined linear when its response to a sum of 
individual inputs is a sum of individual responses [55]. Therefore 
the same input and output wave form must be found. A first test 
during the measurements is to verify that the voltage response is a 
single-frequency sinusoidal signal. This check is also referred to 
causality. Moreover if the system operates in linear conditions the 
response is independent from the stimulus amplitude. Th refore, 
at the same operating conditions, when the signal amplitude 
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changes, the shape of the impedance spectra in Nyquist plot 
should not vary. This is true only if certain constraints are met: 
 
• Amplitude must be higher than the system noise. 
• Amplitude must not be so high to change the system 
equilibrium.  
 
Usually in literature, for galvanostatic applications, some authors 
[11,59,60] suggest that a value of around 5% of the op rating 
current has to be employed for the sinusoidal amplitude. 
Moreover, Brunetto et al. [58] verified that the voltage response 
amplitude per cell is always bounded in a range of [10 : 30] mV, 
irrespectively of the sampling frequency [7]. These limits are 
related to the system physical behaviour through the following 
relationship. 
jf = 789 e8)/ ≈ 30	)+g/ (Eq. 2.14) 
 
b) Causality 
The causality is the condition that links the measured response to 
the applied perturbation signal [11]. This condition s respected if 
the system response is entirely caused by the applied erturbation 
[55]. Therefore the system does not have to generate other voltage 
responses except those linked to the applied stimulus.  
 
c) Stability 
The equilibrium of the system is obtained if the system remains 
stable in its state unless excited by an external perturbation. When 
the perturbation is removed the system recovers the original state 
[55]. Moreover the measurements must be stationary and then the 
system equilibrium must not change with time. A first monitoring 
for system stability state is to verify that the operating variables 
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are stable during the EIS. If the stability is respcted, recursive 
EIS recording must give the same impedance values and, in 
particular, Bode plot must be the same. 
 
d) Finiteness 
Impedance real and imaginary parts have to be finite-valued for 
the entire frequency range, including → 0 and n → ∞ [11,55]. 
Kramer and Kronig (K-K) introduced general mathematical 
procedures further developed by Bode and then applied to EIS for the 
experimental data validation [55]. Through the K-K transforms the 
impedance imaginary part could be entirely determined if the real part is 
known. Vice versa, starting from its imaginary part, the real one can be 
obtained if 7∞ is a constant and known value [11]. The K-K 
transforms are reported below. 
7n = 7∞ +   	||=	|=  t¡$  (Eq. 2.15) 
t = − |  ¢£	¢£|=	|=  t¡$  (Eq. 2.16) 
Where ω is the frequency of the transform and x is the variable of the 
integration. For data validation, the measured values have to match with 
the transformed ones. Indeed, for measurements in which the system 
equilibrium changes during the spectrum acquisition (not completely 
stable) significant deviations can be observed [11].  
In this paragraph the importance of the system stability during the 
EIS application for an entire frequency range has been introduced. In this 
case, the generated disturbs in measurements are due to the operating 
conditions variation (internal factors). Nevertheless, also other external 
factors can introduce noise into measurements, such as cables inductance, 
system grounding and so on. External parameters influe cing the 
measurements are detailed in the paragraph 2.3.1, in wh ch a common 
EIS application on PEMFC test bench is presented. In the next paragraph 
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the description of a spectrometer device and its main functions to build 
the EIS are introduced. 
 
2.2 EIS Equipment 
A standard equipment to perform EIS, also named “spectrometer” 
allows the sinusoidal signal injection, the response measurement and their 
analysis. For this purpose the EIS equipment is usually composed of a 
potentiostat coupled with a frequency response analyser (FRA). As 
reported by Wasterlain [7] the potentiostat device is largely adopted to 
control voltage (in potentiostatic mode) or to inject the current sinusoidal 
signal (in galvanostatic mode). This component is also used in DC signal 
measurements. The AC measurements are then transmitted to the FRA to 
provide the entire impedance characterization. FRA enables the signal 
processing, usually exploiting the FFT and signal harmonics are analysed. 
In single-frequency approach, if the stability conditions are guaranteed, it 
is possible to isolate the first harmonic, neglecting the others. To this 
purpose some filters can be introduced for signal processing. The 
impedance for each frequency is then evaluated throug  the ratio between 
the transformed voltage signal and the transformed current signal. 
Common spectrometers make different measures for each frequency. 
Then the resulting impedance value is the mean of different impedances 
evaluated at the same frequency.  
Commercial devices for EIS are usually designed to perform different 
kind of test, such as DC tests, cyclic voltammetry, Ohmic drop, 
voltage/current pulse and charge and discharge cycling. Different EIS 
devices are available on the market, among others, the main 
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manufacturers are Solartron®3, Gamry®4 and Zahner®5. Their softwares 
are customizable and the set-up of each instrument has to be defined 
according to the specific use. For EIS application the first information 
required for set-up is the measurement modality (potentiostatic or 
galvanostatic mode). The devices are usually designd for single-
frequency application. Thus, the signal waveform has to be specified 
setting the sinusoidal amplitude and the frequency range, which is usually 
divided in decades. Common softwares allow the choice f the decade 
scales and of the number of points to consider, generally 10 points per 
decade are assumed in a logarithmic scale. Also the number of 
measurement repetitions per each point can be selected; this is very 
important for measurements’ accuracy. A large number of measurements 
gives a major statistical significance, but the time for acquisitions raises 
up. Of course, this effect is amplified at low frequ ncy. Indeed, 
measurements are quite stable at high frequency, but some instability can 
occur at low ones, when time for acquisition increases. Thus, at low 
frequencies no more than six acquisitions per point are usually required. 
Usually the measurements start at high frequencies and decrease at the 
low ones. In this mode, if instability occurs at low frequencies the entire 
spectrum is not affected. In some cases, it is possible to select a frequency 
loop, by sweeping from the maximum to the minimum and then coming 
back to the maximum frequency. For the graphical representation, 
generally, the impedance is plotted in both the Bode and the Nyquist 
diagrams. Some dedicated softwares allow also the data analysis and 
fitting.  
To guarantee a satisfactory accuracy, the EIS equipment should be 
designed and build making use of high performing comp nents. As an 
example the FRA technical data are reported in table 2.1 for Solartron 
ModuLab ECS. According to Wasterlain [7], the potentiostat appears as 
                                                          
3
 Website: http://www.solartron.com/ 
4
 Website: http://www.gamry.com/ 
5
 Website: http://www.zahner.de/ 
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the real constraint of this instrumentation, especially for devices built 
before 2007. In fact, the operation of the reversible amplifier is usually 
limited to a power of few hundreds of Watt. This constraint can limit the 
EIS application in fuel cell domain. Indeed, it is not always possible to 
perform EIS for the entire stack. Stacks with more cells can show current 
and voltage values higher than those allowed by the standard instruments. 
New spectrometers are designed to solve this point. In Wasterlain’s PhD 
thesis [7], the design of an in-house spectrometer for stack impedance 
measurements is presented. The main characteristics are resumed in the 
following sub-paragraph 2.3.2, where the EIS application for an 
embedded commercial system is reported. First, an ex mple of new EIS 
commercial device is reported in figure 2.6, namely the Solartron 
ModuLab ECS.  
 
 
Figure 2.6: Solartron ModuLab ECS; image available on the net. 
[www.solartronanalytical.com/our-products/potentiostats/modulab.aspx] 
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   This equipment allows a series of applications i different domains, 
such as batteries and fuel cells, nanotechnologies, corrosion and coatings. 
One of the points of interest of this device is the possibility to perform a 
multi-sine analysis. The data specifics of the ModuLab ECS Frequencies 
Response Analyser are reported in table 2.1. 
 




To perform the EIS, usually four electrodes are used: two for the 
current, and two for the potential [8]. The electrode used for current 
polarization (galvanostatic mode) is named “counter el ctrode”, whereas, 
the electrode for current measurement is named “working power” 
electrode. The reference for the potential is fixed with the “reference 
electrode”, while the last electrode is named “working sense” and allows 
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the voltage measurement of the system. Different kids of measurements 
can be achieved depending on the number of involved electrodes. 
According to Wasterlain, the different configurations for measurements 
are shown in figure 2.7: 
 
Figure 2.7: Electrodes assembling schema, adapted from Wasterlain [7]: (a) two 
electrodes; (b) three electrodes; (c) four electrodes. 
 
(a) A two electrodes assembly is usually used to analyse the systems 
with high impedance, such as materials. In fact for this test the cable 
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measured directly through the counter and the working power 
electrodes [7]. 
 
(b) In three electrodes assembly a third electrode for v ltage 
measurements is introduced. The voltage is measured by connecting 
the reference with the counter electrode, while the working sense is 
directly connected to the system. In this way the voltage drop in 
working power electrode does not affect the measurements. This is 
very important for low impedance tests, where cables impedance 
cannot be neglected. In fact, three electrodes assembly is usually 
applied for low and medium impedance measurements, such as in 
corrosion domain [7].  
 
(c) Four electrodes assembly is particularly suited forvery low 
impedance measurements, such as in fuel cell or in super-capacitors 
domains. Voltage is acquired directly at the system t r inals through 
the reference and working sense electrodes. In this way the counter 
and working power cables do not affect the measurements. If the four 
electrodes assembly is not available on the EIS device, a three 
electrodes configuration must be assumed [7]. 
 
The next paragraph focuses on EIS measurements. The impedance in 
PEMFC system is very low, from few tens to few hundreds of mΩ, 
depending on the number of cells and their operating conditions. 
Therefore, a four electrodes assembly is the most suitable configuration. 
All the practical aspects to perform EIS on test bench and on embedded 
systems are introduced in the next sub-paragraphs (2.3.1-2).   
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2.3 EIS implementation 
EIS device and its configurations to perform the measurements have 
been introduced in the previous paragraph, its right assembly depends on 
the electrochemical system characteristics and test objectives.  
A typical connection scheme for a PEMFC is depicted in figure 2.8. 
This configuration, named also Kelvin connection, allows the analysis of 
a full single FC anode and cathode phenomena. Assuming a four 
electrodes assembly, all the electrodes are connected directly to the single 
cell terminals. This choice is due to the difficulties to connect the voltage 
references electrodes inside the cell. Moreover, consistently with the 
polarization of the FC electrodes, the counter is connected to the anode 
side, as reported in Zahner® PP200 installation and operation manual. All 
the spectra measured and analysed in this work refer to the standard 
Kelvin connection. However, more detailed information can be achieved 
varying the position of the voltage reference electrodes inside the cell, see 
figure 2.9. In this way it is possible to investigae also the “partial” FC 
behaviour, separating opportunely the anode and cathode effects [8].  
 



















Figure 2.9: Partial cell connection schemes: a) anode; b) cathode. 
 
Standard Kelvin connection is referred to a single cell. Nevertheless 
if the device constraints presented in the last paragr ph are respected, this 
configuration can be assumed also in the entire stack nalysis by 
connecting the electrodes directly to the stack terminals. To overcome the 
common device limits for EIS application at medium voltage (about 
48V), the in-house device designed by Wasterlain has been used in this 
work; for more details see sub-paragraph 2.3.2. 
Another configuration to perform the EIS on FC stack is the multi-
electrodes connection, shown in figure 2.10. This modality has been 
recently introduced for FC stack applications; the EIS is performed with 
different voltage reference electrodes, one for each cell terminal [7]. Then 
the multi-electrodes configuration allows the impedance measurements of 
both the single cells and stack.   
In the following two sub-paragraphs the EIS configurations for a 
PEMFC test bench and for system embedded application re introduced. 
The different connection schemes and the most critical aspects concerning 
the implementation of the EIS measurements for on-line diagnosis are 
also highlighted. Finally, the impedance spectra obtained on-board for a 
commercial PEMFC are presented. 
FC  
 



















46 CHAPTER 2 
 
Figure 2.10: Multi-electrodes connection scheme. 
 
2.3.1 PEMFC test bench description 
In the previous paragraphs the EIS devices and their configurations 
have been introduced. Nevertheless, in experimental activities some 
practical aspects can hide different problems. A comm n EIS application 
for a PEMFC test bench is described in this sub-paragr ph, providing the 
suitable indications to achieve the correct configuration to perform 
meaningful measurements. As introduced in sub-paragr ph 2.1.2 some 
factors can influence the measurement validity. Theparameters that cause 
the system instability have been analysed in the paragr ph 2.1.2. 
Nevertheless, other “external factors” can generate noise in 
measurements. The main issues to be analysed before starting the tests are 
reported below. 
The test bench described is composed of a set of sensors and devices 
used to operate on air cooled stack. Figure 2.11 reports the scheme of the 
stack and the ancillaries required for its operation with pure hydrogen. H2 
is provided at the anode side at constant pressure, thus the FC consumes 
the hydrogen quantity required for the electrochemical reaction. The 
anode side hydration is achieved through the water produced at the 
cathode side and permeated through the membrane. The system operates 
in dead-end mode. Therefore, a valve (purging valve) is periodically open 
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to remove the water excess through the anode outlet [8]. At the cathode 
side, filtered ambient air is fed as oxidant. Air needs to be compressed 
and then humidified before the stack inlet. Therefor  common test 
benches are provided with a unit dedicated to the air treatment, generally 
a rotating volumetric compressor and a humidifier (or humidity 
exchanger) are employed. If the hydrogen pressure i controlled at anode 
side, the inlet air mass flow and outlet air temperature are controlled at 
cathode side. Another important point for PEMFC lifetime is the cooling 
system. In fact, the polymer membrane cannot overcome operating 
temperatures over 80°/90°C. Therefore, the test bench must be equipped 
with the required cooling system. Common PEMFCs can be cooled both 
with air and water. The system proposed in this work is an air cooled one; 
this choice is consistent with the commercial system introduced in the 
next paragraph.  
 
Figure 2.11: An example of ancillaries configuration for a test bench, adapted by 
Petrone et al. [8] 
 
An acquisition system measures the relevant data throug  the 
sensors. Different variables, such as the stack current and voltage, 
individual cell voltages and stack temperature are di ctly measured on 
the stack. While other data, such as the inlet hydrogen pressure, inlet air 
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Thus, other variables, such as the stack power and efficiency, the 
hydrogen consumption and the stoichiometric factor can be estimated 
through the measured variables. Moreover, other data on the ancillaries 
operation, such as the blowers speed and valves time opening, are 
monitored. A control unit manages the ancillaries during system 
operation. A PC allows the system monitoring and in some cases also the 
system control. In common test benches the power deliver d by the stack 
is usually controlled through an electronic load, setting the current 
demand. The electronic load can be used both in manual and remote 
modes. Generally, for coupling the electrical load to the stack, a DC/DC 
converter is considered. Finally, all the system ancillaries and external 
devices involved in measurements and control are de-coupled from the 
stack and supplied directly by the grid [8]. To perform the EIS the 
spectrometer has to be installed as shown in figure 2.12. For the 
measurement of full stack impedance an adapted standard Kelvin 
configuration is proposed. 
For a stack of about 1.2 kW the current can vary from 0 A to 45 A in 
a voltage range of [28:48] V. For measuring the EISat medium and high 
powers, the spectrometer and the electronic load are connected to the FC 
stack terminals. In this case the spectrometer can inject the low amplitude 
signal at low current while the electronic load drives the FC to work at 
high current. This is possible by connecting in parallel these two devices. 
Thus, the stack DC current value is regulated through the electronic load, 
while only the AC current component is injected by the spectrometer. Of 
course, care must be given to guarantee that the output voltage is in the 
allowed limits of the spectrometer.  
Nevertheless, some external factors, such as the cabl s’ impedances 
or the presence of noise in the injected signal can perturb the 
measurements. When the sinusoidal signal is injected, an influence on the 
entire system is observed. An important issue during EIS implementation 
is to verify whether the external factors do not perturb the AC signal 
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imposed on the stack, which must keep the required amplitude and 
waveform [8]. 
 
Figure 2.12: An example of test bench configuration for EIS. 
 
According to the analysis performed in sub-paragraph 2.1.2 the 
stability of the system has to be guaranteed. The following three points 
summarize the main suggestions to be accounted when setti g the test 
bench. 
(a) The hypothesis of the negligible electrode impedance, typical of the 
four electrodes assembly, is verified only if short and low resistance 
cables are adopted [7]. Moreover, to minimize mutual inductance 
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(b) Different electrical devices involved in the test bench operation could 
introduce some noise into the signal through electromagnetic 
phenomena. To prevent this phenomena the cables must be shielded 
[7,8].  
 
(c) Generally, both the stack and spectrometer are referred to the ground. 
Nevertheless, if the equipment ground potentials are different, an 
internal current can circulate inside the coupled systems. An example 
of current closed loop generation is provided by Wasterlain [7] and 
shown in figure 2.13. The associated phenomena may perturb the 
measurements. To overcome such a problem, a floating mode 
measurement is suggested. In this modality the spectrometer ground 
is disconnected, avoiding the current closed loop generation. This 
choice is due to safety reason [8]. 
 
Figure 2.13: An example of current closed loop generation in grounded 
measurements, adapted from Wasterlain [7]. 
 
Following the above criteria with de-connected ancillaries should 
avoid the risk of noise in measurements. A suitable procedure to perform 
EIS is reported in the following. 







V1 Potential V2 Potential 
5 = gj − gI7  
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(1) During start-up and warm-up procedures it is suggested to gradually 
raise the current to the maximum attainable system value. When the 
temperature stabilization has been achieved the current may be 
gradually decreased. This allows the attenuation of the phenomena 
related to system cold start or to system long shutdown period. 
 
(2) Especially after a system long shut down period, it is preferable to 
perform a polarization curve before starting the EIS, thus the actual 
status of the FC can be recognized. The system operating conditions 
are very important to compare the measurements and for their 
repeatability, it is suggested to start the tests from the same initial 
conditions.  
 
(3) The polarization curve can be assumed as the domain for the 
selection of the operating points in which the EIS can be performed. 
Fixing the current values (for example each 5 A) the relative voltage 
is then given. In case of test, in which the stack temperature is not 
controlled, but changes with the operating conditions, it is suitable to 
report also this variable. 
 
(4) The EIS should be performed in a loop, the current has to be 
increased firstly and then decreased. For each test point: 
• Raise (or decrease) the current to the selected value. 
• Wait for the system stabilization. Both the voltage and 
temperature must reach the selected values (refer to point 3) and 
keep it stable. 
• Perform the EIS verifying the system stability. 
• Save both the measurements and the corresponding operating 
conditions. 
• Move to the next current values.  
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The above protocol can guarantee the validity and the repeatability of 
the EIS tests. Nevertheless, care must be given when operating on 
PEMFC in dead-end mode, for anode purging. This operation induces the 
depressurization of the last cells of the stack when the purging valve is 
open. Therefore, the mean voltage of the last cells hanges reaching its 
nominal value. If the purge starts during the EIS, a discontinuity in the 
measured AC voltage can appear. For a large stack the purging influence 
may be considered negligible [8]. 
In this paragraph the procedures for implementing the EIS in a 
common test bench have been presented. Nevertheless, some differences 
can appear when the implementation on embedded commercial system 
has to be done.  
   
2.3.2 Experimental set-up for EIS implementation on 
PEMFC systems 
As introduced in chapter 1, the aim of the European project D-CODE 
is to develop a diagnostic tool for on-line monitoring and diagnosis based 
on EIS. For this purpose the implementation of the EIS technique in 
embedded system becomes one of the main objectives. Then in the 
project, an innovative DC/DC converter, enabling to perform the EIS 
directly on-board, without changing the system structure, has been 
designed by the project partners. This component allows, at the same 
time, the PEMFC connection to the load and the AC signal injection and 
processing [8]. In literature, an example of DC/DC application in EIS 
measurements has been previously proposed by Narjis et al. [24]. Another 
important point of the D-CODE project concerns the data analysis and 
diagnosis algorithms development, which are presentd in the next 
chapters. To test a first implementation in an embedded system and in 
particular to find suitable data set for the algorithm development, EIS has 
been applied on the commercial BALLARD NexaTM Power Module, 
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figure 2.14. The experimental activities have been r alised at the Fuel 
Cell Laboratory (FCLAB) of the University of Franche-Comté (UFC) in 
collaboration with the Department of Industrial Engineering (DIIN) of the 
University of Salerno (UNISA). This joint activity allowed a first 
implementation of both UNISA and UFC algorithms. More ver, for 
algorithms’ validation purpose the data provided bythe European 
Institute For Energy Research (EIFER) on the Dantherm® DBX2000 have 
been used.  
 
 
Figure 2.14: Commercial BALLARD NexaTM  Power Module. 
 
The commercial BALLARD® NexaTM Power Module is a 47 cells 
PEMFC, it provides 1.2 kW DC power [64]. The system is equipped with 
an embedded control board directly powered through the stack terminals. 
This board allows both the system monitoring and ancill ries control. An 
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external 24 VDC power supply is used to feed the system during the start-
up and shut down procedures, but a battery can also be used. When the 
system is ready to run, the control board switches off the external power 
supply. Therefore, during the system running, the ancill ries, such as the 
air compressor, the cooling fan and other electrical devices, are supplied 
by the stack [8]. This solution is typical for commercial embedded 
systems, where the power generation and the FC self supports are the 
main requirements. Therefore, a strict correlation exists between the 
system operation and ancillaries’ control and supply. This point can be 
assumed as the main difference between test benches and commercial 
systems.  
In order to attain the D-CODE project objectives, an electronic 
dynamic load (the TDI® Dynaload) has been directly connected to the 
NexaTM. This electronic load can be controlled in remote mode, thus 
giving the possibility to set the DC load and, at the same time, to 
superimpose the AC current demand. For this purpose the FCLAB in-
house spectrometer, developed by Wasterlain [7], has been adopted. This 
powerful device allows the EIS measurements also for systems operating 
at power greater than 1 kW, by controlling in remote the dynamic 
electronic load. As reported by Wasterlain [7], fordata acquisitions and 
processing a set of National Instruments® devices are involved into the 
spectrometer. The spectrometer uses a control board f r the load demand 
(AC/DC), a multiplexer and an acquisition board, both for DC and AC 
signals. Finally, a controller is used to synchronise the communication 
among the different devices. Data processing is performed through 
dedicated software developed in LabVIEW. This interface allows entering 
the setting parameters for EIS implementation (refer d to paragraph 2.2) 
and visualizing the monitored variables and measured impedance.  
In figure 2.15 the system configuration without spectrometer is 
represented in upper scheme (a), while in scheme (b) the EIS device is 
connected. In the bottom one (c), the ancillaries ar  disconnected from the 
FC terminals.  




Figure 2.15: Qualitative NexaTM  connection scheme: a) standard; b) EIS first 
configuration; c) ancillaries de-coupling [8]. 
 
For this work, the system modifications shown in figure 2.15 (b) and 
(c) have been done starting from the original configuration reported in (a). 
As shown in figure 2.15 (b), the stack voltage is directly measured at the 
stack terminals; while a current sensor is located on the stack negative 
terminal. All the stability conditions have been contr lled. Moreover, the 
influence of the purging has been analysed: a check confirms that this 
phenomenon is concentrated in the last cells of thestack [8]. 
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for the supply of the control board and then of the ancillaries is located 
between the stack and the electronic load. Unfortunately, this assembly 
introduces some noise in the AC signals, affecting he EIS accuracy. 
Therefore, the configuration proposed in figure 2.15 (c) has been 
developed to solve this problem. 
Ancillaries influence in EIS is a typical contingency for in-situ 
measurements. In literature other authors, such as Zhu et al. [65] have 
also performed the EIS on the NexaTM system. They have overcome this 
problem introducing another NexaTM (in parallel) for the ancillaries 
supply and control. During the EIS tests, the second system operates at 
the same operating conditions as the first one, assuring a similar power 
source and control for the ancillaries.  
In this work, an adjustable power supply has been introduced in order 
to reproduce the same stack operating voltage. Neverthel ss, the reference 
with the stack, which is reported with the black connection in figure 2.15 
(c), has to be guaranteed for the system control and in particular for 
purging [8]. This new configuration is based on theid a that all the 
ancillaries and the electronic devices must be supplied after the DC/DC 
converter. This hypothesis is consistent with the D-CODE project 
configuration, in which the ancillaries are fed through the DC/DC 
converter, after the AC signal injection. An example of how the original  
connection of the control board, reported in figures 2.15(a) and (b), 
affects the impedance measurements is reported in figure 2.16 (i), while 
the same measurements with the configuration (c) are proposed in figure 
2.16 (ii). The noise influence in the measurements is underlined by 
observing the injected and acquired AC signals. Theblack signal is the 
one imposed through the electronic load. As reported in 2.16 (i), the 
presence of the control board affects the current demand at the stack 
terminal and then, the voltage output (plotted in blue). The configuration 
(c) avoids this perturbation as underlined in figure 2.16 (ii).  




Figure 2.16: Ancillaries influence on NexaTM  EIS measurements: i) for coupled 
ancillaries; ii) for de-coupled ancillaries configuration [8]. 
 
Nevertheless, a problem may occur in the ancillaries’ control, due to 
the FC current oscillation when the AC stimulus is injected. These 
oscillations may appear at low frequency and in particular at high current 
influencing the system stability during the EIS. Indeed, if the signal 
amplitude is high, at frequencies less than 1 Hz the control board can read 
the AC current demand as a change in operating conditi s, varying the 
ancillaries operation during the test. In order to improve the EIS accuracy, 
the current measured for the system control (Ist) has been replaced by a 
DC value related to the attained system operating point on the 
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polarization curve. Therefore another adjustable power supply, which is 
not reported in figure 2.15 (c), has been used to reproduce the DC value 
of the stack current (Ist). In this way, the control board is not influenced 
by the EIS stimulus and then the ancillaries are successfully de-coupled. 
Moreover, this latter configuration allows reproducing the system 
behaviour in abnormal conditions. Indeed, the change i  the control board 
input allows the possibility of varying the system operating conditions 
from the normal ones. 
Results of the experimental activity are reported in the following. For 
EIS measurements the standard protocol presented in the paragraph 2.3.1 
has been followed. Different tests were done at the same operating point 
in order to verify the measurement repeatability. An example of EIS 
spectra, acquired in normal operating conditions when current varies, is 
reported in figure 2.17.  
 
Figure 2.17: Impedance spectra at normal operating condition performed on 
NexaTM  [8]. 
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At high frequencies, the intersection between spectra and real axis 
gives the electrolyte resistance values. Increasing the current, a reduction 
of the electrolyte resistance can be observed (see the grey square in fig. 
2.17). In the current range (5:20 A) the current increase induces the arcs 
reduction. While at high currents (rising to 45 A) the effect of the 
diffusion losses becomes visible with the arc increasing [8]. More details 
are reported in the next chapter, dedicated to the spectra analysis and 
modelling. 
Another set of measurements showing the influence of the air 
stoichiometry is reported below to confirm the capability of the 
configuration (c). During the system operation the air stoichiometric 
factor (λst) is fixed through the inlet air flow. Therefore, by controlling the 
air flow, it is possible to vary its value. To induce this effect, the current 
(Ist), which is assumed as the control board input, is then adapted in order 
to achieve the new inlet air flow. An example of impedance spectra in 
these conditions is reported in figure 2.18, where th EIS has been 
performed varying the stoichiometric factor at 20 A.  
 
Figure 2.18: Impedance spectra at abnormal operating condition performed on 
NexaTM  [8]. 
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In normal operating conditions (N.C.), the corresponding 
stoichiometric value is about 2.9. The arcs’ reduction is observed 
increasing the λst value and vice versa [8]. More details on the 
experimental set-up are available in appendix A, where the short manual 
developed for the test bench is reported. 
  
2.4 Chapter conclusion 
In this chapter an overview on EIS technique was report d. Both the 
theoretical and practical aspects were analysed. In order to provide a 
simple manual for experimental activities, the common EIS devices and 
their configurations to perform the EIS on PEMFC systems were 
presented with practical examples.  
  
   
 
3. IMPEDANCE SPECTRA ANALYSIS, 
APPLICATION AND MODELLING 
 
As introduced in the first chapter, for diagnosis purposes different 
approaches can be adopted. In this work, a model-based pproach based 
on EIS data has been developed. In electrochemistry, the EIS data 
analysis is mainly related to the equivalent circuit models (ECM). In fact, 
this technique allows the data modelling for the electrochemical 
phenomena characterization. An overview of this method is presented in 
the following. The constraints related to the identification process, such as 
the choice of the complex objective function and the problems related to 
its multi-minima will be analysed in the next chapter. 
  
3.1 State of the Arts of EIS applications 
As already stated, the EIS is a powerful experimental technique 
usually applied in electrochemistry for FC characterization. In PEMFC 
domain this technique allows the isolation of the el ctrochemical 
processes and the evaluation of their contribution through the analysis of 
the entire impedance spectrum (see section 3.2 and 3.3). Some authors 
use this technique as a diagnostic tool to analyse the system performance 
for design purposes [11]. Yuan et al. [11] report different studies on 
membrane thickness sizing and electrodes optimization. Others, like 
Asghary et al. [66] analyse the effects of the clamping torque and of the 
non-uniform assembly pressure on the single cell impedance spectrum, 
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evaluating the right value for assembling. Moreover, also the effects of 
the operating temperature and the output current variations are analysed. 
Indeed, studying the influence of the operating variables on the 
impedance spectra allows the PEMFC characterization, highlighting the 
relationships between the electrochemical processes and system structure. 
Therefore the EIS technique can be used as a suitable tool both for the 
design optimization of the single cell elements and the selection of the 
suitable operating conditions [11]. A large number of papers on EIS 
applications in PEMFC domain are found for system characterization and 
degradation analysis [67-75]. The main objectives of these researches are 
summarized in Table 3.1. These papers focus on operating condition 
effects on system performance. In particular, the system loss variation 
with the current density is addressed as the first point to analyse. The 
effects of the other variables such as relative humidity and temperature 
are also considered. Moreover, the effects of the system operation in 
abnormal conditions, such as fuel starvation and poisoning, are evaluated 
for degradation phenomena analysis.  
The reported works underline the EIS capabilities for PEMFC 
monitoring. On these bases, several PEMFC dynamic models have been 
developed for diagnosis applications [76-78]. For this purpose, an 
interesting work on fuel cell state-of health monitring has been 
performed in 2006 [17]. In their paper, the authors studied the PEMFC 
behaviour both in drying and flooding conditions. Several EIS 
measurements have been performed and analysed to develop a model-
based diagnosis for flooding. In recent years, many efforts have been 
done in this contest. Several approaches for diagnosis have been already 
introduced in the first chapter. Table 3.2, which is based on Petrone et al. 
and Zheng et al. papers [2,18], summarizes the main results available in 
literature.  
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Table 3.1: EIS application for PEMFC characterization and degradation 
processes6. 
AUTHORS AIMS PHENOMENA ANALYZED 
Andreaus et al. 
(2002) [67] 
Performance losses 
analysis at high current 
densities  
Dependence on electrolyte thickness 
Dependence on ionic density 
Dependence on anode gas 
humidification 
Andreaus and 
Scherer (2004) [68] 
Humidification aspects Membrane resistivity 
Loss of active surface at anode 
Ciureanu et al. 
(2003) [69] 
Hu et al. (2004) 
[70]  
Kinetic analysis Monitoring of poisoning of the Pt 
catalyst with CO and its electrochemical 
reactivation (Pt/C and Pt–Ru/C) 
Study of diffusional processes, 
interfacial charge transfer and mass 
transport of oxygen in the pores of the 
catalyst layer and in electrolyte film 
Roy and Orazem 
(2009) [72] 
Interfacial capacitance Influence of current density 
Influence of parameters 
Jespersen et al. 
(2009) [73]  
Characterization of a 
HT PEM unit cell 
Influence of current density 
Influence of temperature 
Influence of air stoichiometry  
Influence of  hydrogen stoichiometry 
Moçotéguy et al. 
(2009) [74] 
Long term testing for 
HT PEMFCs 
Impact of fuel and oxidant compositions 
on single cell  
Impact of fuel composition and ageing 
on stack  
Influence of cell resistivity and fuel 




CO poisoning of the Pt 
at anode studies 
CO poisoning of the anode at constant 
cell voltage 
CO poisoning of the anode at constant 
load 
Kang et al. (2010) 
[75] 
Analysis of effects 
caused by fuel 
starvation 






                                                          
6
 Developed within the D-CODE project (deliverable 4.1). 
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Table 3.2: EIS application for PEMFC diagnosis. 
AUTHORS APPROACHS BASED ON AIMS 
Legros et al. (2009) [6] 
Fouquet et al. (2006) [17]  
Narjis et al. (2008) [24] 
Asghary et al. (2010) [66] 
Jespersen et al. (2009) 
[73]  
Moçotéguy et al. (2009) 
[74] 














LT and HT PEMFC 
applications. 




FC modelling aimed 
to durability 
diagnosis.  






Diagnosis of a 
commercial PEMFC 
through incomplete 
impedance spectra.  
Flooding and air 
starvation analysis. 








large PEMFC stacks. 










The different approaches are usually classified in model-based and 
non-model-based (knowledge based and signal-based). The equivalent 
circuit models (ECM) are the most used in model-based approach [11]. 
Indeed, these models allow the impedance spectra modelling, associating 
a singular equivalent circuit component to each physical phenomenon. 
Therefore the diagnosis can be performed by analysing the single 
component behaviour. As introduced in the first chapter, the model 
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parameters are identified on-line and compared to their reference values. 
Then, the residuals are evaluated and the fault detection can be 
performed. Although the EIS-based diagnosis has been introduced in the 
second half of the last decade, use for on-line applications is not available 
yet.  
 
3.2 Impedance spectra analysis 
After the overview of several EIS applications in PEMFC, the 
representation of the system physical behaviour via impedance spectra 
analysis is reported in the following. In the present paragraph, the shape 
of a PEMFC impedance spectrum is presented, along with the correlation 
between spectra and physical phenomena in normal and abnormal 
operating conditions. 
The EIS application allows the system behaviour recognition through 
the entire impedance spectrum analysis. Its main objective is the 
performance loss detection and understanding. An example of impedance 
spectrum is reported in figure 3.1, where two representations of the same 
spectrum are reported with different scales. The graph at the bottom has 
been drawn by assuming the same scales for the real and negative 
imaginary axis. The data represented in figure 3.1 are referred to a 
PEMFC impedance spectrum available in Fouquet et al. paper [17] and 
have been scaled for an equivalent cell representatio . According to 
several studies available in literature (see Tables 3.1-2) the correlations 
between the shapes obtained in the Nyquist complex ane and the 
PEMFC behaviour can be obtained.  
The spectrum impedance introduced in sub-paragraph 2.1.1 (figure 
2.5) is proposed in figure 3.1(a). The point corresponding to the 
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impedance maximum negative phase is circled in red an  can be also 
represented with the red phase vector. 
 
Figure 3.1: An example of EIS spectrum feature analysis for PEMFC equivalent 
cell: a) Nyquist diagram; b) semicircles analysis. Data available in literature [17]. 
 
Again in figure 3.1(a), it is possible to observe th  presence of two 
arcs: the first (dashed line) is due to the charge t ansfer phenomena and 
the second (full line) corresponds to the mass transport losses. This 
behaviour can be considered as the response of the cell physical 
phenomena to the different frequencies of the current perturbation. 
Indeed, at high frequencies the time required for mass transport variation 
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is higher than the period of the perturbation, this means that diffusion 
phenomena are not influenced by the stimulus. Therefore, the medium-
high frequencies response is mainly due to the chemical kinetics 
variations and the first arc (dashed line) can be associated to the charge 
transfer phenomena. On the contrary, at low frequencies the signal period 
raises to the same order of magnitude of the time related to the mass 
transport phenomena. In this case, the system response is due to the 
superposition of both the chemical kinetics and themass transport 
processes. If diffusion phenomena appear during the system operation, the 
mass transport becomes dominant and a second arc (full line) appears at 
low frequencies. If the diffusion losses are negligib e, the entire spectrum 
“collapses” to a single arc.  
Setting the same properties for the Nyquist real and imaginary axis 
and considering a scale factor of 1:1, these arcs show a circular feature 
shape, as shown in figure 3.1 (b). This behaviour will be clarified in the 
next paragraphs, in which ECM are exploited to characterize the arcs. 
Moreover it is possible to evaluate the performance losses directly on the 
real axis of the Nyquist plot [83]. Indeed, closing the spectrum on the real 
axis, it is possible to achieve the impedance behaviour at high and low 
frequencies. At high frequencies the intercept with the real axis gives the 
Ohmic resistance value W, which is mainly associated to the 
membrane resistance. While at low frequencies the intercept with the real 
axis indicates the value of the polarization resistance vsx. At very low 
frequencies the system response to the perturbation can be assumed 
stationary. Therefore the polarization resistance corresponds to the sum of 
all the performance losses and it is characteristic of the entire system 
voltage drop. Indeed, a correlation exists between the slope of the 
polarization curve and the low frequencies resistance, this parallel is 
highlighted in paragraph 3.4 (figure 3.19). 
In the following, some examples showing the spectrum variations 
with respect to the operating conditions are reported. The main operating 
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variable is the current or the current density. In literature several studies 
report on the effects of the current variation in impedance spectra 
[11,59,60,66]. By observing the polarization curve in figure 3.2 (a), at low 
currents, the system operates in the area where the activation losses are 
dominant due to high charge transfer resistance (se paragraph 1.2). In 
this case, a large arc characterizes the impedance spectra, as shown in 
figure 3.2 (b). By raising the operating current, the influence of the 
activation losses decreases and the Ohmic losses become the dominant 
ones. This is observed with the impedance arc reduction in figure 3.2 (c). 
Indeed, the charge transfer arc starts decreasing a the current increases. 
Nevertheless, at medium/high currents, the impedance shape starts 
increasing, as shown in figure 3.2 (d). In fact, by raising the current, also 
the water production increases and, thus, when mass tr n port losses are 
dominant, the diffusion arc becomes significant. Moreover, the value of 
the Ohmic resistance usually decreases slowly with current, and the first 
arc intercept with real axis translates to the left. This phenomenon can be 
observed in the experimental data presented in the figure 3.2 (b). 
Some authors [11,66] analyse also the temperature influence on the 
impedance spectrum. They state that the system performance and in 
particular the kinetics of the ORR improve with the operating 
temperature. This is observable in the Nyquist representation, where the 
arc related to the charge transfer phenomena is larger at low temperature 
than at high ones. Moreover, temperature influences the proton 
conductivities of the membrane [11,84,85]. Indeed, the Ohmic resistance 
usually decreases with the temperature increment. O the contrary, it is 
worth noting that a strong increment of temperature may dry the cell 
increasing the performance drop. 




Figure 3.2: Effects of current in impedance spectra and correlation with 
polarization curve. a) V-I curve; b) Impedance spectra at current variation, 
particular of Ohmic resistance behaviour. c) Effect at low-medium current 
variation; d) Effect at medium-high current variati on. Measurements referred to 
the NEXATM  system [8]. 
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As reported in Yuan et al. [11], several authors alo study the 
deformation of the impedance spectra induced by the system operation in 
abnormal conditions. A relevant support to monitoring applications is 
given by Fouquet et al. [17]. In the latter paper they analyse the spectra 
evolution during flooding and drying (see figures 3.3 (a) and (b)). In both 
cases a performance drop is observed with a relativ spectra deformation.  
 
Figure 3.3: Effects of drying and flooding conditions (idc=466 mA/cm2): a) 
Polarization Curve; b) Nyquist diagram. Represented data has been adapted by 
Fouquet et al. [17]. 
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The authors also state that it is possible to distinguish these two 
conditions by analysing the spectra differences. In case of flooding, the 
achieved spectrum is larger than in case of drying. I  both cases the 
charge transfer resistances increase, but their values increase with a 
different percentage (i.e. higher for flooding). More ver in case of 
flooding, the diffusion losses drastically increase and the second arc 
becomes the dominant one. A singular behaviour is also detected for the 
membrane resistance. In case of drying, the Ohmic resistance increases 
(see section 1.3) and the spectrum intercept at high frequencies drifts on 
the right (figure 3.3(b)). In figure 3.3 (a) the voltage drops induced on the 
polarization curve by drying and flooding operations are reported. The 
difference between the arcs reported in figure 3.3 (b), underlines the 
capability of the EIS technique for monitoring and diagnosis activities. 
On the contrary, it is worth noting that no information for distinguishing 
drying or flooding conditions is available on the polarization curve. 
Other authors like Kang et al. [75] analyse also the effects on 
impedance spectra of the accelerated reversal potential due to the fuel 
starvation. An increment in impedance arc is observed. The authors 
observe an increment of the charge transfer resistance due to carbon 
corrosion phenomena and Pt agglomeration. Moreover, th  variation of 
the oxidant feeding also influences the PEMFC performance, particularly, 
the reduction of the air stoichiometric factor induces the impedance 
spectra growth. Indeed, reducing the inlet air flow produces the same 
system response observable in case of diffusion losses due to the cathode 
flooding and the second arc appears. If the stoichimetric factor (λ) 
reduction is quite high a strong deformation of the impedance spectrum is 
detected. To underline this behaviour the spectra presented in chapter 2 
are re-proposed in figure 3.4.     
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Figure 3.4: Effects of air stoichiometric factor variation in PEMFC, adopted by 
Petrone et al. [8] 
 
The impedance spectra are also influenced by the PEMFC ageing 
[11,45]. Indeed, the main degradation phenomena grow with the 
operating time of the system. Among these, the effect of the CO 
poisoning on the impedance spectrum deformation is a alysed by Wagner 
et al. [71]. A large increment in impedance spectra is observed. Authors 
associate this behaviour to the increment of the anode charge transfer 
resistance, which increases of 2 orders of magnitude. Thus, the anode 
phenomena, usually negligible in normal conditions, become dominant. 
Moreover, the authors state a pseudo-inductive behaviour of the spectra 
when a long term exposition to CO poisoning occurs, as shown in figure 
3.5. 


























Figure 3.5: Influence of CO poisoning, after Wagner et al. [71]. 
 
As introduced before, each variation in PEMFC operating conditions 
induces a change in the impedance spectrum shape. Aft r current, 
temperature, water content, air starvation and CO poisoning other 
variables can affect the spectrum. For further analysis, Yuan et al. [11] 
give exhaustive examples. However, it is worth noting that the 
phenomena inducing the change in the impedance spectrum may be 
linked and a complete de-coupling is difficult to achieve. Therefore, 
cross-linked effects should be always considered when analysing the 
spectrum shape, for this purpose the experience of the researcher is 
requested. 
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3.3 Equivalent Circuit Model (ECM) 
Schmickler [86] defines the electrochemistry like “the study of 
structures and processes at the interface between an lectronic conductor 
(electrode) and an ionic conductor (electrolyte) …”. With this definition 
in mind, the interpretation of the EIS data can be supported through 
mathematical models. Particularly, equivalent circuit models (ECM) are 
suitable tools for electrode/electrolyte interface characterization [11]. In 
the following, the relationships between ECM and impedance spectra in 
PEMFC domain are reported to provide a suitable background for EIS 
data, thus meeting the purpose of system monitoring and diagnosis. 
Adopting an equivalent circuit, different electrical components are 
used to characterize the different physical processes. The suitable 
coupling of these components forms the ECM [87]. Since the layout of 
the components assembly and also their types may reproduce the same 
impedance spectrum, care must be given and some specifications must be 
respected to build the appropriate ECM.  
1. The ECM should be as simple as possible. 
2. The ECM must guarantee the best data-fit. 
3. The circuit elements must be consistent with the system 
physical behaviour. 
According to Yuan at al. [11], if these three points are observed the 
model can ensure a good accuracy in data fitting and then a good 
representation of the behaviour of the reference system.  
In fuel cell domain the electrochemistry theory developed to study 
the interface behaviour between a solid electrode and an electrolyte in 
aqueous solution is extended to solid state. In this case, the modelling 
approach via equivalent circuit is the same, but it is more complicate [11]. 
In the following an introduction to the ECM building process is given. 
Analysing a single electrochemical cell, the resistance measured between 
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the working electrode and the reference point (see paragraph 2.3, figures 
2.8-9) corresponds to the resistance of the electrolyte W [11,87,88]. As 
a first instance, the ideal polarization of the electrode can be assumed. 
Indeed, if the charge transfer at electrode/electrolyte interface is not 
considered, the electrolyte/electrode coupling can be modelled by a series 
connection of the electrolyte resistance W and a pure capacitor *d, 
which is associated with the charge accumulation phenomena to the 
double layer [88]. Nevertheless, the hypothesis of the electrode ideal 
polarization allows only the characterization of the Ohmic losses 
associated with the electrolyte. This hypothesis cannot be assumed for a 
real system characterization, in which also the processes due to the charge 
transfer and to the mass transport must be accounted for. These 
phenomena occur at the electrode/electrolyte interfac  at the same time of 
those processes taking place at the double layer. Th refore a new element, 
named Faraday impedance 9 is introduced into the equivalent circuit 
[11,88]. Indeed, the Faraday impedance characterizes th  real electrode 
behaviour and it is connected in parallel with the capacitor *d, as 
shown in figure 3.6, where the Randles model [89] is reported on the left. 
This circuit is the simplest and most common one adopted as starting 
point to build more complex models for electrochemical nterface [11]. In 
simplest Randles circuit, the Faradaic impedance is modelled with a 
charge transfer resistance 5G. However, if the diffusion phenomena 
influences the reaction kinetic, 5G is coupled in series to the Warburg 
impedance §, which is a distributed element built after a one-
dimensional analysis of mass transport phenomena [11,88]. Thus, the 
Faradaic impedance can be modelled considering either assemblies on the 
right of the figure 3.6. 
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Figure 3.6: An example of Randles’ model; ZF splitting for the simplest and mixed 
kinetics and diffusion configurations. 
 
At high frequencies it is possible to evaluate the electrolyte resistance W, while at low ones the polarization resistance vsx is obtained as the 
sum of all losses occurring in the system (see Eq. 3.1) This behaviour is 
clarified when analysing the ECM. Indeed at high frequencies, the 
capacitor *d can be short-circuited and then the Faradaic impedance 9 is neglected (see figure 3.7 (a)). On the contrary, t low frequencies 
the system can be assumed in stationary condition and the capacitor *d 
behaves as an open circuit (see figure 3.7 (b)). Then the resulting 
resistance is the sum of the system losses:  
s = W + 9 = W + 5G + § (Eq. 3.1) 
where the real part of ZF is considered.  
In the following, each single component of the ECM usually 
employed in PEMFC application is presented. The model parameters and 
their correlations with the system physical behaviour are also reported. 
This part allows the understanding of how the impedance spectra changes 
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Figure 3.7: ECM behaviour: a) at high frequencies; b) at low frequencies. 
 
3.3.1 Electrolyte resistance 
The resistance measured between the working electrode and the 
reference point characterizes the Ohmic losses introduced in chapter 1. As 
mentioned above, these losses are caused by the superposition of the 
electrolyte ionic resistance and the electrical resistances, due to the 
electrodes and connections. Among these, the electro yte resistance to the 
protons 
 transport is the dominant loss [11]. According to the Ohm’s 
law for DC electrical networks, the resulting impedance is a real value 
and is not frequency dependent.  
g =  ∙ 	 → 	7¨ = W  (Eq. 3.2) 
In Nyquist plan the Ohmic resistance is therefore represented by a 
fixed point [7,90], whose corresponding real part is he resistance value, 
while the imaginary part is equal to zero (see figure 3.8). The electrolyte 
resistance can be expressed as:     
W = j©£f ∙ M (Eq. 3.3) 
Where l and SA are respectively the electrolyte thickness in cm and its 
active surface area expressed in cm2, respectively. These values depend 
on the cell geometry and they are constant. The ª parameter 
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characterizes the electrolyte conductivity expressed in S/cm; this value 
depends on the system operations and particularly on membrane 
hydration and operating temperature. In their work Springer et al. [84] 
identified the conductivity law for a PEMFC Nafion® electrolyte, as 
reported below: 
ª«, ¬ = 0.005139« − 0.00326 ∙ j­®Q >¯S¯	>°T (Eq. 3.4) 
Where T is the operating temperature in K and « is the water content. 
The water content characterizes the electrolyte hydration. Springer et al. 
[84] define its value as the ratio between the number of water molecules 
to the number of sulfonated groups 	
 in polymer electrolyte. For 
Nafion® 117, Zawodzinski et al. [91] measured the water content as a 
function of water activity, fixing the value of 14 for equilibrium 
conditions [84]. In case of electrolyte dehydration, the limit for the water 
content corresponds to 7; while in case of flooding it is 22. However, the 
water content can be only estimated through experimental relationships 
and cannot be directly measured. According to the last section (see figure 
3.3), the influence of the membrane water content on Ohmic resistance is 
qualitatively resumed in figure 3.8. 
 




Electrolyte dehydration ±² < ´ 
(RΩ ; 0) 
Electrolyte hydration ±² > ´ 
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Other authors, like Mann et al. [85] characterized directly the 
membrane resistance. They presented an experimental law for the 
characterization of the Nafion® electrolyte resistance, introducing also the 
influence of the operating current (I). 
Z = 181.6¶1+0.03Q ·T+0.062Q ¬303T2Q ·T2.5:«-−0.6343Q ·T@4.18¬−303¬ ¸ (Eq. 3.5) 
Moreover, equation 3.5 is not related to the information about the 
electrolyte thickness (l), which may be difficult to retrieve. 
The above concepts are at the hearth of the EIS-based diagnosis via 
ECM. To introduce these concepts before the detailed description given in 
chapter 5, it is worth mentioning that W is identified on-line by fitting the 
EIS experimental data, whereas its expected value in normal operating 
conditions is computed via Mann’s law. To state an ab ormal operating 
condition the identified parameter is compared with the expected one to 
generate the residual.  
 
3.3.2 Charge Double Layer (CDL) capacitance 
In addition to the electrolyte ionic transfer resistance the electrode 
charge double layer (CDL) phenomenon must be considered. According 
to Larminie and Dicks [10], when different materials are in contact, a 
concentration of charges is stored on their surfaces, regulating the charge 
transfer from one to the other. The understanding of this phenomenon is 
crucial to model the fuel cells’ dynamic electrical behaviour. Indeed, 
diffusion effects, interfacial reactions between the electrons and the ionic 
charges and also changes in applied voltage can affect the PEMFC 
dynamics resulting in a capacitive behaviour. Larminie and Dicks 
consider the electrode/electrolyte interface at the cathode side to analyse 
the CDL phenomenon. As shown in figure 3.9, a charge distribution is 
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observable at the interface surface; with electrons at the electrode side and 
H+ ions at the electrolyte side. If the O2 is supplied to the cathode, the 
reaction takes place depending on the charge density at the interface and 
the resulting voltage is the “activation voltage” [10]. Due to the CDL, a 
voltage lag can be observed in PEMFC operation. Indeed, when a current 
variation occurs, the system voltage changes with a ime delay. A first 
voltage variation is immediately observable due to the internal resistance. 
Nevertheless the operating voltage slowly reaches its equilibrium value. 
This is due to the fact that a current variation requires some time for the 
interface charge distribution variation to find the n w equilibrium [10]. 
Therefore, the CDL can be modelled as an electrical capacitor.   
 
Figure 3.9: Charge storage at CDL interface; a capacitive behaviour.  
 
Usually, the capacitance of a plane electrical capaitor is expressed as 
follows: 
* = F5 Md   (Eq. 3.6) 
Where F5 is the electrical permittivity, SA is the surface area and d is the 
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PEMFC modelling SA is the active surface area, while d is the 
electrode/electrolyte separation distance [10]. The capacitance afore-
presented is also named geometric (or bulk) capacitance [90]. According 
to the definition of CDL, another relation can be found in Latham 
dissertation [90], where the double-layer capacitane is also defined as the 
derivative of the charge density at the electrode ª¹ with respect to the 
interfacial potential E at constant temperature T, pressure p and chemical 
potential	º. 
*d = Q»©¼»¹ T8,s,½   (Eq. 3.7) 
Nevertheless, the parameters of both equations 3.6 and 3.7 may result 
awkward to evaluate because the variables involved are not directly 
measurable on a FC. Therefore in a simplified approach based on ECM, 
the *d is identified directly from experimental data. According to the 
electric network theory, the impedance related to a pure capacitor is: 
] = j{|] = −w j|] (Eq. 3.8) 
It is worth noting that ] is imaginary and negative, contrary to the 
pure resistor (real and positive). If the radial frequency n tends to infinite, 
ZC tends to zero and vice versa. Therefore, considering the series between W and *d the equivalent impedance related to the ideal polarization of 
the electrode is:  
4¾.¿Àf. = W − w j|]¾f (Eq. 3.9) 
A qualitative representation of the equivalent impedance in the 
Nyquist plot is reported in figure 3.10. The capacit nce introduces a 
vertical line, whose origin is centred on the real axis in correspondence of 
the W value.  
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Figure 3.10: Qualitative Nyquist plot representation of the ideal polarization of the 
electrode. 
 
3.3.3 Faradaic impedance  
To characterize the effective polarization of the el ctrode a new 
component must be added to the ECM: the Faradaic impedance 9, 
which models the electrochemical processes at the electrode/electrolyte 
interface [11]. As introduced before, both the charge transfer and mass 
transport phenomena can be considered as acting in parallel to the CDL. 
Thus, it is possible to separate the charge transfer ph nomena from the 
diffusion ones. This results in a series connection between the charge 
transfer resistance 5G	and the distributed Warburg element § (see 
figure 3.6). The physical meaning of these components is introduced 
below.  
 
3.3.4 Charge transfer resistance  
The charge transfer resistance 5G is the resistance against the 
charges crossing the electrode/electrolyte interfac nd, thus is strictly 
related to the kinetics of the reactions. Therefore, its behaviour influences 
the current flow in the electrode. The current circulating inside an 
electrochemical cell is related to the electrode potential through the 
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Butler-Volmer equation, which is detailed in appendix B (Eq. B.1). Then, 
based on the 5G definition, its law derives from the inverse of the 
negative partial derivative of the Faradaic current density V9 with 
respect to the charge transfer overvoltage N, both referred to the 
analysed electrode [88,90]:  
5G = −Qi »RÁ»Â T	j = 78P9 ∙ jO (Eq. 3.10) 
In Eq. 3.10 F is the Faraday’s constant 96487	 * +,-⁄ , while R is 
the universal gas constant 8.314	 2 +,- Ã⁄⁄ ; n is the number of 
electrons involved in the reaction and U is the transfer coefficients. For 
more details see the appendix B (Eq B.12). In chapter 5, for diagnosis 
purpose, 5G is identified directly by fitting the EIS experimental data, 
whereas equation 3.10 is exploited to evaluate the expected value in 
normal operating conditions.  
The current influence on charge transfer resistance can be also 
deduced from figure 3.2 (c), where the impedance spectrum variation is 
observed in correspondence of a current variation; increasing the current, 5G decreases and this is consistent with equation 3.10. Considering the 
case in which the diffusion losses are negligible, the equivalent 
impedance of the PEMFC can be characterized by the simplest Randels’ 
circuit, where the Faradaic impedance is modelled only with 5G (see 
figure 3.6). In this case, the ECM impedance representation in Nyquist 
plot, which is qualitatively reported in figure 3.11, results in one semi-
circle, whose diameter corresponds to the 5G value. The first intercept 
between arc and real axis characterizes the Ohmic resistance W; 
whereas the second one gives the polarization resistance vsx, resulting 
by the sum of  W and 5G. According to the electric network theory, the 
equivalent impedance is: 
4 = W + j{|]¾f7ÄÅ>  (Eq. 3.11) 
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Figure 3.11: Qualitative representation of the Randles’ model on the Nyquist plot. 
 
3.3.5 Warburg impedance (ZW) 
When the mass transport phenomena starts significantly influencing 
the losses, the diffusion processes must be considered and modelled in 
Faradaic impedance (see figure 3.6). For this purpose the distributed 
Warburg element is introduced in the following.  
Generally, Warburg element characterizes the one-dimensional 
diffusion of the reactants into the electrode [90], as reported in appendix 
B. For PEMFCs two main diffusion processes are usually considered. The 
first one is based on the hypothesis of semi-infinite width of the electrode, 
whereas the other assumes the finite width of the electrode. In case of 
semi-infinite electrode, the Faradaic impedance canbe expressed as 
follows (the entire proof is presented in appendix B): 
Æ9 = 5G + ©M√| − w ©M√| (Eq. 3.12) 
Where ª is the mass transfer coefficient due to the contribu ion of the 
reactants for oxidation (O) and reduction (R) [88]. 
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ª = ªC + ª7 = 78√P9=  j]<$È\< + j]¢$È\¢ (Eq. 3.13) 
where C and D are the superficial concentrations and the diffusion 
coefficients of the reactants, respectively. 
The equation 3.12 defines the Faradaic resistance as the series of two 
circuit elements, i.e. the charge transfer resistance 5G and the 
distributed Warburg element §:  
Æ§ = ©M√| − w ©M√| (Eq. 3.14) 
where the negative imaginary part accounts for the capacitive behaviour 
of this element. The phase angle is: 
 = hÉ!	j QÆÊ7ÆÊT = hÉ!	j−1 = −45° (Eq. 3.15) 
The graphical representation of semi-infinite § is reported in figure 
3.12 with a red line inclined of 45°.  
In case of finite electrode of width a, a relationship similar to 
equation 3.12 can be found for the Faradaic impedance:  
Æ9 = 5G + √©<MÈ{| tanh {|\< a + √©¢MÈ{| tanh {|\¢ a (Eq. 3.16) 
whose mathematical proof is reported in appendix B. Then, the Warburg 
element in case of finite width electrode is: 
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Thus: 
Æ§<,¢ = √©<,¢M `È\<,¢ ÍÎÏÐ
ÑÒÓ<,¢`
Ô{| Õ=Ó<,¢
= d ÍÎÏÐvÈ{|Ö¾xÈ{|Ö¾  (Eq. 3.18) 
where d is a new parameter introduced to model the diffusion losses.  
d = √©<,¢M `È\<,¢ = ¬`M!"2*,0\<,¢ (Eq. 3.19) 
and ×d is the diffusion (or Warburg) time constant [17]. 
×d = `=\<,¢ (Eq. 3.20) 
From equation 3.18 it is possible to notice the non-linearity of the 
Warburg impedance. 
Generally, in PEMFCs, the finite Warburg model is applied, whereas 
the semi-infinite element also can be adopted to simplify the spectrum 
analysis. In this work the finite Warburg element is assumed to model the 
PEMFC. Both d and ×d are not directly measurable and therefore they 
are identified from the EIS experimental data. In Figure 3.12, the 
qualitative shape of the Faradaic impedance in case of diffusion is 
represented on the Nyquist plot. In case of semi-infinite element, the 
impedance spectrum turns into the red line, whereas for the finite element 
the diffusion arc is obtained (in black). It is noticeable that this arc is 
deformed; consistently with the semi-infinite model, a 45° slope is 
observable at high frequencies. 




Figure 3.12: Qualitative representation of the effects of Warburg elements in the 
Faradaic impedance spectrum: the red line characterizes the semi-infinite element, 
while the black arc characterizes the finite one. 
 
The mixed kinetic and diffusion configuration of the Randles model 
and the qualitative representation on the Nyquist plane of the related 
equivalent impedance are shown in figure 3.13. The red arc accounts for 
the charge transfer phenomena, while the blue arc is the diffusion one. 
The combination of these two arcs gives the shape of the spectrum (in 
black). Usually, in PEMFC spectra analysis, only the reactant diffusion at 
the cathode side can be clearly observed. In this case the equivalent 
impedance of the PEMFC can be achieved, as shown below: 
 4 = W + j{|]¾fv7ÄÊ,¢xÅ>  (Eq. 3.21) 
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Figure 3.13: Qualitative representation of the equivalent impedance spectrum in 
case of diffusion. 
   
3.3.6 Constant Phase Element (CPE) 
Another distributed element usually used in PEMFC spectrum 
analysis is the constant phase element (CPE). This component allows 
modelling the CDL physical behaviour in case of rough irregular surface 
[90]. Indeed, the presence of pores on the electrode changes the active 
surface area. Considering also the pore internal walls, the resulting active 
surface area for the charge storage and exchange results larger than the 
frontal one [88]. Then, a model based on distributed capacitors is needed, 
as schematized in figure 3.14. The impedance associated to the CPE is:  
];¹ = jÙ∙{|Ú (Eq. 3.22) 
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The coefficient ϕ may vary between -1 and 1; therefore according to 
that value the CPE changes its physical meaning as reported below: 
• Ý = 0	 ⇒ CPE is a pure resistor  ⇒ ß = 	j 
• Ý = 1	 ⇒ CPE is a pure capacitor ⇒ ß = * 
• Ý = −1	 ⇒  CPE is a pure inductor ⇒ ß = à	j 
• Ý = 0.5	 ⇒ CPE behaves as the semi-infinite Warburg element 
  ⇒ ß = i ∙ ª§	j 
 
Figure 3.14: CPE modelled as a distributed capacitor for porous electrode 
characterization. Adapted by Fontés [92]. 
 
For systems with a capacitive behaviour, as PEMFCs, the CPE 
coefficient induces a partial rotation of the capacitor semi-finite line in 
Nyquist representation. The effects of the CPE elemnt on the Nyquist 
plot are qualitatively reported in figure 3.15. Whereas replacing the CDL 
capacitor with a CPE element in the simplest Randles’s circuit a rotation 
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Figure 3.15: CPE influence for ideal polarization of the electrode. 
 
 
Figure 3.16: CPE application in Randles’s circuit (simple case: no diffusion); semi-
circle rotation. 
 
Finally, by comparing the CPE impedance in the equation 3.22 with 
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*4 = ß ∙ nè	j (Eq. 3.23) 
where n is the radial frequency corresponding to maximum negative 
imaginary part of the impedance for the considered arc. The use of 
equation 3.23 will be detailed in chapter 4, where the characteristics of the 
spectrum shape are exploited to set the ECM parameters.  
 
3.3.7 Dissociated electrodes model 
There are some cases in which the anode oxidation reactions cannot 
be neglected. When the anodic losses increase, a small arc is detected in 
the impedance spectrum at high frequencies and, therefor , one single 
Randles’ circuit cannot guarantee the correct modelling of the system 
impedance. To overcome this problem the dissociated el ctrodes model is 
introduced. Figure 3.17 reports two example of ECM for dissociated 
electrodes. Circuit (a) is the complete one, in which both anode and 
cathode are modelled through the parallel of a CPE and a Faradaic 
impedance (i.e. 5G + §). Circuit (a) may be simplified by removing the 
Warburg element and replacing the CPE by a pure capacitor at anode 
side, as shown by circuit (b). In this case, the equivalent impedance 
becomes: 
4 = W + j{|]¾fv7Ä,éxÅ> + jÙ{|Ýv7Ä,ÊxÅ>  (Eq. 3.24) 
Finally, the Nyquist representation is also reported at bottom of 
figure 3.17. 
92 CHAPTER 3 
 
Figure 3.17: An example of dissociated electrodes models: a) complete model; b) 
simplified model. 
 
It is worth noting that for an ECM different time constants can be 
associated to each arc of the spectrum on the Nyquist representation. Thus 
at each arc corresponds a sub-circuit of the ECM (see figures 3.13 and 
3.17). In RC network analysis the time constant characterizes the time 
required to charge and discharge the capacitor, and is strictly related to 
the cut-off frequency of the circuit. Thus, it is worth remarking that in this 
work the use of the time constant is not strictly refe red to its definition, 
but it is assumed, particularly in the next chapter, to classify the different 
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ECM configurations. Indeed, the simple Randles’ model is characterized 
by one time constant and only one arc appears on Nyquist representation 
(figure 3.11), its time constant being: 
×76Pd = 5G*d = j|   (Eq. 3.25) 
Then, considering the equation 3.23, in case of CPE, the time 
constant becomes: 
×];¹ = ßnÝ−1 = j| Ý  (Eq. 3.26) 
In case of diffusion, a second time constant ×d is introduced by the 
Warburg element and a second arc appears. Finally, when the anodic 
losses are not negligible, a third time constant must be considered. In 
order to avoid complex models, in this work the simplest Randles’ circuit 
is exploited to characterize the anode in case of dissociated electrodes 
(see figure 3.17 (b)). Such a decision well agrees with the rules 
introduced in section 3.3. However, in Nyquist representation, a single arc 
also can be obtained by combining more time constants d then different 
ECM configurations can reproduce the same arc. Thisbehaviour is the 
main problem in ECM analysis, more details on this opic are reported in 
the next chapter.    
 
3.3.8 Pseudo-inductors 
Sometimes, it is possible to introduce an inductor (L) to account for 
the cables influence during the measurements. Indeed, in Nyquist 
representation, the effect of the cabling is usually observed at high 
frequencies with a positive trend of the impedance imaginary part, which 
is typical of the inductive phenomena. Therefore, adding a suitable 
inductor in series to the ECM is a good solution to reproduce this 
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behaviour, which is not related to the electrochemical phenomena, as 
shown in figure 3.18.  
 
Figure 3.18: Effects of cabling in Nyquist representation.  
 
As already seen, an inductive behaviour may be detected when CO-
poisoning at anode side occurs [71]. In such a case the inductive 
behaviour is found at low frequencies, as already shown in figure 3.5. 
This case has not been analysed in this work. Thus, for more details refer 
to the Wagner and Schulze paper [71]. 
 
3.4 ECM correlation with Polarization Curve  
In chapter 1 the polarization curve has been introduce  as a static 
electrochemical technique to analyse the operating condition of the cell. 
This method appears as the simplest one to evaluate the fuel cell 
performance. Indeed, the effects of the charge transfer, Ohmic and mass 
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by the cell voltage drop. Nevertheless, in cell operations the different 
losses overlap and, then, it is difficult to de-couple each effect [11]. As 
shown in this chapter, the EIS technique overcomes that problem 
allowing the isolation of the different phenomena, though the spectra 
analysis may be more complex. However, some correlations between 
ECM and polarization curve can be derived. Both the Nyquist 
representation and the V-I curve can describe the kin tic, Ohmic and 
diffusion processes. Considering the impedance real part, the polarization 
resistance (Rp) that characterizes the intercept of the impedance spectrum 
with the real axis at low frequencies is also achieved by adding the 
different resistances of the ECM. This value corresponds to the tangent of 
the polarization curve at the related operating current [11]. Then, starting 
from the equations introduced in chapter 1, the polarization curve can be 
modelled as follows: 
g = #$ − 78OP9 -! Q ST − W − e78P9 -! Q1 − fTe  (Eq. 3.27) 
its negative derivative being: 
− dëd = 78OP9 j + W + e78P9 j	fe = 5G + W + d (Eq. 3.28) 
where, for equation 3.10, the first term is the charge transfer resistance 5G, and from equation 3.19 the third term corresponds to: 
e78P9 j	fe = ì78P9 jíÁîÓv∗ÅSxÕ 	íÁîÓ∗Õ ì = 78`P9=M\]$ = d (Eq. 3.29) 
Therefore, as expected, the negative slope of the polarization curve 
corresponds to the sum of the ECM Ohmic parameters and then to the 
polarization resistance. Considering the voltage trend with respect to the 
current, the consistency with the spectra analysis i  remarked. The 
negative slope of the polarization curve is reduced by raising the current 
from the dominant activation losses region to the Ohmic one. Moreover, 
the negative slope increases again when the current reaches the dominant 
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mass transport losses region of the polarization curve (see figure 3.19). A 
similar behaviour can be observed in paragraph 3.2 (see figure 3.2), where 
the arcs deformation with respect to the operating current is reported. In 
particular the arc reduction is observed from low to medium operating 
currents, while the arc grows at high currents as shown in figure 3.19.  
 
Figure 3.19: Relation between the polarization curve slope and the arcs 
deformation in the main dominant losses regions (a), (b) and (c). 
 
3.5 Chapter conclusion 
In this chapter, the different features of the EIS spectra were analysed 
in Nyquist representation and their deformations with respect to the 
operating conditions introduced. Then, the ECMs were p esented as 
suitable tools for modelling and analysing the PEMFC impedance. This 
technique allows the detection of the different PEMFC losses. The 
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4. ECM PARAMETER IDENTIFICATION 
  
As shown in the previous chapter, the analysis of the electrochemical 
impedance of a PEMFC requires well defined models. ECM is a powerful 
tool to model the impedance spectra, its main advantage being the 
possibility of identifying the parameters directly from the matching of the 
experimental data with the model output. Nevertheless, the equivalent 
impedance is a complex non-linear function and the identification of the 
model parameters may be difficult to implement. The ECM parameter 
identification procedure based on the Complex Non-linear Least Squares 
(CNLS) minimization technique is then introduced in this chapter. 
Moreover, a new algorithm, named Geometrical First Guess (GFG), is 
proposed to support the minimization procedure in parameter 
identification, ensuring both the achievement of a good fit and good 
consistency with the physical behaviour of the cell. The proposed 
algorithm was validated on three different systems in everal operating 
conditions. 
         
4.1 State of the Art of ECM parameter identification 
The EIS data fitting is the first step in ECM exploitation both for 
PEMFC monitoring and diagnosis purposes. Therefore, the identification 
of the ECM parameters is a crucial point and care must be given to 
evaluate the several causes that can compromise this step. First of all, the 
choice of the model structure can influence the right convergence of the 
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minimization. Indeed, a large number of parameters o be identified 
determines a large search space and then high probability to trap into 
local minima [93] during the identification. Moreover, the presence of 
measurement noise also may compromise the accuracy of the process. 
These aspects are worse for complex non-linear function and, thus, 
represent the main challenges of ECM parameter identification. 
Therefore, in order to guarantee the best fit betwen the experimental data 
and model output, many efforts are dedicated to develop simple models 
with a limited number of parameters. The best fitting mplies both the 
shapes comparability of the spectra and the right electrochemical 
processes characterization [54]. In literature, the Complex Non-linear 
Least Squares (CNLS) method is credited as the mostsuitable in EIS data 
fitting [11,54,93]. The CNLS fitting is based on the minimization of an 
objective function. It usually corresponds to the wighted sum of the 
squared residuals vð,R x, which are the differences between the measured 
and modelled impedance values, both for real and imaginary part: 
ñw_" = ∑ vô7,R7,R + ô,R,R xPRj  (Eq. 4.1) 
7,R = õ6cwnRö − õ÷dwnR, øö (Eq. 4.2) 
,R = +õ6cwnRö − +õ÷dwnR, øö (Eq. 4.3) 
where n is the number of points acquired at the frequencies nR. ø are the 
parameters to be identified. In equation 4.1 the us of weighting 
coefficients ôð,R is considered to account for the variability of the 
magnitude of both real and imaginary parts with thefrequency. The 
choice of the weights can be performed following several ways. For 
instance, Yuan et al. [11] suggest introducing the inverse of the squared 
number of the considered n points. Nevertheless, in their work Danzer 
and Hofer [54] fixed the weight factors to 1 and 2 for the real and 
imaginary parts, respectively. On the other hand, other authors like 
Macdonald [94,95] and Boukamp [96,97], suggest in their works the use 
CHAPTER 4 99 
 
 
of proportional weights. Particularly, the authors p opose to normalize the 
residuals at each frequency with either the impedance modulus or the 
squared values real and imaginary parts. For the CNLS application the 
Levenberg-Marquardt (LM) algorithm is commonly used [11,90,93]. 
However, this approach is based on the gradient method and, thus, the 
minimum search is limited in the search vector direct on [90]. Therefore, 
the main problem to be faced, when applying a given mi imization 
technique, is the setting of the starting values for the iterations. If these 
values are not well set, the convergence of the method might be affected 
[93], in such a way as to cause the solution to trap in a local minimum. 
Instead, if good estimates for parameters’ initial v ues are found, the 
convergence to the global minimum is relatively fast and limited 
iterations are required [90]. To overcome this problem, Buschel [93] 
suggests to use a stochastic approach. Indeed, statistical methods are able 
to account for different local minima, prior to converge to a reliable 
solution. The author states that the use of particle f lter (PF) and simulated 
annealing (SA) methods can contribute to solve the multi-minima 
problem. The PF is a non-linear, non-Gaussian state estimator similar to 
the Kalman filter for Gaussian distributions, which exploits the stochastic 
search to extrapolate the parameters [93]. The SA exploits multiple 
evaluations in parallel converging to the solution. During the iteration 
several sample parameter sets are compared and, then, a probability 
function is evaluated achieving the best sample [93]. Buschel concludes 
that, if the starting parameter values are closed to the solution, the 
Levenberg-Marquardt method gives a good fit requiring limited number 
of iterations. On the contrary, by assuming a large parameter search 
space, the PF method shows the best performance. Moreover, the PF is 
not so influenced by the measurements. Therefore, if the starting 
parameter values are selected from the solution neighbourhood, for 
example by using experience, the LM is the most suiable method, 
whereas, in case of automatic applications, the PF seems to be more 
indicated [93]. Nevertheless, as introduced in the last chapter, different 
sets of parameters of the same model can reproduce the same spectrum. In 
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such a case, a stochastic approach may guarantee the best fit, but the 
consistence with the real physical behaviour can be difficult to attain. 
Danzer and Hofer [54] consider a hybrid approach, involving the benefits 
of both the stochastic and deterministic methods. They suggest the 
Nelder-Mead (NM) algorithm [98], which is the simplex method usually 
adopted to solve the non-linear optimization problems in a multi-
dimensional space. By allowing the numerical solutin for those problems 
in which the derivatives cannot be computed analytically, this approach is 
a valid alternative to the gradient based method. Then, an evolutionary 
algorithm is used to perform the global search. Nevertheless, if several 
tests confirm the results reliability and repeatability, for larger spaces the 
convergence of this method to reach the global minium cannot be 
demonstrated [54]. This technique shows good fitting capabilities and 
also a physical consistency of the parameters.  
The goodness of the CNLS fit can be achieved through statistical 
comparison. Usually, the chi-squared test is applied [11,90], the ù 
function being expressed as follows: 
ù = ∑ vú	ûx=© PRj    (Eq. 4.4) 
where üR and ptR are the measured data and attained values 
respectively, while ªR is the standard deviation of the measured data.  
Commercial software, such as the ZView® from Scribner Associates 
Inc.7, which represents one of the most used one, usually assumes this 
parameter to evaluate the data fitting. Nevertheless, also other methods 
can be applied. Starting from the vector 2-norm: 
‖þ‖ = È∑|þR|   (Eq. 4.5) 
the analogies with the CNLS objective function reported in equation 4.1 
can be found. Then, extending the 2-norm to a (2xN) matrix, in which the 
                                                          
7
 Website: www.scribner.com  
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first line is composed by the impedance real parts while the second one is 
composed by the imaginary ones, the residuals between measured and 
fitted data can be evaluated as follows. 
 = Ä	¼î=‖¼î‖=     (Eq. 4.6) 
This paragraph was structured in such a way as to provide an 
overview on the different solutions adopted in litera ure to perform the 
ECM parameter identification. In the following ones, the solutions here 
adopted to develop the identification procedure for on-line applications in 
PEMFC domain are presented and discussed. 
  
4.2 Minimization algorithm and parameter influence  
The aim of this work is the development of a robust identification 
procedure to extract on-line the ECM parameters. The main features are: 
 
1. The goodness of the fit. The procedure must guarantee a reliable 
reconstruction of the spectrum shape in several operating 
conditions. 
 
2. The physical consistency. The suitable ECM has to be selected 
depending on the electrochemical behaviours of the analysed 
phenomena. Then, the model parameters must be identified 
ensuring a strict correlation with the physical processes, which 
depend on the system operating conditions as well. 
 
3. Few iterations. Fast convergence towards the correct parameter 
values is required, within a short computation time horizon. This 
is especially interesting in real-time applications. 
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4. The automation. The procedure must be able to select th  right 
model and identify the parameters without any external support. 
 
As introduced before, the stochastic methods, such as PF, exhibit 
good fitting capabilities in automatic identification tasks. Nevertheless, if 
the parameters’ search space is quite close to the optimum values, the 
deterministic methods can be successfully employed [93]. Moreover, 
when the problem is well posed, the deterministic approaches show a fast 
convergence, thus requiring a few iterations to find the minimum (i.e. the 
solution). Starting from these considerations, a hybrid approach, such as 
the NM algorithm [54,98] was proposed for parameters’ identification.  
A relevant point in ECM analysis is the reliability of the experimental 
data set. For the purpose of this work the experimental data of Fouquet et 
al. [17] were considered as a reference. In his work, Fouquet presented a 
series of spectra in case of normal, drying and flooding conditions for a 
150cm2 6-cells PEMFC (see also figure 3.3). In this paragraph, the 
Fouquet [17] impedance spectra achieved at 70 A were employed to 
verify the performance of the NM algorithm. In orde to compare the 
results, the same ECM proposed by Fouquet also was con idered. The 
Randles model configuration for mixed kinetics and diffusion losses and 
the related parameters are shown in figure 4.1.  
 
Figure 4.1: Randles model configuration for mixed  kinetics and diffusion losses 
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The equivalent circuit has been implemented in MATLB®. 
According to the CNLS method, the objective function reported in 
equation 4.1 is assumed and the NM algorithm [98,99] is used to perform 
the minimum search. The identified parameters are similar to the ones 
proposed by Fouquet. To give on example of the NM algorithm 
capabilities the convergence of the fit is reported in figure 4.2. The 
relative 2-norm converges towards the value of 1.518% within 800 
iterations, which corresponds to 0.2 seconds for an Intel® CoreTM I5 
processor at 2.5 GHz. The red line is the shape of the spectrum 
corresponding to the initial parameters, while the gr en one is the final 
result. 
 
Figure 4.2: Convergence of NM method. 
 
To verify the capability of the NM algorithm to converge towards the 
same final set of parameters, a sequence of 1024 identifications was 
performed starting from different initial conditions. For each parameter, 
the initial values were selected randomly and included in a range of the 
same order of magnitude of their respective expected values. Only the 
CPE coefficient is varied from 0.5 to 1, in order to be consistent with the 
impedance cell physical behaviour (see the paragraph 3.3.4). The 
frequency distribution of the 2-norm is reported in f gure 4.3, which 
shows that half of the fitted spectra converges to the common minimum 






















104 CHAPTER 4 
 
of 1.518 %. This behaviour is linked to the starting values of the ECM 
parameters assumed for the fit. If the initial conditions are quite close to 
the solution the expected minimum is achieved. The identified spectra 
belong to the first class of the frequency distribution, which involves the 
2-norm values in the interval 1.518 - 2.24 %, exhibit similar shapes as 
reported in figure 4.4. In case of different 2-norm values, these spectra are 
generated by different parameters’ combinations, with variation from the 
reference limited at a maximum of 10 %. This behaviour confirms the 
need of well stated initial conditions to perform the identifications. 
 
Figure 4.3: 2-norm residual values distribution for 1024 random identifications. 
 
 
Figure 4.4: Impedance spectra extrapolated by the first 2-norm class; Ref. data 
were retrieved from Fouquet paper [17]. 
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A further analysis has been performed adding noise to the 
experimental data. For this purpose, each point of the spectrum is 
perturbed, by imposing a random variation in a range of ± 10% of the 
reference real and imaginary parts. The presence of noise causes a change 
in the spectrum shape, which can be evaluated throug  the 2-norm value. 
In that case the 2-norm attains the value of 5.6 %. The effect of the noise 
in spectra identification is reported in figure 4.5 a); whereas in b) is 
reported the case, in which the noise is added onlyat low frequencies. 
This second case is likely to occur in measurements, due to the problem 
of stability at low frequencies (see paragraph 2.1.2)   
 
Figure 4.5: Identifications in case of perturbed data: a) all the spectrum is 
perturbed (5.6% of deformation with respect to the reference shape); b) the 
spectrum is perturbed only at low frequencies (4.9% of deformation with respect to 
the reference shape). EIS data retrieved from Fouquet et al. [17].   
 












































106 CHAPTER 4 
 
The CNLS method is based on mathematical minimum search 
processes and then a change in the reference data gives a change in the fit. 
In figures 4.5.a-b, the fit in case of noise is reported in green (FITN), 
while the reference fit is reproduced in blue (FIT0). An interesting result 
is that both in case a) and b) the fitted shape (FITN) is consistent with the 
reference data (black points). Finally, the time required for the parameter 
identification is not sensitive to the noise. Therefo , it can be stated that 
in case of small perturbations, if the suitable starting parameters are 
considered, the NM algorithm is not strongly influenc d by noise.  
The selection of the right initial parameter values is thus the main 
issue. In order to understand the influence of the single parameter on the 
impedance shape, the Fouquet reference spectrum has been simulated by 
varying the parameter values in a range of ± 75% of their optimal values; 
then the shape deformation is analysed. As in the previous analysis, the 
CPE coefficient is varied from 0.5 to 1 ([-41:+19] % of the nominal 
value); this constraint is consistent with the cell impedance physical 
behaviour (see paragraph 3.3.4). In figure 4.6 the influence of W is 
reported. In the Nyquist representation, it is possible to notice the 
spectrum translation, which is characteristic of the Ohmic resistance 
variation. The 2-norm values are also reported below the Nyquist plot as 
function of the imposed W changes. The black circles are the 
experimental data, while the green line is the identifi d shape. The other 
shapes and relative 2-norm values are represented i blue and red 
according to the parameter reduction and increment, r spectively. Figure 
4.7 shows the influence of 5G, particularly highlighting the charge 
transfer arc deformation. Instead, in figures 4.8 and 4.9 the effects of the 
CPE coefficients variation on the impedance shape are reported. The arc 
rotation induced by the coefficient Ý appears more influent than the effect 
induced by the variation of the parameter ß. Finally, in figures 4.10 and 
4.11 the effects of the Warburg element parameters variation are 
presented. d appears as the dominant parameter in the diffusion arc 
deformation; whereas ×d seems not to be very influent. For more details 
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related to the spectra dependence on the ECM parameters, the reader is 
addressed to section 3.3, where complete explanation is given.  
 





Figure 4.7: Influence of the charge transfer resistance variation. 






























































Figure 4.9: Influence of the CPE coefficient variation. 
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Figure 4.11: Influence of the Warburg time constant variation. 
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In order to complete the analysis just presented, the significance of 
each parameter on the shape deformation has been evaluated by 











j$.$   (Eq. 4.7) 
where 6R  is the impedance simulated for the variation ∆øR of the i-th 
parameter, while  is the impedance attained for the ø̅R reference value. 
The significances evaluated for each parameter are eported in table 4.1. 
A significance value equal to 1 characterizes a dominant parameter; while 
values less than 0.01 indicate that the influence of the related parameter is 
negligible. According to the table 4.1 the most influent parameters are Ý, 5G and W, on the contrary ×d is the less significant. These results are 
consistent with the shape deformations observed in figures 4.6-4.11.  
The above analysis has been performed for a spectrum corresponding 
to normal operating conditions. Indeed, the parameters related to the 
diffusion arc (i.e. d and ×d) are less significant than the ones related to 
the charge transfer arc. Thus, the same analysis ha been performed for an 
impedance spectrum corresponding to flooding conditions [17]. The 
evaluated significances are reported in table 4.2. In such a case, it is 
possible to notice how d is more influent than 5G, while W becomes 
less influent than in normal condition. On the contrary, in case of drying 
(see table 4.3), the Ohmic resistance increase induces an increment in W 
significance. On the other hand, d and ×d influences decrease.  
 
Table 4.1: Parameter significance for normal conditons. 
Parameters  RΩ Rct Q Φ Rd τd 
Significance 0.4111 0.4409 0.1614 0.7041 0.1562 0.0490 
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Table 4.2: Parameter significance for flooding conditions. 
Parameters  RΩ Rct Q Φ Rd τd 
Significance 0.1433 0.3011 0.2129 0.7377 0.4925 0.1188 
 
Table 4.3: Parameter significance for drying conditons. 
Parameters  RΩ Rct Q Φ Rd τd 
Significance 0.4406 0.3858 0.1301 0.5974 0.1984 0.0681 
 
Tables 4.1-4.3 represent a valid support for the development of the 
algorithm dedicated to initial conditions pre-setting. Further information 
can be also achieved by evaluating the correlations among the parameters 
related to the 1024 identification previously introduced; the same analysis 
is performed also in case of flooding and drying conditions. To develop 
these analyses only those fits that have a 2-norm value less than 5% have 
been considered. This limit was fixed to preserve the consistency with the 
physical behaviour. In fact, for the 2-norm values l s than 5% data 
matching can be considered acceptable; otherwise, the obtained shapes 
could not well reproduce the expected one. The correlation matrixes, 
which are reported in tables 4.4-4.6 were evaluated in normal, flooding 
and drying conditions and corresponds to 79.6%, 76.7% and 72.2% of the 
1024 identifications, respectively. As expected, the values of  ß and Ý, 
which refer to the same component (CPE), are more crelated; also 5G 
and d are strictly correlated because of the spectrum shape geometry. 
Therefore, another result has been found, which confirms the strong 
correlation among the parameters, the spectrum geometry and, indirectly, 
the operating conditions. Indeed, the correlation of W, 5G and d 
changes in case of normal, flooding and drying conditions, according to 
the significance analysis presented before. The same behaviour is 
observed for the correlation of these parameters with ß and Ý. Finally, ×d 
is the least influent parameter.  
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Table 4.4: Parameter correlation matrix in normal conditions. 
 RΩ Rct Q Φ Rd τd 
RΩ 1 -0.2108 -0.8295 0.8685 0.0147 -0.0450 
Rct - 1 0.2602 -0.2330 -0.9780 0.3988 
Q - - 1 -0.9671 -0.0706 0.0810 
Φ - - - 1 0.0436 -0.0590 
Rd - - - - 1 -0.3873 
τd - - - - - 1 
 
Table 4.5: Parameter correlation matrix in flooding conditions. 
 RΩ Rct Q Φ Rd τd 
RΩ 1 0.5063 0.4057 0.2229 -0.5536 0.3044 
Rct - 1 0.9408 -0.5110 -0.9977 0.5310 
Q - - 1 -0.6756 -0.9221 0.4741 
Φ - - - 1 0.4617 -0.2672 
Rd - - - - 1 -0.5330 
τd - - - - - 1 
 
Table 4.6: Parameter correlation matrix in drying conditions. 
 RΩ Rct Q Φ Rd τd 
RΩ 1 -0.7736 -0.8600 0.9189 0.6120 0.4140 
Rct - 1 0.7657 -0.7813 -0.9701 -0.2664 
Q - - 1 -0.9764 -0.6078 -0.5089 
Φ - - - 1 0.6177 0.4627 
Rd - - - - 1 0.1787 
τd - - - - - 1 
 
In this paragraph the performance of the NM algorithm was 
evaluated, in terms of parameters values influence within the data fitting 
task. If the starting parameters are selected in a suit ble domain, the data 
matching shows good performance and is not influenced by the presence 
of small measurement noise. Moreover, the parameter correlations are 
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consistent with cell physical behaviour. All this points are consistent with 
the first three requirements (i.e. goodness of the fi , physical consistency 
and few iteration) presented at the beginning of the paragraph. 
Nevertheless, concerning the fourth point (i.e. automation), the algorithm 
needs to be self-governing. Therefore, in the next paragraph the algorithm 
developed to automatically select the right set of initial conditions for 
identification is introduced.  
 
4.3 Setting ECM parameters initial values 
In the last paragraph the influence of the parameter initial conditions 
in the identification process was introduced. To solve the problems 
associated to the multi-minima objective function, a pre-setting algorithm 
is required. This is a crucial point in ECM analysis, since the data 
matching is usually performed off-line and starting parameters for the 
identification are selected through the experience. Th  a priori knowledge 
of the physical phenomena investigated allows the right model selection, 
by fixing the number of the parameters to identify. Then, the suitable 
starting parameters’ values are fixed through the experience after 
analysing the measured impedance shapes in the Nyquist plane. The off-
line manual procedure, drafted in figure 4.12, guarantees the physical 
consistency and the selection of those suitable initial conditions that are 
closed to the optimal solution. Nevertheless, when th  identification must 
be performed on-line, the process must be automated. The main constraint 
is to reproduce the human expertise on the individual spectrum analysis 
without the human support. To solve this point the G ometrical First 
Guess (GFG) algorithm has been developed in this work. The procedure 
proposed in this paragraph arises from the results of the analyses 
presented before and of the experimental activities performed during the 
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European project D-CODE8. The GFG is able to detect the suitable ECM 
configuration and to select its right starting parameters. This is obtained 
with an automated geometrical pre-analysis of the sp ctrum shape. The 
procedure flow chart is reported in figure 4.13. In figure 4.12 the upper 
part of the scheme explains the experimental apparatus used to provide 
the impedance spectrum. By comparing the scheme reported at the bottom 
of figure 4.12 with the flow chart of figure 4.13, the main differences can 
be highlighted. In figure 4.12 the human experience supports the model 
selection and the setting of the initial values of the parameters; in figure 
4.13 those tasks are performed by the GFG algorithm. 
 
Figure 4.12: Off-line procedure usually adopted in ECM fitting. 
                                                          






































Figure 4.13: Proposed identification procedure - Flow Chart. 
 
Another important variable in data matching is the number of points 
considered for the fitting task. After determining the proper number of 
points, a sample selection is introduced before starting the GFG 
algorithm. Different identifications were performed in order to analyse 
this phenomenon. Several tests showed that the points characterized by a 
positive imaginary part, as well as those that are closed to zero, can 
 
Fit ok? 












Start CNLS fit 
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negatively affect fitting goodness. Indeed, in case of ECMs that are not 
supported by an inductive component, it has been verified that the 
objective function cannot fit the points with an impedance imaginary part 
greater than −0.5 ∙ 10	. It is worth remarking that inductance mainly 
characterizes the cables influence in measurements and, thus, introducing 
this component implies increasing the parameters number to identify 
without producing additional information about the electrochemical 
phenomena occurring inside the cells. Therefore the points that exceed the 
limit reported before are removed. However, the points closed to zero are 
recovered and used in the GFG algorithm for the extrapolation of both the 
Ohmic and the polarization resistance values. After the sampling, the 
GFG can start. When the suitable model configuration is detected and the 
related search space stated, the CNLS is performed. As mentioned above, 
the algorithm used for the optimization is the NM one, while the fitting 
goodness is verified through the relative 2-norm. The main advantage 
associated to using this metric is that its value corresponds to the relative 
variation of the identified spectrum with respect to the measured one. 
Then, a first check is introduced. If the 2-norm value is less than a fixed 
threshold, which can be imposed from 3 to 6 % depending on the quality 
of the measured spectra, the fitting is considered good and then, the 
identified parameters are saved in a file (.m, .txtor .xls), and then the 
procedure stops. While if the 2-norm values exceed th  limit, the starting 
parameters, which are extrapolated by the GFG, are modified and the 
CNLS procedure restarts. The variation of the initial conditions is 
performed randomly, taking care that the new values have the same order 
of magnitude of the parameters set by the GFG. For off-line applications, 
this option (underlined in figure 4.13 with the orange arrow) can be 
disabled to allow an external support (i.e. by the op rator), or to test the 
algorithm performance. On the other hand, for on-line applications, this 
check is mandatory to ensure a good fit. 
The GFG algorithm has been developed to solve the multi- inima 
problems for the on-line ECM parameter identifications. Its application 
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has been tested for PEMFC. Nevertheless, this method can be generalized 
to other electrochemical systems, analysing their impedance spectra, and 
consequently adapting the GFG functions.   
The algorithm dedicated to PEMFC is based on the dissoc ated 
electrode circuit model presented in paragraph 3.3.5 and reported in figure 
4.14. The qualitative links between the circuit comp nents and the 
impedance shapes in Nyquist and Bode negative phase repr sentations are 
highlighted with the different colours: black for the Ohmic losses, green 
for the anode arc, red for the charge transfer arc at cathode side and blue 
for the diffusion arc at cathode side.  
 
 
Figure 4.14: Complete starting reference model assumed in GFG. 
 
When the main PEMFC performance losses are detectabl  in the 
impedance spectra, the ECM of figure 4.14 represents the best 
compromise between the physical system characterizaion nd the model 
simplification. For this reason it has been assumed as the starting 
reference model in the GFG algorithm. As introduced in section 3.3.5 this 
is a model with 3 time constants and, thus, characte izes 3 arcs of the 
spectrum shape. Nevertheless, in case of overlapping of the cell physical 
phenomena, the number of the observable arcs may reduce and, thus, the 
reference model must be simplified in order to cut the number of time 
constants. The simplified ECM configurations that are possible to analyse 
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representation of the characteristic shapes. It is worth noting that when a 
change of arcs occurs in the spectrum shape, the Bode phase also is 
affected. Then, analysing the first and the second derivatives of the 
negative phase, it is possible to detect a change in the impedance shape. It 
is important remarking that the Bode phase data are before fitted via 
polynomial regressions ensuring the derivatives exit nce also in case of 
noise. In the GFG algorithm the maximum value of the negative phase 
separates the high frequencies from the medium/low values. The 
polynomial regressions are used to characterize the Bode curves at 
medium/low and high frequencies. 
 




















































ç	â – 2 Arcs {c.t.} 
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The evaluation of the derivatives of these polynomials with respect to 
the radial frequencies allows the detection of the anodic and/or diffusion 
arcs. Figure 4.16 reports an example of diffusion arc detection. The 
reference spectrum represented in this paragraph is the one from Fouquet 
et al. [17]. Moreover, the procedure is able to evaluate the starting and 
ending points of the arcs, showing where the phenoma are significant 
or not. When the arcs number is detected through the Bode analysis, the 
suitable model is selected and, thus, the starting parameters can be set.  
 
Figure 4.16: GFG evaluation of presence of the diffusion arc. 
 
The first step is the Ohmic resistance W setting, which is achieved 
evaluating the intercept of the first arc with the real axis in the Nyquist 
plane; this method is commonly used in spectra analysis. Then, 
considering the correlation analysis performed before, which states the 
strong influence of this parameter on the others duing the fitting process, 
the value of W evaluated with the GFG is fixed as the nominal one. I  
this way, the number of parameter to be identified s reduced, thus 
improving fitting performance. When the Ohmic resistance is fixed, the 
algorithm starts to evaluate the cathode charge transfer arc (see figure 
4.17) through the information gathered from the Bode plot analysis 
reported in figure 4.16. Three points are then select d from the measured 
data set, which are included between the anodic arc end and the diffusion 
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arc start. If the anodic arc is not observable, W; 0 is assumed as the first 
point, as in the case reported in figure 4.17. If the diffusion arc is not 
present, the last point of the impedance spectrum is assumed as the charge 
transfer arc end. A semi-circle is then achieved from these points, 
obtaining the coordinates of its centre and of its in ercepts with the real 
axis (see figure 4.17). This information is fundamental for the ECM 
parameters setting.  
 
Figure 4.17: Charge transfer semi-circle characterization. 
  
If the anodic arc is found, the resistance 5G,6 is computed as the 
difference between the first intercept of the semi-circle and the value 
obtained for W; then, *d is evaluated as follows: 
 *d = j7Ä,é|     (Eq. 4.8) 
 
where ni is the radial frequency of the maximum negative imaginary part 
of the anode arc. By considering 5G,6 as the diameter of the anode arc, ni is assumed as the radial frequency corresponding to the point where 
the real part is equal to vW + 5G,6 2⁄ x. In order to clarify this point, the 
geometrical evaluation of  and * for a generic arc is reported in figure 
4.18. Instead, if the anode arc is not detected, its parameters are assumed 
equal to zero. 
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
¦ 
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Figure 4.18: Geometrical evaluation of R and C. 
 
For the cathode side similar considerations are performed; 5G,5 is 
then obtained as the difference between the two intercepts of the semi-
circle with the real axis (see figure 4.17). In order to characterize the CPE, 
an equivalent capacitor is considered.  
 *4,5 = j7Ä,|     (Eq. 4.9) 
In analogy with the equation 4.8, n] is the radial frequency of the 
maximum negative imaginary part of the cathode arc. Then, n] is 
assumed as the radial frequency corresponding to the point that has real 
part equal to vW + 5G,6 + 5G,5 2⁄ x. Thus, after the equation 3.23, it is 
possible to write:  
ß = *4,5n]j	è     (Eq. 4.10) 
where the CPE coefficient Ý is derived after the rotation of the cathode 
semi-circle (see figure 4.17). 
Ý = 1 − O    (Eq. 4.11)   
The angle U is evaluated as:  
U = tan	j  ú£í£í	>,íÄ   (Eq. 4.12) 
 =  
* = 1n; 





122 CHAPTER 4 
 
where t5P and ü5P are the coordinates of the semi-circle centre, while tj,RPG is the real part of the first intercept with the real axis (see figure 
4.17).  
Finally, if the diffusion arc is present, the parameter d is evaluated 
as the difference between the impedance real part of the spectrum end  
and the real part of the second intercept of the semi-circle with the real 
axis, as shown in figure 4.17. Otherwise, its value is assumed to be zero.  
Also the Warburg time constant ×d must be detected, but its evaluation 
can be quite difficult to perform, especially in case of arc overlapping. 
Then, starting from the definition of the time constant and considering the 
analogies between the Warburg element and the CPE with 	Ý = 0.5 (see 
paragraphs 3.3.4 and 3.3.5), the Warburg time constant is approximated 
after the equation 3.26 as follows: 
×d = n\	$.   (Eq. 4.13) 
Likewise the capacitive elements, n\ is the radial frequency related 
to the maximum negative imaginary part of the diffusion arc. Then, n\ is 
assumed as the radial frequency corresponding to the point that has the 
real part equal to vW + 5G,6 + 5G,5 + d 2⁄ x.  
When all the parameters are extrapolated the GFG saves the vector ø = W, 5G,6, *d , 5G,5 , ß, Ý, d , ×d and the procedure is stopped. The 
complete flow chart of the GFG is reported in figure 4.19. It is important 
to remark that, by excluding W, the aim of the GFG is the extrapolation 
of the starting parameter values for the identification. If a physical 
phenomenon is negligible the GFG sets to zero the related parameters 
and, thus, the procedure removes them from the identification. In analogy, 
the related circuital element is short-circuited in the general ECM, 
achieving the reduced configuration for the fit. 
   




Figure 4.19: GFG flow chart. 
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In this paragraph the automated procedure developed to perform the 
CNLS fitting was presented. The GFG algorithm appears as a powerful 
tool in parameter search, ensuring both fitting convergence and physical 
consistency of the identified parameters. Its validation is presented in the 
next paragraph. 
 
4.4 Validation of the GFG algorithm 
The validation of the automated identification procedure introduced 
before is presented in this paragraph. Generally, a model reproduces a 
physical behaviour through physical and/or mathematical laws; these 
relationships are characterized by some parameters, to be identified via 
comparison to experimental data. When the optimum is achieved, these 
parameters are fixed. So, the model is exploited for simulation and the 
results are compared to a new set of experimental da , which have never 
been employed for the parameter extrapolation. If the outputs of the 
model are consistent with the experimental data, the model is validated. 
To validate the identification procedure, the fitting results are directly 
compared with the spectra acquired through the EIS,checking for the 
convergence on different data sets.  
In order to validate the identification procedure, different data sets 
corresponding to different PEMFC systems have been us d. The first data 
set refers to the spectra available on the Fouquet et al. paper [17]. The 
authors perform different tests at 70 A in normal, drying and flooding 
conditions for a 150 cm2 6-cells’ PEMFC. The second data set 
corresponds to the experimental data acquired in the frame of this work 
on the BALLARD®9 NexaTM system and presented in chapter 2. In this 
case the EIS measurements have been performed varying both the 
                                                          
9
 Website: www.ballard.com 
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operating current and the stoichiometric factor [8,80]. This set refers to a 
47 cells’ stack with a maximum power of 1.2 kW. The experimental 
activities on the NexaTM system were performed in the Fuel Cell 
Laboratory (FCLAB) of the University of Franche-Comté (France). 
Finally, the third data set is based on the experimntal data provided by 
the European Institute For Energy Research (EIFER) in Germany for the 
aims of the D-CODE project [100]. Data are measured on the 
Dantherm®10 DBX2000 power backup module. The DBX2000 is based 
on a 56-cell stack with a maximum power of 1.7 kW. The main difference 
with the other systems analysed is its open-cathode c nfiguration, which 
reduces the possibility of flooding occurrence at the cathode. Then, the 
spectra that characterize the normal conditions are usually formed by a 
single arc. The data set considered for the validation procedure refers to a 
case of current variation. In the next chapter the parameter regressions 
developed to characterize the Dantherm® Power system in normal 
operating condition are introduced for diagnosis purposes. To simplify the 
dissertation, the three data sets just introduced and their specific features 
are summarized in table 4.7. 
 
Table 4.7: Data sets exploited for the GFG algorithm validation. 





Stack of 6 cells 
Tests performed at 70 A in 
case of: 
• flooding conditions,  
• normal conditions, 










Stack of 47 cells 
Test performed varying: 
• the operating current in 
a range of [5:45] A; 
• the air stoichiometry in a 
range of [2:3.7] at 20 A. 
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DBX2000 Stack of 
56 cells in 
open-cathode 
configuration 
Test performed varying the 
operating current in a range 
of [5:45] A. 
 
4.4.1 Procedure validation for data set A 
In literature, Fouquet et al. [17] presented several spectra, carrying 
out a deep physical analysis. For this purpose, the spectra available in 
their work were here assumed as the first reference data set for the 
validation. The reference spectra have been digitized to obtain for each 
spectrum a table of the real and imaginary parts at each sample frequency. 
Then, the spectra that are classified on the basis of the system operating 
conditions were curve-fitted with the proposed identification procedure. 
The fitting results related to the first data set ar  illustrated in figure 4.20 
for flooding, normal and drying conditions, respectively. The results 
highlight the high fitting performance. Moreover, starting from the 
complete model reported in figure 4.14, the GFG automatically selects the 
same ECM configuration adopted by Fouquet. In order to emark the 
evolution of the identified parameters, their values are reported in table 
4.8. According to the Fouquet analysis, W increases with drying, causing 
the spectrum translation, while the growth of the sp ctrum is related to the 
increment of both 5G,5 and d. In case of flooding d raises 
considerably. 




Figure 4.20: Results of the identifications for the Fouquet data [17] in flooding, 
normal and drying conditions. 
 















0.0043 0.0077 1.6304 0.8417 0.0035 0.1399 
0.0042 0.0122 1.7948 0.8186 0.0095 0.1646 
0.0041 0.0150 1.2805 0.8157 0.0169 0.1051 
0.0041 0.0167 0.8851 0.8155 0.0309 0.1007 
Normal - 0.0045 0.0081 1.8056 0.8419 0.0036 0.1919 
Drying ↓ 
0.0054 0.0097 0.9712 0.8199 0.0051 0.1531 
0.0070 0.0104 1.0525 0.8282 0.0061 0.2503 
0.0093 0.0121 0.8741 0.8389 0.0105 0.3638 
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Nevertheless, comparing the identified parameters of table 4.8 with 
the one presented by Fouquet et al. [17], which are reported in table 4.9, 
some differences can be detected. 
 















0.0040 0.0080 1.109 0.800 0.0034 0.0872 
0.0041 0.0123 1.080 0.800 0.0094 0.0818 
0.0040 0.0147 1.102 0.800 0.0172 0.0784 
0.0042 0.0163 0.936 0.800 0.0312 0.0947 
Drying ↓ 
0.0051 0.0095 0.952 0.800 0.0051 0.1155 
0.0068 0.0108 0.684 0.800 0.0056 0.1223 
0.0088 0.0130 0.620 0.800 0.0101 0.1835 
 
These differences are mainly related to the different choices assumed 
for W and Ý. Indeed, in this work W values are fixed through the 
intersection of the impedance spectra with the real axis and then they are 
kept constant during the fitting procedure. If this choice reduces the 
number of the parameters to fit, the W correlations with the other 
parameters can introduce a constraint in their ident fication. This effect is 
directly observed on the small differences of the values of W, 5G,5 and d if compared with the data in table 4.9. Nevertheless, the consistency of 
the results can be verified comparing the polarization resistance evaluated 
both for the Fouquet and for the current identifications. Indeed, adding the 
model resistances vs = W + 5G,5 + dx, the value achieved with the 
Fouquet parameters corresponds to the one identified in the current work. 
On the contrary, Fouquet fixes the values of the CPE coefficient Ý =0.8, while in this work it was identified as well. Considering the 
parameter correlations, this choice influences all the parameters and 
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particularly ß and ×d. Indeed, a variation of Ý induces a valuable change 
of ß, since they characterize the same circuital element. Moreover Ý is 
involved in the charge transfer time constant that is strictly related with ×d, explaining the observable differences.  
To underline the effects of the GFG into the CNLS, the convergence 
of the method is also reported in figure 4.21. Globa ly, the fit requires 
0.42 s, about 0.30 s for the GFG and about 0.12 s for the CNLS. The 
relative 2-norm evaluates the fit goodness. It is po sible to notice how the 
starting parameters are very close to the final solution. The red line is the 
shape achieved with the GFG, while the green one is the final result.  
 
Figure 4.21: Convergence of CNLS fit assisted with GFG. 
 
Afterwards, 1024 identifications have been performed to test the 
procedure robustness in presence of noise. Usually, noise is not critical at 
high frequencies but can be significant at the low ones. Therefore, the 
reference spectrum has been perturbed with a different noise magnitude 
for high and low frequencies. The noise added to the reference data is 
random and varies for each identification in a range of ± 10% of the 
reference real and imaginary parts. The reference spectrum (EIS) [17] and 
one of its 1024 perturbations (EIS+NOISE) are reported in figure 4.22. In 
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that figure, the blue line represents the fit of the reference data (FIT0), 
while the green one is the fit of the perturbed data (FITN).  
 
Figure 4.22: Identification for data affected by noise. EIS data were retrieved from 
Fouquet et al. [17] 
 
It is worth noting that if the noise affecting the experimental data is 
acceptable, the identification outcomes are satisfac ory. This result has 
been verified analysing the 2-norm distribution obtained comparing the 
reference data (EIS) to the ECM outputs in case of noise (FITN) for the 
1024 identifications (see figure 4.23). 
On the other hand, if the system is influenced by external factors, the 
presence of noise is not acceptable. In this case, in fact, the identification 
procedure fits the acquired spectrum deformation related to the 
superimposition of the effects, but this point is a problem related to the 
measurements quality and not to the fit. Therefore, if the measurement 
quality is acceptable, the procedure is not influenced by noise and no 
filtering is required to process the experimental dta prior to run the 
fitting procedure.  



























Figure 4.23: 2-norm distribution of the 1024 identification evaluated with respect to 
the EIS data. 
 
4.4.2 Procedure validation for data set B 
The second data set refers to the experimental activities introduced in 
chapter 2 for the BALLARD® NexaTM Power Module. The data acquired 
have been exploited both for the validation of the identification procedure 
and for the parameter trends analysis in normal and bnormal (non-
stoichiometric) conditions. The NexaTM polarization curve and the 
temperature trend with respect to the operating current are reported in 
figure 4.24. 
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Figure 4.24: NexaTM  polarization curve and temperature distribution. 
 
In this sub-paragraph, first the parameter identifications in normal 
operating conditions are introduced varying the operating current 
(coloured points in fig. 4.24). Then, the case of the air stoichiometric 
factor variation is reported. More details on the system properties and 
experimental tests were introduced in paragraph 2.3.2. The first results of 
the fits are presented in the plots of figure 4.25. In a) all the identified 
spectra are reported, while in b) and in c) the measured data are compared 
to the fitted curves. It is possible to observe the influence of the operating 
current in the spectra shapes. The blue arrow in b)underlines the spectra 
reduction with respect to the current raising, while the orange one in c) 
highlights the diffusion arc growing. Consistently with the physical 
behaviour of the system, the ECM configuration exploited during the 
identifications automatically changes with the current variations. This is 
observable in Table 4.10, where the evolution of the identified parameters 
as a function of current is reported. In order to check for the fit goodness 
the relative 2-norm values (2-N) are also proposed; for all the 
identifications these values are less than 5%, as shown in Table 4.10. 
























Figure 4.25: Fitted spectra for NexaTM  system in case of current variation: a) fitted 
spectra; b) data matching from 5.33 to 21.9 A; c) data matching from 21.9 to 44.4 
A. 
 
At low currents, the activation phenomena are the dominant ones and 
then, the charge transfer resistance is the most relevant parameter; in 
particular at 5.33 A, also the anodic charge transfer resistance can be 
detected. The presence of the anodic arc is successfully detected by the 
GFG selecting the 2-time constant model without the Warburg element; 
for more details see the top ECM configuration in figure 4.15. When the 
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current raises to 10.9 A the anodic arc becomes negligible and the 
selected ECM changes to the 1-time constant configuration (see the 
bottom ECM in figure 4.15). Whereas at 15.5 A the Warburg contribution 
appears in the impedance spectrum and, thus, the ECM configuration 
turns to the Randles 2-time constant model (see the middle ECM 
configuration in figure 4.15). This behaviour confirms the GFG capability 
to characterize the arc variations subsequent to operating condition 
changes. As attained from the spectra analysis, the value of W decreases 
when current raises. The same behaviour can be found for 5G,5, while the 
opposite one is observed for d. 
 





















5.33 0.085 0.061 0.046 0.571 0.134 0.869 - - 3.1 
10.9 0.080 - - 0.397 0.149 0.759 - - 4.2 
15.5 0.075 - - 0.259 0.142 0.763 0.063 0.159 2.4 
21.9 0.072 - - 0.207 0.147 0.766 0.070 0.194 1.6 
27.1 0.069 - - 0.183 0.119 0.804 0.119 0.170 2.7 
32.2 0.068 - - 0.128 0.065 0.893 0.184 0.157 4.8 
44.4 0.066 - - 0.185 0.187 0.753 0.169 0.266 2.4 
 
The second identification analysis for the NexaTM data sets was 
performed in case of abnormal conditions by varying the air 
stoichiometric factor (see section 2.3.2). The fits performed at 20 A are 
presented in figure 4.26, where the normal condition is represented with 
the green curve. As introduced in chapters 2 and 3, increasing the air 
stoichiometry reduces the impedance shape. The identif ed parameters, 
whose values are listed in table 4.11, underline this behaviour. Indeed, a 
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clear reduction of both d and 5G,5 occurs whenever the amount of air 
fed to the cathode is increased. 
 
 
Figure 4.26: Spectra fitted for NexaTM  system at 20 A varying the air stoichiometric 
factor (Air St.). 
  
Table 4.11: Identified parameters for NexaTM system at 20A: tests performed at 

















2 0.0710 0.4377 0.4485 0.5874 0.4359 0.9900 4.4 
2.5 0.0713 0.2814 0.2209 0.7093 0.1178 0.9662 2.2 
2.9 0.0725 0.2342 0.1875 0.7372 0.0710 0.4618 2.3 
3.7 0.0727 0.2422 0.1946 0.7298 0.0324 0.4345 2.0 
 
4.4.3 Procedure validation for data set C 
The third data set is referred to the Dantherm® DBX2000 power 
backup module, which is the system used for the European project D-
CODE [100]. The analysed system is a 56-cell PEMFC and is an open-
cathode stack. If the anode side is closed and operates in dead-end mode, 
the cathode one is open. Then, the system fan forces the air to pass the 
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module through the open cathode channels cooling and feeding the 
system at the same time. Moreover, the inlet air ensures the removal of 
the produced water. More details on system operations are reported in the 
next chapter, where the applications of the automated procedure is 
introduced for the on-line diagnosis development.  
The DBX2000 module design causes the system to operate at high 
stoichiometric factors, thus reducing the probability of cathode flooding 
occurrence. Consistently with the system operations, the impedance 
spectra acquired on the Dantherm® module in normal operating 
conditions are characterized through a single charge transfer arc, whereas 
no diffusion arc can be detected. The DBX2000 polarization curve is 
reported in figure 4.27. The normal operating conditions related to the 
coloured points are resumed in table 4.12.  
 
Figure 4.27: Dantherm® DBX2000 polarization curve [100]. 
 
The spectra that characterize these operating conditi s are reported 
in figure 4.28. Likewise the spectra analysed for the other sets, it is 
possible to observe a first reduction of the arc followed by the arc 
growing with respect to the current raising. The comparison between 
acquired spectra and the curve-fitted shapes is shown in figure 4.28 (b-c), 
while the identified parameters are reported in table 4.13. The fit 
goodness is verified through the relative 2-norm (2-N). All the spectra in 
system normal operating conditions are characterized through a single arc. 
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According to this behaviour, the identification procedure automatically 
short-circuited the Warburg element. 
 
Table 4.12: Dantherm® DBX2000 normal operating conditions [100]. 
EIS IStack [A] VStack [V] TStack [°C] Fan [%] 
1 4.30 44.08 28.00 20.00 
2 8.21 42.61 32.80 20.00 
3 12.19 41.61 36.59 20.00 
4 16.40 40.62 41.07 20.01 
5 20.75 39.87 45.82 21.62 
6 25.52 38.77 48.43 26.69 
7 31.03 37.52 50.34 36.04 
8 37.17 36.20 53.00 47.22 
9 43.84 34.87 54.27 57.67 
 
 However, both at low and high currents (at 4.30 A and at 43.84 A) 
the presence of the anodic arc is not negligible. At low currents this 
phenomenon can be related to the activation losses, as for the NexaTM 
system analysis (see table 4.10), whereas at high currents the presence of 
the anodic Faradaic impedance is not expected. Neverthel ss, in 
DBX2000 the presence of the anode losses at high current values is 
probably due to the anode drying effects. Indeed, as reported in the paper 
of Steiner et al. [3], at high currents the electro-osmosis drag prevails on 
the back diffusion flow and, then, the anode dries out. Moreover, the 
open-cathode design, which improves the water removal, may be 
responsible of the low water content at the cathode side and, as a 
consequence, could not ensure the water flow towards the anode (see 
section 1.1). Therefore, when the membrane starts to dry at the anode 
side, the resistance encountered by the H+ ions when crossing the 
electrode/electrolyte interface raises, explaining the anodic charge transfer 
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resistance. The results resumed in table 4.13 confirm the applicability of 
the identification procedure also for an open-cathode PEMFC. 
 
 
Figure 4.28: Fitted spectra for Dantherm® DBX2000 module in normal operating 
conditions: a) fitted spectra at current variation; b) data matching from 4.30 to 
25.52 A; c) data matching from 25.52 to 43.84 A. Dat  provided by EIFER [100]. 
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4.30 0.0605 0.0601 0.0514 0.4510 0.0750 0.9646 1.99 
8.21 0.0609 - - 0.3595 0.0980 0.8460 2.25 
12.19 0.0547 - - 0.3155 0.1178 0.8140 2.53 
16.40 0.0604 - - 0.2866 0.1036 0.8318 2.90 
20.75 0.0555 - - 0.2770 0.1344 0.7981 2.19 
25.52 0.0558 - - 0.2731 0.1440 0.7884 3.28 
31.03 0.0510 - - 0.2836 0.1560 0.7820 2.65 
37.17 0.0510 - - 0.2896 0.1536 0.7962 2.71 
43.84 0.0514 0.0594 0.0637 0.2376 0.1655 0.9312 1.78 
 
4.5 Chapter conclusion 
In this chapter the procedure adopted to identify the ECM parameters 
is presented. To this purpose the GFG algorithm aimed to select the initial 
conditions for the fit was introduced. Then, the automated identification 
procedure was validated for three different PEMFC systems. The 
presented results demonstrate the capability of the GFG algorithm to 
select the most appropriate ECM configuration for the fit, along with its 
starting parameter values. Moreover, the consistency of the identified 
parameters with the electrochemical phenomena involved in system 
operation is also verified. In the following chapter, the applications of the 
automated procedure for on-line diagnosis are present d.  
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5. IDENTIFICATION PROCEDURE: 
APPLICATIONS FOR ON-LINE 
DIAGNOSIS  
 
This chapter deals with the application of the ECM parameter 
identification procedure for diagnosis purposes. The development and use 
of the diagnostic algorithm can be structured in two steps: monitoring and 
diagnosis. In the first step the impedance spectrum is acquired and 
compared to the simulation output of the simple ECM evaluated for 
normal operating conditions. If an unexpected behaviour of the measured 
spectrum is detected the second step starts. In such a case the complete 
ECM is exploited for identification. The ECM identified parameters are 
then compared to their references generating residual  and isolating 
faults. To evaluate the reference parameters for system actual operating 
condition mathematical regression are used. To build these models a 
series of off-line identifications were required. Both mathematical 
regressions and diagnosis procedure are presented. 
 
5.1 Dantherm® DBX2000 power backup module 
To develop and test the algorithms (i.e. GFG) conceived in this thesis 
the data made available within the project D-CODE [100] were exploited. 
These measurements were performed at the European Institute for Energy 
Research (EIFER) on a FC system provided by Dantherm® Power11, 
                                                          
11
 Website: www.dantherm-power.com 
142 CHAPTER 5 
 
which is another partner of the D-CODE project. The Dantherm® 
DBX2000 module is a 56-cell PEMFC able to perform a nominal power 
of 1676 W for stationary applications. The commercial power backup 
module is shown in figure 5.1.  
 
Figure 5.1: Dantherm® DBX2000 power backup module; picture available on the 
net: www.e-fbg.com/services/hidrogeno. 
 
The DBX2000 is based on a low temperature PEMFC operating in 
dead-end mode. The hydrogen inlet is controlled by dedicated valves; 
particularly, when the inlet valve is open, fuel is supplied to the anode 
side with a fixed constant value of pressure and the electrochemical 
reaction starts. When operated in dead-end mode, the system needs to be 
purged periodically at the anode side by means of a purging valve. At the 
cathode side an open-cathode configuration is adopte . The system fan 
forces the air passing through the open cathode channels. Moreover, in 
case of cold climatic conditions, a preheater is located at the air inlet. The 
system hydration is achieved through the water produce  by the oxygen 
reduction reaction and removed via the inlet air stream. For more details, 
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the reader is addressed to contact Dantherm® for DBX2000 installation 
[101] and user [102] guides.  
The open-cathode configuration has a simple design, having both the 
stack cooling and the feeding in one single circuit. In this way the high 
flow rate required to cool down the stack guaranties a high air 
stoichiometric factor. This explains why in section 4.4.3 no diffusion arcs 
are detected in measured impedance spectra at normal operating 
conditions. In figure 5.2 a general scheme of an open-cathode design is 
proposed.    
 
Figure 5.2: Open-cathode configuration. 
 
The FC module installed into the Dantherm® system is a 
BALLARD ® 1020ACS fuel cell stack. As aforementioned, its design 
requires a simple balance of plant. For more details related to the stack 
characteristics, the reader is addressed to BALLARD® website12. 
 
                                                          
12
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5.2 Parameter identification based diagnosis 
The diagnosis procedure proposed in this work is based on the ECM 
parameter identification approach. Then, the residuals generated by 
comparing the on-line identified parameters and the ref rence ones allows 
the detection of possible system abnormal operating conditions and/or 
faults. The procedure is structured in two parts. The first part refers to 
system monitoring and unexpected operating conditions detection, while 
the second one is related to the parameters’ identification and fault 
isolation. In order to clarify the dissertation, befor  describing the 
procedure, some explanation are introduced.  
The reference parameters used both in monitoring and diagnosis 
phases are obtained exploiting mathematical regressions. These 
regressions were developed off-line by using parameters data sets 
identified for several system operations in normal conditions. To provide 
the spectra in normal operating conditions a set of EIS measurements 
were performed at EIFER laboratory [100]. Then, the identified 
parameters related to these spectra were modelled as a function of the FC 
operating conditions through mathematical regression . The flow-chart 
associated to that procedure is depicted in figure 5.3. The blue part refers 
to the off-line identification introduced in chapter 4, while the red one is 
related to the parameter model development. This latter part will be 
detailed in the next paragraph.  
Moreover, to implement the diagnosis algorithm, thelink among 
faults and symptoms has to be built. In parameter id nt fication based 
diagnosis, the symptoms are derived from parameters’ r siduals. If a 
residual overcomes the related threshold, a symptom arises. The 
association of faults to symptoms is performed making use of a Fault to 
Symptoms Matrix (FSM), see table 5.1. Matching the obtained symptoms 
with the information gathered into the FSM, an inference on the system 
state is performed. The qualitative FSM reported in table 5.1 was 
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obtained exploiting the information achieved through the off-line 
identifications performed on the Fouquet [17], NexaTM [8,80], and 
DBX2000 [100] spectra and described in section 4.4.   
    
 
Figure 5.3: Procedure for off-line parameter models development. βk is the 
identified parameters’ vector for the k-th measured operating conditions (M.O.C). 
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The matrix reports three different states: flooding, drying and air 
starvation. The isolation of the aforementioned undesired states can be 
achieved through the observation of the ECM resistances W, 5G, d 
with the support of the maximum negative phase angle ∠	 . This 
last parameter is introduced to monitor the capacitive behaviour of the 
impedance spectrum and replace both the CPE capacitnce ß and the 
Warburg time constant ×d; this choice will be clarified in the next 
section.  
The first part of the diagnosis procedure, which mainly refers to the 
system monitoring is introduced below. It is worth emarking that in this 
phase the ECM is exploited for spectra simulation and not identification 
is performed. For this purpose the reference parameters related to the 
measured operating conditions (M.O.C.) are evaluated through the 
aforementioned regression models. According to the scheme of figure 
5.4, when the system runs in steady-state, the on-board EIS is performed, 
then the acquired impedance Z* is directly compared to the simulated one 
Zs. It is worth noting that for ECM simulation the simple Randles’ model 
is used. This choice is taken considering the presence of a single arc in 
impedance shape at normal conditions.  
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In such a case the Randles’ ECM exploits the reference parameters β0 
evaluated at the actual operating conditions (see th  red part of the flow 
chart in figure 5.4). Then, the matrix 2-norm is employed as a first 
residual indicator. If this residual is lower than  fixed threshold ε1, the 
system is running in normal conditions, otherwise an unexpected event is 
occurring in the system. Thus, the on-board identification starts. 
The second part is then introduced. The measured impedance 
spectrum Z* and the related frequencies’ sample (f) are send (dashed 
arrow) to the identification procedure (blue part of the flow chart). The 
parameters identification scheme together with the diagnosis processes 
are sketched in figure 5.5. The actual spectrum Z* is fitted to identify the 
parameters βid and spectrum Zid. This spectrum (Zid) is then compared to 
the measured one (Z*) to verify the fitting accuracy. Indeed, if the matrix 
2-norm is higher than a fixed threshold level ε2, the results might be 
affected by noise and an alert is generated. Once this evaluation is 
completed, the identified parameters βid are compared to the reference 
ones β0 to build the residuals vector. The analysis of thecomputed 
residuals is then performed to evaluate the symptoms. By the symptom 
matching, the fault detection and isolation are obtained via the fault 
signature matrix (FSM). In case no symptoms are detct d (< ε3), the 
procedure performs the monitoring of the performance losses. In such a 
case the residuals inferences are exploited to evaluate the charge transfer, 
Ohmic and diffusion losses trends, analysing the change of the ECM 
resistances values from the reference conditions.  
It is worth remarking that residuals analysis is the subject of another 
work dedicated to the fault detection and isolation within the project D-
CODE13 and is not presented in this work. The applications f the ECM 
parameter identification for on-line diagnosis are described in paragraph 
5.4. 
                                                          
13
 Website: https://dcode.eifer.uni-karlsruhe.de 
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5.3 Off-line applications: parameter models development 
According to the schemes shown in figures 5.4 and 5.5 the reference 
parameters β0 must be identified for a system operating in normal 
conditions. Therefore, several off-line identifications were performed 
making use of the identification procedure of chapter 4. Then, 
mathematical regressions were used to derive the reference parameter 
models as function of the working variables.  
According to the DBX2000 operations, in normal conditions the 
GFG selects the simple Randles’ model configuration with only one time 
constant (see section 4.4.3). Thus, this model is assumed for the on-line 
simulation procedure presented in figure 5.4. Then, if a significant 
variation of the measured spectrum with respect to the simulated one is 
found, the identification of the complete ECM parameters shown in 
figure 5.5 starts. The GFG capability to automatically select the right 
ECM configuration is very important in diagnosis, but at the same time it 
introduces a new issue. Indeed, the complete ECM can evolve during the 
diagnosis from 3 to 1 time constants structures (see figures 4.14 and 4.15) 
and, thus, the number of the involved parameters can change for each 
identification. In this paragraph some suggestions are given to fix the 
suitable number of reference parameters.  
According to the proposed procedure, in which two ECM structures 
are used for on-line monitoring and identification, two reference 
parameters sets must be identified with 4 and 8 parameters, respectively. 
The first set vW,c, 5G,c, ßc, Ýcx refers to the simple Randles’ model, 
while the second one vW, 5G,6, *d , 5G,5 , ß, Ý, d , ×dx refers to the 
complete ECM model. However, this number can be reduc  by 
considering the impedance shape intersections with the real axes (W and s) in the Nyquist plane (refers to chapter 3). Indeed, the values of the 
Ohmic resistance W and of the polarization one s must be always the 
same for both the ECM configurations. Thus: 
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 s,c = W,c + 5G,c = s = W + 5G,6 + 5G,5 + d (Eq. 5.1) 
and introducing the Faradaic resistance 9 and grouping the charge 
transfer resistances of both the anode and the cathode sides in a single 
parameter 5G:  
9 = s − W = 5G,c = 5G,6 + 5G,5 + d = 5G + d (Eq. 5.2) 
Therefore, for the resistance models it is possible to consider only 
three parameters W	v= W,cx, 5G and d. Whereas 9	v= 5G,cx is the 
sum of 5G and d. Then, if d is closed to zero, like for DBX2000 
spectra in normal conditions, 9 is equals to 5G v5G,c = 5Gx.  
To perform the simplified ECM simulation, ßc and Ýc must be 
necessarily modelled. Moreover, to reduce the risk of uncertainties for ß, Ý and ×d thresholds evaluation, a single parameter is extrapolated from 
the spectrum for the purpose of residual generation. This parameter is the 
maximum negative phase ∠	 , which allows the characterization of 
the arc growing / reduction, as reported in figure 5.6. This geometrical 
parameter is then assumed in on-line diagnosis to chara terize the FC 
capacitive behaviour.  
 
Figure 5.6: Negative maximum phase angle physical meaning in phase vector 
analysis. Data provided by EIFER [100]. 
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The number of the parameters to model is then reduced to 6 W, 5G, d, ßc, Ýc, ∠	 . The different models extrapolated through 
the experimental data are presented in the next sub-paragraphs. These 
models are developed in normal conditions considering the case of the 
equivalent cell. In analogy with the equivalent impedance (see eq. 2.13), 
the values of the equivalent parameters are derived from the nominal ones 
as below: 
øR,4 = øR ∙ MP  (Eq. 5.3) 
where SA is the active surface area and c is the cells number. 
 
5.3.1 Electrolyte resistance model 
The first reference parameter is the Ohmic resistance, which can be 
modelled by the Mann law introduced in chapter 3 (eq. 3.5). Indeed, 
Mann et al [85] presented an experimental law for the characterization of 
the Nafion® electrolyte resistance, depending on both the operating 
current density [Acm-2] and the cell temperature [K]. In particular, this 
relation allows the evaluation of the equivalent Ohmic resistance )Z ∙ [+/ /	without accounting for any information about the elctrolyte 
thickness: 
Z,# = 181.6: 1+0.03V+0.062Q ¬303T2R2.5«-−0.6343V4.18Q¬−303¬ T@ ∙5û (Eq. 5.4) 
where the correction factor 5û is introduced in this work to adapt the 
equation 3.5 to the electrolyte employed by BALLARD®. The correction 
factor of 0.0131 was found by matching the experimental data at normal 
operating conditions and fixing to 14 the membrane water content «. 
By exploiting the equation 5.4. the curves of figure 5.7 are derived, where 
the red line is the curve achieved at normal hydration conditions « =
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 14, while in ciano and in magenta are illustrated the curves for flooding « → 22 and drying « → 7 conditions, respectively. The blue 
points refer to the equivalent values of the Ohmic resistances identified in 
section 4.4.3 and reported in table 4.13. The dashed gr en lines bound the 
region in the limits of ±10% of the normal conditions. It is important to 
remark that the green lines are not the thresholds values used for the 
diagnosis. 
 
Figure 5.7: Equivalent Ohmic resistance representation. 
 
5.3.2 Faraday resistance model 
The Faradaic resistance 9 corresponds to the sum of 5G and d 
parameters. Its physical behaviour can be explained considering the real 
part of the Faradaic impedance presented in sections 3.3.3-3.3.5. Then in 
case of negligible diffusion phenomena the 9 value characterizes the 
charge transfer phenomena. By exploiting the equations 3.10, 3.28 and 
3.29, the 5G,4 and d,4 relationships can be derived as follows: 
5G,4 = − dÂÄdR = 78OP9 jR  (Eq. 5.5) 
d,4 = − dÂ¾dR = 78P9 e jR	Rfe (Eq. 5.6) 
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Thus according to the equation 5.2, 9,4 )Z ∙ [+/ / is modelled as: 
9,4 = · + $ 8R + * 8Rf	R (Eq. 5.7) 
where the temperature is in Kelvin [K]. 
A, B and C are the coefficients evaluated matching the identified 
equivalent parameters in case of normal operating conditions, while V is 
the limiting current density. Because no measurements were available for 
current densities major than 0.3 A/cm2, the limited information involved 
in the polarization curve was not sufficient to state V. Therefore, its value 
was assumed as another coefficient to fit, being:    
V = 0.533	)·/[+/ (Eq. 5.8) 
· = 0.3085	)Z ∙ [+/ (Eq. 5.9) 
$ = 8.3522 ∙ 10		)Z ∙ ·/Ã/ (Eq. 5.10) 
* = 3.4182 ∙ 10	%	)Z ∙ ·/Ã/ (Eq. 5.11) 
Moreover, an interesting result is achieved for theco fficient B; 
indeed, assuming ! = 2 and U = 0.5 (see appendix B) it can be stated 
that: 
$ ≈ 7OP9 = 8.6167 ∙ 10		)Z ∙ ·/Ã/ (Eq. 5.12) 
According to the complete Butler-Volmer equation (see appendix B), 
the diffusion phenomena are coupled with the charge transfer and 
modelled with the Faradaic impedance. In this way, the complete 
equation 5.7 is exploited to model 9,4, where the coefficients A and B 
are related to the purely charge transfer, while C refers to diffusion 
phenomena:  
5G,4 = · + $ 8R  (Eq. 5.13) 
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 d,4 = * 8Rf	R (Eq. 5.14) 
It is worth noting that in the spectra analysed for the DBX2000 no 
diffusion arc appears in normal conditions. However diffusion 
phenomena should be accounted for at medium/high current densities 
particularly. Therefore 9,4 must include both the contributions given by 
the charge transfer and diffusion processes. In case only one arc appears, 
the equivalent value identified for 5G is directly compared to 9,4. 
Otherwise, 9,4 is split in two sub-models, one for 5G,4 and one for d,4 corresponding to equations 5.13 and 5.14, respectively. It is worth 
to recall that for on-line monitoring application oly the 9,4 model is 
required. This is due to the simple Randles’ model structure, in which 5G,c is assumed equal to 9 (see equation 5.2). Whereas for diagnosis 
purpose the three models are required depending on the ECM structure 
selected during the on-line identification. In figure 5.8  9,4, 5G,4 and d,4 trends are reported in red, blue and black respectively. The blue 
points refer to the equivalent values of the charge t ansfer resistances 
identified in section 4.4.3 and reported in table 4.13. 
It is worth to recall that in section 4.4.3 the GFG algorithm selected 
the simple Randles’ configuration, thus diffusion was not considered. In 
accordance to the selected model the blue points related to the 
aforementioned identifications refer only to 9,4 trend, while 5G,4 and d,4 trends are shown only as an example. The dashed gre n lines bound 
the region in the limits of ±10% of the normal conditions. It is important 
to remark that the green lines are not the threshold  values used for the 
diagnosis.  




Figure 5.8: Equivalent faradaic resistance representation. 
 
5.3.3 CPE models 
As introduced in section 3.3.6, the CPE is characteized through two 
parameters ß	è/Z and Ý	)−/. These parameters describe the charge 
distribution phenomena in case of porous electrodes. It i  worth to recall 
that these two parameters are exploited only for on-line simulation. In 
order to simplify the procedure two polynomial regrssions were adopted 
in this work. By assuming the system operating in sta dard conditions the 
coefficients of the regressions were identified; only the dependence on 
current density was considered:  
ßc,4 = −4.1104V + 2.1099V + 0.1648	è ∙ [+/Z (Eq. 5.15) 
Ýc = 3.0382V − 1.1901V + 0.9036 (Eq. 5.16) 
It is worth remarking that Ýc is a dimensionless parameter and then, 
its value does not change in equivalent cell analysis.  
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The ßc,4 and Ýc trends are represented with the red curves in figures 
5.9 and 5.10, respectively. Whereas the dashed green lin s bound the 
region in the limits of ±10% of the normal conditions. The data reported 
in figures 5.9 and 5.10 refers to the values of the CPE parameters 
identified in section 4.4.3 and reported in table 4.13. It is worth 
remarking that to evaluate the regressions coefficints of equations 5.15 
and 5.16, only the data identified via a simple Randles’ model were 
assumed. Therefore, the black points, which refers to a 2-time constant 
ECM structure (i.e. the first and last values of the able 4.13) are out of 
bound from the normal trend (red curve). This is particularly observable 
in figure 5.10.  
The occurrence of the behaviour observed for the black points 
highlights the uncertainties related to the use of these parameters values 
for symptoms generation and, thus, limits their application only for 
monitoring purposes (i.e. simulation with a simple Randles’ model).   
 
 
Figure 5.9: CPE capacitance representation. 




























Figure 5.10: CPE coefficient representation. 
 
5.3.4 Maximum negative phase model 
The last parameter considered for the diagnosis algorithm is the 
maximum negative phase angle ∠	 . This parameter characterizes the 
arc deformation through the maximum angle of the impedance phase 
vector, as reported in figure 5.6. Since in the equivalent cell analysis the 
impedance shapes are only scaled, as for the CPE coefficient, the value of 
the maximum negative phase angle does not change. A second order 
polynomial regression was assumed to characterize the modulus of this 
parameter; only the dependence on current density was considered:    
|∠	 | = 5.472V − 2.111V + 0.7842	)É / (Eq. 5.17) 
The maximum negative phase is reported in figure 5.11. In analogy 
with the other regressions, the red curves characterize the model, while 
the dashed lines are the ±10% intervals. The depicted black and blue 
points are referred to the |∠	 | values evaluated on the measured and 
identified spectra, respectively.  

















158 CHAPTER 5 
 
 
Figure 5.11: Maximum negative phase angle representation. 
 
5.4 On-line diagnosis application: the basis 
In this paragraph a first application of the achieved parameter models 
for the impedance spectra simulation is presented. According to the 
diagnosis procedure flow-chart shown in figure 5.4, when the 2-norm 
value related to the on-line simulated spectrum exce ds a fixed threshold, 
the second part of the diagnosis procedure (figure 5.5) starts. Thus, the 
application of the automated identification procedur  for on-line 
diagnosis is introduced. The cases presented in this paragraph are referred 
to the DBX2000 module operation in abnormal conditions (i.e. incipient 
flooding and drying). It is important to underline that the action of the 
Dantherm® system controller reduces the possibility of fault generation. 
Indeed, when an abnormal condition is stated, the controller 
automatically restored the system operation acting o  system purges and 
on air fan speed. Therefore, the cases reported in this work are stated 
stressing the system operations before the action of the system controller. 
Nevertheless, though the reported results are not referred to stated fault 
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conditions, the capability of the procedure to detect he specific abnormal 
condition is remarkable.  
As afore introduced, a simple Randles’ model is used to simulate on-
line the impedance spectra in normal operating conditi s. An example of 
simulation is shown in figure 5.12 for three different spectra acquired at 
about 10 A (black points). The spectra are referred to normal, acceptable 
and abnormal (drying) operating conditions, respectiv ly. The relative 2-
norm (2-N) values are also reported to show the residuals between the 
measured and the simulated impedances. The red curves characterize the 
simulated spectra while the intervals of ± 10% are reported in magenta. 
 
Figure 5.12: Impedance spectra simulation for diagnosis; an example for normal, 
acceptable and abnormal conditions. 
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For the abnormal condition, the spectrum was driven towards drying 
conditions, by starting the system after a long period of shut down in 
order to be sure that the cells are not hydrated. Then, the tests were 
performed at low currents. In fact in this conditions, the water produced 
at the cathode side is not enough to hydrate all the system and in 
particular the anode side.  
For each condition the equivalent parameters values W,4, 9,4 and 
the |∠	 | are displayed in figure 5.13 together with the expected 
values derived from the regression models 5.4, 5.7 and 5.17, respectively. 
Consistently with the simulation approach, the identifi d parameters in 
case of normal operating conditions are closed to the model trends (see 
the blue points), whereas the ones referred to the acc ptable operating 
conditions are closed to the ± 10% intervals (see th  black points). Those 
identified for abnormal operating conditions remain outside the ± 10% 
bounds (see the red circles).   
 
Figure 5.13: Analysis of identified parameters at about 10 A in different operating 
conditions. Starting drying out detection. 
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When the simulation approach detects the risk of abnormal 
operations, the automated identification procedure starts to detect this 
condition. Although the entire diagnosis procedure is not presented in this 
work, the main concepts are introduced in order to highlight the 
exploitation of the on-line identification procedure. To state its capability 
to detect the system abnormal conditions, the cases of starting drying out 
and initial flooding detection are considered.  
The case of anode drying is analysed in figure 5.13 with the red 
circled points. The procedure signals the electrolyte initial drying. This 
symptom is observed with W,4 raising in the low hydration area 
(magenta dashed lines) showed on the left of figure 5.13. Moreover, the 
procedure identifies the charge transfer resistance both at the anode and 
cathode sides. This is assumed as a symptom for starting node drying 
out. The sum of 5G,6,4 and 5G,5,4 gives the 5G,4 value compared to 
the 9,4trend reported in the middle of figure 5.13. It is possible to 
notice that also in this case the bound is exceeded. Finally a reduction of |∠	 | is also observable on the right of figure 5.13. Matching these 
symptoms a starting drying out condition is detected. 
The case of incipient flooding condition is reported in figure 5.14. 
For flooding, a long operation at high current values was performed to 
hydrate the stack. Then, the test was performed decreasing the current at 
30 A. Nevertheless due to the system design (see paragraph 5.1), only the 
initial flooding conditions can be stated. In that case, W,4 decreases 
indicating that the membrane water content is raising (see the graph on 
the left of figure 5.14). Moreover, the diffusion resistance is detected and 
then the algorithm switch from the analysis of the 9,4 trend to the 
analysis of both the 5G,5,4 and d,4 sub-models (eq. 5.13 and 5.14). In 
figure 5.14 (on the middle) it is possible to observe that both the 5G,5,4 
and d,4 values overcomes the blue and the black reference curves, 
respectively. Nevertheless the residuals are small, indicating only an 
initial condition of flooding. According to these symptoms the increment 
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of |∠	 | (on the right of figure 5.14) indicates the arc growing related 
to the diffusion phenomena. 
 
Figure 5.14: Initial flooding condition detection. 
 
To support these analyses the table 5.2 is reported. The table 
qualitatively resumes the examined symptoms. Then, matching the 
computed symptoms with the FSM (see table 5.1) it is possible to detect 
the abnormal operating conditions. 
 
Table 5.2: Qualitative parameter residual analysis. 
I ¦, , ,ê, ,, Ü, )∠	 / O.C. 
 10 A ↑+ ↑ ↑ ↑ / ↓ Drying 
 30 A ↓+ / / ↑* ↑* ↑ Flooding 
* indicates a small variation; + indicates a high variation; / not available 
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This qualitative analysis represents the basis of the diagnosis 
procedure developed within the D-CODE project. The residuals analysis 
is the subject of another work dedicated to the fault detection and 
isolation within the same project. For this reason, the quantitative 
analysis and time required for FDI are not reported in the present 
dissertation, which focuses on ECM parameters identifications, 
parameters regressions models development and spectra analysis. The 
computing time required for the parameters’ identification is less than 1 s, 
about 0.4 s for the starting conditions evaluations a d about 0.2 s for the 
fit. 
  
5.5 Chapter conclusion 
The capability to perform the PEMFC diagnosis based on the EIS 
technique was presented in this chapter. A model based- pproach was 
developed exploiting the ECMs for the on-line parameter identifications. 
Abnormal operating conditions either for drying and i cipient flooding 
were used to test the proposed methodology for diagnosis application. 
The detection of system abnormal operating conditions was performed 
comparing the identified parameters with the reference ones achieved 
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6. CONCLUSIONS AND OUTLOOK 
 
In this chapter the work performed during the doctoral activity is 
resumed through the description of the methodologies developed and the 
results achieved for PEMFC. In the second paragraph some potential 
applications to other electrochemical technologies are envisaged. Further 
methodological improvements are also proposed. 
 
6.1 Resuming comments  
An automated parameter identification procedure for on-board fault 
detection and isolation (FDI) applications based on the electrochemical 
impedance spectroscopy (EIS) was developed. The algorithm allows the 
on-line parameter identification of an equivalent circuit model (ECM). 
The procedure detects the different electrochemical processes occurring 
inside a PEMFC by analysing the impedance spectrum shape. Then a 
geometrical pre-setting algorithm evaluates the correct ECM 
configuration to exploit and set the suitable initial values for parameter 
identification. Through the identified parameters it is possible to monitor 
the system status and check the possible faults by analysing their expected 
trends at normal operating conditions. 
During the experimental activity the topics concerning the 
measurements reliability were introduced for on-board applications of the 
EIS technique. Tests performed at the Fuel Cell Labor tory (FCLAB) in 
collaboration with the University of Salerno (UNISA) provide several 
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information for EIS measurements in PEMFC system. For this purpose 
the commercial NexaTM power module was adapted to implement the EIS 
on-board. The measured spectra were exploited for the validation of the 
identification algorithm. The Fouquet et al. data available in literature 
[17] and the Dantherm® DBX2000 spectra provided by the European 
Institute For Energy Research (EIFER) in the framework of the European 
Project D-CODE also were used for such validation task. 
The equivalent circuit exploited to model the typical impedance 
spectra of a PEMFC was presented. ECM allows the chara terization of 
the different electrochemical phenomena occurring inside the cell. The 
resulting equivalent impedance is a complex non-linear function 
depending on the system operations. Then, for model parameters 
identification, a complex non-linear least squares (CNLS) method was 
adopted. Moreover, to solve the non-linear optimization problem in a 
multi-minima space the Nelder-Mead (NM) algorithm was chosen. To 
verify the quality of the fit, the 2-norm matrix was dopted to evaluate the 
residuals between experimental points and model outputs. Moreover, this 
method allows the evaluation of the impedance shape deformation. 
Particularly, starting the fitting from suitable init al conditions, the NM 
algorithm shows good performance, with a residual of about 1.5% and 
computing time of about 0.2 seconds. However, a change in PEMFC 
operating conditions varies the impedance shape and, thus, as highlighted 
in chapter 3, the ECM can turn from a 1 to 3 time constant model 
configuration. This behaviour is the main constraint to set a priori the 
number of model parameters and their starting values for the fit. To 
overcome this drawback and automate the procedure, a pre-setting 
algorithm, named geometrical first guess (GFG), was developed. This 
algorithm allows the correct selection of the ECM configuration and the 
initial conditions for fitting with a computing time of about 0.4 seconds. 
The GFG is based on the geometrical analysis of the impedance shape. 
The procedure detects the best ECM configuration that c aracterizes the 
electrochemical phenomena occurring during system operation. Results 
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show a good accuracy and a low influence of the measur ments noise, 
thus underlining a good reliability of the identification procedure. Finally, 
the GFG algorithm was tested for three different PEMFC systems in 
several operating conditions. 
The model-based diagnosis was developed by exploiting the ECM 
parameters identification. In particular, the procedur  is organized in two 
steps: the on-line simulation and identification. I simulation, the simple 
Randles’ model is used to monitor system operation. F r this purpose, the 
parameters mathematical models were developed by exploiting the 
parameters identified off-line at normal operating conditions. By 
comparing the spectrum measured and the one simulated on-line, the 
residuals are evaluated making use of the 2-norm matrix. If the residuals 
are bounded within fixed thresholds the system operates in normal 
conditions, otherwise the identification procedure is started. New 
residuals are then evaluated by comparing the parameters identified on-
line with the expected values at normal operating conditions. The analysis 
of the computed residuals is then performed. If a residual overcomes the 
related threshold, a symptom arises. To detect drying out, flooding and air 
starvation conditions a Fault to Symptoms Matrix (FSM) was developed. 
Finally, the cases of incipient flooding and drying out detections were 
successfully presented.  
 
6.2 Future perspectives 
The results of the study resumed in the previous paragr ph can be 
seen as a starting point for several practical applications and future 
research works. 
First of all it is worth remembering again the role of the GFG 
methodology in the frame of the EU project D-CODE. Indeed a first key 
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issue is the possibility to select without any external decision (based on 
human support) the PEMFC equivalent circuit model consistently with 
the electrochemical impedance spectrum. A second main result is the 
capability of identifying the model parameters, whose values’ evolution 
can support the system monitoring.  
The availability of the novel DC/DC converter, developed by the 
partners of the D-CODE project, gives the opportunity to enlarge the EIS 
applications. Indeed, thanks to this new converter the EIS could be 
implemented into commercial systems for on-board monitoring, control 
and diagnosis purposes during on-field operations. Moreover, the 
approach proposed allows the EIS implementation for several power 
scales applications, also with power higher than few kWs, which is not 
always possible to perform with common spectrometers. It is worth 
remarking that the EIS technique is commonly exploited for several 
electrochemical systems, such as battery and super-ca acitors, and 
represents a valid support in corrosion analysis. With this idea in mind 
each system equipped with a DC/DC converter, which can be controlled 
dynamically on-line, may take advantage of the proposed technique. For 
example, a non-conventional application could be imple ented also for 
photovoltaic panels monitoring and diagnosis. 
The spectrum characterization based on ECM analysis is the subject 
of the present work, where the parameters’ identification is the main 
feature. The developed GFG algorithm allows parameters’ fast 
identification and its physical consistency check. The procedure is 
automated and no external expertise is required to set the ECM 
configuration and initial fitting conditions. As a first use the GFG 
algorithm can be adopted for off-line applications i  laboratory analyses, 
which involve the electrochemical processes study (i.e. for degradation). 
The second one, which really exploits its capability, is on-board for on-
line monitoring and diagnosis. 
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Although the GFG was successfully tested for several PEMFC 
operating conditions and for three different systems, some improvements 
may be suggested for future developments. For example, other algebraic 
curve reconstructions could be exploited in GFG functio  to support the 
impedance spectra analysis and, in turn, improve method robustness. 
Moreover, it is worth remarking that the GFG was specifically developed 
for PEMFC applications. Therefore, to enlarge its applications to other 
FC, batteries and so on, the reference ECM and some functions involved 
in the model configuration and starting parameters selection processes 
must be modified. As an example, for SOCFs, where the electrochemical 
reactions differ from those considered for PEMFC, the impedance 
spectrum could show up to 4 arcs and, thus, the reference ECM must be 
changed. The choice of the complete reference ECM configuration should 
be carefully performed off-line by considering all the phenomena 
involved in the specific system to monitor. 
Also a diagnosis procedure based on ECM parameters’ identification 
was presented in this work. A first improvement to be considered for 
future work is the enhancement of parameters’ models (now simple 
regressions). Moreover, to increase the number of detectable faults, the 
fault to symptoms matrix (FSM) must be improved. The one presented in 
this work was introduced for the purpose of testing the algorithm 
developed and therefore a simple structure was considered. On the other 
hand, adaptive threshold should be considered to improve the fault 
isolation process. Indeed, the isolation approach based on binary detection 
may cause a loss of information. Thus, introducing a residual sensitivity 
analysis would provide both quantitative and qualitative insights about 
faults influence on the residuals. However, to deeply tackle these issues 
large experimental data sets are required.  
 Finally, the developed diagnostic algorithm allows the parameters 
trends analysis. Thus, by monitoring the parameters’ values during system 
long time operations, also the degradation phenomena may be evaluated. 
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Another task could be introduced by analysing the historical parameters’ 
trends, with the final aim of developing a prognosis-oriented algorithm. 
   
 
7. APPENDIX A: Short Manual for NexaTM  
Test Bench 
 
The NexaTM test bench configuration is reported in figure A.1. 
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The main components are: 
1. The NexaTM system; 
2. A PC for NexaTM Monitoring Software (OEM); 
3. The electric load TDI Dynaload RBL 100-300-2000; 
4. The in-house Wasterlain spectrometer [7]; 
5. The adjustable power supply elc DC power supply AL 936N; 
6. The adjustable power supply CN7B; 
 
7.1 Test bench fundamentals and set-up 
The in-house Wasterlain spectrometer controls the electric load 
imposing both the DC load and the AC signal. Moreover, a current sensor 
located on the negative terminal of the stack allows the current 
measurement. The stack voltage is also acquired throug  the 
spectrometer. Then, two adjustable power supply are int oduced: the elc 
DC one, which is dedicated to supply the control board for the ancillaries 
de-coupling, and the CN7B one, which is exploited to control the 






a. Line connections 
(more details are reported 
on connection and 
configurations manuals) 
Network line;  
LEM sensor line;  
Load drive line; 
Calibration connector.  
b. Turn on the computer and 
then the spectrometer 
 
c. Set up the parameters and 
start the calibration 
procedure according to the 
Wasterlain manual [thes.] 
Calibration: ’108’ 
Frequency range  
Number of points and 
acquisitions… 
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d. Connect the calibration 
connector to the stack 
DO NOT FORGET IT! 
Electric Load Turn on the load for pre-chauffer 
CN7B Turn on for pre-chauffer 
Control Board 
supply 24V  
Turn on, wait until the two red lights on 
OEM software Turn on and create a new folder for measurements recording 
Hydrogen switch 
on 
Open the hydrogen valve 
Start signal on Send the 5V signal to start the system 
elc DC power 
supply on and first 
VDC regulation 
Set the DC power supply voltage for the start-up (>38V, 




The Spectrometer controls the load through sending it a 
reference value. Regulate the reference DC current value 
starting with a small value. 
CN7B  Regulate the current value depending on the current value read 




System Warm-up Increase (carefully) the load.  
• For load increasing it is necessary to increase the 
polarization current value in Wasterlain software. 
• Immediately, it is important to adapt the CN7B current 
value to the measured one through the current sensor. It is 
important for system operation in nominal conditions. 
• At the same time (for purging), to adapt the elc DC power 
supply voltage to the monitored electric load value. 
System operations When the system is warm:  
• regulate the polarization current value at the same value 
expected for EIS. 
• Chose/regulate the CN7B current value. 
1. Similar to the polarization measured one for normal 
operating conditions 
2. Another value for changing the ancillaries operating 
conditions (another air stoichiometry).  
• Adapt the elc DC power supply voltage. 
• Wait 10 minutes (minimum) for system steady-state 
achievement. 
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• Push the button “On spectro”. The AC signal imposed on 
the stack is monitored for a check. 
• Then, push the button “Stop test and Start”. 
• After the automated spectrum acquisition, push the button 




Spectrometer Decrease the load current until ‘0’. 
The CN7B current and the elc DC power supply voltage have 
to be adapted also in current decreasing! 
Change the connection of the calibration connector. 
Close the window if the experiment is finished; or run the 
“target-multirate-variables”again, then set the new parameters 
and start the calibration again.  
Start signal off Switch off.  
Attention: before switching verify that the elc DC power 
supply voltage is >40V  
Waiting It is suggested to wait for some minutes before to turn off the 
control board. During this period the monitored stack current 
value through the OEM software must be closed to zer . So it 
is suitable to regulate the CN7B current at low current in order 
to monitor 0 A on OEM software. It is important for the 
system cooling and rejuvenation (usually starting in th s 
period). Finally put the CN7B current to zero. 
CN7B Turn off the CN7B. 
Turn off the control 
board 
Turn off the 24V power supply. 
Turn off the load Put the enable switch to “disable” state. 
Hydrogen switch 
off 
Close the hydrogen valve. 
 
For more details related to the devices employed in the test bench, 
refer to the producing companies manuals. 
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7.2 Advices 
The test bench configuration introduces some variations on the 
control board signal inputs, but not on its structure. These variations allow 
the ancillaries de-coupling and removing the measurement perturbations 
induced during the EIS. Moreover, this solution allows the EIS 
implementation both in normal and abnormal operating conditions. The 
control on the ancillaries operations is achieved simulating the measured 
stack current through the CN7B adjustable power supply. Then, a model 
to evaluate the right current values to set in the CN7B for normal and 
abnormal operating conditions was developed.  
Nevertheless care must be given to some differences. When the DC 
current for EIS is fixed, the spectrometer software shows three different 
current values: i) the measured one, ii) the imposed one and iii) the a 
priori fixed one. For EIS implementation the imposed current must be the 
same of the fixed one. However, a little bias can be o served between the 
imposed current value and the measured one. The corr ct value is the 
measured one.  
In example: in order to set the EIS at 25 ADC (value fixed a priori), 
the current imposed through the spectrometer, which can be regulated 
during the warm-up, must be closed to 25 A during the EIS. However, the 
measured values, which is the real stack current, is about 27.1 A. 
Therefore, the EIS is developed at 27.1+(0.05*25)*sin(ωt) A. Thus, the 
evaluated impedance must be referred to 27.1 A and not to 25 A. 
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8. APPENDIX B: Electrochemistry of the 
electrode, fundamentals on Faradaic 
impedance  
 
The current circulating inside an electrochemical cell is related to the 
electrode potential through the Butler-Volmer equation, which is reported 
below: 
V9 = −V$ ]<$,G]<∗ 	Pûv¹G	¹£)x − ]¢$,G]¢∗ j	Pûv¹G	¹£)x (Eq. B.1) 
where V9 is the Faradaic current density and V$ is the exchange current 
density. #h is the electrode potential and #4 is the equilibrium reaction 
potential. From these potential, it is possible to define the overpotential at 
the electrodes as: 
Nh = v#h − #4x (Eq. B.2) 
Moreover, ø is the symmetry factor of the electrode reaction and n is 
the number of electrons involved in the reaction. The expression of the f 
parameter is reported below: 
p = 978 (Eq. B.3) 
where F is the Faraday’s constant 96487	 * +,-⁄  while R is the 
universal gas constant 8.314	 2 +,- Ã⁄⁄  and T is the absolute 
temperature in Kelvin. Finally, the current density depends on the ratios 
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between the superficial and bulk concentrations of the reactants v*C,70, h *C,7∗⁄ x.  
If the electrochemical reaction occurs in controlled homogeneous 
conditions, the reactant feeding to the electrode is always ensured: 
]<,¢$,G]<,¢∗ → 1 (Eq. B.4) 
Then, in this condition the contribution on the reaction kinetic is 
achieved only considering the charge transfer phenom a and equation 
B.1 can be simplified as below: 
V9 = −V$v	OPûÂG − OéPûÂGx (Eq. B.5) 
Where U6 and U5 are the transfer coefficients of the reaction at anode and 
cathode side, respectively: 
U5 = ø (Eq. B.6) 
U6 = 1 − ø (Eq. B.7) 
Equations B.1 and B.5 refer to the case of standard hy rogen 
electrode (SHE), in which the anode potential and current are assumed as 
positive.  
Defining the charge transfer resistance 5G as the resistance opposed 
to the charges crossing the electrode/electrolyte interface, 5G is obtained 
through the inverse of the partial derivative of the Faradaic current 
density V9 with respect to the overvoltage	N, both referred to the analysed 
electrode [88][90]. 
5G = Q »Â»ÁT = Q»Á»Â T	j = Qi »RÁ»Â T	j (Eq. B.8) 
where 9 is the Faradaic current. Then: 
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5G = jOPûMRSÅ*í+ÄOéPûMRS*éí+Ä (Eq. B.9) 
Eq. B.9 can be also expressed as: 
5G = 78P9 ∙ jO,Oé-é  (Eq. B.10) 
Equation B.10 underlines the dependence of the charge transfer 
resistance on both operating temperature and current crossing the 
electrodes (i.e. ,5 and	-6). It is worth to notice that for Nh → 0, 5G. →$, and then: 
5G = 78P9 ∙ jSj	S = 5G,$ = 78P9S  (Eq. B.11) 
On the other hand, considering -6 negligible with respect to ,5, the 
dependence on the operating current can be derived as follows: 
5G = 78P9 ∙ j,j	-é = 78P9 ∙ j-é	 ≈ 78P9 ∙ j	O (Eq. B.12) 
This hypothesis is confirmed in PEMFC. Moreover, it is important to 
underline that:  
. = −,5 − -6  (Eq. B.13) 
Considering the PEMFC as a voltage source, the cathode voltage and 
current are assumed as positive (see the figure 8.1). Therefore, to be 
consistent with the circuit network analysis, the negative derivative must 
be considered to achieve the positive sign for the c arge transfer 
resistance. 
5G = −Qi »RÁ»Â T	j = 78P9 ∙ jO (Eq. B.14) 
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Figure 8.1: Electrodes reactions and polarization in a PEMFC. 
 
When the mass transport phenomena start to be significant, the 
diffusion processes must be considered and modelled through the 
Faradaic impedance. To this purpose the distributed Warburg element is 
introduced in the following. For PEMFC two main diffusion processes 
can be considered. The first one is based on the hypot esis of semi-
infinite width of the electrode, whereas the second e considers the finite 
width of the electrode. The Faradaic impedance is then evaluated at the 
equilibrium potential by considering both the effects of charge transfer 
and mass transport phenomena. Thus, starting from the generic reaction: 
t + !	 ⟺   (Eq. B.15)  
the oxidation and reduction reactions are introduce at anode and cathode 
sides, respectively, as reported in figure 8.1. Since the current generated 
by the reactions depends on the surface concentrations of the reactants at 
time t, the moving of the electrochemical species is naturally regulated by 
the gradient of these concentrations. Then, considering the functional 


















0ç → ç0 + ç	 
Ox. Reaction 
0ç1 → ç1ç + ç0+ + ç− 
Rd. Reaction 
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dependence of the Faradaic current expressed in equation B.1, the 
following analysis can be performed with the hypothesis of small 
perturbations [11,88]. Thus, assuming: 
 = pvNh, *C0, h, *70, hx (Eq. B.16) 
the resulting series of Taylor is: 
  = Q»»NT  N + Q »»]<$,GT *C0, h + Q »»]¢$,GT *70, h+⋯ (Eq. B.17.1) 
⋯	+ j Q»=»N=T  N + j  »=»v]<$,Gx= v *C0, hx + j  »=»v]¢$,Gx= v *70, hx +Q »=»N∙»]<$,GT v N ∙  *C0, hx + Q »=»N∙»]¢$,GT v N ∙  *70, hx +Q »=»]<$,G∙»]¢$,GT v *C0, h ∙  *70, hx + ⋯ (Eq. B.17.2) 
where the equation B.17.1 is characterized by the first-order derivatives 
and in particular:  
Q»»ÂT]<$,G,]¢$,G = −5G	j (Eq. B.18) 
Q »»]<$,GTÂ,]¢$,G = − À]<∗ 	OPûÂ (Eq. B.19) 
Q »»]¢$,GTÂ,]<$,G = À]¢∗ OéPûÂ (Eq. B.20) 
The proposed derivatives are referred to equation B.1. Assuming the 
hypotheses of small perturbation and linear dependence of current with 
respect to the concentrations, it is possible to linearize the equation B.17 
[88]. Moreover, consistently with the EIS theory, the Faradaic impedance 
is related to the sinusoidal perturbation. Therefore  small amplitudes, it 
is possible to introduce the phase vector analysis for the AC signals, 
neglecting the DC values. Thus: 
 . = dv>ÑÒÄxdG  h = wn ∙ j{|G h (Eq. B.21) 
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 N2 = dvÂ>ÑÒÄxdG  h = wn ∙ Nj{|G h (Eq. B.22) 
 *.C,7t, h = dQ].<,¢,GTdG  h = wn ∙ *Cj,7jt{|G h (Eq. B.23) 
Then, the second Fick’s law for diffusion is introduced to solve the 
concentration differentials [11,88]. 
»]<,G»G = C »=]<,G»=   (Eq. B.24) 
»]¢,G»G = 7 »=]¢,G»=   (Eq. B.25) 
where C and 7 are the reactants diffusion coefficients. Because the EIS 
perturbation is superimposed in controlled steady-state conditions, at h = 0 the superficial concentrations can be assumed constant and equal to 
the bulk concentrations. Thus, considering only the AC contribution, the 
relative initial conditions at h = 0 are: 
*.Ct, 0 = 0Æ ⇒ *Cjt, 0 = 0 (Eq. B.26) 
*.7t, 0 = 0Æ ⇒ *7jt, 0 = 0 (Eq. B.27) 
The solution is found imposing the suitable boundary conditions. At 
electrode/electrolyte interface t = 0 the variation of the concentrations 
is directly related to the current perturbation by the first Fick’s law [88]. 
The sign is related to the current versus and is assumed positive for 
reduction reaction at the cathode side in order to be consistent with the 
circuit analysis (see figure 8.1). 
C 3»].<,G» 4$ = .P9M	 (Eq. B.28) 
Thus: 
3»].<,G» 4$ = >ÑÒÄP9M\< ⇒ 3»]<>» 4$ = >P9M\<  (Eq. B.29) 
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 and considering the current balance at the equilibri m: 
  C 3»].<,G» 4$ + 7 3»].¢,G» 4$ = 0  (Eq. B.30) 
also the boundary condition for the reductant concentration at the  
electrode/electrolyte interface t = 0 is obtained. 
3»].¢,G» 4$ = − >ÑÒÄP9M\¢ ⇒ 3»]¢>» 4$ = − >P9M\¢  (Eq. B.31) 
Whereas supposing the semi-infinite electrode case, it is possible to 
assume that for t → ∞ the reactant concentrations are not affected by the 
small perturbation and, thus, they result constant and equal to the bulk 
concentrations. Therefore, as for the initial conditions (eq. B.26-7), the 
boundary conditions for t → ∞ are: 
*.Ch > 0, t → ∞ = 0Æ ⇒ *Cjh, t → ∞ = 0 (Eq. B.32) 
*.7h > 0, t → ∞ = 0Æ ⇒ *7jh, t → ∞ = 0 (Eq. B.33) 
Moreover, employing the phase vectors, it is possible to find the 
solution of the equations B.24 and B.25 in one dimension. In this way, the 
problem is reduced to a second order linear homogeneous differential 
equations solution, as reported below:  
5*.C,7t, h
5h = C,7 5*.C,7t, h5t 	⇒ wn ∙ *Cj,7jt{|G = C,7 5*Cj,7jt5t {|G 
⇒ »=]<>,¢>»= − {|\<,¢ ∙ *Cj,7jt = 0  (Eq. B.34) 
Defining: 
« =  {|\<,¢=  (Eq. B.35) 
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the general solution is: 
*Cj,7jt = ·C,7j 	6 + ·C,7 6  (Eq. B.36) 
Then, for	t → ∞, by applying the boundary conditions B.32 and B.33 
results: 
·C,7 = 0 (Eq. B.37) 
On the other hand, for	t = 0, by applying the boundary conditions 
B.29 and B.31 results:  
·Cj = − >P9MÈ{|\< (Eq. B.38) 
·7j = >P9MÈ{|\¢ (Eq. B.39) 
Therefore, the differentials of the reactants superficial concentrations are:   
 *.Ct, h = :wn ∙ >ÑÒÄP9MÈ{|\< 	ÑÒÓ<@ h (Eq. B.40) 
 *.7t, h = −:wn ∙ >ÑÒÄP9MÈ{|\¢ 	ÑÒÓ¢@ h (Eq. B.41) 
Replacing the equations B.18, B.19, B.20, B.40 and B.41 in the 
linearized relation B.17.1, it is possible to obtain:  
 . =P9M78 V$ U5 ]<>$]<∗ 	OPûÂ7 + U6 ]¢>$]¢∗ OéPûÂ7 N2 +− MRÀ]<∗ 	OéPûÂ7 wn >ÑÒÄP9MÈ{|\< h + QMRÀ]¢∗ OPûÂ7T −wn >ÑÒÄP9MÈ{|\¢  h
 (Eq. B.42) 
and then:  
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− j7Ä dÂ7d. −  RÀ]<∗  Å*éí+7P9È{|\< − Q RÀ]¢∗T  Å*éí+7P9È{|\¢ = 1 (Eq. B.43) 
As for the charge transfer resistance, the Faradaic impedance is given 
by the negative derivative of the overpotential with respect to the current: 
Æ9 = − dÂ7d. = 5G + 78MP9=
£Åí+7<∗ ÈÑÒÓ<£>Åí+7¢∗ ÈÑÒÓ¢<>S<∗ Åí+7j	¢>S¢∗ >Åí+7
= 5G +
78MP9=
><∗ ÈÑÒÓ< £í+7¢∗ ÈÑÒÓ¢<>S<∗ j	¢>S¢∗ í+7







Then, considering that in case of diffusion the Nernst law becomes: 
# = #4 + jPû ln Q*∗ *10*10*∗T⟹ !pN2 = *∗ *10*10*∗  (Eq. B.45) 
the Faradaic impedance for mixed kinetic and diffusion phenomena is: 
Æ9 = 5G + 78MP9=  j]<>$È{|\< + j]¢>$È{|\¢  (Eq. B.46) 
where assuming: 
jÈ{ = j√ 1 − w (Eq. B.47) 
it is possible to define: 
Æ9 = 5G + ©M√| − w ©M√| (Eq. B.48) 
where ª is the mass transfer coefficient due to the contribu ion of the 
reactants [88]:  
ª = ªC + ª7 = 78√P9=  j]<>$È\< + j]¢>$È\¢ (Eq. B.49) 
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Equation B.48 defines the Faradaic resistance as the series of two 
circuit elements: the charge transfer resistance and the distributed 
Warburg element. Thus, the semi-infinite Warburg impedance results:  
Æ§ = ©M√| − w ©M√| (Eq. B.50) 
 
In case of finite electrode of width a, the same procedure is assumed. 
Nevertheless, to solve the Fick’s laws the boundary conditions expressed 
in equations B.32 and B.33 must be replaced with the following ones: 
*.Ch > 0, t → a = 0Æ ⇒ *Cjh, t → a = 0 (Eq. B.51) 
*.7h > 0, t → a = 0Æ ⇒ *7jh, t → a = 0 (Eq. B.52) 
Solving the differential equations with the new boundary conditions, 
the differentials of the superficial concentrations f the reactants become:   
 *.C0, h = wn ∙ >ÑÒÄP9MÈ{|\< tanh {|\< a  h (Eq. B.53) 
 *.70, h = − wn ∙ >ÑÒÄP9MÈ{|\¢ tanh {|\¢ a  h (Eq. B.54) 
Therefore, substituting the equations B.53 and B.54 in the linearized 
infinite series of Taylor (eq. B.17.1) results: 
Æ9 = 5G + √©<MÈ{| tanh {|\< a + √©¢MÈ{| tanh {|\¢ a (Eq. B.55) 
Thus, the Warburg impedance in case of electrode finit  width is: 
 Æ§ = Æ§,C + Æ§,7 = √©<MÈ{| tanh {|\< a + √©¢MÈ{| tanh {|\¢ a (Eq. B.56) 
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