An efficient method for Bayesian model selection is presented for a broad class of continuous-time Markov chain models and is subsequently applied to two important problems in epidemiology. The first problem is to identify the shape of the infectious period distribution; the second problem is to determine whether individuals display symptoms before, at the same time, or after they become infectious. In both cases we show that the correct model can be identified, in the majority of cases, from symptom onset data generated from multiple outbreaks in small populations. The method works by evaluating the likelihood using a particle filter that incorporates a novel importance sampling algorithm designed for partially-observed continuous-time Markov chains. This is combined with another importance sampling method to unbiasedly estimate the model evidence. These come with estimates of precision, which allow for stopping criterion to be employed. Our method is general and can be applied to a wide range of model selection problems in biological and epidemiological systems with intractable likelihood functions.
Introduction
Biological and epidemiological processes can have highly complex behaviour and in many cases we do not observe all of their important features. As our observations may depend on features we do not see, it can be difficult to infer properties of this partially-observed process. To add complexity to the problem, there may be several 5 theories about the behaviour of the process and it may not be obvious as to which of these models is most appropriate given some set of observations. For example in epidemiology, it is widely recognised that the shape of the infectious period distribution is critical to understanding historical disease incidence, and also for accurate evaluation of control measures for public health use [1, 2] . Similarly, it has been identified that 10 the relative timing of symptoms and infectiousness is a key determinant of ability to control an outbreak [3] . Investigating these issues is most easily done by encoding certain features in the structure of the model itself rather than just parametrising it, hence to discriminate different possibilities we need to perform some type of model selection.
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Bayesian model selection compares models using the probability that each model generated the data given some observations and prior distribution over models and parameters [4] . We consider the model to be inferred as a parameter (typically with a uniform prior) and hence multiplying the model evidences, that is, the likelihood of each model, by the prior distribution and normalising gives the probability of each model 20 given the data [5] . While the interpretability and the consistency with the Bayesian paradigm is desirable, Bayesian model selection has some issues: a large amount of data may be required before models can be distinguished; and the evidence is typically difficult to calculate as the likelihood is intractable. This is true for epidemic models, which for small populations are most naturally represented as partially-observed 25 continuous-time Markov chains (CTMCs) [6, 7, 8] .
In this paper we describe an efficient way of performing Bayesian model selection for partially-observed CTMCs and apply our method to the two problems in mathematical epidemiology discussed above: inferring the shape of the infectious period distribution and identifying the onset of symptoms relative to infectiousness. Since and Australia, have outlined data collection protocols for pandemic infectious diseases [9, 10, 11] . The datasets considered in this paper are of the form that will be obtained during such an outbreak in Australia, as outlined in the Australian Health Management Plan for Pandemic Influenza [11] . These datasets consist of daily counts of symptom 35 onset stratified by household. A study of this kind has not yet been enacted, so we conduct simulation studies; this also allows us to validate results. Our method works by calculating unbiased estimates of the likelihood via sequential importance resampling, which in turn is used in another importance sampling algorithm to estimate posterior model probabilities. A novel feature of this method is that the likelihood is estimated 40 via a scheme which is ideally suited for partially-observed CTMCs, where one component of the state is observed exactly [8] . This works by sampling realisations of the partially-observed process in a way that realisations always match with observations. Our combined method is both computationally efficient and embarrassingly parallelisable and hence well suited to implementation on modern computing hardware. Further, 45 the ability to estimate error bounds and use stopping criterion ensures the accuracy of evidence estimates. Similar CTMC models see wide use in areas of biology such as phylogenetics [12] , ecology [13] and cell biology [14] , and hence our method may be applied to a broad range of biological model selection problems. Matlab code is provided for all algorithms developed in this paper as part of the EpiStruct project [15] . 50 We first discuss the methods for importance sampling over the parameter space, and the sequential importance resampling algorithm used to estimate the likelihood in Section 2. We then describe the two case studies, their implementation and results in Sections 3 and 4. Lastly we conclude in Section 5 and discuss how our method relates to those already in the literature. 
Methods
Importance sampling is a method for estimating properties of one distribution by sampling from another distribution; the bias is corrected to obtain unbiased estimates related to the distribution of interest [16] . This technique is useful when the target dis-tribution is difficult to sample from, such as the distribution of latent variables from a partially-observed Markov chain. This method has been effectively applied for parameter inference, for example in particle marginal MCMC schemes [17, 18] and has also been applied to model selection [4, 19, 20, 21] . In this paper we use importance sampling in the space of latent variables to estimate likelihoods via sequential importance resampling and within the parameter space to calculate the model evidence. The 65 novelty of this approach is that the likelihood is estimated via the most suitable kind of importance sampling scheme for these kinds of models, as described in [8].
Here we introduce importance sampling for model selection, detail how likelihood estimates are used in model selection and describe how sequential importance resampling is used for likelihood estimation. 
Importance sampling for evidence estimation
Importance sampling for model selection has been discussed in [4, 19, 20] , and in this paper we adopt a similar approach. However, our implementation uses an efficient particle filter to obtain unbiased estimates of the likelihood, which allows us to obtain unbiased estimates of the evidence.
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Suppose we have data set y of observations from a model with parameter set θ in parameter space Θ. Let p(θ ) denote the prior distribution and p(y|θ ) denote the likelihood function, then the model evidence is given by
To estimate p(y) we may sample m parameter sets θ 1 , . . . , θ m from some arbitrary, 80 importance sampling, density, q(·|y), with support Ψ where Θ ⊆ Ψ. We then compute random variables
for i = 1, . . . m, where p(θ ) is the prior distribution and p(y|θ ) is the likelihood function. These random variables are chosen so that their expectation is given by
Hence, the mean of the Z i 's provides an unbiased estimate of the evidence,p(y). If the 85 likelihood is intractable we can use unbiased estimates,p(y|θ ), instead of p(y|θ ) in Equation (1), by the law of total expectation. Note that using importance sampling to estimate p(y) involves obtaining independent identically distributed samples of Z i and taking their mean. Therefore the central limit theorem can be applied once a large number of samples are obtained, so we can estimate error bounds onp(y) which shrink like
Hence, one can sample until estimates of the evidence are within a specified tolerance. Further, the independence of the sampling procedure allows these computations to be run in parallel and so modern computation hardware can be easily utilised.
Of course, having to estimate the likelihood inflates the variance ofp(y), so a larger number of samples are required forp(y) to converge to a given accuracy.
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The variance of this estimate is lowest if the sampling density, q(·|y), is similar to the posterior distribution. Our method requires no parameter inference, but may be made more efficient, especially in higher dimensions, by choosing a sampling distribution similar to the posterior distribution if parameter inference has been performed; for example, the sampling distribution could be a Gaussian with the mean and covariance 100 matrix estimated from MCMC samples [20] . In this paper we do not use MCMC samples to inform the choice of q(·|y), but this could be done in practice to improve the convergence of estimates.
Sequential importance resampling algorithm for likelihood estimation
Consider a time series, y = (y 1 , . . . , y T ), from a partially-observed CTMC. We can
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express the likelihood at θ as
where we adopt the convention that p(y 1 |y 1:0 , θ ) is taken to mean p(y 1 |θ ). Hence, the likelihood can be calculated via a product of the likelihood increments, p(y t |y 1:t−1 , θ ), for t = 1, . . . , T . We apply a sequential importance resampling algorithm, which uses importance sampling to estimate the likelihood increments [22, 23] . This algorithm 110 uses resampling at the end of each time increment to lower the variance of likelihood estimates, and remove realisations that were unlikely to have occurred. Throughout this section all probabilities are calculated with respect to some parameter set, θ , but this notation is suppressed to make statements concise.
Let x t denote the state of the partially-observed process at time t. The sequen-
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tial importance resampling algorithm begins with a set of n particles, each particle is associated with an initial state and a weight, {x 0 , w} 1:n . These initial states are distributed according to p(x 0 ) and the weights begin as 1. Suppose at each iteration of the algorithm we have states x 1:n t−1 distributed according to particle filter densitŷ p(x t−1 |y 1:t−1 ) ≈ p(x t−1 |y 1:t−1 ), we evolve these over a day according to the impor-120 tance sampling density, q(·|y t , x t−1 ), to obtain realisationsx 1:n (t−1,t] with weights given by
These are computed such that the expected value of the weights are
Hence, the mean of these weights provides an approximation of the likelihood in-125 crement, p(y t |y 1:t−1 ); the product of these increments gives an unbiased estimate of the likelihood [24] . Further, resampling states fromx 1:n t according to normalised weights, w i / ∑ j w j , gives a sample, x 1:n t , fromp(x t |y 1:t ). Hence, from the initial conditions we can iterate forwards and recursively estimate the likelihood. Performance of this algorithm can be improved by updating weights over multiple steps and only resampling 130 once the effective sample size drops below a specified threshold [25] . Thus far we have described the general approach of using importance sampling and sequential importance resampling to estimate posterior model probabilities, however, an important aspect of the sequential importance sampling process is the evolution of particles over each day. The difficulty in evolving particles in the cases considered here 135 is that precise observations are made from models with many latent variables, which can make data-augmentation or rejection-sampling approaches slow. In Sections 3.2 and 4.3 we describe the method from [8] , which builds upon [26] , for generating realisationsx (t−1,t] from initial state x t−1 for each of the case studies. The main benefit of this approach is that we use an efficient sampling distribution q(·|y t , x t−1 ) which is 140 tractable and generatesx (t−1,t] which match observations almost surely, and, are similar to the partially-observed process. This method makes particles match observations by first generating observation times, then generating events between observations and occasionally forcing events to occur or blocking events to ensure feasibility of the process. For example, if we are yet to observe an infection but a recovery would lead to the 145 epidemic ending, the recovery rate is set to 0. Importance sampling in this way allows for estimation of likelihoods associated with rare events -for example it can be easily used to estimate the tails of the likelihood, or just used to sample when observations are unlikely -whereas rejection sampling methods tend to perform poorly as simulations are unlikely to match the data.
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The overall approach to model selection here is to: (i) sample from the parameter space using some importance sampling distribution; (ii) for each of those samples estimate the likelihood by sequential importance sampling; (iii) plug this likelihood estimate into Equation (1) to obtain importance weights; and, (iv) use the mean of these weights as an unbiased estimate of the model evidence. We can keep sampling and 155 obtaining estimates of the model evidence until they satisfy some stopping criteria; for example, once credible intervals are of a specified width. Once the model evidence is computed for all candidate models we can multiply these by the prior distribution over the models and normalise to obtain the posterior model probabilities.
3. Case study I: Inferring the infectious period distribution
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Our first case study uses the importance sampling Bayesian model selection method to infer the appropriate infectious period distribution for an SI(k)R model [27, 28, 29] , where symptoms are assumed to coincide with a transition into the infectious class. This study is motivated by influenza outbreaks in which only symptom onset (which is correlated with infection) is observed, and recoveries are not. Here we consider 165 the infectious period to be either exponential, Erlang-2 or Erlang-5 distributed; these represent high, medium and low variance infectious periods respectively. This study aims to answer whether case data at a daily resolution is sufficient for discriminating between these models, how well parameters need to be known in order to discriminate between models, and how much data is required to effectively discriminate between 170 models.
It is known that with final size data the SI(k)R model has a tractable likelihood function [30, 29] , which allows for efficient Bayesian model selection. But, it is currently an open question as to whether full temporal data is more effective for model selection as, although there is more information in the data, the parameter space is 175 larger (effectively going from 2 to 3 dimensions to also infer γ). Hence, we compare model selection results from the full temporal data with results from final outbreak size data.
The temporal data considered in this paper consists of daily symptom onset counts from completed outbreaks in small populations, which we refer to as households. Final 180 size data is derived from the temporal data by summing over the total number of cases in each household. We let all households be of size 4 for simplicity, though this can easily be extended to allow for a distribution of household sizes. Each outbreak is modelled as a compartmental CTMC, however we only observe a small portion of the epidemic process, so this is a partially-observed CTMC. We assume that all events of 185 symptom onset are observed until the epidemic fades out in the household and set the time of the first observation within each household as 0.
We describe the epidemic model for households in Section 3.1, the importance sampling method for estimating likelihood increments in Section 3.2, the parameters used for the simulation study in Section 3.3, and show results in Section 3.4. 
SI(k)R model
For a population of size N, the SI(k)R model is a compartmental model that allows each individual to be in one of k + 2 compartments: they are either susceptible; infectious in phase j, for j = 1, . . . , k; or, recovered. Here the different phases of infectiousness have no physical interpretation; they are introduced in order to allow the 195 overall infectious period to be Erlang-k distributed [27, 28, 29] . Let S, I j and R denote the number of susceptible, infectious phase j and recovered individuals respectively.
As these numbers must always be non-negative and sum to N, we have the state space tious phase k individual recovers at rate kγ and is no longer able to spread the disease.
The transitions and rates associated with changes in the number of individuals in each compartment are given in Table 1 .
For this study we assume that symptom onset corresponds to the infection transition, and we assume that we observe the number of these transitions at a daily resolu- 
Importance sampling for SI(k)R outbreaks
Suppose we have observations from M outbreaks, y 1:M . As these outbreaks occur independently we have a likelihood function which is of the form
Hence, the likelihood can be estimated via multiplying estimates of likelihoods for each outbreak, p(y i |θ ). The sequential importance resampling scheme allows us to calculate each of these iteratively, so we are left to describe how to generate realisations over the day from an initial state, x t−1 , in a way that ensures consistency with the observations, and, how to evaluate the importance sampling weights. We do this as per the method
Suppose for each outbreak we have a dataset y = (y 1 , . . . , y T ) where y t gives the cumulative number of infection events over (t − 1,t] for t = 1, . . . , T ; note that this does not include the initial infectious individual in the population. To estimate p(y t |y 1:t−1 ), we begin by uniformly generating y t observation times over (t − 1,t]. These times are 225 ordered, so the joint density is that of y t order statistics of Uniform(t − 1,t) random variables, so we initialise the importance weights by w = 1/y t !. Then, beginning from time τ = t − 1 in state,
determined by the final state of the previous iteration, we generate events between observation times. However, we only allow phase change or recovery transitions to 230 occur, as the observations (and hence infections) have already been generated. Let a be a vector of rates,
as per Table 1 , associated with statex τ . We consider a process with modified rates b,
given by
where 1 {A} is an indicator function which takes the value 1 if logical statement A holds (i) if τ + ∆τ < τ we generate an event at time τ + ∆τ and let the event be of type i with probability b i / ∑ j b j , the importance weight is updated to
we update the time τ ← τ + ∆τ, and we update the state tox τ according to transition type i;
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(ii) if τ + ∆τ > τ and τ = t no event occurs in (τ, τ ) and the next event is an observation, so we update the weights to
, we update the time, τ ← τ , and update the statex τ according to an infection transition;
or,
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(iii) if τ + ∆τ > τ and τ = t then no event occurs before the end of the day and the weights are updated to
.
We repeatedly recalculate the rates and make updates until an update of type (iii) occurs, at which time the process ends for this time increment.
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Once all particles have gone through this process the weights are averaged to form an approximation of p(y t |y 1:t−1 ) and the states are resampled, using systematic resampling [31] , according to the normalised weights. These samples provide initial states for calculating the next likelihood increment. Once the last observation in the time series has been generated, we generate from a modified process where b = (0, a 2:k+1 ) and 260 update weights according to (i) until the epidemic dies out; this allows us to calculate the portion of the likelihood associated with the assumption that the epidemic died out after our last observation.
Implementation
We simulate 50 temporal and final size data sets of multiple completed outbreaks 265 in households of size 4 with parameters (β , γ) = (0.933, 2/3) under each of the three models. We use 500 particles per likelihood calculation, as this is found to be sufficient for low variance likelihood estimates. Our implementation uses the prior distribution as the importance sampling distribution over the parameter space, q(θ |y), however a more efficient sampler could be chosen if PM-MCMC is performed before model 270 selection [20] . We begin by sampling 500 points from q(θ |y) and continue to sample in batches of 500 samples from the parameter space until 95% 
Results
Our results are given in terms of box plots of the difference in posterior model probabilities of the true model and other candidate models in Figures 1 and 2 , and in terms of the proportion of times the correct model was identified (having the highest poste-300 rior model probability) in Table 2 . If the box plots are near one it means the posterior model probability for the correct model is nearly one; values that are negative represent times at which the other candidate models have higher posterior model probabilities.
For tight priors, the correct model was most often associated with the highest posterior model probabilities for each of the models considered ( Table 2 of times the correct model was identified from final size data is given in Table 2 . Interestingly, for the SI(2)R model with loose priors and 50 outbreaks the correct model was Table 2 : The proportion of times the model that generated the data corresponded to the highest posterior model probability estimate from 50 data sets. Data sets were generated from each of the SIR, SI(2)R and SI(5)R models with 50, 100, and 150 outbreaks. These data sets were analysed using the full temporal data and the final size data under the assumption of loose or tight priors. This model also saw the biggest improvement from temporal data; the proportion of times the correct model was identified more than doubled. We find that in all cases,
Loose priors
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except for the SIR model with loose priors and 100 outbreaks, using the full temporal data increased the proportion of times that the correct model was identified. These results show that the full temporal data sets are useful for performing model selection, even though they are more computationally intensive to work with.
As the runtimes of the algorithm were reasonable and we chose a number of parti- the number of samples from the parameter space, s is the sample standard deviation of 350 weights, andp(y) is the mean of the weights. We find that the smallest coefficient of variation is achieved at n = 125 for one data set and n = 75 for the other two. This indicates that the algorithm would run more efficiently with n around 100. As run time per sample is linear with respect to n there will be 5 times the number of samples per unit time if n were decreased to 100. set [33] and HIV is infectious pre-symptom onset [3] . We consider diseases that have a lag between exposure of individuals and infectiousness, specifically an SE(2)I(2)R model, which is detailed in Section 4.1. This kind of model has been used in previous work on inference using early outbreak data; it has realistic features, such as nonexponential exposed and infectious periods, while being simple enough for inference 365 [34, 35, 36, 37, 7] . We model the observations of symptom onset as either a transition into an exposed, infectious or recovered state for the Post, Co and Pre models respectively ( Figure 4 ).
SE(2)I(2)R model
For a population of size N, the SE(2)I(2)R model is a compartmental model that
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allows each individual to be in one of six compartments: they are either susceptible; exposed phase 1 or 2; infectious phase 1 or 2; or, recovered. The key differences between this model and the SI(k)R model is that the infectious period is assumed to be Erlang-2 distributed and there is an Erlang-2 distributed lag between being exposed to the disease and being able to spread it. Let S, E i , I j and R denote the number of 375 susceptible, exposed phase i, infectious phase j and recovered individuals respectively.
Again, as these numbers must always be non-negative and sum to N, we have state
There are five kinds of transitions: exposure; exposed phase change; infectious; infectious phase change; and, recovery. These transitions are similar to those described for 380 the SI(k)R model and are shown in Table 3 .
We assume that symptom onset corresponds to a transition into either the exposed phase 1, infectious phase 1 or recovered class for the Post, Co and Pre models respec- 
tively, as shown in Figure 4 . Hence, the process has an initial state that is either
for exposure observations,
for infectious observations, or a stochastic initial state for the recovery observations; this last case is discussed in the following section.
Importance sampling for initial state generation
For the SE(2)I(2)R model, if we observe the daily number of recovery transitions, then a population with a single exposed individual initially may be in one of several If the epidemic does not die out after the initial infection we can efficiently generate weighted initial states of the process via importance sampling.
395
If our data set for the household has daily observation vector y 1:T = (y 1 , . . . , y T )
we know that each type of transition can occur at most ψ = 1 + ∑ T t=1 y t times and that recovery cannot occur if it would lead to epidemic fade out; note that the plus 1 is because the initial condition is not included in y 1:T . So if the SE(2)I(2)R process has rate vector
as per Table 3 , we consider a modified process with rates that never lead to inconsistencies in our data. The modified rates are
where '•' denotes an elementwise product, z i denotes the cumulative number of individuals that entered the ith compartment, and 1 {·} denotes the indicator function. The modified process is used to generate transitions until an observation occurs; the bias 405 from simulating from this modified process is corrected for by using importance sampling weights.
The process begins with particles in state
with importance weight w = 1. Each particle makes transitions according to probabilities b/ ∑ b, and with each transition the particles weight is updated to
where i is the type of the transition that occurred (type is numbered as per Table 3 ).
of particles distributed according to the initial state they are resampled according to the normalised importance weights to give initial particles for the sequential importance resampling algorithm.
Importance sampling for SE(2)I(2)R outbreaks
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The importance sampling scheme for the SE(2)I(2)R model is similar to the SI(k)R model except that the modified rates are slightly different, and, at times, we need to force certain events to occur to ensure feasibility of samples [8] . Again, we uniformly generate observation times over (t − 1,t] and from time t − 1 generate rates between observations according to a modified process with rate vector, b. We set modified rates b j = a j for all j that correspond to rates which are not set to 0 (those set to 0 will be specified in this section). For the Post, Co and Pre models we set the modified rates b 1 = 0, b 3 = 0 and b 5 = 0 respectively. We also set b 5 to 0 if a recovery would lead to epidemic fadeout without the correct number of observations occurring. For these models we may also need to force events to occur to ensure that the particle generated,
, is a feasible realisation from an SE(2)I(2)R process. For example, for the Co model, if there are no exposed phase 2 individuals in the population and an observation is yet to occur, an exposed phase change would need to occur. If there were also no exposed phase 1 individuals then an exposure time would need to be generated before the exposed phase change; we refer to these kinds of events, and observation events, as forced events. More generally, if the particle is a realisation generated up to time τ, exponential distribution is chosen as it has appropriate support and generates events with a similar distribution to the true process. The weights are updated according to
If no more forced events are necessary we continue to propose candidate events from time τ according to the new modified rates; as in Section 3.1, we let these occur, move to the next forced event, or move to the end of the time increment as per (i), (ii) and (iii) respectively. Once the cumulative number of events of type i equals the number of observations in total we set b i = 0; as the epidemics are completed within households 420 the final state must be (N − ψ, 0, 0, 0, 0, ψ), so no event can occur more than ψ times.
For more details and a more general description of the importance sampling scheme see [8].
Implementation
We simulate 20 data sets of multiple completed outbreaks in households of size 4 425 with parameters (β , σ , γ) = (0.933, 0.5, 2/3) under each of the three models and calculate posterior model probabilities with data from 50, 100 and 150 completed household outbreaks. In this case we used 2000 particles per likelihood calculation; a larger number of particles were chosen because the sampling distribution is less like the true process, due to the possibility of needing to force events. Our implementation uses q(θ |y). We first sample 1000 points from the parameter space and continue to sample from the parameter space until 95% credible intervals of the model evidence are non-overlapping. We consider inference based upon tight and loose priors on all model parameters. We set the mean of the tight priors to their true value; we suppose that 1/γ 435 has a gamma distributed prior with mean 3/2 and variance 0.01, similarly we assume that 1/σ has a gamma distributed prior with mean 2 and variance 0.01 and we assume that β /γ has a Uniform(0.933 × 3/2 − 0.03, 0.933 × 3/2 + 0.03) prior. For the loose priors we suppose that 1/γ and 1/σ have gamma distributed priors with mean 2 and variance 0.75 and we assume that β /γ − 1 has a gamma distributed prior with mean 1 440 and variance 0.75.
Results
Our results are given in terms of box plots of the difference in posterior model probabilities of the true model and other candidate models in Figures 6 and 7 , and in terms of the proportion of times the correct model was identified in Table 4 . The Pre 360 runs converged within 5000 iterations; the fast convergence is likely due to easy identifiability of the three models. Table 4 : The proportion of times the model that generated the data corresponded to the highest posterior model probability estimate from 50 data sets. Data sets were generated from each of the Post, Co and Pre models with 50, 100, and 150 outbreaks. These data sets were analysed under the assumption of loose or tight priors. contrast to rejection-sampling approaches which do not force samples to fit with observations, such as in approximate Bayesian computation [38] or the Alive particle filter [39, 19] . Hence, it is able to greatly improve computational efficiency, particularly in estimating the tails of the likelihood. This is also an exact method, in that it computes unbiased estimates which converge to the target as the number of iterations increases.
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In contrast, other methods may not be guaranteed to converge; for example, approximate Bayesian computation, which accepts samples that do not perfectly agree with data. Further, methods may have an exact implementation, but in practice approximations are needed for computational feasibility; for example, the Alive particle filter independent outbreaks in households. [39, 19] can be implemented as an exact method but may require too many simulations 480 to be practical, so the likelihood function is set to 0 in the tails instead.
If it is possible to evaluate conditional densities, a different approach is to directly calculate the evidence after use of a Gibbs sampler [40, 41] . This is problematic in that typically the Gibbs sampler for partially-observed CTMCs will require data augmentation [42, 6] , making mixing slow and convergence problematic when the amount of 485 missing data to be imputed becomes large [26, 43, 6] . Further, the conditional densities are usually only analytically tractable if priors are conjugate. In [20] data-augmentation is used to estimate the evidence, but this required a time discretisation of the model so that the forward-filtering backwards-sampling algorithm could be applied to sample from the latent process. If the model is not discretised and it is not possible to sample 490 exactly from the latent process, data-augmentation may still be applied. However, for each point estimate of the likelihood function this requires imputing latent variables until the process reaches stationarity. Imputation is undesirable as convergence can be slow for models with high dimensional latent processes and likelihood estimates may still have a high variance. Our method circumvents this difficult imputation by instead 495 marginalising over the latent variables in estimating the likelihood. A weakness of our approach is that we are currently restricted to Markovian models where a single event type is observed whereas data-augmented approaches are much more flexible. Current research is looking at how our method can be extended to situations where multiple types, and combinations, of events are observed.
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Other methods for Bayesian model selection include reversible-jump MCMC (RJ-MCMC) [5] , nested sampling [44, 45] and sequential Monte Carlo-squared (SMC 2 ) [46, 19, 47] . RJ-MCMC is an algorithm in which the model is considered as one of the parameters to be sampled [5] . One issue with such an approach is that if models are non-nested it can be difficult to make sensible proposals between the different 505 parameter spaces, particularly if data-augmentation techniques are used to address unobserved transitions [20] . Hence, at times, proposals are accepted with low probability and the mixing of the algorithm can be prohibitively slow. Nested sampling is an approach to model selection which does not require MCMC samples, however it requires a tractable likelihood [44, 45] , which is uncommon for most dynamical mechanistic 510 models. SMC 2 is an alternative that jointly infers model parameters and the posterior model probabilities by using particle filters in the parameter space and in the state space [46, 19, 47] . As noted by [19] , the estimates that allow for model selection may have large Monte Carlo error, but use of importance sampling post-SMC 2 can be an effective way of reducing this error. During the revision process we became aware,
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by a personal communication, of a similar method for Bayesian model selection for partially-observed continuous-time Markov chains using importance sampling [48] .
The paper uses an alive particle filter to estimate the likelihood function. The alive particle filter, in practice, introduces bias into likelihood estimates in the tails [19, 48] . The particle filter used in this paper does not introduce any bias into the likelihood function.
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Further, we consider different examples from epidemiology, which are important for understanding emerging infectious diseases.
Other than in [48] and this paper, the method of importance sampling for estimating the evidence has typically only been considered for cases where the likelihood function is known [4, 21] , for inference on continuous-state models [21] , where data 525 augmentation is used to estimate the likelihood function [20, 21] , or in conjunction with another method which is not suitable for processes with highly variable observations [19] . This sort of implementation is inefficient for models with high dimensional parameter spaces. One way to overcome this is by using particle-marginal MCMC steps to inform a sampling distribution over the parameter space prior to model selection 530 [20] .
In this paper we described the general method used but made no attempt to optimise the algorithm. We found that, in cases where posterior model probabilities were close, it may take many samples before estimates have non-overlapping credible intervals. Performance could be improved by implementing a stopping criterion where 535 sampling occurs until either evidence estimates are non-overlapping or are within a specified tolerance. For the simulation study we chose a large number of state particles, n, for likelihood calculations to avoid needing a large number of samples from the parameter space. The choice of the number of particles for estimating the likelihood was chosen for reasonable performance, rather than optimal performance. There is po-criteria, such as minimising the coefficient of variation of evidence estimates after a fixed amount of computation. We estimated the coefficient of variation after running the model selection algorithm for a fixed computation time on three SI(2)R data sets with differing numbers of particles. We found that the coefficient of variation was min-545 imised at n = 125 in one case and the other two were minimised at n = 75. If we had chosen n = 100, say, the runtime of the algorithm would be reduced. As run time per weight calculation is linear in n, this would represent a five-fold increase in the number of samples per unit time, though the variance of weight estimates would be larger. We also note that the models considered in this paper are likely to give rise to household 550 outbreak data sets that are equivalent, so computational gains could be made by reusing likelihood estimates for these data sets, as in [7] . However, these steps were not considered in this paper as the computational benefit is model specific and is decreased when considering a slightly more complicated example, such as a model with heterogeneous household sizes. Whereas, the current implementation is versatile enough that 555 it will readily run on models with heterogeneous household sizes.
A number of other approaches to model selection exist. Competing models are commonly discriminated using information criteria which are based on maximum likelihood estimates, such as AIC [49], AICc [50] , BIC [51] or DIC [52] ; note none of these account for prior information about model parameters, they depend on asymptotic re-560 sults or depend on distributions being approximately Gaussian. Further, interpretation of these quantities is non-intuitive other than that they represent a function of maximum likelihood values which are penalised for each parameter in the model, and comparison of Bayesian model selection and DIC found DIC to be unreliable [53] .
Our method was applied to two case studies: inferring the shape of the infectious 565 period distribution of an SI(k)R, model and inferring the time of symptom onset relative to infectiousness for an SE(2)I(2)R model. In each of the studies we considered daily symptom onset data from completed outbreaks in multiple households. The first study showed that the data was sufficiently informative to select the correct model much more often than by randomly guessing. The study also showed that temporal data was 570 better able to choose an appropriate model than the final size data alone, although at a higher computational cost. For example, from data generated from 150 outbreaks from the SI(5)R model with loose priors the proportion of times the correct model was identified was 0.64 from final size data compared to 0.86 from the full temporal data. Although using the full temporal data is more computationally expensive, when 575 run on multiple CPUs the runtime is divided by the number of CPUs used, indicating that the full data sets should be used if the computational facilities are available. The SI(2)R model was the most difficult model to select correctly, intuitively this seems to be because the disease has an infectious period distribution that has a variance between the other two models. It is worth noting that the posterior model probabilities were 580 often near 1 when the correct model was chosen and most often multiple models had reasonable support when the incorrect model was chosen. This shows that if there was insufficient information to identify the correct model, the correct model was often still given some posterior support. We find that this method does well even with datasets from 50 outbreaks in households.
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In the second case study we found that the data was highly informative for being 
