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An experiment aiming at measuring lifetimes of the second 2 + excited states in neutron-rich C and O isotopes was recently performed at the GANIL laboratory, in France. In these nuclei, recent ab initio calculations provide a detailed description of the nuclear excited states, predicting a strong sensitivity of the electromagnetic transition probabilities to the details of the nucleon-nucleon interactions, especially in connection with the role played by the three-body (NNN) forces. Thus, the measurement of 2 + states lifetimes in this region will be a stringent test of the importance of including the NNN forces in describing the electromagnetic properties of selected nuclear states. This contribution reports on the status of the experimental analysis for the case of lifetimes in 20 O.
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Introduction
Aim of the measurement was to determine the lifetimes (in the range of hundreds of femtoseconds) of the excited states in neutron-rich C and O isotopes, in particular in 16 C and 20 O. For these nuclei, ab initio calculations predict a strong sensitivity of selected electromagnetic transition probabilities to the details of the nucleon-nucleon interactions, especially to the three-body term. Strong sensitivity is expected, in particular, in the case of the second excited 2 + state, in each nucleus of interest. For example, the calculated value of the 2 + 2 state lifetime in O 20 is equal to 320 fs (with NN interactions), compared to 200 fs, obtained including NN + NNN interactions [1, 2] .
The experiment was performed in the GANIL laboratory, with a combined detector setup including the segmented HPGe detectors of the AGATA tracking array [3, 4] , the VAMOS spectrometer [5] and the PARIS scintillator-based calorimeter [6] . In order to cover the lifetime range of interest (below 500 fs), the technique involving the γ-ray lineshape analysis (DSAM -Doppler-Shift Attenuation Method) was used.
Experimental details
The nuclei of interest were populated in the deep inelastic processes induced by an 18 O beam at 126 MeV (7.0 MeV/u) on a 181 Ta target, 6.64 mg/cm 2 thick (4 µm). The beam energy at the center of the target was ∼ 116 MeV, i.e. 50% above the Coulomb barrier, and the projectile-like products had v/c ∼ 10%. The experimental setup contained 31 AGATA crystals placed at backward angles with respect to the entrance of the VAMOS spectrometer (from ∼ 120 • to ∼ 175 • ) and two PARIS clusters (one with LaBr 3 :NaIand the second with CeBr:NaI-type phoswiches) with two additional large volume LaBr 3 detectors at ∼ 90 • (Fig. 1) . The VAMOS spectrometer was placed at the maximum (45 • ) angle with respect to the beam axis. Its focal plane contains: -four drift chambers, which give information on x f , y f position for the reconstruction of the θ f , φ f angles;
-segmented (six columns, four rows) ionization chambers measuring the ion energy loss ∆E;
-plastic scintillator at the end of the focal plane, which gives: trigger signal, particle energy E and time with respect to the radio frequency (RF).
Moreover, two additional pairs of drift chambers were put at the entrance of VAMOS (20 cm from the target) for a better determination of the ions entrance θ, φ, which was done to improve the γ-ray Doppler correction [7] . The γ decay of the identified reaction products was measured with the AGATA array and the PARIS detectors. Using the velocity vector v reconstructed in VAMOS, a Doppler correction was applied to the γ-ray spectra. Calibration and fine tuning of the AGATA detectors is presented in [8] .
Data analysis
In order to apply the DSAM method in the present experiment, it is very important to precisely determine v of the ions which emitted γ rays. For this purpose, all of the VAMOS focal plane detectors were calibrated and tuned. These are the main adjustments that have been performed: -gain matching for the drift chamber wires; -energy calibration of the ionization chambers and check of their stability during the time of the experiment;
-time and energy calibration of the plastic detector.
Then, one can obtain ions velocity v by
where D is the ion path length from the target to the plastic detector and T is the time of flight calculated as a difference between the RF signal of the cyclotron and the plastic detector time-signals (time between following beam pulses was equal to 102 ns).
To be sure that the ions time-of-flight value is correct, one has to check if the masses obtained using this time are reconstructed in the proper way. Unfortunately, the masses are calculated using (M/Q) × Q, which is correlated to both time and energy. Therefore, one has to simultaneously check time and energy calibrations. Firstly, (M/Q) is calculated
where Bρ is reconstructed using the dedicated library (libVAMOS) from the θ f , φ f values, Bρ ref (which was equal to 0.75 Tm for this experiment) and the VAMOS response function. Then
where E tot is total energy (sum of ∆E measured by ionization chambers and E from plastic detector) and M 0 is mass extracted from total energy. Finally, the reconstructed mass M r is
where Q int is the nearest integer value of Q.
To choose ion's atomic number Z, one has to select the corresponding region in the ∆E-E tot matrix (Fig. 2 , with gate on the Z = 8 region). Using the technique described above, the plot of Q versus M r can be obtained. Such a plot for Z = 8 is shown in Fig. 3 -here, two oxygen ions charge states are visible, with Q = 8 and 7. By checking product intensity as a function of mass for Z = 5 to 9, very good agreement with the expected mass distribution was observed: this means that the time and energy calibration of the VAMOS focal plane are done properly. Figure 4 shows the populations intensity of the ions identified in this experiment. Check of the stability of the reconstructed masses values (M r ) in the course of measurement was also performed. The upper panel of Fig. 5 shows the evolution of the reconstructed 18 O ion mass with respect to the time of the experiment. A drift is visible with the same pattern as drift of the PARIS time-signal with respect to RF (middle panel of Fig. 5 ). In consequence, by applying a correction to the ion T extracted from PARIS time vs. RF, one can obtain a better stability of the reconstructed masses (bottom panel of Fig. 5 ).
For PARIS detectors, the energy calibration was done with the use of standard 60 Co, 137 Cs, 152 Eu γ-ray sources as well as AmBe-Fe for calibration points in the high-energy region (up to 7 MeV). Gating on the 20 O ions and the proper PARIS time with respect to RF signal, the Dopplercorrected spectrum in Fig. 6 was obtained, with 2 Fig. 8 . Here, the relative differences between the measured and the tabulated γ-ray energy for 2 To extract the value of the lifetime from the experimental data, simulations with variable lifetime and γ-ray energy are needed. Varying the γ-ray energy is necessary because of the lack of precise determination of its value for the 20 O 2 + 2 → 2 + 1 transition in literature [9, 10] . The simulation process is divided into five stages:
The beam is passing through the target decreasing its energy. Multi-nucleon transfer is taking place with linear probability in the target.
After the reaction, the kinetic energy of the fragments is calculated assuming the excitation of both fragments (tuned by experimentally measured ions velocity distribution). An excited level is let to decay with fixed lifetime τ , emitting γ rays isotropically, with a Doppler shift calculated using the current ion velocity. If the emission occurs inside the target, the ion is processed to the end of target. γ-ray and ion energies and directions are written to the output file.
-AGATA simulation:
The data produced in the previous step are used as input to the AGATA simulation package [11] , which is being configured for the GANIL 31 AGATA crystals detector geometry. As output, the energy deposited in the AGATA crystals, together with the velocity vector of every γ-ray emitter, is written.
-AGATA tracking: AGATA simulated data are tracked (the same as experimental data) and Doppler corrected. The output is written as: γ-ray energy, detector_ID, relative theta between γ-ray and ion and ion velocity.
-Adding detector response: Experimentally extracted energy resolutions for the AGATA crystals and differences in counting rates are being included in the simulated data.
-Comparison: Simulated data are compared to experimentally measured γ-ray spectra calculating χ 2 .
Conclusions and outlook
Gamma-ray energy shifts of the 2
as a function of the angle between the γ-ray direction and the ion velocity, showed sensitivity of these shifts to the lifetime of the 2 + 2 excitation (Fig. 8) and indicated that it is below ∼ 300 fs. It has also been verified that the statistics collected for the 2 + 2 → 2 + 1 transition in 20 O is sufficient to determine the lifetime of the second 2 + state by using the line-shape technique.
Simulations of the line-shape as a function of lifetime and transition energy have been developed. Finally, two-dimensional (lifetime and γ-ray energy) minimization of χ 2 constructed as comparison of experimental and simulated 20 O γ-ray lineshapes will be performed. This will lead to the determination of the lifetime value of the second 2 + state in 20 O. 
