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Abstract
This paper provides an estimate of the sum of a homogeneous
polynomial P of degree ν and mean zero over the lattice points inside
a sphere of radius R. It is proved that∑
x∈Z3
|x|≤R
P (x) = Oǫ,P (R
ν+83/64+ǫ)
∗MIT, supported by Summer Program of Undergraduate Research
1
Contents
1 Introduction: A Historical Review 2
2 The Method of Chamizo and Iwaniec: Extensions, Improve-
ments and Limitations 4
3 Converting the Long Sum to the Exponential Sum 9
4 Estimating the Exponential Sum 11
5 Estimating the Long Sum 19
6 Estimating the Short Sum 22
7 Appendix A: Modularity of the Theta Function 24
8 Appendix B: Better Results with New Exponent Pairs 29
9 Appendix C: Summary of Proved and Conjectured θν 32
10 Acknowledgements 33
1 Introduction: A Historical Review
The Gauss Sphere Problem is a generalization of the famous Gauss Circle
Problem to three dimensions. It asks about the number of lattice points
in a sphere of radius R. While it is easy to see that the leading term is
asymptotically 4πR3/3, estimation of the error term is still open. Compared
to the two dimensional case, the Gauss Sphere Problem has received less
attention, yet it bears relation with a variety of topics in analytic number
theory: average class numbers of negative discriminants, estimates of L-
functions (see the introduction of [6]) and Fourier coefficients of modular
forms (see [5]), to name a few.
The trivial observation, already known to Gauss, that the error arises
only from a shell of constant thickness on the surface of the ball, provides an
error term of CR2, where C is an effective constant.
The first breakthrough was made by Van der Corput, who used Pois-
son summation formula to transform the lattice in physical space to the one
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in frequency space. In this way, counting lattice points translates to sum-
ming the Fourier transform of χB(R), the characteristic function of the ball
of radius R. Although the sum itself diverges, it can be brought convergent
by smoothing out χB(R), or equivalently multiplication of a cut-off function
in the frequency space. The width H of the range to be smoothed, and
correspondingly the radius H−1 in the frequency space to be summed, is a
parameter that can be adjusted to obtain an optimal error bound. Using
trivial estimates, Van der Corput obtained an error CRH−1 for the sum in
the frequency space, and an error CR2H from the smoothing in the physical
space. Balancing these two errors by setting H = R−1/2 an error of CR3/2
for the Gauss Sphere Problem was reached.
The basic structure of Van der Corput’s argument has remained un-
changed ever since. Subsequent improvements came from a more careful
analysis of both error terms. In the following discussions we shall use Vino-
gradov’s notations:
Definition 1. f = O(g) ⇐⇒ f ≪ g ⇐⇒ g ≫ f ⇐⇒ ∃C > 0 such that
f ≤ Cg. f ≍ g ⇐⇒ f ≪ g and g ≪ f . Subscripted variables attached to
these symbols mean that the implicit constant depends on the variables.
In addition we introduce a short hand for the exponential function.
Definition 2. We define e(z) = exp(2πiz) for z ∈ C.
The frequency side was first exploited for improvements, because the
Fourier transform of χB(r) turns out to be (up to some constants)
R
e(R|ξ|)
|ξ|2
Since the denominator can be removed by Abel summation, the summation
in the frequency space essentially involves the partial sum of the exponentials∑
ξ∈Z3
|ξ|≤N
e(R|ξ|)
Of the numerous ways invented to deal with such exponential sums, the two
most important ones are Van der Corput A and B processes. The A process
is also known as Weyl differencing,. The B process is Poisson summation
and stationary phase, much in the same spirit as discussed above. These two
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processes have been abstracted to give the method of exponent pairs. For
more details the reader is referred to Appendix B and [9].
Improvements in the frequency space culminated in the works of Chen [7]
and Vinogradov [15], in which they independently improved the estimate of
the exponential sum to Oǫ(RH
−1/2+ǫ) in a sufficiently large range so that it
can be balanced with O(R2H) to give an error estimate of Oǫ(R
4/3+ǫ).
The results of Chen and Vinogradov stood for another thirty years before
Chamizo and Iwaniec turned their attention to the physical space. Using
character sums, they improved the trivial bound O(R2H) on the error caused
by smoothing to Oǫ(R
15/8+ǫH7/8), and thus lowered the 4/3 in the exponent
further down to 29/22 [6]. Currently, the world record on this problem is
Oǫ(R
21/16+ǫ), obtained by Heath-Brown [10] in much the same way as [6]. His
step forward is an improved error bound Oǫ(R
11/6+ǫH5/6) of the character
sum.
Last but not least, it should be mensioned that current techniques are
still insufficient to prove the famous conjecture that the true error bound
should be Oǫ(R
1+ǫ).
2 The Method of Chamizo and Iwaniec: Ex-
tensions, Improvements and Limitations
Chamizo and Iwaniec’s method has gained popularity in a number of related
problems in recent years. Aside from the above-mentioned [10], the reader
is referred to [4] and [5] for more examples, and to [3] for a non-technical
account. This paper provides another application of this method, along with
some improvements. The problem considered here is summing a homoge-
neous polynomial of zero mean on the sphere. In other words, we provide an
estimate for ∑
x∈Z3
|x|≤R
P (x) (1)
where P is a homogeneous polynomial in three variables such that∫
|x|=R
P (x) = 0
It is well-known (see Corollary 2.50 of [8], for example) that P can be written
as a linear combination of spherical harmonics times powers of |x|2. The zero
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mean of P ensures that the spherical harmonics involved are all non-constant.
Therefore, it suffices to consider only harmonic homogeneous polynomial of
degree ν > 0.
Since P has zero mean, there is no main term of the form cRν+3 as in the
Gauss Sphere Problem. Thus the natural form of the estimate is∑
x∈Z3
|x|≤R
P (x) = Oǫ,P (R
ν+θν+ǫ)
where we have taken into account of the fact that sup|x|=R P (x) ≍ Rν .
Normally, we would expect that (by some abuse of notation) θν = θ0. In
other words, the error in estimating the sum of a homogeneous polynomial
of degree ν scales according to the degree of the polynomial. For example,
Van der Corput’s estimate
∑
x∈Z3
|x|≤R
1 =
4πR3
3
+O(R3/2)
easily generalizes to (see the proof of Lemma 3.5 (c) in [12])∑
x∈Z3
|x|≤R
P (x) = OP (R
ν+3/2)
Naively, we would expect Heath-Brown’s record-keeping result to give an
error of Oǫ,P (R
ν+21/16+ǫ) for our problem. While this is true, the exponent
21/16 can actually be lowered to 83/64 if we examine Heath-Brown’s method
more carefully and try to adapt it to the current case.
As mentioned in the previous section, Heath-Brown decomposed the sum
over lattice points into two parts, the “long sum” and the “short sum”. The
long sum is essentially a smoothed version of the original sum:
Sf (R) =
∑
x∈Z3
1
|x|f(|x|)
where f is a cutoff function growing like |x| when 0 ≤ |x| ≤ R and decreasing
linearly to 0 when R ≤ |x| ≤ R + H , and H is the “width” of the cutoff
function f , a parameter tunable for optimal bounds.
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On the other hand, the short sum is
Sf(R,H) =
∑
x∈Z3
R≤|x|≤R+H
1
|x|f(|x|)
The actual sum (1), in the special case P = 1, is then the difference between
Sf(R) and Sf (R,H), which are estimated in different ways.
The estimation of the long sum Sf(R) essentially follows [6]. More pre-
cisely, in the notation in [9], the operation ABAB is performed to Sf(R) to
obtain the following estimate (thanks to [5] for pointing out a misprint in
[6])
Sf(R) =
4πR3
3
+ 2πHR2 +Oǫ((RH
−1/2 +R11/8H1/8 +R21/16)H−ǫ) (2)
The short sum, on the other hand, is converted to a character sum, an
idea dated back to Gauss (see (1.2) of [6]). Its estimation is made by Chamizo
and Iwaniec, and improved by Heath-Brown to (see (3) in [10])
Sf (R,H) = 2πR
2H +Oǫ((R
11/6H5/6 +R19/15 +R7/6H−1/6)Rǫ)
Balancing Sf (R) and Sf(R,H) by setting H = R
−5/8, we obtain Heath-
Brown’s bound ∑
x∈Z3
|x|≤R
1 =
4πR3
3
+Oǫ(R
21/16+ǫ)
where, as Heath-Brown has remarked, the exponent 21/16 comes from trad-
ing the H factors in the term RH−1/2 in Sf(R) and the term R11/6H5/6 in
Sf(R,H). The term R
21/16 in Sf(R), on the other hand, is not optimal and
has some room for improvement.
The approach taken in this paper is essentially the same as that in [6] and
[10], but two differences should be remarked, the first one more fundamental
than the second.
The first difference is in the estimate of the short sum. While character
sum is used in the case P = 1, in our case when P is a harmonic homogeneous
polynomial of degree ν > 0, modular forms come into play. In more detail,
let
an =
∑
x∈Z3
|x|2=n
P (x)
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and
θ(z) =
∑
n∈N
ane(nz)
It is known (Proposition 2.1 of [14], or Example 2, P 14 of [13]) that θ is a
cusp form of weight k = ν + 3/2 with respect to the congruence group
Γ0(4) =
{(
a b
c d
)
∈ SL2(Z), 4|c
}
(when P = 1, θ is a modular form, but not a cusp form.) Therefore some
powerful estimates of the Fourier coefficients an of cusp forms are available,
of which we use Blomer-Harcos’ bound (Corollary 2 of [1])
an ≪ǫ,θ nk/2−5/16+ǫ(n, 2∞)5/8 ≍ Rν+7/8+ǫ(n, 2∞)5/8
and the triangle inequality to obtain Theorem 2:
Sf,P (R,H) = Oǫ,P (R
ν+ǫ(R15/8H +R)) (3)
which wins a factor of R1/8 over the trivial short sum estimate Of(R
ν+2H).
(The GCD term, which means the largest power-of-two factor of n, is ab-
sorbed in the process of summation.)
The second difference is a slight improvement of the estimate (2), which is
now necessary because the previously-mentioned improvements on the short
sum pushes H up, making R21/16 dominate RH−1/2 in the long sum, so
removing the R21/16 is necessary (and possible, as already hinted by Heath-
Brown). This is achieved by optimizing the two Weyl differencing steps (A
processes). Specifically, in [6], the lengths of the first and the second Weyl
differecing are set to N1/2−ǫ and U . This, however, is not optimal in all
cases, especially when N ≍ R6/5, for which the off-diagonal term actually
dominates the diagonal term. This paper improves on this by tuning the
lengths of the two Weyl differencing steps (Y in Lemma 2 and T in Lemma
4), if possible, to balance the diagonal and off-diagonal terms. Our new
estimate is Theorem 1, which for any homogeneous polynomial P of degree
ν having zero mean on the sphere, says:
Sf,P (R) = Oǫ,P (R
ν(RH−1/2 +R17/14H−1/7)H−ǫ) (4)
Now let’s see the effect of balancing (3) and (4). Let’s ignore the common
factor Rν and any factor of the form Rǫ or H−ǫ. Moreover, let’s assume
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that in the short sum the term R15/8H dominates (the other term actually
corresponds to the conjecture θν = 1), and that in the long sum the term
R17/14H−1/7 dominates (which is the very reason we want to optimize it).
We obtain
R17/14H−1/7 = R15/8H
which gives H = R−37/64 and∑
x∈Z3
|x|≤R
P (x) = Sf,P (R)− Sf,P (R,H) = Oǫ,P (Rν+83/64+ǫ)
The second term in Sf,P (R,H) is clearly dominated, while the first term in
Sf,P (R) is
Oǫ,P (RH
−1/2) = Oǫ,P (Rν+165/128+ǫ)
which is also dominated. Therefore we have succeeded in showing θν ≤
1+19/64, pushing Heath-Brown’s exponent (for the purpose of our problem)
down by 1/64, or 5% in relative terms. In Appendix B we use a recent
result of Huxley [11] to sketch a proof that θν can be further reduced to
1 + 35765/121336.
Finally let’s see how far we could possibly go from here. Assuming Lin-
delo¨f Exponent Pair Conjecture [4], we can substitute k = ǫ and l = 1/2 + ǫ
in (9) in Appendix B to reach θν ≤ 1 + 7/24, coming from the term RH−1/2
in the long sum, which can be traced back to the diagonal term in the first
Weyl differencing step. This is probably the best one can expect of the long
sum, unless it is redone from scratch in a radically different way.
On the other hand, improvements on the short sum may have a larger
impact. If we assume Ramanujan’s conjecture on modular forms of half
integral weight, i.e. (ignoring all the ǫ’s in the exponent)
|an| ≪f nk/2−1/2 ≍ Rν+1/2
and use the triangle inequality we get
(R+H)2∑
n=R2
|an| ≪f Rν+3/2H
Balancing this result with Theorem 1 we obtain a significant better result
θν ≤ 1 + 1/4. If we use a general exponent pair (k, l) provided by Theorem
3 we obtain an error bound of
Oǫ,P (R
7/6 +R1+
3k+3l+1
10k+10l+6 )
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The pair in [11] yields θν ≤ 1+1409/5790. Assuming the Lindelo¨f conjecture
we can get θν ≤ 1 + 5/22.
Finally we state a conjecture analogous to the famous Gauss Sphere Prob-
lem.
Conjecture 1. θν = 1. In other words. Suppose P is a homogeneous poly-
nomial of degree ν in three variables and P has zero mean on the sphere,
then ∑
x∈Z3
|x|≤R
P (x) = Oǫ,P (R
ν+1+ǫ)
A tabulated summary of all the proved and conjectured exponents men-
tioned above can be found in Appendix C.
3 Converting the Long Sum to the Exponen-
tial Sum
Suppose P is any homogeneous polynomial of degree ν > 0 in three variables,
not necessarily having zero mean on the sphere.
Definition 3. The “long sum” refers to the following sum:
Sf,P (R) =
∑
x∈Z3
gP (x)
where gP (x) = P (x)g(x), g(x) = f(|x|)/|x|, and f is the cutoff function
f(x) =


x, x ∈ [0, R]
R(R +H − x)/H, x ∈ [R,R +H ]
0, x ≥ R +H
Lemma 1.
Sf,P (R)
=
∫
R3
P (x)g(x)dx+
∑
ν1+ν2=ν
Rν1
∑
ξ∈Z3\0
Qν1(ξ) sin(2πR|ξ|+ πν12 )
|ξ|3+ν1+2ν2
+
∑
ν1+ν2+ν3=ν
Hν1(2R +H)ν2
∑
ξ∈Z3\0
Q˜ν1,ν2(ξ) sin(πH|ξ|+ πν12 ) cos(π(2R +H)|ξ|+ πν22 )
|ξ|3+ν1+ν2+2ν3
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where Qν1 and Q˜ν1,ν2 are homogeneous polynomials of degree ν.
Proof. By Poisson summation formula applied to g (whose validity will be
justified later in Theorem 1)
Sf,P (R) =
∑
ξ∈Z3
gˆP (ξ)
where the convention of the Fourier transform taken here is
fˆ(ξ) =
∫
R3
f(x)e(−ξ · x)
and e(z) is defined to be exp(2πiz) for all z ∈ C.
If ξ = 0, then
gˆP (ξ) =
∫
R3
gP (x)dx
is the integral of the smoothed function gP over R
3, which contributes to the
main term of the estimate of the long sum, and which actually vanishes if P
has zero mean on the sphere.
If ξ 6= 0, then by (5.2) in [6], we have
gˆ(ξ) =
sin(2πR|ξ|)
2π2|ξ|3 −
R
H
sin(πH|ξ|)
π2|ξ|3 cos(π(2R +H)|ξ|)
so
gˆP (ξ) = P
(−∂ξ
2πi
)(
sin(2πR|ξ|)
2π2|ξ|3 −
R
H
sin(πH|ξ|) cos(π(2R +H)|ξ|)
π2|ξ|3
)
By induction on ν, we can show that
P (∂ξ)
(
sin(2πR|ξ|)
|ξ|3
)
=
∑
ν1+ν2=ν
Rν1
Qν1(ξ) sin(2πR|ξ|+ πν12 )
|ξ|3+ν1+2ν2
and
P (∂ξ)
(
sin(πH|ξ|) cos(π(2R +H)|ξ|)
|ξ|3
)
=
∑
ν1+ν2+ν3=ν
Hν1(2R +H)ν2
Q˜ν1,ν2(ξ) sin(πH|ξ|+ πν12 ) cos(π(2R +H)|ξ|+ πν22 )
|ξ|3+ν1+ν2+2ν3
where Qν1 and Q˜ν1,ν2 are homogeneous polynomials of degree ν.
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Now if we sum over ξ ∈ Z3\0 and use trigonometric identities, we get
sums of the following type
∑
ξ∈Z3\0
Q(ξ)e(R|ξ|)
|ξ|m , or
∑
ξ∈Z3\0
Q(ξ)e((R +H)|ξ|)
|ξ|m
where Q is a homogeneous polynomial of degree ν. By Abel summation, it
boils down to estimating sums of the following type∑
ξ∈Z3
|ξ|2≤N
Q(ξ)e(R|ξ|)
This is the sort of exponential sum that will play a key role in the esti-
mation of the long sum.
4 Estimating the Exponential Sum
In this section, Q denotes a homogeneous polynomial of degree ν ≥ 0 in
three variables, not necessarily having zero mean on the sphere. To justify
the convergence of Poisson summation later, we introduce a variable h ∈ Z3.
Note however that all the estimates in this section are uniform in h, which
implies uniform convergence of the partial sums of the Fourier series.
Definition 4. The exponential sum we are going to estimate is the following:
VN,Q,h(R) =
∑
ξ∈Z3
|ξ|2≤N
Q(ξ)e(R|ξ|+ h · ξ)
Lemma 2. If R ≥ 1 then
VN,Q,h(R)≪ǫ,Q Nν/2+ǫ(min{N3/2, N5/4 +N15/14R3/14})
Remark 1. The right hand side
≪ Nν/2+ǫ ·


N3/2, 1 ≤ N ≪ R1/2
N15/14R3/14, R1/2 ≪ N ≪ R6/5
N5/4, N ≫ R6/5
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Proof. Clearly it suffices to prove Lemma 2 for Q = aibjck with i+ j+k = ν.
The fact that VN,Q,h(R)≪ N3/2 comes from the trivial bound
VN,Q,h(R) ≤
∑
ξ∈Z3
|ξ|2≤N
|Q(ξ)| ≤ #{ξ ∈ Z3, |ξ|2 ≤ N} sup
|ξ|2≤N
|Q(ξ)| ≪ Nν/2+3/2
To prove the second bound, we transform it into an expression that is the
starting place of the estimates in [6]. By dyadic decomposition
VN,Q,h(R) =
logN∑
k=1
V ◦2k,Q,h(R)
where
V ◦N,Q,h(R) =
∑
ξ∈Z3
|ξ|2≍N
Q(ξ)e(R|ξ|+ h · ξ)
so it suffices to show
V ◦N,Q,h(R)≪ǫ,Q Nν/2+ǫ(N5/4 +N15/14R3/14)
For a2 + b2 ≤ N , let χa,b be a piecewise linear function that is equal
to 1 on Z ∩ [−√N − a2 − b2,√N − a2 − b2], and 0 on the other integers.
Then by Theorem 7.3 in [9], χˆa,b(θ) is uniformly bounded by K(θ), where
‖K‖L1 ≪ logN ≪ǫ N ǫ. Therefore, up to the terms where two of a, b and c
are identical, which sum to (
√
N)2O(Nν/2) = O(Nν/2+1),
V ◦N,Q,h(R)≪
∑
a2+b2+c2≍N
a,b≥c
e(R
√
a2 + b2 + c2 + ah1 + bh2 + ch3)a
ibjck
=
∑
a,b≥c
aibje(ah1 + bh2)
∑
|c|≤
√
N
e(R
√
a2 + b2 + c2 + ch3)c
k
∫
R
χˆa,b(θ)e(cθ)dθ
≤
∑
a,b≥c
(a2 + b2)(i+j)/2
∣∣∣∣∣∣
∫
R
χˆa,b(θ)
∑
|c|≤√N
e(R
√
a2 + b2 + c2)cke(c(θ + h3))dθ
∣∣∣∣∣∣
≪
∑
0<n=a2+b2≍N
n(i+j)/2d(n)
∫
R
|K(θ)|
∣∣∣∣∣∣
∑
|c|≤√N
e(R
√
n + c2)cke(c(θ + h3))
∣∣∣∣∣∣ dθ
≪ǫ N (i+j)/2+ǫmax
θ
∑
0<n≍N
∣∣∣∣∣∣
∑
|c|≤
√
N
e(R
√
n + c2)cke(c(θ + h3))
∣∣∣∣∣∣
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Now let’s apply Weyl differencing: for 1 ≤ Y ≪√N we have
Y
∑
|c|≤
√
N
e(R
√
n + c2)cke(c(θ + h3))
≍
∑
|d|≤Y
2|d
∑
c
|c+d|≤√N
e(R
√
n + (c+ d)2)(c+ d)ke((c+ d)(θ + h3))
=
∑
|c|≤√N+Y
∑
|d|≤Y
|c+d|≤√N
2|d
e(R
√
n + (c+ d)2)(c+ d)ke((c+ d)(θ + h3))
By Cauchy Inequality,
Y 2
∣∣∣∣∣∣
∑
|c|≤√N
e(R
√
n + c2)cke(c(θ + h3))
∣∣∣∣∣∣
2
≪N1/2
∑
|c|≤√N+Y
∣∣∣∣∣∣∣∣∣
∑
|d|≤Y
|c+d|≤√N
2|d
e(R
√
n + (c+ d)2)(c+ d)ke((c+ d)(θ + h3))
∣∣∣∣∣∣∣∣∣
2
=N1/2
∑
|c|≤√N+Y
∑
|d1,2|≤Y
|c+d1,2|≤
√
N
2|d1,2
e(R(
√
n+ (c+ d1)2 −
√
n + (c+ d2)2))
· (c+ d1)k(c+ d2)ke((d1 − d2)(θ + h3))
=N1/2
∑
d=(d1−d2)/2
|d|≤Y
∑
m=c+(d1+d2)/2
|m|≤√N−d
(Y − d)e(R(
√
n+ (m+ d)2 −
√
n+ (m− d)2))
(m+ d)k(m− d)ke(2d(θ + h3))
≤Nk+1Y +N1/2
∑
1≤|d|≤Y
∑
|m|≤
√
N−d
(Y − d)e(R(
√
n+ (m+ d)2 −
√
n + (m− d)2))
(m+ d)k(m− d)ke(2d(θ + h3))
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Therefore∣∣∣∣∣∣
∑
0<n≍N
∑
|c|≤√N
e(R
√
n+ c2)cke(c(θ + h3))
∣∣∣∣∣∣
2
≪N max
θ
∑
0<n≍N
∣∣∣∣∣∣
∑
|c|≤√N
e(R
√
n+ c2)cke(c(θ + h3))
∣∣∣∣∣∣
2
≪Nk

N3Y −1 +N3/2Y −1 ∑
|d|≤Y
∑
|m|≤√N
∣∣∣∣∣
∑
0<n≍N
e(R(
√
n+ (m+ d)2 −
√
n+ (m− d)2))
∣∣∣∣∣


≪Nk

N3Y −1 +N3/2Y −1 ∑
y=4md
y≪Y√N
d(y)
∣∣∣∣∣∣
∑
0<x=n+(m−d)2≍N
e(f(x, y))
∣∣∣∣∣∣


≪ǫNk+ǫ(N3Y −1 +N3/2Y −1VN,Y√N (R))
where f(x, y) = R(
√
x+ y −√x) and
VN,D(R) =
∑
y≍D
∣∣∣∣∣
∑
0<x≍N
e(f(x, y))
∣∣∣∣∣
Hence we conclude that, for all 1 ≤ Y ≪ √N ,
|V ◦N,Q,h(R)|2 ≪ǫ,Q Nν+ǫ(N3Y −1 +N3/2Y −1VN,Y√N(R))
≪ǫ Nν+2ǫ(N3Y −1 +R1/2N2Y 1/6)
The last step follows from Lemma 3. As a result
V ◦N,Q,h(R)≪ǫ,Q Nν/2+ǫ(N3/2Y −1/2 +R1/4NY 1/12)
If N ≫ R6/5, then we let Y ≍ √N to get
V ◦N,Q,h(R)≪ǫ,Q Nν/2+ǫ(N5/4 +R1/4N25/24)≪ Nν/2+ǫN5/4
If R1/2 ≤ N ≪ R6/5, then we let 1 ≤ Y ≍ N6/7R−3/7 ≪√N to get
V ◦N,Q,h(R)≪ǫ,Q Nν/2+ǫN15/14R3/14
If N ≤ R1/2, then N15/14R3/14 ≥ N3/2 and Lemma 2 reduces to the trivial
bound.
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Lemma 3. If R ≥ 1 and 1 ≤ D ≪ N , then
VN,D(R)≪ (logN)(N3/2 +R1/2D7/6N−1/12)
Proof. By dyadic decomposition
VN,D(R) =
logD∑
k=1
V ◦N,2k(R)≪ (logN) max
1≪D1≪D
V ◦N,D1(R)
where
V ◦N,D(R) =
∑
y≍D
∣∣∣∣∣
∑
0<x≍N
e(f(x, y))
∣∣∣∣∣
If D ≪ D0 = N3/2R−1, then
fx(x, y) =
R
2
(
1√
x
− 1√
x+ y
)
=
Ry
2
√
x
√
x+ y(
√
x+
√
x+ y)
≪ 1
Therefore by Theorem 2.1 of [9]∣∣∣∣∣
∑
0<x≍N
e(f(x, y))
∣∣∣∣∣≪ fx(x, y)−1 ≪ N3/2R−1D−1
so VN,D(R)≪ N3/2R−1 ≤ N3/2.
Now suppose D0 ≪ D ≪ N . This is possible only when N ≪ R2. By ap-
plying the B process of the one-dimensional Van der Corput’s method (Pois-
son summation and stationary phase, Lemma 3.6 of [9] with F = RDN−1/2)
we get∣∣∣∣∣
∑
0<x≍N
e(f(x, y))
∣∣∣∣∣ =
∑
ξ≍fx(x,y)
e(g(ξ, y)− 1/8)
|fxx(α(ξ, y), y)|1/2 +O(log(RDN
−3/2))
+O(R−1/2D−1/2N5/4) +O(1)
=
∑
ξ≍fx(x,y)
e(g(ξ, y)− 1/8)
|fxx(α(ξ, y), y)|1/2 +O(logR) +O(R
−1/2D−1/2N5/4)
where α(ξ, y) satisfies fx(α(ξ, y), y) = ξ, and
g(ξ, y) = f(α(ξ, y), y)− α(ξ, y)ξ
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For any n ∈ N, ∂nxf(x, y) does not change sign, so (replacing n by n+ 1)
it is monotone in x. Thus α(ξ, y) and hence fxx(α(ξ, y), y) are monotone in
ξ. By Abel summation, we obtain∣∣∣∣∣
∑
0<x≍N
e(f(x, y))
∣∣∣∣∣≪ VN,U(y;R)infξ≍U |fxx(α(ξ, y), y)|1/2 +R−1/2D−1/2N5/4 + logR
≪ R−1/2D−1/2N5/4VN,U(y;R) +R−1/2D−1/2N5/4 + logR
for U ≍ fx(x, y) = RDN−3/2, where
VN,U(y;R) =
∣∣∣∣∣
∑
ξ≍U
e(g(ξ, y))
∣∣∣∣∣
Hence
V ◦N,D(R) =
∑
y≍D
∣∣∣∣∣
∑
0<x≍N
e(f(x, y))
∣∣∣∣∣
≪ R−1/2D−1/2N5/4
∑
y≍D
VN,U(y;R) +R
−1/2D1/2N5/4 +D logR
≪ R−1/2N5/4
(∑
y≍D
|VN,U(y;R)|2
)1/2
+R−1/2N7/4 +N logR
By Lemma 4 below we conclude that
V ◦N,D(R)≪ R−1/2N5/4(R1/2DN−3/4 +RD7/6N−4/3) +R−1/2N7/4 +N logR
≪ N3/2 +R1/2D7/6N−1/12
where we have used 1 ≤ D ≪ N ≪ R2 to dominate the first two terms over
the last two.
Lemma 4. If R≪ N2 and 1 ≤ D ≪ N , then∑
y≍D
|VN,U(y;R)|2 ≪ RD2N−3/2 +R2D7/3N−8/3
Remark 2. A more general result utilizing any established exponent pair
(k, l) is found in Lemma 10 in Appendix B. However, the slight improve-
ment obtained by using the exponent pair in [11] comes with the price of the
inflation of the numerator and denumerator.
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Proof. Apply Weyl differencing to VN,U(y;R): for some T ∈ [1, U ] to be
chosen later,
T 2
∑
y≍D
|VN,U(y;R)|2 =
∑
y≍D
∣∣∣∣∣
∑
ξ≍U
T−1∑
t=0
e(g(ξ + t, y))
∣∣∣∣∣
2
≤ U
∑
ξ≍U
T−1∑
t1,t2=0
∑
y≍D
e(g(ξ + t1, y)− g(ξ + t2, y))
= U
∑
|t|≤T
(T − |t|)
∑
ξ≍U
∑
y≍D
e(G(ξ, y, t))
≤ U2TD + UT
∑
1≤|t|≤T
∑
ξ≍U
∣∣∣∣∣
∑
y≍D
e(G(ξ, y, t))
∣∣∣∣∣
≪ U2TD + U2T 2 max
1≤|t|≤T
|VN,D(t, ξ;R)|
where G(ξ, y, t) = g(ξ + t, y)− g(ξ, y), and
VN,D(t, ξ;R) =
∑
y≍D
e(G(ξ, y, t))
From the computations in [6] (or Corollary 3.5 of [4]) we know that
∂nyG(ξ, y, t) ≍ tND−n for n = 1, 2, 3, so estimates (2.3.8) and (2.3.9) in
[9] are valid (with F replaced by tN and N replace by D). Note that in this
case tN ≥ D, so the first term in both estimates dominates the second term,
yielding
|VN,D(t, ξ;R)| ≪ min{T 1/2N1/2, T 1/6N1/6D1/2}
Therefore∑
y≍D
|VN,U(y;R)|2 ≪ U2(T−1D +min{T 1/2N1/2, T 1/6N1/6D1/2})
Let’s record the numerology of some borderlines. Balancing the first
and the second term yields T1 = D
2/3N−1/3. Balancing the first and the
third yields T2 = D
3/7N−1/7. Balancing the second and the third yields
T3 = D
3/2N−1. Balancing T1 with U = RDN−3/2 ≥ 1 yields D1 = N7/2R−3.
Balancing T2 with U gives D2 = N
19/8R−7/4. Balancing T3 with U gives
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D3 = R
2N−1. Comparing D0 = N3/2R−1, D1, D2, D3 and N gives the
following list:
N ordering
[R6/5, R2] D3 ≪ D0 ≪ N,D2 ≪ D1
[R,R6/5] D0 ≪ D1,2,3 ≪ N
[1, R] D1 ≪ D0,2 ≪ N ≪ D3
(1) R6/5 ≪ N ≪ R2. We always have D3 ≪ D0 and N ≪ D1. Thus
T1,3 ≫ U , so we always take the first argument of the min, which is then
dominated by T−1D. Therefore by setting T = U we get∑
y≍D
|VN,U(y;R)|2 ≪ UD = RD2N−3/2
(2) R≪ N ≪ R6/5.
(2.1) D1 ≪ D ≪ N . Then we have T1 ≪ U , so we balance the first argu-
ment of the min with T−1D by setting T = T1 ≫ D2/31 N−1/3 = N2R−2 ≫ 1
to get ∑
y≍D
|VN,U(y;R)|2 ≪ U2D1/3N1/3 = R2D7/3N−8/3
(Although the second argument in the min may be smaller, it does not happen
for large D, so we have to balance the first argument with T−1D in this case.)
(2.2) D0 ≪ D ≪ D1. Then we have U ≪ T1, so we take T = U to reach
the same conclusion as in (1).
(3) 1 ≤ N ≪ R.
(3.1) N1/2 ≪ D ≪ N . In this case T1 ≫ 1, so we can set T = T1 to reach
the same conclusion as (2.1).
(3.2) 1 ≤ D ≪ N1/2. In this case we let T = 1:∑
y≍D
|VN,U(y;R)|2 ≪ U2(D +N1/6D1/2) = R2D3N−3 +R2D5/2N−17/6
which is again dominated by (2.1).
Combining (1) through (3) we conclude that for all D ≪ N ,∑
y≍D
|VN,U(y;R)|2 ≪ RD2N−3/2 +R2D7/3N−8/3
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5 Estimating the Long Sum
Lemma 5. Suppose Q is a homogeneous polynomial of degree ν ≥ 0 in three
variables, not necessarily having zero mean on the sphere, and m ≥ ν + 3,
then
lim
N→∞
∑
0<|ξ|2≤N
Q(ξ)e(R|ξ|+ h · ξ)
|ξ|m ≪ǫ,Q R
ǫ
Moreover, the limit on the left hand side converges uniformly (although not
absolutely) in h.
Proof. By Abel summation
∑
0<|ξ|2≤N
Q(ξ)e(R|ξ|+ h · ξ)
|ξ|m =
N∑
n=1
n−m/2
∑
|ξ|2=n
Q(ξ)e(R|ξ|+ h · ξ)
≪
N∑
n=1
n−m/2−1|Vn,Q,h(R)|+N−m/2|VN,Q,h(R)|
where
VN,Q,h(R) =
∑
|ξ|2≤N
Q(ξ)e(R|ξ|+ h · ξ)
and we have ignored the discrepancy at ξ = 0, which is of order OQ(1) and
is clearly dominated by other terms. By Lemma 2 we have
lim sup
N→∞
∣∣∣∣∣∣
∑
0<|ξ|2≤N
Q(ξ)e(R|ξ|+ h · ξ)
|ξ|m
∣∣∣∣∣∣
≪ǫ,Q
∑
1≤n≪R1/2
n−m/2+ν/2+1/2+ǫ +R3/14
∑
R6/11≪n≪R6/5
n−m/2+ν/2+1/14+ǫ
+
∑
n≫R6/5
n−m/2+ν/2+1/4+ǫ + lim
N→∞
N−m/2+ν/2(N5/4 +N15/14R3/14)
≪nǫ|R1/2n=1 +R3/14n−3/7+ǫ|R
1/2
n=R6/5 + n
−1/4+ǫ|R6/5n=∞ ≪ Rǫ
Moreover, for M > N ≫ R6/5 we have∑
N<|ξ|2≤M
Q(ξ)e(R|ξ|+ h · ξ)
|ξ|m ≪ǫ,Q n
−1/4+ǫ|Nn=∞ +N−m/2+ν/2(N5/4 +N15/14R3/14)
→ǫ,Q 0, asN →∞
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Theorem 1. Suppose P is a homogeneous polynomial of degree ν ≥ 0, not
necessarily having zero mean on the sphere, R ≥ 1 and H ≤ 1, then
Sf,P (R) =
∫
R3
P (x)g(x)dx+Oǫ,PR
νH−ǫ(RH−1/2 +R17/14H−1/7)
Proof. Consider the function
Sf,P (h;R) =
∫
R3
P (x)g(x)dx+
∑
ξ∈Z3\0
gˆP (ξ)e(h · ξ)
where the summation over ξ in the second term on the right hand side is
taken in the sense of Lemma 5, and gˆP (ξ) (for ξ ∈ Z3\0) is given by
gˆP (ξ) =
∑
ν1+ν2=ν
Rν1
Qν1(ξ)e(R|ξ|)
|ξ|3+ν1+2ν2
+
∑
ν1+ν2+ν3=ν
RHν1−1(2R +H)ν2
Q˜ν1,ν2(ξ) sin(πH|ξ|+ πν12 ) cos(π(2R+H)|ξ|+ πν22 )
|ξ|3+ν1+ν2+2ν3
Since 3 + ν1 + 2ν2 ≥ ν + 3 ≥ degQν1 + 3, Lemma 5 applies to show that∑
ξ∈Z3\0
∑
ν1+ν2=ν
Rν1
Qν1(ξ)e(R|ξ|+ h · ξ)
|ξ|3+ν1+2ν2 ≪ǫ,Q R
ν+ǫ
Similarly, since 3 + ν1 + ν2 + 2ν3 ≥ deg Q˜ν1,ν2 + 3, H ≤ 1, and 2R+H ≪ R,
∑
ξ∈Z3\0
∑
ν1+ν2+ν3=ν
ν1≥1
RHν1−1(2R +H)ν2
Q˜ν1,ν2(ξ) sin(πH|ξ|+ πν12 ) cos(π(2R+H)|ξ|+ πν22 )e(h · ξ)
|ξ|3+ν1+ν2+2ν3
≪ǫ,Q˜Rν+ǫ
(when ν = 0, i.e. P is constant, this sum actually vanishes), so we conclude
that
Sf,P,h(R) =
∑
ξ∈Z3\0
∑
ν2+ν3=ν
RH−1(2R +H)ν2
Q˜0,ν2(ξ) sin(πH|ξ|) cos(π(2R +H)|ξ|+ πν22 )e(h · ξ)
|ξ|3+ν2+2ν3
+Oǫ,P (R
ν+ǫ)
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By Abel summation and Lemma 2 we have
∑
0<|ξ|≤H−1/2
Q˜0,ν2(ξ) sin(πH|ξ|) cos(π(2R +H)|ξ|+ πν22 )e(h · ξ)
|ξ|3+ν2+2ν3
=
H−2/4∑
n=1
sin(πH
√
n)
n3/2+ν2/2+ν3
∑
ξ∈Z3
|ξ|2=n
Q˜0,ν2(ξ) cos
(
π(2R +H)|ξ|+ πν2
2
)
e(h · ξ)
=
H−2/4∑
N=1
∆N
(
sin(πH
√
N)
N3/2+ν2/2+ν3
) ∑
ξ∈Z3
0<|ξ|2≤N
Q˜0,ν2(ξ) cos
(
π(2R +H)|ξ|+ πν2
2
)
e(h · ξ)
+O(H3+ν2+2ν3VH−2/4,P,h(R))
≪H
H−2/4∑
N=1
N−2−ν/2|VN,P,h(R)|+H3+ν |VH−2/4,P,h(R)|
≪ǫ,PH
∑
1≤N≪H−2
N ǫ(N−3/4 +N−13/14R3/14) +H1/2 +H6/7R3/14
≪HN ǫ(N1/4 +N1/14R3/14)|H−21 +H1/2 +H6/7R3/14
=H−2ǫ(H1/2 +H6/7R3/14)
where ∆N denotes the difference in the variable N , and similarly
∑
|ξ|>H−1/2
Q˜0,ν2(ξ) sin(πH|ξ|) cos(π(2R +H)|ξ|+ πν22 )e(h · ξ)
|ξ|3+ν2+2ν3
=
∑
N>H−2/4
∆N
(
1
N3/2+ν2/2+ν3
) ∑
ξ∈Z3
0<|ξ|2≤N
Q˜0,ν2(ξ) sin(πH|ξ|) cos
(
π(2R +H)|ξ|+ πν2
2
)
e(h · ξ)
≪
∑
N≫H−2
N−5/2−ν/2|VN,P,h(R)| ≪ǫ,P
∑
N≫H−2
N ǫ(N−5/4 +N−10/7R3/14)
≪N ǫ(N−1/4 +N−3/7R3/14)|H−2∞
=H−2ǫ(H1/2 +H6/7R3/14)
Combining the two parts we get
Sf,P (h;R) =
∫
R3
P (x)g(x)dx+Oǫ,PR
νH−ǫ(RH−1/2 +R17/14H−1/7)
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By Lemma 5 we know that the sum Sf,P (h;R) converges uniformly in h.
On the other hand, by Parseval identity we know that the sum converges in
L2(R3/Z3) to
gP (h) =
∑
x∈Z3
P (x+ h)g(x+ h)
Since this is a continuous function, it is identical (everywhere) to the uniform
limit Sf,P (h;R). In particular, taking h = 0 yields
Sf,P (R) =
∑
x∈Z3
P (x)g(x) = Sf,P (0;R)
=
∫
R3
P (x)g(x)dx+Oǫ,PR
νH−ǫ(RH−1/2 +R17/14H−1/7)
6 Estimating the Short Sum
Now we turn to the short sum. Suppose P is a homogeneous polynomial of
degree ν > 0 in three variables, now having zero mean on the sphere. Note
that degP = 0 implies P = 0, which is trivial.
Definition 5. By the “short sum” we mean the following:
Sf,P (R,H) =
∑
x∈Z3
R≤|x|≤R+H
1
|x|f(|x|)
Moreover, we let
an =
∑
x∈Z3
|x|2=n
P (x)
and define the theta-series
θ(z) =
∑
n∈N
ane(nz) =
∑
x∈Z3
P (x)e(|x|2z)
where as usual e(z) = e2πiz.
First we suppose that P is harmonic, then by Lemma 9 in Appendix A,
θ is a cusp form of half integral weight k = ν + 3/2 ≥ 5/2 for Γ0(4). For all
n ∈ N we have:
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Lemma 6. ([13], Proposition 1.5.5)
an ≪ǫ,θ nk/2−1/4+ǫ
Lemma 7. ([1], Corollary 2)
an ≪ǫ,θ nk/2−5/16+ǫ(n, 2∞)5/8
Theorem 2. Suppose P is a homogeneou polynomial of degree ν ≥ 0 in three
variables, having zero mean on the sphere. Then
Sf,P (R,H)≪ǫ,P Rν+ǫ(R15/8H +R)
Proof. By Corollary 2.50 of [8], we can write
P (x) =
[ν/2]∑
d=0
|x|2dPν−2d(x)
where Pν−2d is a homogeneous harmonic polynomial of degree ν − 2d.
If ν is odd, then there is no term P0 in the sum (and actually an van-
ishes identically by considering the symmetry x → −x). If ν is even, then
integration over the sphere gives
0 =
∫
S2
P (x) =
[ν/2]∑
d=0
∫
S2
Pν−2d(x) = P0
so the sum does not include P0 either. Now by Lemma 6 and Lemma 7,
|Sf,P (R,H)| =
∣∣∣∣∣∣
(R+H)2∑
n=R2
f(n)an
n
∣∣∣∣∣∣ ≤
(R+H)2∑
n=R2
|an|
≪ǫ,P
[ν/2]∑
d=0
R2d

Rν−2d+3/2−5/8+ǫ (R+H)
2∑
n=R2
(n,2∞)≪RH
(n, 2∞)5/8 +Rν−2d+1+ǫ


≪ Rν+ǫ
(
R7/8
∑
k≪logRH
RH
2k
25k/8 +R
)
≪ Rν+ǫ(R15/8H + R)
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7 Appendix A: Modularity of the Theta Func-
tion
Suppose n ≥ 2. Let C[x] denote a polynomial with complex coefficients
in the variable x ∈ Cn. Let C[x]ν be the subspace of C[x] consisting of
homogeneous polynomials of degree ν. Let H [x] denote the subspace of
harmonic polynomials.
Lemma 8. C[x]ν ∩H [x] = spanC{(
∑n
j=1 ajxj)
ν , (aj)
n
j=1 ∈ Cn,
∑n
j=1 a
2
j = 0}.
Proof. Define a positive definite inner product on C[x] by letting
〈
xα,xβ
〉
=
α!δαβ. The Laplacian ∆ and the multiplication operator M(f) = f · |x|2
operate on C[x]. It is easy to check that they are adjoints under this inner
product. Therefore
H = ker∆ = (ranM)⊥
We restrict the whole space to C[x]ν , where the inner product is still
positive definite, and denote the right hand side by L. It suffices to show
that
L = (ranM)⊥
Since C[x]ν is finite dimensional, it is equivalent to
L⊥ = ranM
For f(x) =
∑
|α|=d cαx
α ∈ C[x]ν we have〈(
n∑
j=1
ajxj
)ν
, f(x)
〉
=
〈∑
|α|=d
|α|!
α!
aαxα,
∑
|α|=d
cαx
α
〉
= |α|!
∑
|α|=d
cαa
α = |α|!f(a)
Therefore
f ∈ L⊥ ⇐⇒ f(ai) = 0, ∀(ai) ∈ Cn,
n∑
i=1
a2i = 0⇐⇒ |x|2|f(x)⇐⇒ f ∈ ranM
where we have used Hilbert’s Nullstellensatz and the fact that (|x|2) is a
radical ideal in C[x] when n ≥ 2. (When n ≥ 3 it is actually irreducible,
or equivalently, prime, in the UFD C[x]. When n = 2 we have |x|2 =
(x1 + ix2)(x1 − ix2) does not have repeated factors.)
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Now suppose pν ∈ C[x]ν ∩ H [x]. Let θ(z) =
∑
x∈Zn pν(x)e(|x|2z). Then
θ is holomorphic on the upper half plane H.
Lemma 9. θ is a cusp form of weight ν + n/2 on Γ0(4)\H, where
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z), N |c
}
More precisely, for every γ ∈ Γ0(4) we have
θ(γz) = j(γ, z)2ν+nθ(z)
where
j(γ, z) =
( c
d
)
ǫ−1d (cz + d)
1/2
where
(
c
d
)
is the Legendre symbol as extended by Shimura ([14], point 3 in
Notation and Terminology), ǫd =
{
1, d = 1 mod 4
i, d = 3 mod 4
, and all square roots
are taken in the principal branch (
√−1 is taken to be e(+1/4).)
Proof. If ν is odd then θ = 0 by considering the symmetry x→ −x. There-
fore we assume ν to be even.
By Lemma 8,
θ ∈ spanC
∑
x∈Zn
(
n∑
j=1
ajxj
)ν
e(|x|2z),
n∑
j=1
a2j = 0
Therefore we may assume that θ is one of the basis vectors on the right hand
side.
First we suppose
(
a b
c d
)
∈ SL2(Z). If c = 0, then a = d = ±1. In either
case we have j(γ, z) = 1, consistent with the fact that θ(z + b) = θ(z) for
any b ∈ Z.
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Now we suppose c 6= 0, then
θ
(
az + b
cz + d
)
= θ
(
a
c
− 1
c(cz + d)
)
=
∑
m∈(Z/cZ)n
∑
x∈Zn
(
n∑
j=1
aj(cxj +mj)
)ν
e
((
a
c
− 1
c(cz + d)
)
|cx+m|2
)
=
∑
m∈(Z/cZ)n
e(am2/c)
∑
x∈Zn
(
n∑
i=1
aj(cxj +mj)
)ν
e
(
− c
cz + d
∣∣∣x+ m
c
∣∣∣2)
(5)
By Poisson summation formula,
∑
x∈Zn
(
n∑
j=1
aj(cxj +mj)
)ν
e
(
− c
(cz + d)
∣∣∣x+ m
c
∣∣∣2)
=
∑
ξ∈2πZn
exp
(
im · ξ
c
)( n∑
j=1
ajci∂ξj
)ν
(2π)n/2(
4πic
cz+d
)n/2 e
(
− 1
2πi
cz + d
8πic
|ξ|2
)
=(ci)ν
∑
ξ∈2πZn
exp
(
im · ξ
c
)(
cz + d
2ic
)n/2( n∑
j=1
aj∂ξj
)ν
e
(
1
16π2
(
z +
d
c
)
|ξ|2
)
We compute the derivative on the rightmost exponential inductively.(
n∑
j=1
aj∂ξj
)
e
(
1
16π2
(
z +
d
c
)
|ξ|2
)
= C(z, c, d, a, ξ)e
(
1
16π2
(
z +
d
c
)
|ξ|2
)
where
C(z, c, d, a, ξ) =
i
4π
(
z +
d
c
)( n∑
j=1
ajξj
)
Suppose
(
n∑
j=1
aj∂ξj
)k
e
(
1
16π2
(
z +
d
c
)
|ξ|2
)
= C(z, c, d, a, ξ)ke
(
1
16π2
(
z +
d
c
)
|ξ|2
)
(6)
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Then(
n∑
j=1
aj∂ξj
)k+1
e
(
1
16π2
(
z +
d
c
)
|ξ|2
)
= C(z, c, d, a, ξ)k+1e
(
1
16π2
(
z +
d
c
)
|ξ|2
)
+kC(z, c, d, a, ξ)k−1
n∑
j=1
aj∂ξjC(z, c, d, a, ξ)
Since
∑n
j=1 a
2
j = 0, it is easy to see that the second term on the right hand
side vanishes, so by induction we have shown that (6) holds for all k ∈ N.
Therefore the inner sum of (5) is
(−1)ν
∑
ξ∈2πZn
exp
(
im · ξ
c
)(
cz + d
2ic
)n/2 [
cz + d
4π
(
n∑
j=1
ajξj
)]ν
e
(
1
16π2
(
z +
d
c
)
|ξ|2
)
=
(−1)ν
(2i)n/2
∑
ξ∈Zn
e
(
m · ξ
c
)(
z +
d
c
)n/2(
cz + d
2
)ν
P (ξ)νe
(
1
4
(
z +
d
c
)
|ξ|2
)
(7)
Now we supppose 4|c and carry out the summation over m in (5).
Sn(ξ, a, c) =
∑
m∈(Z/cZ)n
e
(
am2 +m · ξ
c
)
=
n∏
j=1
S(ξj, a, c)
where
S(ξj, a, c) =
∑
m∈Z/cZ
e
(
am2 +mξj
c
)
=
∑
m∈Z/cZ
e
(
d(m2 +mξj)
c
)
We now show that if ξj is odd, then S(ξj, a, c) = 0. In fact, since 4|c and
(c, d) = 1, d is odd, so
2S(ξj, a, c) =
∑
m∈Z/cZ
[
e
(
d(m2 +mξj)
c
)
+ e
(
d((m+ c/2)2 + (m+ c/2)ξj)
c
)]
=
∑
m∈Z/cZ
e
(
d(m2 +mξj)
c
)
[1 + e(d(m+ c/4 + ξj/2))] = 0
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Therefore the sum over ξ in (5) is reduced to
(−1)ν
(2i)n/2
∑
ξ∈Zn
(
n∏
j=1
S(2ξj, a, c)
)(
z +
d
c
)n/2
(cz + d)νP (ξ)νe
((
z +
d
c
)
|ξ|2
)
where the sum over m is reduced to
S(2ξj, a, c) =
∑
m∈Z/cZ
e
(
d(m2 + 2mξj)
c
)
= e
(
−dξ
2
j
c
) ∑
m∈Z/cZ
e
(
dm2
c
)
By the well-known Gauβ sum,
∑
m∈Z/cZ
e
(
dm2
c
)
=


(1 + i)ǫ−1d
√
c
(
c
d
)
, c, d > 0
(1− i)ǫ−d
√
c
(
c
−d
)
, c > 0, d < 0
(1− i)ǫd
√−c(−c
d
)
, c < 0, d > 0
(1 + i)ǫ−1−d
√−c(−c−d), c, d < 0
the identities ǫ−d = iǫ−1d , 1 + i =
√
2i,

√
z + d
c
√
c =
√
cz + d, c > 0√
z + d
c
√−c = i√cz + d, c < 0
and the extension of the Legendre symbol by Shimura, the Gauβ sum can
be written uniformly as
∑
m∈Z/cZ
e
(
dm2
c
)
=
√
2iǫ−1d
√
cz + d
( c
d
)(
z +
d
c
)−1/2
Therefore,
θ
(
az + b
cz + d
)
= (−1)νǫ−nd (cz + d)ν+n/2
∑
ξ∈Zn
P (ξ)νe(z|ξ|2)
Recall that ν is even, so (−1)ν = ǫ−2νd = 1, and
θ
(
az + b
cz + d
)
= ǫ−2ν−nd (cz + d)
ν+n/2
∑
ξ∈Zn
P (ξ)νe(z|ξ|2) = j(γ, z)2ν+nθ(z)
It is clear that θ is a cusp form, because the sum in (7) is absolutely
convergent and decays rapidly as Im z → +∞ for all γ ∈ SL2(Z).
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8 Appendix B: Better Results with New Ex-
ponent Pairs
Through personal communication, Chamizo pointed out to the author that
the exponent 83/64 in the estimate∑
x∈Z3
|x|≤R
P (x) = Oǫ,P (R
ν+83/64+ǫ)
still has some room for improvement using the new exponent pairs recently
obtained by Huxley [11]. Exponent pairs are a useful tool in estimating
exponential sums of the following type∑
n≍N
e(f(n))
More precisely, suppose f behaves sufficiently close to a power function
x−s, in the sense that there is a constant c > 0 such that for all r ∈ N∗,
dr
dxr
f(x) ∼ c d
r
dxr
x−s
then for every ǫ > 0, P > 0, and N > Nǫ,P , f is in the class F(N,P, s, c, ǫ) as
defined in P 30, [9]. Exponent pairs allow us to give estimates to the above
exponential sum.
Definition 6. (P 30, [9]) For 0 ≤ k ≤ 1/2 ≤ l ≤ 1, (k, l) is an exponent
pair if we have the following estimate∑
n≍N
e(f(n))≪s (cN−s−1)kN l + c−1N s+1
Remark 3. If f ′ ≍ cN−s−1 ≫ 1, then the second term is dominated by the
first term.
Example 1. By the triangle inequality, (k, l) = (0, 1) is an exponent pair.
Exponent pairs are abstractions of the Van der Corput A and B processes
as carried out in the main part of the paper. Specifically, if (k, l) is an
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exponent pair, then by applying Weyl differencing (and optimization of the
length) we can get another exponent pair
A(k, l) =
(
k
2k + 2
,
k + l + 1
2k + 2
)
On the other hand, an application of Poisson summation and stationary
phase (the B-process) will give as the pair
B(k, l) = (l − 1/2, k + 1/2)
For details and proofs we refer the reader to [9].
Example 2. From (k, l) = (0, 1) we can get B(k, l) = (1/2, 1/2) and AB(k, l) =
(1/6, 2/3), which are basically the pairs we used to bound VN,D(t, ξ, R).
From Van der Corput A and B processes we can get a host of exponent
pairs. This is, however, not the whole story. Bombieri and Iwaniec ([2]),
using large sieve inequalities, obtained a new exponent pair (k, l) = (9/56 +
ǫ, 37/56+ǫ) which is unreachable from A and B processes. Their results were
subsequently improved by Huxley, giving one more exponent pair (32/205+
ǫ, 269/410 + ǫ) in [11].
New exponent pairs can offer further optimizations. In [4], Chamizo and
Cristo´bal applied the exponent pair (k, l) = BA2(32/205 + ǫ, 269 + 410 + ǫ)
to the following sum
VN,D(t, ξ;R) =
∑
y≍D
e(G(ξ, y, t))
which occurs in the proof of Lemma 4. The result is Proposition 3.6 of [4],
which in our notation says
Lemma 10. If (k, l) is an exponent pair, R≪ N2 and 1 ≤ D ≪ N , then∑
y≍D
VN,U(y;R)≪ǫ RD
3k+l+3
2k+2 N
−2k−3
2k+2 +R1/2+ǫD3/2N−3/4
Plugging Lemma 10 into the final lines of Lemma 3 we get
V ◦N,D(R)≪ R−1/2D−1/2N5/4
∑
y≍D
VN,U(y;R) +R
−1/2D1/2N5/4 +N logR
≪ǫ N3/2+ǫ +R1/2D
2k+l+2
2k+2 N
k−1
4k+4
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which implies the same estimate for VN,D(R). Finally, backtracing to Lemma
2, we get
|V ◦N,Q,h(R)|2 ≪ǫ,Q Nν+ǫ(N3Y −1 +R1/2N2+
k+l−1
4k+4 Y
l
2k+2 ) (8)
Balancing the two term gives
Y0 = N
3k−l+5
4k+2l+4R−
k+1
2k+l+2
Comparing Y0 with
√
N gives
N0 = R
2k+2
k−2l+3
Therefore when N ≫ N0, Y0 ≫
√
N , so we take Y0 ≍
√
N and the first term
in (8) dominates. Otherwise, when N ≪ N0, we can balance the two terms
in (8) by setting Y = Y0 to get
|V ◦N,Q,h(R)|2 ≪ǫ,Q Nν+ǫR
k+1
2k+l+2N2+
k+3l+1
4k+2l+4
Combining the two estimates and adding up dyadic intervals we conclude
|VN,Q,h(R)| ≪ǫ,Q Nν/2+ǫ(N5/4 +R
k+1
4k+2l+4N1+
k+3l+1
8k+4l+8 )
which improves Theorem 1 to
Theorem 3. If f , P and R are as in Theorem 1, then
Sf,P (R) =
∫
R3
P (x)g(x)dx+Oǫ,PR
νH−ǫ(RH−1/2 +R1+
k+1
4k+2l+4H−
k+3l−1
4k+2l+4 )
Now we balance the error terms in Theorem 3 and Theorem 2 using
Lemma 2.4 of [9] to obtain∑
x∈Z3
|x|≤R
P (x) = Oǫ,P (R
ν+1+ǫ(R7/24 +R
15k+21l+1
40k+40l+24 )) (9)
Plugging in the exponent pair (k, l) = BA2(32/205 + ǫ, 269 + 410 + ǫ) =
(743/2024 + ǫ, 269/506 + ǫ) we get the dominant exponent
ν + 1 + 35765/121336 + ǫ
which is a further improvement on the previous exponent ν + 83/64 + ǫ.
The latter can in turn be recovered by taking the well known exponent pair
(k, l) = (1/2, 1/2) = B(0, 1).
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9 Appendix C: Summary of Proved and Con-
jectured θν
This section summarizes all the proved and conjectured exponents mentioned
in Section 2 (and some more). For simplicity, we have omitted the normal-
izing factors Rν , the O symbol and all ǫ’s in the exponents. References and
decimal values are included in parentheses. The ellipsis refers to terms that
are clearly dominated by the main term, and question marks indicate con-
jectures. The last column refers to the optimal value of α such that setting
H = Rα gives the desired error bound. The reader is referred to Remark
4 for meaning of the acronyms and to Section 2 for a detailed account of
relevant terminology.
Long sum estimates Short sum estimates θν
logH
logR Applicability
RH−1 (Van der Corput) R2H (Trivial) 3/2 −1/2 ∀P
(1.5) (−.5)
RH−1/2 + . . . R2H (Trivial) 4/3 −2/3 ∀P
([7] and [15]) (1.33333) (−.66667)
RH−1/2 +R21/16 R15/8H7/8 + . . . 29/22 −7/11 P = 1
+R11/8H−1/8 ([6]) ([6]) (1.31818) (−.63636)
RH−1/2 +R21/16 R11/6H5/6 + . . . 21/16 −5/8 P = 1
+R11/8H−1/8 ([6]) ([10]) (1.3125) (−.625)
RH−1/2 +R17/14H−1/7 R15/8H +R 83/64 −37/64 ∫S2 P = 0
(Theorem 1) (Theorem 2) (1.29688) (−.57813)
RH−1/2 +R
15987
13220H
−1947
13220 R15/8H +R 157101121336 −1760130334
∫
S2 P = 0
(Theorem 3 with [11]) (Theorem 2) (1.29476) (−.58024)
RH−1/2 +R6/5H−1/10?? R15/8H +R 31/24?? −7/12?? ∫S2 P = 0
(Theorem 3 with LEP) (Theorem 2) (1.29167) (−.58333)
RH−1/2 +R17/14H−1/7 R3/2H1/2?? 23/18?? −4/9?? P = 1
(Theorem 1) (GLH) (1.27778) (−.44444)
RH−1/2 +R6/5H−1/10?? R3/2H1/2?? 5/4?? −1/2?? P = 1
(Theorem 3 with LEP) (GLH) (1.25) (−.5)
RH−1/2 +R17/14H−1/7 R3/2H?? 5/4?? −1/4?? ∫S2 P = 0
(Theorem 1) (RC) (1.25) (−.25)
RH−1/2 +R
1454
1217H
−461
2434 R3/2H?? 71995710?? − 7432895??
∫
S2 P = 0
(Theorem 3 with [11]) (RC) (1.24662) (−.25338)
RH−1/2 +R6/5H−1/10?? R3/2H?? 27/22?? −3/11?? ∫S2 P = 0
(Theorem 3 with LEP) (RC) (1.22727) (−.27273)
Ultimate Conjecture i.e. Conjecture 1: 1???? ???? ∀P
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Remark 4. Acronyms:
LEP = Lindelo¨f Exponent Pair Conjecutre [4].
GLH = Generalized Lindelo¨f Hypothesis [4].
RC = Ramanujan Conjecture [13].
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