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We combine measurements of the longitudinal (ρxx) and Hall (ρxy) resistivities of disordered two
dimensional amorphous indium-oxide films to study the magnetic-field tuned superconductor to
insulator transition (H-SIT) in the T → 0 limit. At the critical field, Hc, the full resistivity tensor is
T independent with ρxx(Hc) = h/4e
2 and ρxy(Hc) = 0 within experimental uncertainty in all films
(i.e. these appear to be “universal” values); this is strongly suggestive that there is a particle-vortex
self-duality at H = Hc. The transition separates the (presumably) superconducting state at H < Hc
from a “Hall-insulator” phase in which ρxx → ∞ as T → 0 while ρxy approaches a non-zero value
smaller than its “classical value”H/nec, i.e. 0 < ρxy < H/nec. A still higher characteristic magnetic
field, H∗c > Hc, at which the Hall resistance is T independent and roughly equal to its classical value,
ρxy ≈ H/nec, marks an additional crossover to a highfield regime (probably to a Fermi-insulator) in
which ρxy > H/nec and possibly diverges as T → 0. We also highlight a profound analogy between
the H-SIT and quantum-Hall liquid to insulator transitions (QHIT).
PACS numbers: 74.40.Kb, 74.78.-w, 74.25.Uv
I. SIGNIFICANCE STATEMENT
The magnetic-field tuned superconductor-to-insulator
transition (H-SIT) is a paradigmatic quantum phase
transition and, along with the quantum-Hall liquid-to-
insulator transitions (QHIT), is among the best experi-
mentally studied ones. However, in the transition and the
proximate ground-state phases, it has consistently exhib-
ited features that are seemingly at odds with the generally
accepted theoretical “story.” The clear evidence we have
found of particle-vortex duality at the H-SIT is one such
example, as is the associated evidence that the proximate
insulating phase is fundamentally distinct from a con-
ventional “Anderson insulator” in that ρxy, rather than
diverging, tends to a finite value as T→0. That these fea-
tures are analogous to behaviors previously documented
near the QHIT supports the existence of the correspon-
dence between the two problems implied by the composite
boson theory.
II. OVERVIEW
Quantum phase transitions (QPTs) occur at zero tem-
perature (T = 0) as a quantum control-parameter is var-
ied. Where the transition is continuous, quantum crit-
ical phenomena are expected to give rise to universal
physics which can be analyzed using a straightforward
scaling theory. The magnetic field tuned transition be-
tween superconducting and insulating ground states in
two-dimensional conductors is a particularly attractive
exemplar of a QPT since the magnetic field can be con-
tinuously tuned, allowing a detailed scaling analysis of
the QPTs and explorations of the ground state phases
proximate to criticality1–9. However, the exact nature
of the insulating and superconducting states above and
below the H-SIT, and a satisfactory description of the
transition between them are still lacking.
The conventional picture of T → 0 phases of a two-
dimensional electron fluid in the presence of disorder is
based on the assumption that the only stable phases
are superconducting or insulating (or, in a magnetic
field, quantum Hall liquid phases). In contrast, stud-
ies of films near the H-SIT have suggested the existence
of several unexpected new ground-state phases in films
that superconduct at zero field. In weakly disordered
films (with normal state resistivity small compared to the
quantum of resistance, ρN ≪ h/e
2), the superconduct-
ing state gives way to an “anomalous metallic phase”
with a resistivity that extrapolates to a non-zero value,
0 < ρ(T → 0, H) ≪ ρN
10–14. For highly disordered
superconducting films with ρN ∼ h/e
2, a direct H-SIT
seemingly occurs at a field Hc, but as we will discuss,
significant electron “pairing” persists in the insulating
phase.
In a purely bosonic description15–17 (where it is as-
sumed that fermionic excitations are negligible), the in-
sulating state is characterized as a condensate of delo-
calized vortices and localized Cooper pairs, while the
superconducting state is a condensate of Cooper pairs
with localized vortices. Quantum fluctuations of the
phase of the superconducting order parameter control
this QPT. A key feature of particle-vortex duality is
that the (measured) conductivity tensor σ is equal to
the vortex-resistivity tensor ρv,
σ = (4e2/h)2ρv. (1)
An emergent self-duality in the neighborhood ofHc would
2imply σT (Hc + ∆H) = σ
v(Hc − ∆H) ( σ
T is the
transpose), or in other words at criticality [σxx(Hc)]
2 +
[σxy(Hc)]
2 = (4e2/h)2. If we further imagine that σxy is
continuous at H = Hc it would follow that σxy(Hc) = 0
since σxy → 0 as T → 0 in the insulating phase. (Analo-
gous reasoning was used to infer the critical conductivity
tensors at the QHIT – see Supporting Information.) To-
gether, these arguments imply
ρxx(Hc) = h/4e
2 and ρxy(Hc) = 0 (2)
Previous studies have examined evidence for duality18,19
from resistivity measurements, but have not examined
the full conductivity tensor across the transition.
A. Summary of Results
In this paper we provide insights concerning the nature
of the H-SIT in highly disordered films using new mea-
surements of the full resistivity tensor across the quan-
tum transition. (See Fig. 1.) We draw three key con-
clusions: (1) We identify the insulating state above Hc
as a “Hall insulator”20 in which ρxx → ∞ as T → 0,
but 0 < ρxy ≤ H/nec, cementing a connection between
the H-SIT and the QHIT. (2) We observe self-duality
consistent with Eq. 2 at the transition. (3) We present
suggestive evidence that the superconducting state is a
“vortex insulator” (dual to the Hall insulator) in which
ρxx → 0 but σxy approaches a finite value as T → 0.
B. Concerning the T → 0 limit
A general issue in studies of ground-state phases and
quantum critical phenomena is that experiments are car-
ried out at non-zero T , so all results must be extrapolated
to T = 0. There are numerous practical issues that de-
fine the lowest temperatures at which experiments can be
carried out – in addition to issues of refrigeration, equi-
libration times (especially in disordered systems) tend
to diverge rapidly with decreasing T and the range of
current densities for which linear response theory applies
decreases. In the present case, the fact that ρxy/ρxx → 0
as T → 0 ultimately limits our ability to reliably measure
ρxy, although using the distinct symmetries of ρxy and
ρxx with respect to H → −H helps greatly in this regard.
Here, we report results at high enough temperatures that
we avoid measurement ambiguities, and yet reach tem-
peratures low compared to “microscopic” scales (for in-
stance, low compared to the zero field Tc) so that we are
well within the quantum critical fan that describes the
basin of influence of the quantum critical point such that
it is reasonable to extrapolate the results to T = 0. We
note that while this argument is compelling at criticality,
there is always an emergent energy scale which vanishes
upon approach to criticality, so inferring the asymptotic
properties of the stable phases near criticality is intrinsi-
cally subtle21.
C. Critical Behavior and Scaling
Near the H-SIT, it is reasonable to expect that the sin-
gular part of various physical quantities, most especially
the diagonal resistivity, are well described by a universal
scaling function with appropriate universal critical ex-
ponents. Thus, in common with earlier studies of the
H-SIT in highly disordered films, we perform a scaling
analysis of the T and H dependence of ρxx in a narrow
neighborhood of the critical resistivity (shown in Fig. 2):
ρxx(T,H) = ρc F(X) where X = (H−Hc)/T
1/zνH . (3)
This yields the combination of critical exponents νHz ≈
2.4 (see Fig. 2) and a value of ρc that is universal (within
experimental uncertainty) and equal to the “Cooper-pair
quantum of resistance,” ρc = h/(2e)
2 ≈ 6.45 kΩ22.
Moreover, from an additional scaling ansatz5 for the non-
linear field dependence of the differential resistivity at
criticality23,24,
ρxx = ρc G(Y ) where Y = (H −Hc)/E
1/(1+z)νH , (4)
one can extract another combination of critical expo-
nents, (z + 1)νH = 4.4 ± 0.3. Together, these results
imply that the correlation length exponent ν ≈ 2.3 and
the dynamical exponent z ≈ 1.
Analogous behavior has been observed25,26 at various
quantum Hall to insulator transitions (QHIT) in 2DEG
systems. In fact, a formal mapping between the two
problems yields an analogy between the H-SIT and the
QHIT20. As has been emphasized previously20, it is strik-
ing that a scaling collapse of data from both the integer
(filling factor 2) and the fractional ( filling factor 1/3)
QHIT produce scaling curves that look extremely sim-
ilar to those from the H-SIT in highly disordered films
with the same value of zνH ≈ 2.3, with a different (but
analogous) universal critical resistance ρc = h/e
227. Sig-
nificantly, the insulating phase proximate to the QHIT
transition is an unconventional “Hall insulator” in the
sense that while ρxx → ∞ as T → 0, ρxy approaches a
finite field-dependent value.28,29
III. EXPERIMENTAL RESULTS
The amorphous InOx films used in the present study
were synthesized and measured as described previously4,9
and further discussed in the Supporting Information.
Figure 1 depicts the basic structure of ρxx(T,H) and
ρxy(T,H) for two representative InOx samples (1 and
2). (Comparable results were found on six additional
samples measured during this study, and are similar to
data previously published in Ref.18.) In comparison with
some other strongly disordered films (e.g. see3,4,30,31,)
the magnetoresistance peaks exhibited at accessible tem-
peratures by the present films are only moderately large,
which allows for accurate measurements of ρxy. (All ρxy
3data are field-antisymmetric.) Strongly disordered sam-
ples with ρN ∼ h/e
2, which includes the two presented
here, all show critical resistance at the H-SIT within 10%
of the quantum of resistance, h/4e222, and exhibit good
scaling of the form of Eqs. 3 and 4. There are several
FIG. 1. (Color online) Longitudinal (ρxx) and Hall (ρxy)
resistances for two InOx samples. Solid lines mark the H-SIT
field Hc and critical resistivity ρc, and dashed lines mark the
Hall-crossing field H∗c and resistivity ρ
∗
xy.
important features in the data of Fig. 1. First, in ad-
dition to the hallmark crossing point of ρxx at (Hc,ρc)
marking the SIT, we observe at higher fields a crossing
point of ρxy at (H
∗
c , ρ
∗
xy). H
∗
c roughly coincides with the
field at which the longitudinal magnetoresistance peaks,
suggesting that it is associated with a crossover from
Bose-dominated to Fermi-dominated behavior. While for
Hc < H < H
∗
c ρxy decreases with decreasing T , this
dependence weakens as T → 0, suggesting that ρxy ap-
proaches a finite value.
A. Results extrapolated to T → 0
In order to obtain a more explicit understanding of
the nature of the different regimes above and below the
H-SIT, and what can be inferred about the T → 0 limit,
we analyzed the full set of data that determines the re-
sistivity tensor.
In Fig. 3 we present the T dependence of the resis-
tivity tensor of sample 1 at various fixed values of H .
Note that, having measured both, ρxx and ρxy, we can
calculate the off-diagonal term of the conductivity ten-
sor: σxy = −ρxy/
(
ρ2xx + ρ
2
xy
)
. Fig. 3 shows ρxx, ρxy,
and σxy of sample 1 for various fixed fields as a func-
FIG. 2. (Color online) Scaling of isotherms (left) and con-
stant electric field curves (right) near the H-SIT for sample 1;
temperature and applied bias voltages are indicated. Insets
show the raw resistivity isotherm and constant electric field
data, with the same vertical scale as in the main panel.
FIG. 3. (Color online) T dependence of the resistivity tensor
( ρxx in a) and ρxy in b) and σxy (in c) of Sample 1 in units
of the superconducting quanta for various values of H . For
this sample, Hc = 2.3 T, H
∗
c = 7.0 T, Tc(H = 0) = 1.1K, and
ρN = 0.27h/4e
2 .
tion of T , as well as sketching ways in which we infer
T → 0 values by extrapolation. We now distinguish sev-
eral field regimes describing the different behavior of ρxx
and ρxy as the magnetic field is increasing from low fields
to much above H∗c . Figure 4 summarizes the ground-
state Hall response as a function of H based on a linear
extrapolation of the data to T = 0 (i.e. according to
the dashed lines in Fig. 3). Error bars reflect statistical
uncertainty in the extrapolation procedure. On the high
field side of the H-SIT (Hc < H < H
∗
c ), where presum-
ably σxx → 0 and ρxx →∞, ρxy approaches a finite limit
which is greater than 0 and less than its classical value
H/nec, while σxy → 0 - these are the defining features
of a “Hall Insulator” phase20 (The value of the Hall re-
sistance is taken from measurements at T > Tc(H = 0);
for sample 1, 1/nec = 1.2Ω/T , i.e. H∗c /nec = 8.2Ω for
H∗c = 7T .) At the low field edge of the Hall insulating
regime, ρxy(H)→ 0 asH → H
+
c , and it grows monotoni-
cally with increasing H , approaching roughly its classical
value at the high field boundary of the regime.
Conversely, in the low-field phase (H < Hc), ρxy → 0,
while σxy approaches a finite limit which tends to 0 as
H → H−c . If we accept the identification of this phase as
4FIG. 4. (Color online) The T → 0 extrapolated values of
ρxy(H) and σxy(H) for sample 1.The vertical solid lines mark
the SIT, and dashed lines the Hall crossing field. The right
panel highlights the SIT region (marked in the left panel);
lines through the data are guides to the eye, showing the
symmetry between ρxy and σxy.
superconducting (although this is not entirely established
in the accessible range of T ), then we expect that ρxx → 0
and σxx →∞ as T → 0, i.e. that the conductivity tensor
on the low field side of the H-SIT behaves analogously to
the resistivity tensor on the high field side32,33.
There also appears to be a second critical (or crossover)
field H∗c > Hc at which a transition to a “Fermionic
insulator” occurs. For H > H∗c , ρxy (as well as ρxx)
grows with decreasing T . While the T dependence of
ρxx clearly suggests that it diverges as T → 0, the much
weaker T dependence of ρxy, and our limited temperature
range, make it less clear whether for H > H∗c it diverges.
In any case, the upward curvature of ρxy(T ) suggests
that the value shown in Fig. 4, obtained from linear
extrapolation to T = 0, underestimates the true value.
We now look with more detail at the T dependence
of the resistivity tensor of sample 1 in the various dis-
tinct field ranges, particularly those aspects that affect
the extrapolation T → 0:
B. 0 < H < Hc
Here ρxx is a decreasing function of decreasing T .
However, the T dependence of ρxx is sufficiently weak
that a linear extrapolation to T = 0 would imply a non-
zero magnitude of ρxx(T = 0), which would be inconsis-
tent with our identification of this as a superconducting
phase. This issue appears to plague all measurements of
strongly disordered films3,4,34, although it has not been
commented on previously. (We will return to this point
in the discussion, below.) ρxy in this range of H is always
very much smaller than its classical value (ρxy ≪ H/nec)
and clearly tends to zero as T → 0. Inverting the resis-
tivity tensor to obtain σxy amplifies the error bars. Of
course, since ρxy > 0, σxy is negative; it is also small
and approximately a linear function of T , but a linear
extrapolation of σxy to T = 0 (the dashed lines in Fig. 3)
suggests that σxy approaches non-zero negative values,
as shown in Fig. 4.
C. H ≈ Hc
At this magnetic field ρxx(Hc, T ) is essentially T in-
dependent and approximately 10% less than h/4e2. As
mentioned above, the sign and magnitude of [ρc−h/4e
2]
varies from sample to sample, but is rarely larger than
this. While the resistance can be measured with much
better than 10% accuracy, extracting the resistivity re-
quires precise knowledge of the geometry of the cur-
rent pathways. In the present experiments, this ge-
ometric uncertainty is at least equal to the appar-
ent deviations from universality. Both ρxy and σxy
are vanishingly small within experimental accuracy, i.e.
|ρxy(Hc)/(Hc/nec)| ≪ 1 and |σxy(Hc) · (Hc/nec)| ≪ 1.
D. Hc < H < H
∗
c
In this regime ρxx is a strongly increasing function
of decreasing T , with pronounced upward curvature, and
low T magnitudes that are large compared to the quan-
tum of resistance. This behavior identifies this as an
insulating state, with a T dependence that is consistent
with activated behavior or various forms of variable range
hopping, ρxx ∼ exp[(T0/T )
δ] with δ = 1, 1/2, or 1/34.
However, the data are not consistent with any reason-
able power-law and we do not find the super-Arrhenius
behavior that has been reported in some systems35,36,
suggesting that we are indeed probing an equilibrium
phase. T0 as a function of H grows continuously from
T0 = 0 at H = Hc to a maximal value at around
H = H∗c . If we adopt δ = 1/3, appropriate for Mott
variable-range-hopping in 2D, we find for sample 1 that
T0(H
∗
c ) = 0.5± 0.1K, comparable to the zero field tran-
sition temperature, Tc. This is highly suggestive that
superconducting pairing remains significant even in the
Hall insulating regime. ρxy is a weakly decreasing func-
tion of decreasing T , with a magnitude that is always
less than its classical value, H/nec. Indeed, ρxy is,
within experimental uncertainty, a linear function of T ,
which extrapolates to the finite zero temperature value,
ρxy(T = 0, H), shown in Fig. 4, which grows monotoni-
cally with H from 0 at H = Hc to its classical value at
H = H∗c . By contrast, σxy extrapolates roughly linearly
to values indistinguishable from 0 as T → 0.
E. H = H∗c > Hc
This is the field at which ρxy is approximately T inde-
pendent, reflecting the crossover from a low field regime
where ρxy decreases with decreasing T to a high field
regime where it increases. It is also roughly the value
of H at which ρxx achieves its largest value for fixed T .
This large magnitude insures that σxy → 0 as T → 0.
5F. H > H∗c
Here ρxy is an increasing function of decreasing tem-
perature, with a magnitude that is larger than its clas-
sical value. Over the accessible range of T , it can be
roughly fit to a linear function, which results in the T → 0
extrapolated values shown in Fig. 4. However, the clear
upward curvature likely indicate that this represents an
underestimate, and it is even plausible that in this entire
range, ρxy → ∞ as T → 0. ρxx is also an increasing
function of decreasing T , but at fixed T it is a decreas-
ing function of increasing H , i.e. the film is increasingly
metallic at higher fields. A linear extrapolation of σxy to
T = 0 would imply a non-zero value, as shown in Fig. 4.
At present, it is not clear what to conclude about the
nature of the ground-state behavior in this regime.
Indeed, in Fig. 1 data is presented on Sample 2 up to
32T, i.e. to fields much higher than any estimate of a
mean-field Hc2. Here, one can see that ρxx takes on val-
ues that are significantly smaller than the electron resis-
tivity quantum, h/e2 = 25.8kΩ, yet much larger than the
normal state value, ρN ≈ 5kΩ. None-the-less, ρxx shows
an “insulating-like” T dependence. Moreover, while ρxy
is a linearly increasing function of H with an almost T
independent slope (plausibly giving a measure of 1/nec),
it has a peculiar extrapolated H → 0 offset which grows
with decreasing T . It is not at all clear what the nature
of the state is that gives rise to these behaviors.
G. Global consistency check
The success of the scaling analysis near criticality sup-
ports the assertion that the accessible range of T is suf-
ficiently low to penetrate well into the quantum critical
regime. However, the relatively weak T dependence of
ρxx in the putative “superconducting” regime (H < Hc),
or similarly weak T dependence of ρxx on the insulating
side of the transition (Hc < H < H
∗
c ), may suggest that
the temperatures probed are not yet sufficiently low to
fully sense the character of the respective ground-states.
Thus, we introduce a simple ansatz for the T and H
dependence of ρ, which presupposes the existence of a
T = 0 H-SIT with particle-vortex duality to test the self-
consistently of this assumption.
Starting on the insulating side of the transition, we
consider it most likely that the resistance is dominated
by variable-range-hopping of Cooper pairs:
ρxx(T,H) ≈ ρc exp[(T0(H)/T )
δ] for H > Hc (5)
with δ = 1/3, and we assume that
ρxy(T,H) ≈ ρxy(0, H) +O(T ) for H > Hc (6)
(which of course implies that σxy → 0 as T → 0). We
can already see from Fig. 3 that this ansatz gives a good
account of the H and T dependence of ρxy in this range
of fields, and indeed from Fig. 4 it is clear that near the
H-SIT, ρxy(0, H) ≈ 6.5× 10
−5ρc[H −Hc]/Hc. In Fig. 5a
we exhibit the quality of the fit obtained setting δ =
1/3, and treating T0(H) as a fitting parameter. While
there are differences between the results based on this
ansatz and the data. especially at higher T , given that
variable-range-hopping is a low T asymptotic, and the
(excessive) simplicity of the ansatz invovled, the fit is
quite acceptable. Notice in the second panel (Fig. 5b),
the dependence of T0 on H is consistent with scaling
close to Hc, i.e. T0(H) ∼ [H−Hc]
νz with νz ≈ 2.3. This
confirms that the data are at least consistent with the
existence of an insulating phase as T → 0 for H > Hc.
Moving to the superconducting side of the transition,
we invoke duality to describe the resistivity tensor in
terms of variable-range-hopping of vortices. In other
words, we introduce the ansatz
σxx(T,H) ≈ ρc exp[(T0(H)/T )
δ] for H < Hc (7)
again with δ = 1/3, and we assume that
σxy(T,H) ≈ −σxy(0, H) +O(T ) for H < Hc. (8)
and by implication, ρxy → 0 as T → 0. The consistency
of this ansatz with the Hall data can again be read off
of Figs. 3 and 4, and the comparison for ρxy is shown in
Fig. 5. The apparent good quality of the fit reinforces the
assumption that the low field phase is superconducting.
Notice that away from criticality, the accessible temper-
atures extend well below T0(H); the experimentally ob-
served weak T dependence stems from the small expo-
nent, δ = 1/3, rather than from being at a larger T than
characterizes the superconducting state.
FIG. 5. (Color online) (a) Fits of the low temperature scaling
of ρxx(T ) curves using equations 5 and 7. (b) The character-
istic temperatures extracted from the fits to equations 5 and
7 as a function of magnetic field, showing a critical behavior
at Hc consistent with the critical exponent νHz ≈ 2.3 found
in Fig. 2.
IV. DISCUSSION
Quantum fluctuations of the superconducting order
parameter ultimately drive the transition from the su-
perconducting state; the long-distance properties of these
6fluctuations are described by a complex (bosonic) scalar
field which loosely speaking represents the Cooper pairs.
A dual description of the same degrees of freedom can be
given in terms of vortex variables16,17,32. In the supercon-
ducting phase, the vortices are localized and the Cooper
pairs are condensed, while in an insulating phase, the vor-
tices are condensed and the Cooper pairs are localized15.
A similar situation pertains to the QHIT in the con-
text of the composite boson formulation of the problem:
here, the quantized Hall plateau phase in which σxx = 0
and σxy = e
2ν/h with ν = 1 (or 1/3 or etc.) corre-
sponds to the condensed phase of the appropriate form
of composite bosons. Deep in this phase, isolated vor-
tices are identified as (possibly fractionally charged) lo-
calized quasi-holes. Thus, the QHIT is equivalent to a
SIT transition of composite bosons, albeit with the differ-
ence that the composite bosons are coupled to an emer-
gent Chern-Simons gauge field. The observation that the
conductivity-resistivity duality relation is satisfied within
remarkably tight error bars wherever a direct SIT is ob-
served (as demonstrated in Fig. 4) and that the analogous
relations are satisfied at the transition points in a num-
ber of quantum Hall experiments is strong evidence that
the critical theory is self-dual.
We have interpretted our results as reflecting primar-
ily collective order parameter (Cooper pair) fluctuations,
neglecting the role of gapless quasiparticles. This inter-
pretation is plausible, given that (for all the samples used
in this study), Hc is much smaller than the estimated
mean-field critical field, Hc2.
3,4 The strong positive mag-
netoresistance of the insulating phase close to Hc is also
highly suggestive that substantial pairing persists for a
wide range of fields on either side of Hc. Thus it is plau-
sible that gapless quasiparticle degrees of freedom do not
play a significant role in the quantum dynamics in the
neighborhood of the SIT. By contrast, such quasipar-
ticles are thought to play a key role in the anomalous
metallic phase in weakly disordered films11,37,38. Apply-
ing the analysis of Ref.20 for the QHIT, we note that if
the quantum critical point is self-dual, and both, ρxy and
σxy are continuous functions of magnetic field, then the
insulating phase proximate to the SIT will exhibit a finite
ρxy that rises continuously as a function of increasing H
forH > Hc, while the superconducting phase will exhibit
a finite σxy that increases continuously with decreasing
H for H < Hc.
There have been several attempts to derive the prop-
erties of the Hall Insulator directly. It was shown40 for
a an Anderson insulator, that in the non-canonical order
of limits, first T → 0 and then ω → 0, that ρxy ∼ H/nec.
However, in experiments, the resistivity is measured in
the zero frequency limit at finite T and then the results
are extrapolated to the T → 0 limit. It has been shown
that for the conventional theory of variable range hopping
ρxy → ∞ as T → 0, although this divergence is much
slower than the divergence of ρxx
41. This suggests the
possibility the “break” in the Hall resistance at ρxy(H
∗
c )
marks the transition from a bosonic Hall insulator to a
more conventional Anderson insulator. Conversely, an
analysis of vortex dynamics in a weakly superconduct-
ing state by Vinokur et al.39 lead to the conclusion that
it gives rise to a non-vanishing value of σxy as T → 0;
as these authors already pointed out, duality maps this
behavior for H < Hc to Hall insulating behavior for
H > Hc.
V. PHASE DIAGRAM
The most straightforward scenario is depicted in
Fig. 6a; here superconductivity is lost at Hc due to
phase fluctuations, but the amplitude fluctuates slowly
enough that we can consider Cooper pairs as still main-
taining their identity, similar to a Kosterlitz-Thouless
transition15. In this case, a Hall-insulating phase ap-
pears near the SIT, but it crosses over to a true insulating
phase, below a low crossover temperature (shown as the
dashed line in the figure), below which ρxy would begin
to grow, making this phase ultimately no different from
the fermionic insulating phase expected at higher fields.
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FIG. 6. (Color online) Possible (T,H) phase diagrams for
the SIT based on the T → 0 trends of ρxx and ρxy; (a) A
scenario where superconductivity is lost at Hc due to phase
fluctuations. A Hall-insulating phase appears near the SIT,
but it crosses over to a true insulating phase at high fields.
(b) A true Hall insulating phase exists in the field range Hc <
H < H∗c . Here we show the possibility of a “standard” Hall
insulator phase in “i” and a “quantized” Hall insulating phase
in “ii”.
A different scenario is depicted in Fig. 6b in which the
7Hall insulator for Hc < H < H
∗
c is taken to be a dis-
tinct phase, characterized by a finite zero T value of ρxy.
In this case we distinguish a “standard” Hall insulator
phase20 (indicated with the solid line, labeled “i”), and
a “quantized Hall insulator” phase (indicated with the
dashed line, labeled “ii”). Since there is always uncer-
tainty in extrapolation T → 0 it is still possible that
ρxy → 0 for Hc < H < H
∗
c , in which case this phase
could be classified as “quantized”42,43 with ρxy ≡ 0. For
H∗c < H , both ρxx and ρxy increase (likely diverging) as
T → 0 as expected for a fermion-dominated insulator.
VI. CONCLUSIONS
We have shown that when the Hall effect can be mea-
sured near the H-SIT: 1) the resistivity tensor at criti-
cality approaches the universal value expected at a point
of vortex-particle self-duality, 2) the critical exponents
νH and z appear to be the same as those observed at
both the integer and fractional QHIT, and 3) the insu-
lating phase proximate to the SIT appears to be a Hall
insulator in which ρxx → ∞ and ρxy is finite as T → 0,
approaching ∼ H/nec with increasing field.
Finally, we observe that our data are consistent with
the existence of a second quantum phase transition at
H = H∗c . This would give a natural explanation for the
sharp change in behavior of ρxy and imply that the Hall
insulator should be taken to be a distinct quantum phase
of matter. However, we cannot rule out the possibility
that H∗c is the point of a crossover at which unpaired
electrons reassert their significance44.
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Self-Duality and a Hall-insulator phase
near the superconductor-to-insulator
transition in indium-oxide films
A. EXPERIMENTAL
A1. Materials and Methods
Films were prepared by electron beam evaporation of
sintered InOx onto an acid-cleaned silicon-nitride sub-
strates. Control of the amount of disorder (hence,
the “strength” of the SIT) is achieved by adding oxy-
gen during growth, and then subsequent careful, low-
temperature annealing of the samples. An argon ion
etch was used to pattern the films into Hall bar pattern.
Throughout the preparation we were careful to keep the
temperature below 60◦C to avoid recrystallization of the
indium oxide. After evaporating Ti-Au contact pads, the
films were annealed in a 10 millitorr vacuum at about
55◦C for three weeks, during which time the room tem-
perature sheet resistance decreased by about ten percent;
a higher temperature anneal would have sped up the pro-
cess but might have changed the microstructure of the
film. Further details on the growth process are given in
Ref. 4
While InOx has been known as an amorphous
low-carrier-density superconductor (n ∼ 1020 − 1021
carriers/cm3) and was used in many studies of SIT, dif-
ferent preparation methods result in different microstruc-
ture - hence different amount of “disorder.” The reason
disorder is put here in quotation marks is because of the
complexity to quantify it when applied to the SIT. When
films are granular, it is obvious that their SIT is domi-
nated by Josephson tunneling among grains, and hence
by phase fluctuations. However, even if films are inher-
ently homogeneous, small and hardly detectable pertur-
bations in the microstructure, may lead to large varia-
tions in the local strength of the superconducting order
parameter and hence to effective granularity. This ef-
fect is strongly magnified in the presence of a magnetic
field (relevant to the H-SIT) which destroys weak links
and thus enhance granularity. Pertaining to the InOx
films used for the present study, we followed the pro-
cess first described by by Kowal and Ovadyahu45 showed
that InOx can be made non-granular using a very low-
temperature annealing technique. In their studies of sim-
ilar films transmission electron micrographs were shown
to be completely amorphous, and comparison with elec-
tron diffraction patterns from pure indium films ruled out
the presence of In crystallites as small as ∼ 10A˚ which
were observed in films prepared by other methods. Nev-
ertheless, the insulating side of the SIT was found to
behave as a granular system.
B. THEORETICAL
B2. Duality and Self-Duality
Consider a two-dimensional superconductor connected
to a current source. Forcing a current density ~J through
the superconductor means that a vortex will feel a Mag-
nus (Lorentz) force
~f =
1
c
~j × ~Φ0 =
h
2e
~j × zˆ (S1)
where ~Φ0 = zˆΦ0 with Φ0 = hc/2e. In the absence of
vortices the applied current transforms inside the super-
conductor into supercurrent of Cooper-pairs (with charge
2e) with no dissipation. However, in the presence of vor-
tices the phase changes by 2π each time a vortex crosses
any imaginary line in the sample (e.g. the sample edge)
resulting in a voltage determined by the Josephson rela-
tion
V =
~
2e
φ˙ =
Φ0
c
qvnvvvL (S2)
where φ˙ is the rate of chance of the phase, qv = ±1
depending on the sense of the magnetic field (i.e. the
sign of the vorticity), nv and vv are, respectively, the
vortex density and mean velocity, and L is the size of the
sample in the direction of the current. In other words,
~E = −
h
(2e)2
~jv × zˆ (S3)
where ~jv = 2eqvnv~vv is the vortex current density. The
minus sign in the equation reflects the fact that if the
current is in the +x direction, then according to equa-
tion S1 the force on the vortex is in the −y direction. In
the same way, dividing Eqn. S1 by the charge of a vortex
and by the size of the sample in the direction of vortex
propagation we obtain a “vortex electric field”
~Ev =
h
(2e)2
~j × zˆ. (S4)
Using the relations between current density and electric
field
jva = σ
v
abE
v
b , ja = σabEb, E
v
a = ρ
v
abj
v
b (S5)
we arrive at the duality relation
− ǫ σ ǫ = (4e2/h)2ρv, (S6)
where ǫ = −ǫT with ǫxx = 1 is the Levi-Cevita tensor.
In the case of an isotropic medium, this is equivalent to
the duality relation given in Eq. 1 of the manuscript.
It is easy to see that if we invert the vortex resistiv-
ity tensor, the Cooper-pair and vortex conductivities are
related through:
σ = (4e2/h)2
1
(σvxx)
2 + (σvxy)
2
[σv]T (S7)
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where [σv]T is the transpose of the vortex conductivity
tensor. Now, the statement of Self Duality is that (in our
units) the magnitude of the current density of Cooper-
pairs and vortices are equal, that is: |~j| = |~jv|. Using
Eqns. S3, S4, and S5 we can verify that self duality im-
plies
(σvxx)
2 + (σvxy)
2 = (4e2/h)2 (S8)
and therefore
σT = σv. (S9)
We note that these relations do not fully determine σxx
and σxy independently. However, we can obtain an inde-
pendent constraint from the following argument. The
H-SIT is controlled at zero temperature by the mag-
netic field that is tuned through the critical point at
Hc. Assuming that the conductivity tensor at the critical
point is universal, it cannot depend on Hc. This implies
that the Hall angle is zero, that is, ~j(Hc)⊥~j
v(Hc), and
therefore σxy(Hc) = 0. The consequences of this asser-
tion are therefore that at criticality σxx(Hc) = 4e
2/h,
σxy(Hc) = 0, and ρxy(Hc) = 0 as stated in the main
manuscript.
B2. Limiting behavior of ρvxy and σ
v
xy
Starting from the insulating side, since ρxx(T ) → ∞
as T → 0, it implies that σxx = −ρxx/(ρ
2
xx + ρ
2
xy) →
1/ρxx → 0 as T → 0. Therefore, in that regime,
ρvxy =
−σvxy
(σvxx)
2 + (σvxy)
2
→ −(ρvxx)
2ρxy, (S10)
where the last equality used the fact that ρxy = σ
v
xy. For
a finite ρxy we obtain the general relation that on the
insulating side ρvxy ∝ (ρ
v
xx)
2. This relation is identical to
the condition σxy ∝ σ
2
xx, found in Ref. 20 for the “Hall
insulator” phase for which the longitudinal resistivity di-
verges, while the Hall resistivity approaches a constant
as T → 0.
While the term “Hall insulator” was first coined for
the insulating phase above the QHIT20, for the present
case of SIT it may be more revealing to analyze the su-
perconducting side of the transition. The Cooper pairs
conductivity diverges ‘σxx(T )→∞’ and vortices become
pinned, hence contributing a diverging vortex resistivity
ρvxx(T )→∞ as T → 0. This implies that the vortex Hall
conductivity is
σvxy =
−ρvxy
(ρvxx)
2 + (ρvxx)
2
→
−ρvxy
(ρvxx)
2
= −(σvxx)
2ρvxy (S11)
Using the fact that σxy = ρ
v
xy, which we observed to
be finite on the superconducting side, we find that the
dual condition for the Hall insulator for H < Hc is
σvxy ∝ (σ
v
xx)
2. This is equivalent to ρxy ∝ (ρxx)
2, a rela-
tion that was previously obtained by Vinokur et al.39 for
the quenching of vortex motion in disordered supercon-
ductors. On lowering the temperature pinning becomes
relevant, and ρvxx displays thermally activated behavior,
causing the measured ρxx to decrease exponentially with
temperature. In this regime the temperature dependence
of the measured ρxy is dominated by that of the measured
ρxx, yielding Eqn. S11.
B2. Composite Bosons and SIT
Composite bosons in the quantum Hall effect are com-
posed of an electron bound to an odd integer, k, of quanta
of “statistical” flux, a construction that has a precise
meaning in terms of a Cherns-Simon field theory46. The
composite bosons are minimally coupled to an effective
gauge field which is the sum of the electromagnetic gauge
field, A, and the statistical gauge fields, a, where a is
a fluctuating (quantum dynamical) field. However, to
the extent that the fluctuations of a about its mean-field
(saddle-point) value can be treated as “small,” the re-
sponse of the composite bosons can be treated in linear
response. In this case, the physical conductivity tensor
(in units in which e2/h = 1) can be expressed20 in terms
of the composite boson conductivity tensor, σ
(cb)
ab , accord-
ing to the relations
σxx =
σ
(cb)
xx
D(cb)
σxy = k
{
1−
k[σ
(cb)
xy + k]
D(cb)
}
(S12)
D(cb) = [σ(cb)xy + k]
2 + [σ(cb)xx ]
2. (S13)
The implications of this for the QHIT can be illus-
trated by evaluating it in important limiting conditions:
• The superconducting phase of the composite
bosons in which σ
(cb)
xx → ∞ corresponds to the
quantum Hall phase with σxx → 0 and σxy → k.
• The insulating phase of the composite bosons in
which σ
(cb)
xx → 0 and σ
(cb)
xy → 0 corresponds to the
insulating phase of the electrons in which σxx → 0
and σxy → 0.
• Assuming the by now familiar universal values for
the composite boson conductivity tensor at critical-
ity, σ
(cb)
xx = 1 and σ
(cb)
xy = 0 (which was conjectured
to hold at the QHIT20) one finds σxx = 1/[1 + k
2]
and σxy = k/[1 + k
2] and correspondingly ρxx = 1
and ρxy = k. Note that this last equality implies
that the Hall resistance at criticality is equal to
its value in the quantum Hall liquid phase – this
is highly suggestive that even in the limit T → 0,
the Hall resistance remains a continuous function
of H across the transition and into the proximate
insulating phase, implying that it must be a Hall
insulator.
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• As in the case of the SIT, a more careful analysis
of the way in which the σ
(cb)
ab vanishes as T → 0
is necessary to determine the character of the re-
sistivity tensor in the insulating phase proximate
to the QHIT. Specifically, exploiting the appropri-
ate particle-vortex duality for the quantum Hall
context, it was argued in Ref. 20 that σ
(cb)
xy ∼
[σ
(cb)
xx ]2, as T → 0, in which case ρxx → ∞ but
ρxy → k
3[1 + kα]/[1 + k2 + 2k3α + k2α2] where
α ≡ limT→0 σ
(cb)
xy /σ
(cb)
xx .
While much of this discussion appears in Kivelson et
al., a more pedagogic review of these expressions, includ-
ing generalizations to transitions involving more complex
quantum Hall liquid phases, is contained in Ref. 47.
