Abstract-Hidden Markov models (HMM) have been widely used in natural language processing (NLP), especially in syntactic level applications, which appears naturally as short-rangedependent sequence recognition problems. But the structure of HMM limits the usage of global knowledge including the sentiment analysis of the text, which has become an increasingly popular research topic in NLP now. In this paper, we propose a novel treatment of HMM model to use the result of sentimental subjectivity analysis in syntactic level task, i.e. part-of-speech (POS) tagging. The subjectivity information is introduced as a pre-classification procedure into the interval-type HMM. The subjectivity degree of the testing sentence is used as a combination factor to choose an appropriate value from the interval. Experiments results on public tagging data sets shows that the proposed approach enhanced the performance of POS tagging.
I. INTRODUCTION
POS tagging is considered as a fundamental part of natural language processing, which aims to computationally determine a POS tag for a token in text context. POS tagger is a useful preprocessing tool in many NLP applications such as information extraction and information retrieval [1] , [2] . As social media becomes popular, Twitter POS tagging [3] , [4] poses additional challenges on existing tagging models due to the conversational expression style and the free spelling style of the text. The sentimental information provides some global knowledge for the POS tagging task. Subjectivity analysis is a popular research topic in NLP, addressing the problem of judging if a text expresses an opinion about a given target. We find that the subjectivity classification can benefit the POS tagging task. Since, POS tagging is a sequential classification, the procedure of subjectivity analysis is called pre-classification.
HMM is a classical tool for POS tagging. HMM can efficiently classify complex and structured objects in sequence recognition problems. However, the structure of HMM limits the usage of global knowledge including the sentiment analysis of the text.
In this paper, we propose a novel treatment of HMM model to use the result of sentimental subjectivity analysis in syntactic level task, i.e. POS tagging. The subjectivity information is introduced as pre-classification procedure into the transition interval matrices of HMM. The subjectivity degree of the testing sentence is used as a combination factor to choose an appropriate value from the interval.
II. BACKGROUND AND RELATED WORK
Hidden Markov Models (HMM) have found many successful applications in Natural Language Processing (NLP) areas [5] , [6] , [7] , especially in syntactic level applications, which appears naturally as short-range-dependent sequence recognition problems.
Gimpel [3] achieves good error reduction with the full feature set. Instead of designing an elaborate feature set, this paper makes an effort to use the result of high-level text analysis directly. High-level text analysis addresses the problems on semantics, topics, etc. Semantic information can used in text classification tasks [8] , [9] . Recently, topic models have been increasingly used in syntactic application and sentiment analysis. Griffiths et al. [8] present a composite generative model integrating syntax and semantics. According to their experimental results, the function words and the content words are clustered separately. This clustering can be used in unsupervised POS tagging. Our work focuses on the typical supervised POS tagging.
Both supervised and unsupervised methods are used in HMM training. Self-adaptive design approach [10] focus on learning the correct states number with a maximum a prior procedure. It is reported that the classical expectation maximization (EM) method does not fit well in the POS tagging problem [11] . Besides EM method for HMMs training, several papers also use Evolutionary Optimization [12] , [13] and Tabu Search [14] instead to achieve better global optima. However, few works focus on the partition of the training set. We use subjectivity information to partition the training set and propose Iterval Type HMM (ITHMM) to make use of the preclassification.
The delicate structures make HMMs the most applicable Random Process tool for modeling time series data, however, the robustness of model are hindered by the lack of sufficient labeled training data. The potential performance of HMM is limited because it is traditionally based on predetermined model parameters. By extending the values of model parameters into intervals, there is room for HMM algorithms to perform better. The methods in [15] , [16] need 2012 IEEE International Conference on Systems, Man, and Cybernetics October 14-17, 2012, COEX, Seoul, Korea the representation of fuzzy relationship or fuzzy rules and are less cost-effective than the proposed work. Zeng [17] presents a fuzzy-set method to allow randomness in HMM and achieves robust performance on speech variation, but a Gaussian primary membership function has to be used for each state. Our approach is more specific to HMM structures and the intervals are calculated from training on two categories.
III. PROPOSED APPROACH
Typically one HMM corresponds to one finite state automaton with stochastic state transitions. By taking the preclass of training set into consideration, the HMM transition matrix et al. are extended to transition interval matrix. So that the expression capacity of HMM can be expanded. The dependency graph of the proposed HMM approach is shown in Figure 1 .
In Section III-A, we present the specification of the intervaltype HMM. Afterward we discuss the usage of Naive Bayes model as the pre-classification procedure in Section III-B and provide an algorithm to search for the best state sequence in the set in Section III-C.
A. Interval-Type Hidden Markov Model
HMM is a probabilistic model for modeling time series data. It extends the concept of Markov Random Process to include the case where the observation is a probabilistic function of the states. Its hidden states are not directly visible and each state can emit observable output symbols determined by its own probability distribution. This extension makes HMM applicable to many fields of interest such as Natural Languages Processing (NLP), where the amount of observable events, i.e. words, is often as big as hundreds of thousands.
POS tagging problem has been modeled with many machine learning techniques, which include Hidden Markov Models (HMM) [5] , Maximum Entropy Models (MEMM) [18] , Support Vector Machines (SVMs), Conditional Random Fields (CRF) [19] , etc. Each model can have good performance after careful adjustment such as feature selection, but HMM have the advantages of small amount of data calculation and simplicity of modeling. In [20] , HMM combined with good smoothing techniques and with handling of unknown words work better than other models. For such a sequence recognition problem, the classical EM algorithms and Viterbi algorithms for HMM can be found in [21] , [22] , [23] , [24] . However, the delicacy of structures of HMM leaves the robustness of the model easily influenced by the bias of training set. The potential performance of HMM is limited because it is traditionally based on certain model parameters.
To integrate the pre-classification information into HMM, the Interval-Type Hidden Markov Model is presented. Such a HMM model can be viewed intuitively as learned from two pre-classified part of training data where each part has a specific bias on the transition and emission probabilities.
For clarity purposes, the specification of the model is presented based on the classical HMM [21] as follows:
• States S = {S 1 , · · · , S N } denotes the hidden state set, N represents the number of these states. In POS tagging problem, S stands for the part-of-speech tags. The partof-speech tags carry structural significance although they are hidden in human language.
} denotes the set of output symbols produced by states, M represents the number of these symbols. In POS tagging problem, V stands for vocabulary of the language and M is the alphabet size.
• Transition interval matrix
A denotes the state transition interval matrix as in Equ. (1) .
In POS tagging problem, A depicts the interval from which the statistical frequency value of the transitions between part-of-speech tags are chosen.
• Observation symbols interval matrix
In POS tagging problem, B depicts the interval of statistical frequency of words being categorized into some part-of-speech tags. 
Where q 1 is the state at initial time that satisfy two constraints 0
Observation Sequence is a sequence of tokens to recognize. O denotes the observation sequence, and
and T is the length of the sequence. In POS tagging problem, O is the sentence in the target language.
• Combination factor
In ( A, B, Π), the working value is chosen by combining the upper bound and the lower bound and the proportion of the two bounds is call combination factor P m. P m measures how much the test sentence is similar with the two pre-classified categories. For POS tagging problem in this paper, the subjectivity degree of the test sentence can be used.
• State sequence State Sequence Set is the result of sequence recognition through the proposed approach. In POS tagging problem, Q = q 1 q 2 ...q T stands for the labeled tags.
B. Pre-classification procedure
To support subjectivity-aware POS tagging, we introduce sentiment analysis as a pre-classification procedure. Before used as training set, the POS corpus is classified into two categories, labeling "subjective" or "objective". This preclassification is done by Naive Bayes (NB) model, which is typically used for sentiment analysis.
Subjectivity classification can benefit POS tagging. The genre information can also help POS tagging, but after experiment we found that genre information in brown corpus is not as beneficial for POS tagging as subjectivity information. Besides it's difficult to collect a collection of article for each kind of genres. We use two collections of subjectivity to build the upper and lower bound of ( A, B, Π). Besides, through the human labeling work on the corpus, we found that the subjectivity labeling is easier than POS tagging. So the proposed approach is cost-effective for the POS corpus to contribute more when labeled with "subjective" or "objective" tag.
Using the pre-classified data, the HMM model can be trained by supervised learning. In ( A, B, Π) , the lower bound is calculated from training set with "objective" pre-class, and the upper bound is from the "subjective" pre-class.
The pre-classification model training algorithm is stated in Algorithm 1. Lines 1-6 prepares the twitter corpus. The initial subjectivity labels are crafted by hand. Then the POS twitter corpus can be expressed as (SS obj , SS sub ). The corpus is cleaned by turning words into lower cases and replacing special names. Lines 7-12 generates a feature set using word features and trains the model with the training set. The NB parameters are typically trained according to Equs. (3), (4) and (5) . In Lines 13-20, (SS obj , SS sub ) is re-classifed into (RSS obj , RSS sub ) using the NB model to get a pre-classified training set for ITHMM.
C. Sequence recognition algorithm with pre-classification
ITHMM is designed to be trained with the re-classified corpus returned from Algorithm 1. The lower bound of ( A, B, Π) is trained upon RSS obj and the upper bound of ( A, B, Π) is trained upon RSS sub . Note that the lower bound is not necessarily smaller than the upper bound.
We state the algorithm of sequence recognition with preclassification in Algorithm 2. The sequence recognition algorithm is basically a Viterbi Algorithms. Equ. (6) is the iteration of the dynamic programming procedure using the criterion of the single best state sequence [21] . δ t (j) is an array to save the maximum probability of state j at time t during previous states in the procedure. In line 03, P si is an array to keep track the previous state index that the maximum value of δ can be accumulated. Line 04-05 calculates the probability if P (y = 1|O) < 0.5 :
17.
RSS obj = RSS obj {sentence} 18.
else :
19.
RSS sub = RSS sub {sentence} 20. return: NB, RSS obj , RSS sub P (y = 1|O) as the subjectivity degree according to Equ. (2) and y = 1 means the pre-class is "subjective". When NB is used to label a POS sentence without a subjectivity tag, the probability of "subjective" label given O is called subjectivity degree and is used as P m according to Equ. (7) . The HMM parameters are calculated using the intervals and combination factor P m in ITHMM in lines 7-9. The parameter λ is introduced to deal with the sparseness problem of the training set.
P m = sigmoid(P (y = 1|O)) 
ψ 1 (i) = 0 // an array to store best states 04.
Calculate P m = P (y = 1|O) using NB 05.
according to Equ. (2) 06.
Set
Store state sequence from t = T − 1 16.
to 1:
IV. EXPERIMENT AND DISCUSSION

A. Datasets
The data set we use is based on TWPOS [3] . TWPOS data is a part-of-speech corpus on 1500 twitter messages. The words are turned into lowercase. There are 25 tags in TWPOS, some of which are seldom used in common text tagging, i.e., "E" for "Emotion" such as ":)".
B. Experimental Settings
In targeted POS tagging problem, we choose the NLTK [25] implementation of HMM as baseline. The Brown corpus can be imported into nltk. To have a fair comparison, both the developed method and the baseline use the same supervised training algorithm implemented in NLTK, which is implemented in hmm module. The performance metric used in this study is the accuracy of the prediction of token-tag pairs.
Since we need a corpus that have subjectivity label as well as POS tags, we tag each message as "subjective" or "objective" as the training set for Naive Bayes model. We only use words as features to train the model. The tags that are irrelevant to subjectivity analysis are removed. The tags we used is in Table I . We can see that in subjective twitters, there are more interjection and adjectives. We use the balanced corpus that includes 900 sentences, pre-classified into "objective" with 443 sentences and "subjective" with 457 sentences. Now we use Algorithm 2 and choose λ as 1 to test the POS tagging accuracy.
C. Results
We use Naive Bayes model to pre-classify the training set according to their subjectivity inclination. The informative de- gree of learned features is evaluated according to Equ. (8) . The part-of-speech of the most informative words mainly include adjectives, verbs, interjections and punctuations. Although the performance of NB can influence the accuracy of POS tagging, we can use NB to re-classify the training set for HMM. We find that the training set re-classified by NB supports ITHMM tagging better than the human-classified training set. comparing the mean accuracies of the developed method with that of HMM. Table II shows the details of accuracy. As illustrated, the proposed method always performs better than HMM.
Informative degree(O
Since there is no large-scale twitter POS corpus currently, the corpus size as a variable is investigated to show the performance as the corpus size increases. We test the performance of both of the algorithms according to corpus size. From the corpus 80 sentences of a single pre-classification is used to test in 8-fold cross validation. The tested corpus size ranges from 200 to 700. The result is reported in Figures 3, 4 
D. Discussion
Experimental results illustrate that the proposed method clearly outperforms the baseline. This improvement comes from the usage of global knowledge in our approach. The result validates that classifying the training set can benefit the sequence recognition task. In this paper, we use Naive Bayes (NB) model to pre-classify the training set. Only words features are used to train the model. But because we only use to NB to partition the training set into two groups that may yield two essentially different HMM parameters, the accuracy of NB classification is not vital in the pre-classification step. But the accuracy of subjectivity analysis model can influence the performance of tagging when used as a combination factor.
V. CONCLUSION
The sentimental information provides some global knowledge for POS tagging task at semantic level. Our experiments illustrate that the subjectivity classification can benefit the POS tagging task. The proposed approach improves the POS tagging performance in an attempt to use existing or calibrated global information rather than to generate detailed features. Interval-type HMM allows un-determined model parameters to cope with global information, which is conveyed by the preclassification procedure through training set. We also find that the training set re-classified by NB supports ITHMM tagging better than the human-classified training set. Experiments on public tagging data sets validate the applicability of the whole approach.
