Let R be an o-minimal expansion of the real field. We show that the Hausdorff dimension of an R-definable metric space is an R-definable function of the parameters defining the metric space. We also show that the Hausdorff dimension of an R-definable metric space is an element of the field of powers of R. The proof uses a basic topological dichotomy for definable metric spaces due to the second author, and the work of the first author and Shiota on measure theory over nonarchimedean o-minimal structures.
Introduction
Let R be an o-minimal expansion of R = (R, <, +, ×), i.e. of the real field. Throughout, by "definable" we mean "definable in R (possibly with parameters)", unless stated otherwise. If M is an expansion of an ordered abelian group, then we write M > instead of M >0 , and M ≥ instead of M ≥0 . We let Λ be the field of powers of R, i.e. the set of r ∈ R such that t r is a definable function of t ∈ R. Given a definable set A we let dim(A) be the o-minimal dimension of A. This agrees with the topological dimension of A. We use the term topological dimension here in the sense of Hieronymi, Miller [4] (see Introduction of [4] ), where it refers to small inductive dimension. A definable metric space is a definable set X equipped with a definable metric d : X 2 → R > . Some basic facts about definable metric spaces were established in [15] .
The Hausdorff dimension of a definable set agrees with its topological dimension. In fact, it was recently shown in [4] that this holds for closed sets in any model-theoretically tame first order expansion of the real field:
Theorem: Let M be an expansion of the real field which does not define the integers and let X ⊆ R n be a closed M-definable set. Then the Hausdorff dimension and the topological dimension of X agree and equal the largest m for which there is a coordinate projection R n → R m which maps X onto a set with nonempty interior.
The above theorem implies that the Hausdorff dimension of a closed M-definable set is a natural number, and is furthermore a definable function of the parameters defining the set. In contrast there are R-definable metric spaces with fractional Hausdorff dimension.
Let 0 < r < 1 be an element of Λ. Then d(x, y) = |x − y| r is a definable metric on [0, 1] with Hausdorff dimension 1 r . Varying r produces an R exp -definable family of metric spaces whose elements have infinitely many distinct Hausdorff dimensions. There are interesting examples of semialgebraic metric spaces, coming from nilpotent geometry, with Hausdorff dimension strictly greater then topological dimension. The simplest example is the Heisenberg group. The Heisenberg group H is the group of matrices of the form:   1 x z 0 1 y 0 0 1   for x, y, z ∈ R.
We equip H with a norm H by declaring the norm of the matrix above to be [
. We equip H with a left-invariant metric d H by declaring d H (A, B) = A −1 B H for all A, B ∈ H. The Heisenberg group has topological dimension three and the Hausdorff dimension of (H, d H ) is four. The Heisenberg group is the simplest non-abelian Carnot Group. Any Carnot group can be equipped with a left-invariant semialgebraic metric in a manner similar to the Heisenberg group. If the Carnot group is non-abelian, then the Hausdorff dimension of the associated metric space is strictly greater then the topological dimension of the Carnot group. See 5.5 of [15] for more information and references. Subriemannian metrics give more examples of interesting R an -definable metric spaces whose Hausdorff dimension is strictly larger then topological dimension, see 5.9 of [15] . In this paper we prove the following:
l } be a definable family of metric spaces. Then the Hausdorff dimension of (X α , d α ) is a definable function of α taking values in Λ∪{∞}. If R is polynomially bounded then the Hausdorff dimension of the elements of X takes only finitely many values. Theorem 1.1 implies that the Hausdorff dimension of an R an -definable metric space is a rational number. Theorem 1.1 was proven for R an in Proposition 11.3.2 and Proposition 11.3.3 of [15] . That proof was an application of the theorem of Comte, Lion and Rolin [1] on volumes of R an -definable sets. The present proof relies on weaker but more general facts about volumes of definable sets. Here is an outline of the proof. In Section 2 we define Hausdorff dimension and gather some basic facts from metric geometry. The crucial result of metric geometry that we use is the following version of the Mass Distribution principle:
Proposition: Let (X, d) be a separable metric space and let µ be a finite Borel measure on X which gives every open set positive measure. For p ∈ X and t ∈ R > , let B(p, t) ⊆ X be the closed ball of radius t centered at p. Suppose that the limit
log(t) ∈ R ∪ {∞} exists for all p ∈ X, and that φ : X → R ∪ {∞} is continuous. Then the Hausdorff dimension of (X, d) is the supremum of the range of φ.
Let (X, d) be a definable metric space. The following basic dichotomy for definable metric spaces, 9.0.1 of [15] , will allow us to apply the previous proposition to (X, d).
Theorem: One of the following holds:
1. There is an infinite definable subset A ⊆ X such that (A, d) is discrete.
2. There is a definable homeomorphism between (X, d) and a definable set equipped with its euclidean topology.
If (1) holds, then the Hausdorff dimension of (X, d) is infinite. Therefore we may assume that the d-topology on X agrees with the euclidean topology. Omitting technical details, we prove Theorem 1.1 by applying the following proposition, a consequence of mild extensions of results in [6] , to the definable family {B(p, t) : (p, t) ∈ X × R > } of balls in (X, d). This is Proposition 4.16 below.
Proposition: Let λ be k-dimensional Lebesgue measure. Let X be a definable set and {A p,t : (p, t) ∈ X × R > } be a definable family of k-dimensional sets such that lim t→0 + λ(A p,t ) = 0 for all p ∈ R l . Then
is a definable function of p which takes values in Λ ∪ {∞}. If R is polynomially bounded, then φ takes only finitely many distinct values.
ForR an , this is an easy consequence of the work of Comte, Lion and Rolin [1] .
Notation and Conventions. By k, l, m, n we shall always denote nonnegative integers. We let R be a big elementary extension of R. The expansion of R by the logarithm, R log , is o-minimal, see [12] ). By saturation we may view R as a substructure of an elementary expansion of R log , and in this sense we take the logarithm of elements of R.
By O we denote the convex hull of Q in R. Then O is a convex subring of R, hence a valuation ring. We denote its maximal ideal by m. Its residue field is R with residue map st : O → R.
Let M be an o-minimal field, and let X, Y ⊆ M n be definable. Then we write X ⊆ 0 Y iff dim(X \ Y ) < n, and X = 0 Y iff X ⊆ 0 Y and Y ⊆ 0 X. A property holds for almost all elements of X if it holds for all elements of X outside of a definable subset of dimension < n. By a box in M n we mean a definable set of the form [
we denote the projection onto the first m coordinates.
We say that a definable
In the terminology of Valette [13] a thin set is "O-thin". If a definable X ⊆ O n is not d-thin then we say that it is d-fat. Note that a definable subset of O n is n-fat if and only if int(st X) = ∅. If (X, d) is a metric space and p ∈ X, t ∈ R > , then B(p, t) ⊆ X is the closed ball of radius t centered at p.
Hausdorff Dimension
Throughout this section (X, d) is a metric space. In this section we gather some facts about Hausdorff dimension. Given A ⊆ X the diameter of A is
Fix r ∈ R > . We define the r-dimensional Hausdorff measure on X. Given δ > 0 and
where the infimum is taken over all countable collections R of closed balls which cover A and have diameter at most δ. We define
The limit exists as H r δ (A) decreases with δ. It is a classical fact that H r gives a Borel measure on X. The Hausdorff dimension of (X, d) is
) admits a countable covering by balls of diameter at most δ. This implies that (X, d) is separable.
The next fact follows directly from the definition of Hausdorff dimension and the fact that H r is a Borel measure:
Fact 2.2 Let {A i : i ∈ N} be a countable collection of Borel sets which covers X. Then
The following proposition is a form of the Mass Distribution Principle. It is a variant of the results in [7] . As we do not know of a proof of this exact result in the metric geometry literature we refer to Proposition 3.3.6 of [15] for a proof.
We make use of the following:
) is separable. Let µ be a finite Borel measure on X which assigns to every open set positive measure. Suppose that for every p ∈ X, the limit
Proof: Suppose that φ(p) < r for all p ∈ X. Then for each p ∈ X we have
Applying Proposition 2.3 we have dim H (X, d) r. Now suppose that sup{φ(p) : p ∈ X} > r. As φ is continuous there is an open U on which φ is bounded from below by r. For each p ∈ U we have
As U has positive measure, Proposition 2.
Miller's Dichotomy
In this section we prove Proposition 4.16 for definable families of subsets of R. Let A = {A p,t : (p, t) ∈ R l × R > } be a definable family of subsets of R. The one-dimensional Lebesgue measure of A p,t is the sum of the lengths of the connected components of A p,t and is thus a definable function of (p, t). Corollary 4.15 for A will follow from Proposition 3.1:
is a definable function of p which takes values in the field of powers Λ ∞ . If R is polynomially bounded, then F takes only finitely many distinct values.
Proposition 3.1 is a corollary of two results of Miller. The first is the fundamental dichotomy [8]:
Theorem 3.2 Exactly one of the following holds:
1. R is polynomially bounded,
The exponential function is definable.
The second is Proposition 5.2, p. 92, [9] .
Fact 3.3 Suppose that R is polynomially bounded, and let f : R n × R → R be definable. Then there are r 1 , . . . , r k ∈ Λ such that for each p ∈ R n , either f p is ultimately identically 0, or
for some i ∈ {1, . . . , k} and definable c :
Note that then, if f p : R > → R > for all p ∈ R n , then there are r 1 , . . . , r k ∈ Λ such that for each p ∈ R n there is a i ∈ {1, . . . , k} so that:
We now prove Proposition 3.1:
Proof: The proposition clearly holds if the exponential function is definable. Suppose that R is polynomially bounded. Fix p ∈ R n . Applying Fact 3.3 we obtain λ 1 , λ 2 ∈ R > and r ∈ R are such that λ 1 t r f p (t) λ 2 t r holds for all sufficiently small t. Taking log and dividing through by log(t) yields:
for all sufficiently small t. Thus:
Let r 1 , . . . , r k ∈ Λ be such that for any p ∈ R n there are λ 1 , λ 2 ∈ R > such that for some i ∈ {1, . . . , k}, λ 1 t r i f p (t) λ 2 t r i holds for all sufficiently small t. For all i ∈ {1, . . . , k} the set of p ∈ R n such that
is a definable function of p ∈ R n .
Measures on definable sets
In this section we prove Proposition 4.16. In [6] , the authors define a finitely additive measure ν (see Definition 4.2) on the definable subsets of O n which takes values in an ordered semiring (a quotient of O ≥ ) and agrees with the Lebesgue measure of st X in the case when X is n-fat. When X is n-thin, the measure of an open cell X agrees with the supremum of the measure of all boxes inscribed in a certain isomorphic image of X (an isomorphism X → φX here is, roughly, a C 1 -diffeomorphism φ such that | det J(x)| = 1 for almost all x ∈ X). We first need to extend the definitions in [6] to d-dimensional measure. We note that while we assume for simplicity that R is sufficiently saturated, this assumption is not needed for the definition of ν in [6] , nor is it needed for its d-dimensional version. The only adjustment one needs to make when dropping the saturation assumption is to replace O in Definition 4.2 by its Dedekind completion.
Definitions 4.1 and 4.2 below are from [6] (stated in slightly weaker form). Lemma 4.13 is a consequence of results from [6] . It will yield the desired result on limits of families of open sets (Corollary 4.15), which will in turn imply the result in full generality. We shall use the following convention. Suppose M is an o-minimal field and X ⊆ M
n is an open cell with p n k X = (f k , g k ) for k = 1, . . . , n. Let x ∈ X and t ∈ (0, 1) n be such that
Then τ X : X → τ X X ⊆ M n is the map τ X (x) = y, where
We define an equivalence relation ∼ on O :
Note that R ⊆ O by the saturation assumption on R. The quotient O can be made into an ordered semiring, where the ordering is induced by the ordering on O, and x + y = max{x, y} if x ∈ m > or y ∈ m > , and x + y = x + y otherwise.
For the remainder of this section, λX is the n-dimensional Lebesgue measure of X ⊆ R n .
Definition 4.2 (a) Let X ⊆ O n be a cell. If X is n-fat, then νX = λ st(X). If X is n-thin, then νX = a, where
It is shown in [6] that the above definition is independent of the decomposition of X into cells, and that νX > 0 iff the interior of X in R n is nonempty.
We [3] . While the proofs in [3] work only in a sufficiently saturated o-minimal expansion of a real closed field, using Theorem 3.3 on p.244 in [2] , the results from [3] can be transferred to the general case.
We use the following definitions and theorem of Paw lucki [11] (with slightly modified terminology). We state these for R, but they hold equally well for R (and we shall use the same terminology for subsets of R n as for subsets of R n ). 
where each S i is a standard L-cell after a permutation of coordinates and L ∈ R > depends only on n.
It is an exercise left to the reader to derive the following version of the above Theorem for definable subsets of dimension < n: Corollary 4.6 Let X ⊆ R n be definable of dimension d < n. Then there are S 1 , . . . , S k ⊆ R n such that
and there are permutations of coordinates τ 1 , . . . , τ k : R n → R n such that each τ i S i is an (i 1 , . . . , i n )-cell with i j = 1 when j ≤ d and i j = 0 when j > d, and each p From now on we shall always assume that L ∈ O > . We will refer to (i 1 , . . . , i n )-cells C such that i j = 1 for all j ≤ d and i j = 0 for j > d and such that p n (or R n ) we say that {S i } is an almost partition of X if {S i } is finite and X = 0˙ i S i .
Definition 4.7 Let X ⊆ O
n be R-definable and d-thin. Let {S 1 , . . . , S k } be an almost partition of X and let τ 1 , . . . , τ k : R n → R n be permutations of coordinates such that each τ i S i is an L-cell. Then
To show that the definition of ν d makes sense, we must show that it does not depend on the choice of S i and τ i . Note that if dim(X) < d then ν d (X) = 0.
Below, det Jφ(x) is the Jacobian determinant of φ at x.
Definition 4.8 Let X, Y be n-dimensional definable subsets of R n . We say that a map φ is a weak isomorphism X → Y if φ : U → V , where U, V ⊆ R n are open, is a definable
We say that X and Y are weakly isomorphic if there is a definable weak isomorphism X → Y .
We now show that ν is invariant under weak isomorphisms on thin sets. The proof is a slight variant of the proof of Theorem 5.4 in [6] . For the sake of completeness we outline the argument here; see [6] for more details. Proof: Let φ : C → D be a weak isomorphism. We assume towards a contradiction that νC > νD. Let a ∈ m > be such that νD < a < νC. We first reduce to the case when D is an open cell and C = φ −1 (D). The next reduction is to the case when C is a cell and τ D • φ(C) ⊆ B, where B is a box with νB < a. Next, we find a box P ⊆ τ C C with νP > a. We define We now show that ν d is well-defined.
Lemma 4.10 Let X ⊆ O n be definable and d-thin. Let {X i } and {Y j } be almost partitions of X, and let τ i , τ ′ j : R n → R n be permutations of coordinates such that all τ i X i and τ
Proof: Let Z = {Z 1 , . . . , Z m } be an almost partition of X containing an almost partition of each X i and Y j . For each i we have
Hence max
and it suffices to see that for
, where x ∈ Z k , being a weak isomorphism and from Lemma 4.9.
Definition 4.11 Let M be an o-minimal field and X a definable subset of M n . Let B = {B 1 , . . . , B k } be a collection of pairwise disjoint boxes in M n . We say that B is an inner approximation of X if B i ⊆ X for each i. We say that B is an outer approximation of
The lemma below is Lemma 4.1 in [5]:
Lemma 4.12 Let X ⊆ O n be definable and n-fat. Then there is a box
with a 1 , b 1 , . . . , a n , b n ∈ Q.
When dealing with R-definable families, we shall not make a notational distinction between their realization in R and in R, as which one is meant will always be clear from the context.
Lemma 4.13 Let
a) Then there is a definable function h : (0, a) R → R > , where a ∈ R > , such that each h(t) is the volume of an inner approximation of A t and h(t) = ν(A t ) for all t ∈ m > . b) If G : R → R is definable such that νA t < G(t) when t ∈ m > , then there is a definable function H : (0, a) R → R > , where a ∈ R > , such that each H(t) is the volume of an outer approximation of A t and
Proof: Without loss of generality, we may assume that A t ⊆ [0, 1] n for each t. First note that int(st A t ) = ∅ for all t ∈ m > : Suppose towards a contradiction that t ∈ m > is such that int(st A t ) = ∅. By Lemma 4.12 there is a box B ⊆ A t such that all vertices have rational coordinates. For all sufficiently small s ∈ R > , B ⊆ A s , contradiction with λA t → 0 as t → 0 + and λB > 0. To prove a), we let D be a decomposition of R 1+n into cells that partitions A. Let D ∈ D be such that D ⊆ A and p 
and there is i ∈ {1, . . . , k} such that
that for some i ∈ {1, . . . , k}, νA t = h i (t) for all t ∈ m > . This finishes part a) of the lemma.
To prove b), let G :
Without loss of generality, we assume that A is an open cell of the form (0, f ). The proof is by induction on n.
If A ⊆ R 1+1 , then A t = (0, f (t)) ⊆ R for each t ∈ m > , so part b) of the lemma is obvious. Now suppose the lemma holds for n 1, and let A ⊆ R 1+(n+1) . Let h be as in part a) of the lemma.
By the proof of the subclaim in Case 1.1 in the proof of Theorem 4.8 in [6] , there is l, depending only on p, and there are R-definable functions y 0 , . . . , y l : (0, a) → [0, 1], where a ∈ R > , such that 0 = y 0 (t) < y 1 (t) < · · · < y l (t) = 1 and
(In the notation of the proof of Theorem 4.8 [6] , y i (t) = h(t) (l−i−1)q 3 where i ∈ {1, . . . , l − 1}, and q 3 ∈ Q > depends only on p.) We first find, for each i, an R-definable function H i such that
, and H i (t) is the volume of an outer approximation of f
•
Thus, inductively, there is an R-definable function H i : (0, a) → [0, 1], where a ∈ R > , such that νf
for all t ∈ m > , and so that each H i (t) is the volume of an outer approximation of f
is the volume of an outer approximation of f
• Let i be such that y i (t) ∈ m > and νf
> . Then the function assigning 1 to each t ∈ (0, 1) is the volume of an outer approximation of f −1 t [y i−1 (t), y i (t)] for all t ∈ (0, 1), and H i (t) = y i (t) is as required.
• Suppose y i (t) ∈ m > and νf
We shall find an R-definable function d with d(t) ∈ m > , νf
, and
As mentioned above, for each i ∈ {1, . . . , l − 1}, y i (t) = h(t) r for some r ∈ Q > .
Note that either h(t)
In the first case, we may set d(t) = h(t) q−r . In the second case, we set
where b(t) = νf
Inductively, we now obtain an R-definable function H i : (0, a) → [0, 1] such that
for all t ∈ m > , and so that y i (t) · H i (t) is an upper approximation of
is an upper approximation of A t for all t ∈ (0, a), where a ∈ R > , and νA t H(t) < G(t)
Proposition 4.14 Let {A t : t ∈ R > } be a definable family of open subsets of R n such that λA t → 0 as t → 0 + . Let h be as in part a) of Lemma 4.13. Then
By part b) of Lemma 4.13, there is a definable
and H(t) is the volume of an upper approximation of A t for all t ∈ (0, a). So, by Lemma 4.13,
for all t ∈ (0, a), and hence we get
for all sufficiently small t ∈ R > . It follows that
is a definable function of p taking values in Λ ∞ . If R is polynomially bounded then F takes only finitely many values.
Proof: For each p ∈ R l , let h p be the function whose existence is guaranteed in part a) of Lemma 4.13, considered as a function R > → R > . Note that h p is uniformly definable in p. Proposition 4.14 shows that
This implies
The Corollary now follows by an application of Proposition 3.1.
Proposition 4.16 Let
is a definable function of p taking values in Λ ∞ . If R is polynomially bounded, then this function takes only finitely many values.
Proof: By Proposition 3.1, it suffices to find a definable function f :
Let L be the constant corresponding to n from Theorem 4.5. We shall say that a collection of definable sets {C i } and a collection of permutations of coordinates {τ i } of R n are good for A ⊆ R n if {C i } is an almost partition of A and each τ i C i is an L-cell of dimension d. Corollary 4.6 yields, for each (p, t) ∈ R k+1 , collections {C i } and {τ i } good for A p,t . Being an almost partition of A p,t as well as being an L-cell are first-order properties, hence compactness and the proof of Theorem 4.5 yield finitely many collections
of finitely many families of sets C ij (p, t) ⊆ R n defined over the same parameters as A such that for each (p, t) ∈ R k+1 there is i ∈ {1, . . . , m} so that {C ij (p, t)} and some set of permutations of coordinates {τ j } are good for A p,t .
Let {τ s } be the set of all the tuples of permutations of coordinates R n → R n of length max{l(1), . . . , l(m)} (note that {τ s } is finite), and let (τ s ) j be the j-th coordinate of τ s . Let, for each i ∈ {1, . . . , m} and each s, h is : R k+1 → R be the definable function such that h i (p, t) = max j {νp n d (τ s ) j C ij (p, t)} and whose existence was proved in Lemma 4.13. Then the function f : R k+1 → R which assigns to (p, t) the value of h is at (p, t), where is is the smallest number in lexicographic order such that {C ij (p, t)} and τ s are good for A p,t , is as required.
Proof of Theorem 1.1
Let X = {(X α , d α ) : α ∈ R l } be a definable family of metric spaces. We prove the following:
Theorem: The Hausdorff dimension of (X α , d α ) is a definable function of α which takes values in Λ ∞ . If R is polynomially bounded, then the Hausdorff dimension of the elements of X takes only finitely many values.
Proof: Applying Corollary 9.3.4 of [15] there is a partition of R l into definable sets A, B, a definable family of sets {Z α : α ∈ A} and a definable family of functions {h α : α ∈ A} such that:
1. h α is a homeomorphism (X α , d α ) → (Z α , e) for all α ∈ A, 2. if β ∈ B, then there is an infinite definable A ⊆ X β such that (A, d β ) is discrete.
Any infinite definable set has cardinality |R|. Thus if β ∈ B, then (X β , d β ) contains a discrete subspace of cardinality |R| and is therefore not separable. Thus Fact 2.1 implies dim H (X β , d β ) = ∞ for all β ∈ B. We therefore assume that B is empty. For all α ∈ R l , we let d Theorem: There are |Λ|-many definable sets up to definable bilipschitz equivalence. If R is polynomially bounded, then a definable family of sets has only finitely many elements up to definable bilipschitz equivalence.
One might speculate that Theorem 1.1 is a consequence of a generalization of Valette's theorem to definable metric spaces. This is not the case:
Fact 6.1 There is a semialgebraic family of metric spaces which contains continuum many elements up to bilipschitz equivalence.
The collection of Carnot metrics on R k naturally forms a semialgebraic family of metric spaces. Pansu [10] proved that if two Carnot groups are not isomorphic as groups, then the associated Carnot metrics are not bilipschitz equivalent. It is known that if k 6, then there are continuum many pairwise non-isomorphic Carnot group operations on R k . See 5.5 of [15] for details and references.
