With a few exceptions, the analysis of optimal pollution accumulation or detrimental stock externalities rests on the assumptions that the level of damage is unbounded and that pollution decay increases monotonically with the level of pollution stock. We show that these assumptions are restrictive and that their generalization alters the basic economic properties of optimal pollution control. We specify a decay function which is concave with low stock levels and convex when pollution is higher. We show that, although multiple steady states may exist, the globally optimal solution may be independent of the initial pollution level. It is also possible that there are cutoff levels which determine the optimal long-run equilibrium, implying that the feedback control law is discontinuous and nonmonotonic. Bounded damage may have similar implications, but in contrast to concave᎐convex decay, they may occur even with zero discounting. ᮊ
INTRODUCTION
Pollutants such as heavy metals or organic and radioactive waste accumulate in the environment, implying that emission abatement is a problem with long-term consequences. Pollution accumulation has been of interest in resource and envi-Ž w x w x ronmental economics since the early 1970s Smith 37 , Keeler et All these studies specify the rate of pollution accumulation as the difference between the level of emissions and the decay of the pollution stock. Pollution decay Ž . is assumed to be a linear or monotonically increasing function of the pollution stock level. This works well for nuclear waste or thermal pollution, for example. However, there are pollution problems where an increasing rate of decay is more Ž w x w x problematic, and it has been criticized in several studies Forster 20 , Comolli 11 , w x w x. Pethig 33 , and Dasgupta 14 . According to this criticism, it may be problematic to assume that ''the greater the level of pollution, the greater is nature's capacity Ž w x. for assimilation'' Comolli 11 . This argument gains support from ecological literature. The assumption of Ž . increasing decay implies that a piece of the environment e.g., a lake is globally stable so that the state existing before anthropogenic perturbations will always recover if the perturbation is decreased close to zero. However, at least since the w x well-known article by Holling 22 , ecologists have emphasized that natural systems Ž w x. generally have more than one stable equilibrium see also Peterman 32 . This implies that the system in question may not recover to the original state if the perturbation has been strong enough. One example is eutrophication. A high level of ''nutrient capital'' becomes a stress, and the system is essentially poisoned by too Ž w x . many nutrients Odum 31, p. 434 . A possible consequence is that the system finds a new stable equilibrium or, in less severe cases, there is ''a gradual return to less extreme conditions, the slowness of the return related to the accumulation of Ž w x. nutrients in sediments' ' Holling 22 .
The possibility of multiple equilibria in ecological systems calls for a generalizaw x tion of the constant rate of decay assumption. In an interesting paper Forster 19 mentions eutrophication and assumes that the decay function has an inverted U-shape. His major findings include that, in contrast to the specification with monotonically increasing decay, there may exist multiple steady states. Forster emphasizes that the problem is nonconcave, which complicates the identification of optimal solutions. However, he shows that with zero discounting the optimal w x w x solution approaches a unique saddle point steady state. Pethig 33 , Cesar 7 , and w x Cesar and de Zeeuw 8 have studied a closely related specification without emphasis on the nonconvexity problem. The nondifferentiable decay function was w x later applied by Tahvonen and Withagen 40 .
Mathematically the problem has close connections to renewable resource ecow x nomics and to growth theory with increasing returns. Clark 9 studied the problem of a profit maximizing fishery, when the growth function is convex for low stock levels but concave for higher stock levels. His model was equivalent to the problem of optimal growth with a linear utility function and a convex᎐concave production function. The nonlinear growth problem with a convex᎐concave production funcw x w x tion was studied by Skiba 36 and later by Majumdar and Mitra 29 and Dechert w x Ž w x. and Nishimura 16 for a review, see Brock and Malliaris 5 . These studies show that the properties of the Ramsey᎐Cass᎐Koopmans growth model are quite different if there are increasing returns with low capital stock levels. However, the results of these studies are not directly applicable to the pollution problem with concave᎐convex decay because the latter is complicated by the inherent dependence of instantaneous utility on the stock level. In the context of investment theory, the nonconvexities with stock effects are studied by Davidson and Harris w x 15 . Their results suggest that in several cases the globally optimal solution must be determined by present value computation. Stock nonconvexities in the fishery w x w x model are studied after Clark 9 by Lewis and Schmalensee 30 . However, their inclusion of fixed harvesting costs, noncontinuous growth function, and minimum viable population size leads to rather different analytical problems than those considered here.
In dynamic pollution control models it is normally assumed that the damage function is increasing and convex, i.e., that the level of damage is unbounded. w x w x However, as recognized by Baumol 1 and Starrett 38 , this need not be the case. w x A particularly simple example is given by Baumol 2 : if an emission level from a factory is high enough, the residents may move to other locations which implies costs. These costs constitute the maximum level of pollution damage. In fact, Baumol and Starrett argue that pollution problems are inherently associated with w x nonconvexities. As is noted by Dasgupta 4 , such cases may be described by a damage function that is convex for low pollution levels but concave with high stock levels. Somewhat similar nonconvexity questions are included in a certainty equivaw x lent problem studied by Cropper 13 . She notes the possibility of multiple optimality candidates but does not consider how to find the global optimum.
We study a prototype stock externality model where the decay function is everywhere differentiable and is increasing and concave for low stock levels but decreasing and convex for moderate stock levels. It is first assumed that the w x damage function is strictly convex. In contrast to earlier works like Skiba 36 or w x Davidson and Harris 15 , we prove the existence of an optimal solution and do not assume the necessity of infinite horizon transversality conditions. Our method for w x finding the globally optimal candidate is more easily applied than Skiba's 36 . We solve the model analytically but, in addition, present phase diagrams where the solutions are computed by a Runge᎐Kutta method. Compared to Davidson and w x Harris 15 , we restrict the set of initial stock levels where the globally optimal solution must be determined by present value computation.
Given that discounting is moderate and the concavity properties of the instantaneous objective function do not offset the convexity of the decay function, we find, in addition to multiple steady states, multiple trajectories that are locally optimal. In spite of the multiple steady states, the optimal steady state may be independent of the initial stock level. Another possibility is that critical cutoff values exist for the initial stock level, where two qualitatively different solutions give equal present value utility. Excluding these cutoff values, the globally optimal solution is unique. The feedback control law may be discontinuous and nonmonotonic, implying that the optimal emission tax may be a decreasing function of the pollution stock. This property may hold even if the steady state and the optimality candidate are unique.
Finally, it is shown that a bounded damage function may have qualitatively similar implications. However, the interesting difference between the two sources of nonconvexities is that when the discount rate approaches zero, the nonconvexity implications of concave᎐convex decay vanish, but the similar implications of bounded damage remain. Our results can be applied to find the globally optimal w x solution for the model by Cropper 13 . At a more general level, the results show that, taking into account the inherent nonconvexities in the stock externality problem, the model is more versatile than the previous literature on the concave special case suggests.
The paper is organized as follows. Section 2 presents the main results in three subsections. Section 3 assumes that the damage function is bounded, and Section 4 concludes the paper.
CONCAVE ᎐ CONVEX DECAY IN PROTOTYPE POLLUTION CONTROL MODEL
We formulate a model which closely resembles the ''prototype pollution accumuw lation model'' defined by Kamien and Schwartz 26 and Kolstad and Krautkraemer w x Ž . 28 . Let e denote the rate of emissions. Function U e gives the instantaneous Ž . utility from an activity that ''produces'' emissions. We assume that UЈ 0 -ϱ, Ž . Ž . Ž . UЈ e ) 0, UЉ e -0 when e -e and UЈ e s 0. In addition, we apply the restric-t ion 0 F e F e for keeping the control region bounded. Our references to biological literature suggest that a concave᎐convex decay function is relevant in local pollution problems, e.g., in the case where a paper mill is located near a lake vital Ž . to a local fishery. U e may now denote the maximized profit of the paper mill given the level of emissions. It is natural that the uncontrolled emission level e iŝ finite and that emissions may be eliminated with finite abatement costs, i.e., Ž . UЈ 0 -ϱ.
Ž . Let z denote the pollution stock and D z the associated instantaneous disutil-
Ž . DЈ z ª ϱ when z ª z where z may be infinite. The rate of pollution decay is Ž . given by a twice continuously differentiable function ␣ z . We assume that
The assumptions imply that Ž . ␣ z increases with low stock levels but declines when pollution is higher and is linear when the rate of decay is zero, i.e., when z G z. Thus z is a critical pollution level in the sense that beyond it pollution accumulation is irreversible. We accept w x the case where z is infinite. Our formulation differs from Forster's 19 , which assumes that the decay function is strictly concave when 0 F z -z but linear when z G z, implying nondifferentiability at z s z. It is difficult to know which one of these two formulations is empirically more relevant. We maintain differentiability to guarantee that the formulation satisfies the regularity conditions of the maxi-Ž w x . mum principle see Seierstad and Sydsaeter 35, pp. 73, 87 .
Let ␦ denote the rate of discount. The problem is to
Ž .
The current value costate for the pollution stock is and the current value Ž . Ž . w Ž .x Hamiltonian equals H H s U e y D z q e y ␣ z . The necessary conditions Ž . for optimal solutions include restrictions 2 and
Ž . Ž . Appendix 1 proves the existence of an optimal solution for problem 1 ᎐ 3 . We next try to find it.
A. Isoclines and Existence of Steady States

Ž .
Let us depict the extremal dynamics in z᎐e phase space. Notice from 2 that Ž . the z s 0 isocline is defined directly by the assumptions on ␣ z . Given thaṫ Ž . Ž . Ž . yUЈ 0 --0, i.e., 0 -e -e, conditions 4 and 5 define the extremal dynamics of the emission level as follows:
Ž . Assumptions on D z , U e , and ␣ z imply that isocline e s 0 intersects thė Ž . Ž .
Ž . e-axis at e s e Fig. 1 . The assumptions DЈ z ª ϱ when z ª ϱ and UЈ 0 -ρ imply that e s 0 must intersect the z-axis at some finite z. Because the isoclinė e s 0 starts above the isocline z s 0 and finally reaches the z-axis, there must exisṫȧ n odd number of steady states with strictly positive levels of the pollution stock. 1 Note that the origin is also a steady state. Given 0 -e -e, the e s 0 isocline iŝŽ . Ž . defined for ␣ Ј z ) y␦. The isocline has a negative slope when ␣ Љ z F 0. One
we obtain the isocline de-Ž . Ž . noted by a , which means a unique steady state does exist besides the origin . In Ž . 0 Ž this case the isocline a coincides with the z-axis when z ) z note the nonnega-. Ž . tivity restriction e G 0 . However, because ␣ z is strictly convex when z -z -z,
it is possible that DЈ z y UЈ 0 ␦ q ␣ Ј z -0 with some z ) z . In this case the Ž . Ž . isocline a continues above the z-axis, but because DЈ z ª ϱ as z ª z and Ž . Ž . ␣Ј z ª 0 as z ª z, it must finally reach the z-axis as depicted by curve aЈ . If Ž . curve aЈ intersects isocline z s 0, there are at least two more intersection points.
Ž . Notice from 7 that, for example, an increase in the rate of discount shifts the locus of the e s 0 isocline upward. Thus, with a higher rate of discount, we maẏ Ž . Ž .
Ž . obtain a case like b or c with three steady states or a case like d where the steady state besides the origin is unique. Because both isoclines may have negative slopes when z -z -z, we cannot rule out any number of steady states between w x 0 -z -z. Recall that in the model by Skiba 36 , the maximum number of Ž . nontrivial steady states is 2. Here the possibility of any number of steady states is a joint implication of nonconvexities and the inclusion of the state variable in the 2 criteria functional. Note finally that when z -ϱ there is a continuum of steady Ä 4 states on the z-axis to the right of max z , z .
e B. Dynamic Properties of the Steady States
We turn now to an analysis of the dynamic properties of the steady states.
Ž . y1 Ž . Ž . Ž . Define e ' UЈ where eЈ s y1rUЉ e . The characteristic roots re-Ž . Ž . Ž . lated to the linear approximation of the system z s e y ␣ z and s DЈ z q w Fig. 1 that at the steady states with the lowest and highest stock levels, the isocline e s 0 3 Ž .
w Ž . must intersect the isocline z s 0 from above, i.e., ␣Ј z ) DЉ z ẏ Ž . Ž .x Ä Ž .w Ž .x4 Ž Ž . . U Јe␣Љ z rU Љ e ␦q␣Ј z see Eq. 8 . This implies that at these steady states DETJ -0; i.e., the equilibria are saddle points. This also implies that if there is a unique interior steady state, it must be a saddle point.
Consider next steady states between the saddle points. As shown in Fig. 1 , the slope of the isocline e s 0 may have any sign. However, at stock levelṡ Ž . Ž Ž .. where ␣ Љ z F 0 this slope is negative Eq. 8 . This rules out the possibility that both isoclines have positive slopes at the intersection point. Therefore, at the steady state between two saddle points, isocline z s 0 has negative slope buṫ Ž . w Ž . Ž . Ž .x isocline e s 0 may have either sign. In all cases ␣ Ј z -DЉ z y UЈ e ␣ Љ z ṙ Ä Ž .w Ž .x4 Ž . UЉ e ␦ q ␣Ј z , which implies that DETJ ) 0. By 9 both roots have positive Ž .
2 w Ž .x 2 real parts. In 9 , the term ␦ y 4 DETJ can be written in the form ␦ q 2 ␣ Ј z Ž .w Ž . Ž .x q 4eЈ DЉ z q ␣ Љ z . We are left with three possibilities. It can be shown Ž . Ž . by Eqs. 8 and 9 that if the slope of e s 0 is negative or zero, the roots are real and positive and the steady state is an unstable node. If the slope is positive, the roots are either real and positive or in the case where ␦ 2 y 4 DETJ -0, the roots are complex with positive real parts. In this case the steady state is an unstable focus. In the limiting case, i.e., ␦ 2 y 4 DETJ s 0, the steady state is an unstable 2 Ž . Ž . Ž . When ␣ Ј z G 0 and ␣ Љ z F 0 ᭙ z, Eq. 8 shows that isocline e s 0 decreases monotonically anḋ Ž .
Ž . Eq. 2 shows isocline z s 0 increases monotonically, implying a unique nontrivial steady state. Notė Ž . Ž . w . that concavity cannot be maintained with ␣ Ј z -0 and the restriction ␣ z G 0 ᭙ z g 0, ϱ . 3 We again exclude the tangency cases. 
C. Finding the Globally Optimal Solution
Because of multiple steady states the following analysis cannot cover all possible cases. We concentrate on a case where an unstable focus exists between two saddle point steady states. By studying this case we can develop general principles applicable to any number of steady states. Figures 2 and 3 present cases similar to Ž . Ž . Ž . isoclines c and a ᎐ aЈ in Fig. 1 . The movements in different regions follow Ž . Ž . Ž ϱ ϱ . directly from 2 and 7 . As was shown in Section 2B, the steady states z , e and Ž ϱ ϱ . between these paths. Note that one saddle point path toward z , e starts from 1 1 Ž ϱ ϱ . Ž . the e-axis and the other emanates from z , e see paths and in Fig. 3 . All paths defined in phase diagrams 2 and 3 satisfy the necessary conditions for optimality but because of the nonconvexity the paths may yield either a local or global maximum. We note that the theorem for infinite horizon necessary transver-Ž w x . sality conditions Seierstad and Sydsaeter 36, Theorem 16, p. 244 cannot be used here to restrict the amount of optimality candidates. However, consider first paths 
Ž .
Ž . like 1 , which enter region II and stay there forever in Figs. 2 or 3 . Along these paths e s 0 in finite time and the paths approach the origin. The marginal utility Ž . from emissions remains positive and equal to UЈ 0 while the disutility from a marginal increase in pollution stock approaches zero. Thus these solutions are dominated by a path with a positive jump in the emission level implying that paths Ž . like 1 cannot be globally optimal. A perfectly analogous argument applies to Ž . paths like 2 . We are left with paths which converge toward a saddle point steady ϱ Ž . state or which always remain at stock level z . Notice from Fig. 3 that, 
Ž . ␦ tªϱ
We then obtain the result that along paths leading to a steady state, the value of the emission control program equals the current value Hamiltonian evaluated at time zero and divided by the rate of discount, i. Ž .
Ž . Equation 12 implies that along paths leading to steady states the value of the program is strictly decreasing in z , and the rate of decrease is the faster the lower 0 the level of emissions.
By using these results, we can now consider the optimality candidates in Fig. 2 . Let us denote the initial emission level along a path leading to steady state i by e i . 0 Ž . By the fact that above the z s 0 curve F e , z is an increasing function of e , wė 0 0 0 any other initial pollution stock levels. An argument that a saddle point path toward z ϱ is globally optimal with some initial pollution levels implies that at such 1 a stock level it cannot be optimal to continue along path toward steady state z ϱ .
3
This contradicts the fact that path is globally optimal with z s 0. Thus path 1 0 1 is the globally optimal solution given any initial pollution levels. As can be deducted from Fig. 2 , the global optimality of path is possible only if the locus 1 Ž . of the e s 0 isocline is ''high.'' Equation 7 shows that this is associated with ȧ high rate of discount, high marginal utility of the activity generating emissions and low marginal damage. In addition, it is necessary that an increase in marginal damage does not offset the value of an increase in the marginal rate of decay.
We now turn to the case depicted in Fig. 3 . Define z to be the lowest pollution stock level where z s 0 along path , which converges toward z ϱ . Similarly, 2 3 Ž ϱ ϱ . Ž ϱ ϱ . because z , e is an unstable focus, path which converges toward z , e must either toward the lower or higher steady state stock levels. We can rule out the Ž . optimality candidates which follow path before it reaches z because by 12 2 the value of an optimal program decreases faster as a function of z , the lower the 0 Ž . level of emissions. Similarly, by 12 we can rule out solutions which follow path 2 1 Ž . before it reaches stock level z . Because at z s z it holds that e -␣ z and 0 0 1 3
Ž .
Ž . Ž 1 . Ž 3 . e s␣ z , we obtian using 11 that F e , z ) F e , z and because at z s z
Ž . it holds that e s ␣ z and e ) ␣ z , we obtain F e , z -F e , z . By 12 , 0 2 0 2 0 2 0 2 w 1 Ž . x w 3 Ž . x it follows that F e z , z decreases faster as a function of z than does F e z , z . This implies that there must exist a unique level of pollution z -z -z such that w 1 Ž . x w 3 Ž . x F e z , z s F e z , z . Hence, we have shown that in the case depicted in Fig. 3 ,ˆˆt here exists a unique critical pollution stock level z, between z and z , such that when the initial stock level is below z the saddle point path toward z ϱ is thê 1 globally optimal solution, and when the initial stock level is above z the globallŷ optimal level converges toward z ϱ . Note finally that maintaining the stock level at 3 z ϱ can never be optimal. 2 Above, we have analyzed the case where an unstable focus occurs between two saddle point steady states. As was shown in Section 2B, the steady state between two saddle points may well be an unstable node. If several optimality candidates exist, the globally optimal trajectory can be found by analogous reasoning. If the steady state between the saddle points is an improper node, the extremal dynamics will closely resemble the cases studied in Figs. 2 and 3.
As shown in Section 2A, any odd number of steady states may occur. This will not imply any essential changes in the case depicted in Fig. 2 , where the trajectory toward the highest steady state intersects the e-axis. If such a trajectory does not exist as in Fig. 3 , there may be several critical cutoff pollution levels between the saddle point steady states. In spite of this the globally optimal trajectory can be found by the methods developed above. As was shown in Fig. 1 , it is quite possible that a unique saddle point exists above or below the pollution stock level, where the rate of decay is zero. In these cases there is only one optimality candidate which must then be globally optimal. and 3. They do not prove the uniqueness of the critical cutoff point in the case we Ž . Ž . w x depict in Fig. 3 . Compared to our general results given by 11 and 12 , Skiba 36 studies the properties of the maximized Hamiltonian or optimal value functions on a case by case basis. This leads to more complicated analysis, especially in the proof showing that it cannot be optimal to follow a path like before it reaches 2 the stock level z .
In concave models multiple steady states imply that the long-run steady state depends on the initial conditions. In spite of this, the optimality candidate is always unique. In the presence of nonconvexities, the optimal choice of the long-run rest point is more complicated. Analysis of the case depicted in Fig. 2 shows that the approach path toward the ''nearest'' saddle point stable equilibrium may be nonoptimal. Thus, although multiple steady states exists, the optimal long-run rest point may be independent of the initial state level. Another interesting feature in the optimal path is that it first approaches the ''nearest'' saddle point and stays in its vicinity for a time period which can be very long but nonetheless finite. After a period in which the system may have been approximately stable, the pollution stock and emissions start to increase and the solution converges toward a steady state with higher pollution and lower emissions.
Decreases in the rate of discount may imply that the path toward the highest Ž steady state exists only when the initial stock level is high enough i.e., above z in . Fig. 3 . In this case, there is a cutoff pollution level below which it is optimal to choose a path toward a lower steady state equilibrium. If the initial pollution stock is higher than the cutoff level, the optimal solution converges toward the steady state with higher pollution. Recall that with linear or concave decay functions, the feedback control law is always a continuous and decrasing function of the pollution stock. Contrary to this, our decay function implies that the development of the Ž . optimal emission level may be nonmonotonic see paths and . This follows 1 2 from the convexity of the decay function between z and z. When the solution approaches z ϱ , it is optimal to slow down pollution accumulation because the 1 marginal effect of pollution on the rate of decay is at its highest. However, when the decay function is convex, a marginal increase in pollution has a smaller effect on the rate of decay. Thus, the optimal emission level may be higher although the present value of pollution damage has increased. In Fig. 3 , the feedback control is nonmonotonic and discontinuous at the critical pollution level between z and z .
If there are several critical cutoff levels, there are several pollution levels where the feedback control is discontinuous. Note that at critical cutoff levels the value function is nondifferentiable. Although the steady state and the optimality candidate are unique, the optimal path may still be nonmonotonic.
3. BOUNDED DAMAGE w x w x As noted by Starrett 38 and Baumol 1 , pollution, or externalities in general, may imply that the damage function is concave for high pollution levels. This follows because in a partial equilibrium context pollution may simply exclude the other utilization alternatives of the given environment, implying that the total level of pollution damage is bounded. Such a damage function is also proposed by w x Dasgupta 14, p. 159 . However, to our knowledge, the implications of bounded damage have not been fully resolved in the context of pollution accumulation.
Ž . To study the implications of this source of nonconvexity, we assume
Thus the damage function is convex when the pollutioñ˜l evel is below z but concave when pollution exceeds z. The maximum level ofd amage is reached when the pollution stock equals z. We accept the case wherẽ Ž . zsϱ. For simplicity, we assume that the decay is linear ␣ z and that thẽ maximum damage level is never reached, i.e., er␣ -z. 5 If 0 -e -e, the extremal˜ŵ Ž . Ž .Ž dynamics is defined by the system: z s e y ␣ z, e s y DЈ z y UЈ e ␦ q.
x Ž . Ž . ␣ rUЉ e . Let us depict the isoclines in e᎐z phase space Fig. 4 . Isocline e s 0 Ž . Ž .Ž . < Ž . Ž .Ž . satisfies DЈ z y UЈ e ␦ q ␣ s 0 and derdz s DЉ z rUЉ e ␦ q ␣ . When es 0 5 We note that it would be contradictory to assume simultaneously concave᎐convex decay, bounded damage, and finite z, because this may imply nonexistence of steady states and also that along the onlỹ optimality candidate z ª ϱ as t ª ϱ. Obviously, we would no longer have a local pollution problem, and as a consequence the damage function specification would lose its relevance. Ž . Ž . Ž . DЉ z ) 0 -0 isocline e s 0 is declining increasing . When z s 0 and wheṅ Ž . zsz , it must hold that e s e. The isocline may intersect the z-axis isocline a orŽ . may exist entirely above it isoclines b and c . Note that an increase in the rate of discount shifts the locus of e s 0 upward. Our assumptions imply that besides thė origin there must be at least one steady state, but because both isoclines havẽ 6 positive slopes when z ) z we cannot rule out any odd number of steady states.
By studying the linearized system as in Section 2, it can be shown that a unique Ž . steady state is always a saddle point neglecting the origin . In the case of multiple steady states, the equilibria with lowest and highest pollution stocks are saddle points as well. Between the saddle point steady states the equilibrium is either an unstable node, an unstable focus or an improper node.
In this setting the origin is again a locally stable steady state, but it is nonoptimal for the same reasons as those in Section 2C. Trajectories approaching z s er␣ can Ž . be shown to be nonoptimal. There are no limit cycles by Appendix 2 . The Ž Ž. . existence of optimal control is guaranted by Appendix 1 modified by a t s ␣ .
We concentrate on a case where an unstable focus exists between two saddle point steady states. This analysis can be extended to cover any other possibilities. Figures 5a᎐5c have been computed numerically by a Runge᎐Kutta method and
constants. Note the essential differences between Figs. 5a᎐5c. In Fig. 5a , the path toward Ž ϱ ϱ .
z , e , starts from region I rather than from the unstable focus, as in Figs. 5b and In Fig. 5b , there are paths toward steady states z , e and z , e from the 
Ž . We can find the globally optimal solution by using Eqs. 11 and 12 . Consider Fig. 5a . Given any z G 0, we can deduce by reasoning similar to that in Section 2 0 Ž ϱ ϱ . that trajectory dominates the trajectory leading to steady state z , e . By analogous reasoning, we can deduce that in Fig. 5b there must exist a critical cutoff pollution level between stock levels z and z . Initial pollution levels higher than Ž ϱ ϱ . the cutoff level imply the optimality of z , e , while for lower stock levels it is 3 3 Ž ϱ ϱ . optimal to converge toward z , e . In Fig. 5c , the globally optimal solution is 1 1 Ž ϱ ϱ . always the trajectory converging toward z , e . As in the case with concave᎐convex decay, the feedback control law may again be nonmonotonic and discontinuous. Second, the rate of discount may again have FIG. 5ᎏContinued an important role. In case 5a, discounting is lowest and steady states with high pollution levels are nonoptimal; i.e,. although multiple steady states exist, the optimal solution always converges toward the lowest steady state pollution level. Note that lowering the rate of discount may imply a unique steady state. In contrast to this, in case 5c, it is always optimal to choose the path leading toward the highest steady state. In this case an increase in the rate of discount may imply that the steady state with the highest stock level is unique. With moderate discounting, we obtain case 5b, where the cutoff pollution level determines the globally optimal solution. An interesting difference between the two sources of nonconvexities is that, with a concave᎐convex rate of decay, decreasing the rate of discounting toward zero implies a unique steady state and a monotonic and continuous feedback control law. This need not be the case with bounded damage. None of the cases depicted in Figs. 5a᎐5c can be ruled out with zero discounting. 7 Finally, we note that our methods can be used to find the globally optimal solution w x 8 for the certainty equivalent specification proposed by Cropper 13 .
CONCLUSIONS
It is difficult to rule out a possibility that some high pollution level may decrease the natural rate of decay. This inevitably leads to nonconvexity problems in optimal pollution accumulation. With an increasing rate of decay a unique steady state exists, and the approach paths toward the long-run equilibrium are monotonic. In x In contrast to our results, Dasgupta 14, p. 160 argues: it is clear that a socially optimal policy will involve keeping the pollution level from ever reaching the level where the marginal damage is at maximum. 8 
w x
Note, however, that Cropper's 13 phase diagrams 2 and 4 include a limit cycle which, according to our hypothesis, is possible to rule out by a proof similar to that applied in our Appendix 2 or in w x Davidson and Harris 15 . contrast, with a concave᎐convex rate of decay multiple equilibria and multiple locally optimal solutions may exist, but the optimal steady state may be independent of the initial stock level. The approach paths may be nonmonotonic and the feedback control law may be discontinuous. Qualitatively similar outcomes may occur when the damage level is bounded. If, for example, the major source of pollution damage is its effects on a fishery, the level of damage does not grow once the stocks are gone or fish are unsuitable for human use. An interesting difference between the implications of these two sources of nonconvexities is that, with concave᎐convex decay, they vanish if future utilities are not discounted. However, this is not the case with bounded damage.
It may be possible to argue that the natural form of the pollution accumulation model for local problems includes either one or both kinds of nonconvexities. Thus regulating domestic and industrial emissions may be far less straightforward than the specifications based on an increasing rate of decay and a convex damage function suggest. Complexity apparently increases when the two forms of nonconvexities work together, a case we have not investigated. When two optimality candidates exist, policy makers should compute the present value of both of them. However, the methods we have developed considerably decrease the number of cases where this present value computation is actually needed. Another policy problem is faced when the initial pollution level approximately equals the critical cutoff level, and one of the optimal trajectories leads to irreversible pollution accumulation while the other maintains a positive rate of decay forever. Sustainability or option value-type arguments may favor the latter choice. The puzzle is complicated by the fact that the two policy options may imply a completely different welfare distribution between the polluters and the pollutees.
Our findings may have strong implications for several fields where the problem of stock externalities has been studied. For example, the dynamic stability of w x Pigouvian taxation mechanisms studied by Brito and Intriligator 3 may be very sensitive to their assumptions of constant rate of decay and unbounded damage. w x The hazardous wastes model studied by Caputo and Wilen 6 applies an increasing and convex damage function although such pollution problems may be local and damage level bounded. Changing this feature in their model may have strong implications; for example, it may be that in some waste sites it would be optimal at first to rely mainly on natural pollution decay rather than artificial cleanup, and perhaps use the saved resources for more efficient cleanup at some other sites.
APPENDIX 1: THE EXISTENCE OF OPTIMAL SOLUTIONS
w x The Existence Theorem 3.15 in Seierstad and Sydsaeter 34, p. 237 can be applied straightforwardly. Our control region, U, i.e., 0 F e F e, is closed and Ž . Ž . bounded. The assumptions made for model 1 ᎐ 3 imply that the admissible pollution stock will always remain positive. Our objective function is bounded from Ž . y␦ t w Ž . Ž .x y␦ t Ž . ϱ Ž . y␦ t above by U e e G U e y D z e , where U e ) 0 and H U e e dt ŝˆ0 Ž .
Ž . Ž . < U e r␦ -ϱ. For piecewise continuous functions, a t s 0, b t s e, and e ŷŽ .< Ž .< < Ž . Ž . Ž . ÄŽ . wŽ Ž . ␣ z F a t z q b t for all z, e, t . The set N z, U, t s n , n s U e y 0 1 Ž .. y␦ t Ž .x 4 Ž . D z e q ␥, e y ␣ z : e g U, ␥ F 0 is convex for all fixed z, t because w Ž .
Ž .x y␦ t Ž . U e y d z e is a concave function of e see Fig. A1 .
