Let T > 5 be an integer, T {1, 2, . . . , T}. We are concerned with the global structure of positive solutions set of the discrete second-order boundary value problems Δ 2 u t − 1 rm t f u t 0, t ∈ T, u 0 u T 1 0, where r ∈ R is a parameter, m : T → R changes its sign and m t / 0 for t ∈ T.
Introduction
Let T > 5 be an integer, T {1, 2, . . . , T}. In this paper, we are concerned with the global structure of positive solutions set of the discrete second-order boundary value problems Δ 2 u t − 1 rm t f u t 0, t ∈ T, 1.1
where r ∈ R is a parameter, m : T → R changes its sign, and m t / 0 for t ∈ T.
The boundary value problems with sign-changing weight arise from a selectionmigration model in population genetics, see Fleming 1 . m changes sign corresponds to the fact that an allele A 1 holds an advantage over a rival allele A 2 at the same points and is at a disadvantage at others. The parameter r corresponds to the reciprocal of the diffusion. So, the existence and multiplicity of positive solutions with sign-changing weight in continuous case has been studied by many authors, see, for example, 2-8 and the references therein.
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For the discrete case, there are many literature dealing with difference equations similar to 1.1 subject to various boundary value conditions. We refer to 9-17 and the references therein. However, there are few papers to discuss the existence of positive solutions to 1.1 and 1.2 if m t changes sign on T. Maybe the main reason is the spectrum of the following linear eigenvalue problems Δ 2 u t − 1 λm t u t 0, t ∈ T,
is not clear when m changes its sign on T.
In 2008, Shi and Yan 18 investigated the spectrum of the second-order boundary value problems of difference equations
where
is a symmetric and positive definite 2 × 2 matrix. p : {0, 1, . . . , T} → R, q : T → R, and m : T → R satisfy A1 m : T → R changes its sign, and m t / 0 for t ∈ T.
They proved that 1.4 has T eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ T which have T corresponding linearly independent and orthogonal eigenfunctions.
However, it's easy to see that 1.3 is not included in 1.4 under the condition A2 . Also, Shi and Yan 18 provided no information about the sign of the eigenvalues and no information about the corresponding eigenfunctions.
In this paper, we will show that 1.3 has two principal eigenvalues λ m,− < 0 < λ m, , and the corresponding eigenfunctions we denote by ψ m,− and ψ m, don't change their sign on T : {0, 1, . . . , T, T 1}. Based on this result, using Rabinowitz's global bifurcation theorem 19 , we will discuss the global structure of positive solutions set of 1.1 and 1.2 .
The assumptions we are interested in this paper are as follows:
H1 f ∈ C R, R with sf s > 0 for s / 0;
Our main result is the following. The rest of the paper is arranged as follows. In Section 2, the existence of two principal eigenvalues of 1.3 , and some properties of these two eigenvalues will be discussed. In Section 3, we will prove our main result. 1.3 Recall that T {1, 2, . . . , T} and T {0, 1, . . . , T 1}. Let X {u :
Existence of Two Principal Eigenvalues to
It's well known that the operator χ :
In this section, we will discuss the existence of principal eigenvalues for 1.3 with m : T → R that changes its sign. The main idea we will use aries from 20, 21 . 
is an affine and so concave function. As the infimum of any collection of concave functions is concave, it follows that λ → μ m,1 λ is a concave function. Also, by considering test functions φ 1 , φ 2 ∈ X such that ii If m t ≤ 0 on T and there exist at least one point t 0 ∈ T such that m t 0 < 0, then 1.3 has only one principal eigenvalue λ m,− < 0. Now, we give some properties for the above principal eigenvalue s . 
Then we get the following result. 
2.7
Proof. Consider the following problems: We get μ m T 0 ,1 inf S m T 0 ,λ . Similar to the proof of Theorem 2.1, we get the following assertions.
i If m t > 0 for t ∈ T 0 , then 2.6 has only one principal eigenvalue λ m T 0 , > 0.
ii If m t < 0 for t ∈ T 0 , then 2.6 has only one negative principal eigenvalue λ m T 0 ,− < 0.
iii If m changes its sign on T 0 , then 2.6 has two principal eigenvalue λ m T 0 ,− < 0 and λ m T 0 , > 0. Now, we prove that the inequalities in i , ii , and iii hold. For convenience, suppose that
2.10
Then,
2.11
which implies the desired results.
The Proof of the Main Result
First, we deal with the case r > 0.
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Let ζ, ξ ∈ C R, R be such that
Clearly,
Then, ξ is nondecreasing and
Let us consider
as a bifurcation problem from the trivial solution u ≡ 0. Equation 3.6 can be converted to the equivalent equation
Further, we note that
3.9
The results of Rabinowitz 19 for 3.6 can be stated as follows: from λ m, /rf 0 , 0 , there emanates an unbounded continua C of positive solutions in R × X.
It is clear that any solution of 3.6 of the form 1, u yields a solution u of 1.1 and 1.2 . So, we focus on the shape of C under the conditions H1 -H3 or H1 -H3' , and we will show that C crosses the hyperplane {1} × X in R × X. for t ∈ T. Thus,
On B n , y n s > u α implies f y n s / y n X < f y n s /y n s < α. Thus,
Since 0 < a ≤ μ n ≤ b for all n, we have 1/μ n ≥ 1/b for all n, and, thus,
By the fact y n X → ∞ as n → ∞, we get
This contradiction completes the proof.
Lemma 3.2. Suppose that (H1)-(H3) hold. Then Proj
Proof. Assume on the contrary that sup{λ | λ, y ∈ C } < ∞, then, there exists a sequence { μ n , y n } ∈ C such that
Discrete Dynamics in Nature and Society for some positive constant C 0 independent of n, since C is unbounded. On the other hand, μ n > 0 for all n ∈ N, since 0, 0 is the only solution of 3.6 for λ 0 and C ∩ {0} × X ∅. Meanwhile, { μ n , y n } satisfy Δ 2 y n t − 1 μ n m t f y n t y n t y n t 0, t ∈ T, y n 0 y n T 1 0.
3.16
By H3 , there exist a positive constant
3.17
Then, m t f y n t /y n t ≤ χ t m t . Let γ be the principal eigenvalue of linear eigenvalue problem
3.18
Then, by Remark 2.2, γ > 0. Subsequently, by Theorem 2.3, we know that γ ≤ μ n .
3.19
This combine with Lemma 3.1, lim n → ∞ μ n ∞, which contradicts 3.15 . Thus,
Now, by Lemma 3.2, C crosses the hyperplane {1} × X in R × X, and, then, Theorem 1.1 i holds. To obtain Theorem 1.1 ii , we need to prove the following Lemma. Proof. Let { μ n , y n } ⊂ C be such that |μ n | y n X → ∞ as n → ∞. Then,
y n 0 y n T 1 0.
3.21
9
If { y n } is bounded, say, y n ≤ M 1 , for some M 1 independent of n, then we may assume that lim n → ∞ μ n ∞.
3.22
Note that
Then, there exist two constants
Define two functions χ 1 , χ 2 :
Let η * , η * be the positive principal eigenvalue of the linear eigenvalue problems
respectively. Combining 3.22 and 3.24 with the relation Δ 2 y n t − 1 rμ n m t f y n t y n t y n t 0, t ∈ T,
using Theorem 2.3, we get
This contradicts 3.22 . So, { y n X } is bounded uniformly for all n ∈ N. Now, taking { μ n , y n } ⊂ C be such that
We show that lim n → ∞ μ n 0.
Suppose on the contrary that, choosing a subsequence and relabeling if necessary, μ n ≥ b 0 for some constant b 0 > 0. By 3.32 , there exists t 0 ∈ T such that y n t 0 y n X and y n t 0 → ∞ as n → ∞. Thus, μ n f y n t 0 y n t 0 −→ ∞, as n −→ ∞.
3.33
Now, the proof can be divided into two cases.
Case 1 m t 0 > 0 . Consider the following linear eigenvalue problems
By Theorem 2.4, 3.34 has a positive principal eigenvalue α , and μ n f y n t 0 y n t 0 ≤ α , 3.35 which contradicts 3.33 .
Case 2 m t 0 < 0 . Since μ n , y n is a solution of 3.7 , we get
This is a contradiction. Thus, lim n → ∞ μ n 0.
At last, we deal with the case r < 0. 
