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RESUMO
Seja G = (V,E) um grafo, no qual V e´ o conjunto de ve´rtices e E o conjunto
de arestas. Um grafo garra e´ definido como sendo um grafo bipartido completo K1,3. O
Problema Livre de Garra (PLG) tem como objetivo encontrar um subconjunto mı´nimo
de ve´rtices S ⊂ V de modo que nenhum subgrafo induzido por ve´rtice em G[V \ S] seja
um grafo garra. O presente trabalho realiza um estudo poliedral para o PLG, que e´ um
problema NP-completo, apresentando dois modelos de programac¸a˜o linear inteira (Fg e
FSk), sendo o u´ltimo implementado por meio de um procedimento baseado em planos de
corte. Experimentos computacionais foram realizados em instaˆncias com diversas densida-
des e contendo ate´ 100 ve´rtices. Os resultados obtidos sugerem que FSk teve desempenho
superior quando comparado a Fg.
Palavras-chave: <Problema Livre de Garra>, <Plano de cortes>, <Combinato´ria
polie´drica>.
ABSTRACT
Let G = (V,E) be a simple graph, where V is the set of vertices and E is the set of
edges. A claw is defined as a complete bipartite graph K1,3. The Claw-free problem (CFP)
aims at finding a minimum subset of vertices S ⊂ V such that none of the vertex-induced
subgraphs of G[V \ S] are claws. The present work performs a polyhedral study on the
CFP, which is a NP-complete problem, presenting 2 integer programming models(Fg and
FSk), where FSk is implemented with a cutting plane-based procedure. Computational
experiments were performed in instances with different densities with up to 100 vertices.
The results obtained suggest that FSk had a superior performance when compared to Fg.
Key-words: <Claw-free problem>, <Cutting planes>, <Polyhedral combinatorics>.
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1 INTRODUC¸A˜O
1.1 Delimitac¸a˜o e Definic¸a˜o do Problema de Pesquisa
Seja G(V,E) um grafo, no qual V e´ o conjunto de ve´rtices e E o conjunto de
arestas. Um grafo garra e´ definido como sendo um grafo bipartido completo K1,3. O
Problema Livre de Garra (PLG) tem como objetivo encontrar um subconjunto mı´nimo
de ve´rtices S ⊂ V de modo que nenhum subgrafo induzido por ve´rtice em G[V \ S] seja
um grafo garra.
Diversos trabalhos foram propostos para grafos livre de garra. A descric¸a˜o do
politopo set packing para grafos sem garra se assemelha ao politopo de emparelhamento
[2] que e´ mais simples. Ja´ [14] propo˜e um algoritmo polinomial (programac¸a˜o dinaˆmica)
para o set packing em grafos sem garra. Em [15] sa˜o apresentados estudos sobre a relac¸a˜o
entre caminhos hamiltonianos e grafos sem garra, propondo um algoritmo polinomial para
o problema de caminhos independentes ponderados.
A remoc¸a˜o de garras de um grafo esta´ relacionado ao problema de transformar
grafos de intervalo em grafos unita´rios. Esse problema foi proposto por [7] ha´ mais de
trinta anos, na˜o tendo recebido atenc¸a˜o da literatura desde enta˜o. Tambe´m e´ conhecido
que grafos unita´rios sa˜o equivalentes a grafos de indiferenc¸a [16]. Muitos trabalhos da
literatura apresentam a importaˆncia dos grafos de indiferenc¸a para a a´rea de otimizac¸a˜o.
Em [13] ha´ descric¸o˜es de algoritmos gulosos o´timos para os problemas de colorac¸a˜o, cami-
nho mı´nimo entre dois ve´rtices, emparelhamento ma´ximo e caminho hamiltoniano sobre
grafos de indiferenc¸a.
Dada a importaˆncia do tema, este trabalho propo˜e modelos de Programac¸a˜o Linear
Inteira (PLI) para o PLG.
1.2 Objetivos
Atrave´s do que foi apresentado anteriormente, o objetivo geral e os objetivos es-
pec´ıficos do estudo sa˜o descritos a seguir.
1.2.1 Objetivo Geral
Encontrar modelos PLIs eficientes para o PLG.
1.2.2 Objetivos Espec´ıficos
a) Estudo polie´drico do problema.
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b) Construc¸a˜o de modelos PLIs para resolveˆ-lo.
c) Ana´lise da eficieˆncia dos modelos propostos.
1.3 Justificativa
Para [12], a famı´lia de problemas de remoc¸a˜o de ve´rtices em grafos, consiste em:
dada uma propriedade de grafo pi, qual o nu´mero mı´nimo de ve´rtices a serem removidos
de um dado grafo tal que o subgrafo resultante satisfac¸a pi ? O autor demonstrou que se
pi e´ uma propriedade trivial (existem infinitos grafos que obedecem ou desobedecem pi)
e heredita´ria (Qualquer subgrafo induzido de um grafo que obedece pi tambe´m obedece
a pi), enta˜o o problema de remoc¸a˜o de ve´rtices para pi e´ NP-Completo. Como um grafo
sem garra e´ uma propriedade na˜o trivial e heredita´ria para subgrafos induzidos, logo, o
PLG, que e´ um problema de remoc¸a˜o de ve´rtices, e´ NP-Completo. Dessa forma, faz-se
necessa´rio encontrar soluc¸o˜es eficientes para o problema.
A escolha no uso de PLI foi feita porque me´todos para resoluc¸a˜o de PLIs sa˜o
amplamente difundidos e apresentam diversas implementac¸o˜es em software.
1.4 Estrutura da monografia
O restante do trabalho foi dividido em 4 cap´ıtulos. O cap´ıtulo 2 apresenta os
conceitos necessa´rios para elaborac¸a˜o deste trabalho. O cap´ıtulo 3 detalha os passos para
demonstrac¸a˜o e implementac¸a˜o dos modelos PLI propostos. O cap´ıtulo 4 apresenta os





Neste trabalho, denota-se por R o conjunto dos nu´meros reais.
2.1.1 Notac¸a˜o Lo´gica e Matema´tica
Um conjunto e´ um agrupamento de elementos. A cardinalidade de um conjunto A




i. De forma equivalente, utiliza-se
∏n
i=1 a
i para expressar a multiplicac¸a˜o
dos mesmos elementos.
Denota-se como x ∈ A um elemento x pertencente ao conjunto A. Caso contra´rio,
utiliza-se a notac¸a˜o x /∈ A.
Se A e B sa˜o 2 conjuntos, A e´ subconjunto de B se, para todo x ∈ A, tem-se que
x ∈ B, denota-se que A e´ subconjunto de B como A ⊂ B. Uma func¸a˜o que representa
uma relac¸a˜o de correspondeˆncia entre A e B e´ escrita como f : A→ B.
Sejam A e B dois conjuntos tais que B ⊂ A. O conjunto de elementos que esta˜o
em A e na˜o esta˜o em B e´ denotado por A \B.
O conjunto C de elementos que, simultaneamente, pertencem aos conjuntos A e B
e´ escrito por C = A ∩ B. Quando deseja-se o conjunto C dos elementos que esta˜o em A
ou B, denota-se C = A ∪B.
Para citar todos os elementos x de um conjunto A usa-se ∀x ∈ A. Para denotar
a existeˆncia de um elemento x qualquer utiliza-se ∃x. Quando deseja-se dizer que um
conjunto A e´ formado por qualquer elemento x que e´ verdadeiro para uma determinada
propriedade, denota-se A = {x | propriedade verdadeira para x}.
Quando um conjunto A e´ igual ao conjunto B, escreve-se A = B. Caso contra´rio,
escreve-se A 6= B.
2.1.2 Pontos e vetores
Um ponto pode ser definido como um conjunto de nu´meros, usualmente escritos em
linha ou coluna. Pontos podem ser visualizados em espac¸os dimensionais, onde os nu´meros
representam as coordenadas de cada eixo do espac¸o. E tambe´m, podem ser entendidos
como vetores, que sa˜o linhas que tem origem em um ponto predefinido e terminam no
ponto descrito. Quando um vetor ou ponto possui n coordenadas, pode-se dizer que ele
esta´ em Rn.
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A soma de dois vetores do Rn, escreve-se x+ y, e´ efetuada ao somar-se os valores
das coordenadas correspondentes em x e y. Note que a operac¸a˜o soma, representada pela
equac¸a˜o (1) abaixo, gera outro vetor z tambe´m em Rn.
zi = xi + yi ∀i ∈ 1 . . . n (1)








tem como soluc¸a˜o u´nica λi = 0,∀i = 1, 2, . . . , k.
O produto escalar, neste trabalho denotado como xTy, e´ uma func¸a˜o bina´ria defi-
nida entre dois vetores que fornece um nu´mero real como resultado. O produto escalar










y1 . . . yn
)
2.1.3 Envolto´ria convexa
Um conjunto S ⊂ Rn e´ convexo se para qualquer x, y ∈ S e qualquer λ e´ um valor
no intervalo [0, 1] tem-se λx + (1 − λ)y ∈ S. Ou seja, dados dois pontos x, y ∈ S temos
que qualquer ponto que reside entre x e y tambe´m se encontra dentro de S. A figura
abaixo ilustra um exemplo de conjunto na˜o convexo.
Figura 1: Exemplo de conjunto na˜o convexo
A envolto´ria convexa de um conjunto S ⊂ Rn e´ o menor conjunto convexo formado
pelos pontos de S que conte´m todos os pontos em S. A figura 2 mostra uma envolto´ria de
um conjunto de pontos (delineada em preto). Ainda na figura 2, temos que a envolto´ria
convexa (delineada em azul) e´ a menor envolto´ria que engloba todos os pontos.
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Figura 2: Exemplo de envolto´ria convexa
2.1.4 Matrizes
Uma matriz A ∈ Rn×m, representada na figura 3, e´ uma tabela de n linhas e m
colunas de s´ımbolos representadas em forma de quadro. E´ poss´ıvel representar vetores
como linhas ou colunas de uma matriz. Os elementos de uma matriz sa˜o indexados por
linha e coluna por nu´meros inteiros.
Figura 3: Exemplo de Matriz
Sejam A ∈ Rn1×m1 e B ∈ Rn2×m2 duas matrizes. O produto matricial AB ∈




AikBkj ∀i = {1, 2, ..., n1} ∀j = {1, 2, . . . ,m2}
Tambe´m e´ poss´ıvel representar inequac¸o˜es em forma de produto matricial Ax ≤ b.
Onde, cada linha matriz A corresponde aos coeficientes das varia´veis de cada inequac¸a˜o
que, por sua vez, sa˜o representadas pelo vetor coluna x e b e´ um vetor coluna que repre-
senta os valores obedecidos por cada inequac¸a˜o. No sistema abaixo, podemos ver uma
transformac¸a˜o de um conjunto de inequac¸o˜es em uma inequac¸a˜o com produto matricial.
a11x1 + a12x2 + a13x3 + · · ·+ a1nxn ≤ b1
a21x1 + a22x2 + a23x3 + · · ·+ a2nxn ≤ b2
a31x1 + a32x2 + a33x3 + · · ·+ a3nxn ≤ b3
⇒
a11 a12 a13 . . . a1na21 a22 a23 . . . a2n














2.2 Classes de Problemas P/NP
2.2.1 Notac¸a˜o Assinto´tica e Definic¸a˜o de um problema
As notac¸o˜es assinto´ticas sa˜o formas de descrever o tempo de execuc¸a˜o de um
algoritmo computacional por meio de func¸o˜es do tamanho das suas entradas [4]. Dessa
forma, torna-se poss´ıvel estimar o tempo de execuc¸a˜o de um algoritmo para diferentes
tamanhos de entradas.
Em geral, utiliza-se a notac¸a˜o f(n) = O(g(n)) para indicar que o algoritmo f(n)
e´ um membro do conjunto de tempos de execuc¸a˜o O(g(n)). Dizer que f(n) = O(g(n))
significa que existe uma constante c, tal que, f(n) ≤ cg(n)∀n ∈ R . Usando a notac¸a˜o
O, podemos descrever o tempo de execuc¸a˜o de um algoritmo observando a sua estrutura.
Atrave´s de observac¸a˜o, a comunidade cient´ıfica pode perceber que existem um conjunto
de func¸o˜es g(n), mostradas abaixo, que sa˜o comuns a diversos algoritmos.
a) Polinoˆmios : g(n) = O(p(nd)), onde p(nd) =
∑d
i=0 ain
i e ad 6= 0.
b) Exponencial: g(n) = O(dn), onde n e´ varia´vel.
c) Logaritmo: g(n) = O(logb(n)), onde logb(n) e´ uma func¸a˜o logaritmo (Vide [4] para
mais detalhes).
d) Fatorial: g(n) = O(n!), onde n! =
∏n
x=1 x.
e) Constante: g(n) = O(k), onde k ∈ R.
A fim de entender as classificac¸o˜es de complexidade de um problema, e´ necessa´rio
formalizar o significado do que seja um problema. Um problema abstrato e´ uma relac¸a˜o
bina´ria que leva um conjunto de instaˆncias I para o problema a` um conjunto de soluc¸o˜es
S do problema.
Para um programa de computador resolver um problema abstrato Q, as instaˆncias
de Q devem ser representadas por uma codificac¸a˜o bina´ria. Sera´ denominado problema
concreto a codificac¸a˜o bina´ria do problema abstrato Q.
Um problema abstrato Q e´ classificado como problema de decisa˜o quando a soluc¸a˜o
para qualquer instaˆncia de Q e´ “sim” ou “na˜o”.
Vale ressaltar que a categorizac¸a˜o de problemas nas classes P (vide sec¸a˜o 2.2.3),




Um alfabeto Σ e´ um conjunto finito de s´ımbolos. Uma linguagem regular L sobre
Σ e´ qualquer cadeia formada pelos s´ımbolos de Σ.
Problemas concretos de decisa˜o podem ser representados por linguagens regulares.
Pois, seu conjunto de instaˆncias e soluc¸o˜es podem ser representados por uma linguagem
sobre o alfabeto {0,1}.
Seja A um algoritmo. Uma cadeia x qualquer e´ dita “aceita por A” se A(x) = 1.
Caso A(x) = 0, a cadeia e´ dita “rejeitada por A”. Ale´m disso, a linguagem L e´ aceita por
A se ∀x ∈ L implica em A(x) = 1.
2.2.3 Classe P
Segundo [4], a classe de problemas P e´ o conjunto das linguagens L aceitas por um
algoritmo A de func¸a˜o assinto´tica polinomial. Ou seja,
P = {L | L e´ aceita por A em tempo polinomial}
2.2.4 Classe NP
Ha´ tambe´m algoritmos de verificac¸a˜o A, que sa˜o algoritmos que possuem a sua
cadeia de entrada comum x e um certificado bina´rio y. Esse tipo de algoritmo verifica se
existe algum certificado y para a cadeia de entrada x, tal que, A(x, y) = 1. Ou seja, A e´
um algoritmo capaz de verificar se uma soluc¸a˜o de um problema concreto e´ aceita.
A classe de complexidade NP e´ a classe de linguagens que possuem um algoritmo
de verific¸a˜o de tempo polinomial. E´ poss´ıvel concluir que se uma linguagem L esta´ em
P , enta˜o L tambe´m esta´ em NP , porque se existe um algoritmo que e´ capaz de aceitar
L em tempo polinomial, tambe´m existem um algoritmo de verificac¸a˜o para L em tempo
polinomial. Para isto, e´ necessa´rio apenas descartar o certificado e usar a resposta do
algoritmo de aceitac¸a˜o como resultado do algoritmo de verificac¸a˜o.
Foi apresentado em [3] o problema de P versus NP , que permanece em aberto.
Esse problema consiste em provar se P = NP ou P 6= NP .
2.2.5 Classe NP-Completa
Uma linguagem L1 e´ redut´ıvel para L2, escrita L1 ≤P L2, se existe alguma func¸a˜o
ca´lculavel f(x) que recebe a instaˆncia de L1 como paraˆmetro e gera uma instaˆncia de L2
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em tempo polinomial. Denomina-se f(x) como func¸a˜o de reduc¸a˜o, e um algoritmo que
calcula f(x) em tempo polinomial como algoritmo de reduc¸a˜o.
Uma linguagem L e´ NP-Completa (NPC) se:
1. L ∈ NP
2. ∀L′ ∈ NP,L′ ≤P L em tempo polinomial
A classe de problemas NPC e´ composta por problemas que tem complexidade de
tempo assinto´tica exponencial ou fatorial. Isso significa que sa˜o problemas computacionais
dif´ıceis de resolver. O mecanismo de reduc¸a˜o permite que seja poss´ıvel identificar se um
problema X qualquer e´ NP-Completo ao reduzi-lo para outro problema que ja foi provado
estar em NPC.
2.3 Teoria dos Grafos
2.3.1 Grafo
Um grafo G(V,E) (Vide figura 4 para um exemplo) e´ uma estrutura de dados.
Onde, V representa o conjunto de ve´rtices do grafo e E o conjunto de arestas. Ou seja,
V e E sa˜o atributos do grafo [4]. Grafos podem ser representados computacionalmente
atrave´s de listas de adjaceˆncias ou matriz de adjaceˆncias.
Figura 4: Exemplo de Grafo
A representac¸a˜o por lista de adjaceˆncias de G(V,E) e´ formada por um arranjo de
‖V ‖ listas, uma para cada ve´rtice, onde a lista de um ve´rtice u ∈ V qualquer, conte´m
um no´ w ∈ V , se e somente se, existe uma aresta (u,w) ∈ E, isto e´, existe uma aresta
que possui u e w como pontos extremos. A figura abaixo ilustra uma lista adjaceˆncias do
grafo apresentado na figura 4
Representac¸a˜o por lista de adjaceˆncias permite descobrir se uma aresta (u,w) esta´
presente em G(V,E) em O(n), porque, a forma de verificar se (u, v) esta´ em G(V,E),
seria obtendo a lista de adjaceˆncias de u (adj[u]), para enta˜o, verificar se w ∈ adj[u] com
busca linear.
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Figura 5: Exemplo de Lista de Adjaceˆncias
Essa desvantagem pode ser contornada com representac¸a˜o por matriz de adjaceˆncias.
Nesse caso, cada ve´rtice e´ numerado com valores {1, 2, 3, ..., ‖V ‖}. Enta˜o, podemos re-
presentar G(V,E) como uma matriz A‖V ‖×‖V ‖, tal que, para cada ce´lula Ai,j:
Ai,j =
{
0, se (i, j) /∈ E
1, se (i, j) ∈ E
Nesse caso, podemos descobrir se uma aresta (u,w) esta´ presente em G(V,E) em
O(1), porque e´ necessa´rio apenas consultar a linha u e coluna v da matriz de adjaceˆncias.
A figura 6 mostra a representac¸a˜o do grafo da figura 4 como matriz de adjaceˆncias.
Figura 6: Exemplo de Matriz de Adjaceˆncias
Tambe´m e´ poss´ıvel obter um grafo complementar G(V,E) de um grafo G(V,E),
representado na figura 7, da seguinte forma:




2 Cria-se um grafo G(V,E ′) com mesma quantidade de ve´rtices que G(V,E)
e E ′ = ∅
3 para cada par de ve´rtices (u,w) ∈ V fac¸a
4 se aresta(u,w) /∈ E enta˜o






Figura 7: Grafos Complementares entre si
As linhas pretas representam arestas reais. Linhas azuis representam arestas complementares.
2.3.2 Subgrafo
Um subgrafo G′(V ′, E ′) de um grafo G(V,E) e´ um grafo (Vide a porc¸a˜o em ver-
melho da figura 8a), em que, V ′ ⊂ V e E ′ ⊂ E. Um subgrafo G’(V’,E’) de G(V,E) e´
chamado de subgrafo induzido por ve´rtice (Porc¸a˜o em vermelho da Figura 8b), denotado
por G[V ′], se toda aresta (u,w) ∈ E, onde u ∈ V ′ e w ∈ V ′, tambe´m e´ uma aresta em E’.
Note que na figura 8b todas as arestas que ligam qualquer par de ve´rtices esta˜o presentes
no subgrafo em vermelho.
(a) Um subgrafo em vermelho
(b) Um Subgrafo Induzido por Ve´rtice em
vermelho
Figura 8: Exemplos de Subgrafos
2.3.3 Grafo Bipartido
Um grafo G(V,E) e´ classificado como grafo bipartido quando e´ poss´ıvel dividi-lo
em dois conjuntos de ve´rtices X e Y , tal que, para qualquer aresta (u,w) ∈ E temos que
u ∈ X e w ∈ Y . Ou seja, nenhum ve´rtice do conjunto X e´ adjacente a um ve´rtice do
conjunto Y e vice-versa. Ale´m disso, grafos bipartidos podem ser completos, isto e´, para
cada u ∈ X existe uma aresta para w ∈ Y . Denota-se um grafo bipartido completo como
K‖X‖,‖Y ‖.
Figura 9: Exemplo de Grafo Bipartido Completo K5,3
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2.3.4 Clique e Conjunto Independente de ve´rtices
Um grafo G(V,E) e´ completo quando todo ve´rtice u ∈ V e´ adjacente a todos os
ve´rtices do conjunto V \ {u}. Uma clique C e´ um subgrafo G′(V ′, E ′) de G(V,E) que e´
completo.
Cliques maximal e´ o conjunto de subgrafos G′(V ′, E ′) de G(V,E) que na˜o podem
ser estendidos atrave´s da inclusa˜o de um novo ve´rtice u ∈ G(V,E).
Cliques ma´ximo e´ o conjunto de subgrafos G′(V ′, E ′) de G(V,E) que teˆm o maior
tamanho ‖V ′‖ poss´ıvel.
Na figura 10 pode-se visualizar, em vermelho, o clique ma´ximo e maximal de um
grafo. A figura 10a apresenta um exemplo de clique na˜o maximal, porque a clique ainda
pode ser estendida por um ve´rtice para formar o clique ma´ximo e maximal descrito na
figura 10b. E´ apresentado na figura 10c, um exemplo de clique maximal e na˜o ma´ximo.
(a) Clique na˜o maximal (b) Clique Ma´ximo
(c) Clique Maximal
Figura 10: Exemplos de Cliques
O conjunto independente de ve´rtices I de um grafo G(V,E) e´ um conjunto em
que nenhum par de ve´rtices (u,w) ∈ I sa˜o adjacentes. Ou seja, (u,w) /∈ E. Assim
como cliques, os conjuntos de ve´rtices independentes podem ser maximal ou ma´ximo. O
conjunto ma´ximo e´ o maior conjunto I em G(V,E), e por sua vez, o conjunto maximal
um conjunto independente de ve´rtices que na˜o pode ser extendido.
E´ poss´ıvel deduzir que os conjuntos independente ma´ximo e maximal de um grafo
G(V,E) podem ser obtidos ao encontrar-se, respectivamente, as cliques maximas e maxi-
mais no grafo complementar G(V,E). A figura 11 mostra como encontrar um conjunto
independente de um grafo G(V,E) (Figura 11a) ao encontrar-se um clique no grafo (V,E)
(Figura 11b).
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(a) G(V,E) (b) G(V,E)
Figura 11: Conjunto Independente e Clique
2.4 Otimizac¸a˜o Combinato´ria
2.4.1 Combinato´ria Polie´drica
Um poliedro P pode ser definido como um subconjunto P ⊂ Rn em que
P = {x ∈ Rn|Ax ≤ b}
para uma matriz A ∈ Rn×m e um vetor b ∈ Rm. A Combinato´ria polie´drica estuda
propriedades de poliedros que sa˜o formados por problemas combinato´rios. Segundo [6],
esses estudos podem levar ao desenvolvimento de algoritmos ou revelar propriedades do
problema estudado.
Se P e´ um poliedro que obedece a sentenc¸a
∃α ∈ R,∀x ∈ P : ‖x‖ ≤ α
Enta˜o, P e´ dito ser um politopo.
Um atribuito importante de um poliedro e´ a sua dimensa˜o, denotada por dim(P ),
que tem valor d se P conte´m d+1 vetores afim-independentes. Diz-se que P tem dimensa˜o
cheia se P ⊂ Rn e´ um poliedro onde dim(P ) = n.
Seja F um subconjunto de um poliedro P . F e´ uma face de P se
F = P ∩ {x|cTx = d}
onde cTx ≤ d e´ uma inequac¸a˜o va´lida para P . Ou seja, cTx ≤ d satisfaz todos
os pontos x em P . Uma face F de um poliedro P e´ chamada de faceta se dim(F ) =
dim(P ) − 1. Um poliedro pode ser completamente descrito atrave´s do seu conjunto de
inequac¸o˜es que sa˜o definidoras de facetas. Se P tem dimensa˜o cheia, enta˜o P pode ser
representado, de forma u´nica, atrave´s de uma inequac¸a˜o associada a cada faceta de P .
A figura 12 lista todas as faces de um politopo em forma de piraˆmide. A primeira
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linha (abcde) lista os pontos que formam a face de dimensa˜o 3, ou seja, a pro´pria piraˆmide
e´ face de si mesma. A segunda linha mostra as facetas (faces de dimensa˜o 2), que sa˜o os
planos formados por todos os conjuntos treˆs pontos. A terceira linha representa as cristas
da piraˆmide (faces de dimensa˜o 1) formados pelas arestas que ligam dois pontos. A quarta
linha apresenta os cumes (faces de dimensa˜o 0) da piraˆmide, que sa˜o seus ve´rtices. E a
ultima linha apresenta a face vazia (dimensa˜o −1).
Figura 12: Lista de faces de uma piraˆmide
Em poliedros de dimensa˜o cheia, sabe-se que, se F e´ uma faceta, enta˜o o conjunto
de todas as representac¸o˜es poss´ıveis de F e´ obtido ao tomarmos mu´ltiplos escalares de
F . Essa observac¸a˜o e´ importante para demonstrar se uma inequac¸a˜o qualquer, va´lida
para um poliedro de dimensa˜o cheia P , e´ uma inequac¸a˜o definidora de faceta de P . Para
isto, basta demonstrar que a inequac¸a˜o conhecida e´ multiplo de uma suposta inequac¸a˜o
definidora de faceta.
2.4.2 Programac¸a˜o Linear e Programac¸a˜o Linear Inteira
Programac¸a˜o linear (PL) e´ um paradigma que busca minimizar ou maximizar uma
func¸a˜o linear f : Rn → R sobre um conjunto finito L de Rn [10].
Atrave´s do algoritmo Simplex, e´ poss´ıvel resolver um PL descrito por meio de ine-
quac¸o˜es lineares. Para isto, basta descrever a envolto´ria convexa de L como um conjunto
de inequac¸o˜es lineares que sa˜o definidoras de facetas desse politopo e resolver o programa
linear:
minimizar/maximizar f(x) sujeito a Ax ≤ b
Onde, Ax representa a matriz de inequac¸o˜es para o politopo de L e f(x) representa
uma func¸a˜o linear a ser maximizada ou minimizada.
Existem problemas que exigem que uma ou mais varia´veis em x sejam inteiras.
Sendo assim, surge a programac¸a˜o linear inteira (PLI). A primeira soluc¸a˜o para problemas
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PLI foi proposta por [9], essa soluc¸a˜o consiste em planos de corte que sa˜o adicionados
ao modelo linear de forma que cortem soluc¸o˜es fraciona´rias sem eliminar soluc¸o˜es inteiras
va´lidas para o PLI.
Em 1960, foi apresentado o algoritmo branch-and-bound (B&B), que e´ capaz de
resolver um PLI ao construtir, atrave´s de novas restric¸o˜es, novas formulac¸o˜es de PL que
sera˜o resolvidas pelo me´todo Simplex com uma soluc¸a˜o inteira.
Posteriormente, outro me´todo denominado Branch-and-Cut (B&C) foi introduzido
para resolver problemas de PLI. Esse me´todo resolve uma formulac¸a˜o PLI adicionando
cortes, que na˜o excluem soluc¸o˜es inteiras va´lidas, ao modelo PLI. Ale´m disso, ao mesmo
tempo, o B&C executa um algoritmo B&B.




3.1 O Politopo Sem Garra
Seja Gn(V,E), com ‖V ‖ = n, um grafo. Para evitar trivialidades, assuma que
n ≥ 2. Seja Pn a envolto´ria convexa dos vetores incidentes que representam subgrafos
sem garra de Gn, isto e´,
Pn = conv{χA ∈ Rn | A e´ subgrafo sem garra de Gn}.
Pn e´ o politopo sem garra (de ordem n). A Figura 13 representa um subgrafo sem garra
A e seu vetor correspondente.

























𝐴 = {𝑎, 𝑏, 𝑑, 𝑔, 𝑓} 
(b) 
Figura 13: (a) Subgrafo sem garra A. (b) Vetor incidente χA




sujeito a x ∈ Pn
uma vez que cada soluc¸a˜o ba´sica do PL e´ um vetor incidente sem garra. Entretanto, com
o objetivo de aplicar o me´todo B&C para resolver esse problema, faz-se necessa´rio uma
descric¸a˜o do Pn por meio de um sistema de inequac¸o˜es lineares.
3.2 Conjunto de Inequac¸o˜es Triviais
O PLG foi, enta˜o, modelado como um PLI, pois dado que Pn esta´ contido em um
hipercubo unita´rio, as inequac¸o˜es triviais
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0 ≤ xv ≤ 1 ∀v ∈ V
sa˜o claramente va´lidas e toda garra {a, b, c, d} de Gn, ilustrado na Figura 14, e´ proibida
pela inequac¸a˜o garra
(xa + xb + xd) + xc ≤ 3 (2)
que e´ satisfeita por todo vetor em Pn, e portanto, va´lida para Pn.






























Figura 14: Garra {a, b, c, d}.
Considere agora o politopo
Fn = {x ∈ R‖V ‖ | 0 ≤ xv ≤ 1, ∀v ∈ V,
(xa + xb + xd) + xc ≤ 3 para toda garra {a, b, c, d} de Gn}.
Das observac¸o˜es anteriores decorre que Pn ⊆ Fn, e e´ poss´ıvel ver que os pontos
inteiros de Fn sa˜o exatamente os vetores de incideˆncia dos subgrafos sem garras de Gn.




sujeito a 0 ≤ xv ≤ 1, ∀v ∈ V,
(xa + xb + xd) + xc ≤ 3, para toda garra {a, b, c, d} de Gn,
x e´ inteiro,
e´ uma formulac¸a˜o PLI do PLG. Observe que Pn conte´m o vetor nulo e todos os vetores
unita´rios, somando n+ 1 pontos afim independentes; enta˜o, Pn tem dimensa˜o cheia, isto
e´,
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dim Pn = ‖V ‖ = n.
Isso implica que para toda faceta de Pn existe uma u´nica inequac¸a˜o que a define.
Teorema 3.1. Para todo politopo sem garras Pn, n ≥ 2, podemos afirmar que:
a) Toda restric¸a˜o de na˜o negatividade xv ≥ 0 define uma faceta de Pn;
b) Toda inequac¸a˜o de limite superior xv ≤ 1 define uma faceta de Pn;
c) Toda inequac¸a˜o garra (xa +xb +xd) +xc ≤ 3, com ve´rtice central u´nico, define uma
faceta de Pn.
Demonstrac¸a˜o. (a) Seja v ∈ V . Enta˜o, xv = 0 e´ satisfeita pelo vetor nulo e todos os
vetores unita´rios χ{u}, u ∈ V , u 6= v. Estes ‖V ‖ vetores sa˜o pertencentes a Pn e sa˜o afim
independentes.
(b) Seja v ∈ V . Logo, xv = 1 e´ satisfeito pelo vetor unita´rio χ{v} e os vetores χ{v+u},
∀u ∈ V , u 6= v. Estes ‖V ‖ vetores sa˜o pertencentes a Pn e sa˜o afim independentes.
(c) Seja {a, b, c, d} uma garra com ve´rtice central c u´nico em Gn , isto e´, na˜o ha´
outro ve´rtice central diferente de c para {a, b, d}. Seja tambe´m aTx ≤ a0 a inequac¸a˜o (2),
isto e´, aTx = (xa+xb+xd) +xc ≤ 3 = a0, e seja bTx ≤ b0 uma faceta definida para Pn tal
que Fa = {x ∈ Pn | aTx = a0} ⊆ Fb = {x ∈ Pn | bTx = b0}. Claramente, Fa 6= Pn; assim,
se for poss´ıvel provar que b = αa para algum α ∈ R, uma vez que Fa 6= ∅, concluiria-se
que, (2) define uma faceta de Pn.
Observando a Figura 14 teˆm-se que χ{a,b,c}, χ{a,c,d}, χ{b,c,d}, χ{a,b,d} ∈ Fa ⊆ Fb, e
portanto, 0 = b0−b0 = bTχ{a,b,c}−bTχ{b,c,d} = ba−bd, 0 = b0−b0 = bTχ{a,b,c}−bTχ{a,b,d} =
bc − bd e 0 = b0 − b0 = bTχ{a,b,c} − bTχ{a,c,d} = bb − bd; enta˜o ba = bb = bc = bd = α.
Por fim, para qualquer v ∈ (V −{a, b, c, d}), temos χ{a,b,d,v} ∈ Fa ⊆ Fb, e portanto,
0 = b0 − b0 = bTχ{a,b,d,v} − bTχ{a,b,d} = bv. Logo, para qualquer v ∈ (V − {a, b, c, d}) vale
que bv = 0.
Essas observac¸o˜es implicam que a inequac¸a˜o (2), associada ao grafo garra de ve´rtice
central u´nico, define uma faceta de Pn.
3.3 Conjunto de Inequac¸o˜es Estrela Sk
Definic¸a˜o 3.1. (Grafo Estrela) O Grafo Estrela Sk e´ um grafo bipartido completo K1,k,
para k ≥ 3. Sk possui um ve´rtice central c e um conjunto independente Ik.
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𝑆3 𝑆4 𝑆5 𝑆𝑘  
Figura 15: Topologia para o Grafo Estrela.
Teorema 3.2. Seja Sk ⊂ Gn o Grafo Estrela com k ≥ 3, a correspondente inequac¸a˜o∑
v∈Ik
xv + (k − 2)xc ≤ k, (3)
e´ va´lida para Pn e define uma faceta.
Demonstrac¸a˜o. Seja A uma soluc¸a˜o sem garra. Para que (3) seja va´lida, enta˜o, para todo
grafo estrela Sk ⊂ Gn, se o ve´rtice central c de Sk pertencer a` A e na˜o ha´ outro vertice
central c2 para qualquer subconjunto maior ou igual que 2 de Ik, enta˜o no ma´ximo dois
ve´rtices de Ik pertencem a` A (
∑
v∈Ik xv ≤ 2), caso contra´rio, qualquer quantidade de
ve´rtices de Ik pode estar em A (
∑
v∈Ik xv ≤ k).





v∈Ik xv ≤ 2. Fazendo xc = 0 em (3), ou seja, ve´rtice central c /∈ A, temos que∑
v∈Ik xv ≤ 2. Portanto, (3) e´ va´lida para Pn.
Prova que (3) define uma faceta de Pn para estrelas com ve´rtice central u´nico.
Seja aTx ≤ a0 a inequac¸a˜o (3), isto e´, aTx =
∑
v∈Ik xv + (k− 2)xc ≤ k = a0, e seja
bTx ≤ b0 uma faceta definida para Pn tal que Fa = {x ∈ Pn | aTx = a0} ⊆ Fb = {x ∈
Pn | bTx = b0}. Claramente, Fa 6= Pn; assim, se for provado que b = αa, para α ∈ R
uma vez que Fa 6= ∅, poderia-se concluir que (3) define uma faceta de Pn. Para isto, sera´
estabelecido o seguinte:
Lema 3.3. Existe α ∈ R tal que bv = α para todo v ∈ Ik e bc = α(k − 2) sendo c ∈ Sk o
ve´rtice central.
Demonstrac¸a˜o. Para provar o Lema 3.3 sera´ utilizada a definic¸a˜o do conjunto Li,j como
Li,j = {{i, j, c} | i e j ∈ Ik e c ve´rtice central de Sk}.
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Figura 16: Subgrafos La,b, La,d e Ik do Grafo Estrela Sk.
Observando os subgrafos La,b e La,d de Sk, ilustrados na Figura 16, e´ poss´ıvel
perceber que χLa,b e χLa,d ∈ Fa ⊆ Fb, e portanto 0 = b0− b0 = bTχLa,b − bTχLa,d = bb− bd,
logo bb = bd = α. Fazendo esse mesmo processo ∀v ∈ Ik temos que bv = α.
Observando o subgrafo Ik de Sk, ilustrado na Figura 16, e´ poss´ıvel perceber que
χIk ∈ Fa ⊆ Fb, e portanto, 0 = b0 − b0 = bTχIk − bTχLa,b =
∑
v∈Ik−{a,b} bv − bc, como
‖Ik‖ = k e ∀v ∈ Ik vale bv = α, e portanto, bc = α(k − 2).
Lema 3.4. Para todo v /∈ V [Sk] vale que bv = 0.
Demonstrac¸a˜o. E´ poss´ıvel perceber que χIk∪{l} ∈ Fa ⊆ Fb, e portanto 0 = b0 − b0 =
bTχIk∪{l} − bTχIk = bl, logo, bl = 0. Fazendo este mesmo processo ∀v /∈ V [Sk] temos que
bv = 0.
Os dois lemas implicam que a inequac¸a˜o (3) define uma faceta de Pn para estrelas
com ve´rtice central u´nico.
Como a inequac¸a˜o (2) e´ um caso particular da inequac¸a˜o (3) quando k = 3, pode-se




sujeito a 0 ≤ xv ≤ 1, ∀v ∈ V,∑
v∈Ik
xv + (k − 2)xc ≤ k, ∀Sk ⊂ Gn, k ∈ 3, 4, ..., ‖V ‖ − 1
x e´ inteiro.
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3.4 Planos de Corte para o (FSk)
Seja G(V,E) um grafo. Cada subgrafo Estrela Sk ⊂ G esta´ associado a um ve´rtice
central v ∈ V e um conjunto independente Ik ⊂ G[adj(v)], onde G[adj(v)] e´ o subgrafo de
G induzido por adj(v). Pode-se observar, por exemplo, que o grafo estrela S4, ilustrado
na Figura 17c, e´ composto pelo ve´rtice v ∈ V , ilustrado na Figura 17a, e o conjunto
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(𝑎) 𝑏  (𝑐) 
Figura 17: (a) Grafo de entrada G = (V,E). (b) Subgrafo de G induzido pelos
ve´rtices vizinhos de v (N(v) = adj(v)). (c) Grafos Estrela compostos por 2
conjuntos independentes de G[adj(v)] e o ve´rtice v.
Segundo [8], para um dado grafo G, seja i(G) o nu´mero de conjuntos independentes




(2δ(v) + 2δ(u) − 1) 1δ(v)δ(u) ,
onde δ(v) e´ o nu´mero de vizinhos de v e iso(G) e´ o nu´mero de ve´rtices isolados.
Sendo assim, existe um nu´mero exponencial de inequac¸o˜es (3), tornando com-
putacionalmente invia´vel a inserc¸a˜o de todas elas a priori, sobretudo em instaˆncias de
me´dio e grande porte. Portanto, sera´ usado um procedimento baseado em planos de
corte para adiciona´-las sempre que violadas. A construc¸a˜o do conjunto das inequac¸o˜es
se da´ atrave´s da obtenc¸a˜o da lista de conjuntos independentes maximais (I) contidos em
cada subgrafo induzido G[adj(v)] para todo v ∈ V . Para isso, foi utilizado o algoritmo
hybrid(.), proposto por [5], sobre o grafo complementar G[adj(v)] para identificac¸a˜o das
suas cliques maximais, que por sua vez, representam a lista de conjuntos independentes
maximais Iv de G[adj(v)]. Logo, a construc¸a˜o de um grafo Estrela Sk se da´ pela com-
posic¸a˜o Sk = G[{v}∪ Ik], onde Iv = hybrid(G[adj(v)]) v ∈ V e Ik ⊂ Iv ⊂ I. O algoritmo
de separac¸a˜o 2 demonstra a forma como os subgrafos estrelas de G(V,E) foram obtidos.
A otimizac¸a˜o do PLI (FSk) e´ heuristicamente inicializada com as inequac¸o˜es (3)
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2 Cria-se o conjunto S que representara´ os subgrafos estrela compostos por
um ve´rtice central e um conjunto independente
3 para cada ve´rtice v ∈ V fac¸a
4 G′(V ′, E ′) = G[adj(v)]
5 Iv = hybrid(G
′)
6 para cada Ik ∈ Iv fac¸a
7 se k ≥ 2 enta˜o






associadas aos 10 × ‖V ‖ maiores conjuntos independentes encontrados em S (Consulte
algoritmo 2 para detalhes sobre S). Em seguida, para cada v ∈ V [Gn] procura-se por
inspec¸a˜o ate´ 4 grafos S3 que tenham v como ve´rtice central para adicionar suas respec-
tivas restric¸o˜es associadas. Essa versa˜o restrita do (FSk) e´, enta˜o, resolvida e o vetor x∗
correspondente a` soluc¸a˜o da relaxac¸a˜o de (FSk) e´ coletado. Logo apo´s, e´ executada uma
heur´ıstica para separac¸a˜o que verifica se alguma inequac¸a˜o Sk ⊂ S baseada em (3) foi
violada de acordo com a inequaca˜o (4).
∑
v∈Ik
x∗v + (k − 2)x∗c − k ≥  (4)
onde  = 0, 0001, k =
∑
x∗v>:∀v∈Ik 1, Ik ∈ Sk e xc ∈ Sk. Caso a inequac¸a˜o tenha sido
violada, ela e´ adicionada a uma fila de prioridades que sera´ utilizada para selecionar as
10× ‖V ‖ inequac¸o˜es mais violadas.
Os me´todos estudados neste trabalho foram desenvolvidos em linguagem C++, uti-
lizando o compilador g++ versa˜o 4.6.3 (opc¸a˜o de compilac¸a˜o -O3), com uso da tecnologia
Concert do resolvedor matema´tico CPLEX versa˜o 12.04. Os experimentos computacio-
nais foram executados em um computador com processador Intel Core I7 com 4 cores de
3,40 GHz, 16 GB de RAM e executando o sistema operacional Linux Ubuntu 14.04. Os
experimentos foram realizados com 1 thread e tempo limite de duas horas. Como entrada,
foram utilizados grafos gerados por [1]. Escolheu-se as instaˆncias com ‖V ‖ = {25, 50, 100}
e d > 0, 3, onde d representa a densidade do grafo, formando 31 instaˆncias de teste.
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4 RESULTADOS COMPUTACIONAIS
A Tabela 1 apresenta a comparac¸a˜o dos resultados computacionais dos dois me´todos
propostos neste trabalho, cada linha representa o resultado de uma instaˆncia espec´ıfica.
Nessa tabela tem-se o primeiro conjunto de colunas representando o grupo de instaˆncias
testados com n = {25, 50}, sendo id a coluna de identificac¸a˜o da instaˆncia e Opt o valor
o´timo da instaˆncia, enquanto as colunas restantes sa˜o divididas em dois grupos: Fg e FSk ,
representado, respectivamente, os me´todos baseados nos modelos Fg e FSk . O conjunto
de colunas Fg e´ dividido em dois grupos: root , que possui o resultado da relaxac¸a˜o linear
do no´ raiz e B&C com os resultados do me´todo completo. O conjunto root possui as
colunas LB (lower bound) com o valor da soluc¸a˜o na relaxac¸a˜o linear na raiz e a coluna
T(s) com o tempo computacional em segundos. O conjunto B&C possui a coluna T(s)
com o tempo computacional do me´todo e #No´s que indica o nu´mero de no´s resolvidos
para encontrar a soluc¸a˜o o´tima. Ja´ o cojunto de colunas FSk que tambe´m e´ dividido em
dois grupos: root e B&C possui as mesmas colunas do grupo anterior, com a adic¸a˜o,
no conjunto B&C, das colunas #Cortes que indica o nu´mero de cortes adicionados
pelo algoritmo de planos de corte proposto e Tsep(s) que indica o tempo, em segundos,
da heur´ıstica de separac¸a˜o das inequac¸o˜es violadas durante o me´todo de planos de corte
embutido no Branch-and-Cut proposto.
Tabela 1: Resultados computacionais para instaˆncias com ‖V ‖ = 50.
Fg FSk
Instaˆncias root B&C root B&C
id Opt LB T (s) T (s) #No´s LB T (s) T (s) #No´s #Cortes Tsep (s)
101 6 25 11 7,86 0,15 0,32 59 9,87 0,07 0,13 3 0 0
101 7 25 11 7,98 0,18 0,38 58 11 0,08 0,16 1 0 0
101 8 25 13 7,77 0,13 0,33 252 9,65 0,1 0,22 47 21 0
101 9 25 12 7,86 0,19 0,44 150 9,53 0,17 0,37 40 24 0
101 10 25 13 8 0,12 0,3 237 9,48 0,09 0,2 48 15 0
102 6 25 12 7,89 0,2 0,46 166 9,62 0,08 0,17 17 13 0
102 7 25 13 7,82 0,23 0,52 252 9,61 0,11 0,24 49 28 0
102 8 25 12 7,91 0,19 0,42 106 9,83 0,09 0,18 11 4 0
102 9 25 14 7,94 0,25 0,66 639 9,53 0,13 0,31 188 68 0
102 10 25 13 8,01 0,33 0,76 298 9,49 0,13 0,28 28 3 0
105 6 50 32 15,12 6,02 163,09 76850 20,97 1,41 31,56 6279 4881 0,43
105 7 50 32 15,23 6,73 187,37 92869 21,09 1,2 28,12 5376 5347 0,45
105 8 50 35 15,38 13,37 422,4 140614 21,07 2,21 82,05 12784 7563 1,3
105 9 50 35 15,58 16,84 382,9 128933 21,12 2,51 68,64 9875 7066 0,13
105 10 50 35 15,16 13,18 435,5 156555 20,77 2,63 75,66 12608 5843 1,44
106 5 50 31 15,23 4,63 102 48413 21,09 1,32 15,5 2888 3555 0,2
106 6 50 32 15,15 6,53 156,67 60757 21,07 1,2 21,12 4064 4035 0,27
106 7 50 34 15,18 10,32 259,7 101508 21,05 2,16 33,34 4979 4811 0,51
106 8 50 35 15,13 10,38 403,35 145112 20,99 2,62 15,46 27547 8746 2,59
106 9 50 35 15,21 10,64 441,2 158671 20,97 2,59 85,82 13048 7319 1,47
106 10 50 34 15,49 11,11 294,39 84188 20,76 3,11 65,81 9458 6039 1,33
Os dois me´todos propostos encontraram a soluc¸a˜o o´tima de todas as instaˆncias
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contidas na Tabela 1. Entretanto, o FSk resolveu todas as instaˆncias de forma mais
eficiente. Pode-se observar, por exemplo, que para a instaˆncia (id = 105 8 50) o me´todo
Fg resolveu a instaˆncia em 422 segundos precisando processar 140.614 no´s para encontrar a
soluc¸a˜o o´tima. Ja´ o me´todo FSk resolveu a instaˆncia em apenas 82 segundos, processando
apenas 12.784 no´s. Essa melhora e´ explicada devido ao impacto das novas inequac¸o˜es
propostas no modelo FSk . Note que a relaxac¸a˜o linear melhorou de 15, 38 para 21, 07,
gerando um ganho de 36% no lower bound da instaˆncia. Essa caracter´ıstica pode ser
observada no resultado de todas as instaˆncias.
Na tabela 2, que apresenta os resultados computacionais das instaˆncias com n =
100, nenhum me´todo finalizou sua execuc¸a˜o em menos de duas horas de processamento.
Entretanto, e´ poss´ıvel perceber que o me´todo FSk permanece mais eficiente na resoluc¸a˜o
das intaˆncias. Os conjuntos de colunas continuam iguais ao da tabela anterior. Como na˜o
foram encontradas soluc¸o˜es o´timas, foram removidas as colunas Opt de Instaˆncias e as
colunas T(s) e #No´s de cada me´todo. Para comparar seus resultados adiciona-se no
conjunto de colunas B&C as colunas LB (lower bound), UB (upper bound) que sa˜o os
valores alcanc¸ados por cada me´todo espec´ıfico em duas horas de processamento e GAP
= (LB-UB)/UB*100 que representa a porcentagem da diferenc¸a entre LB e UB .
Tabela 2: Resultados computacionais para instaˆncias com ‖V ‖ = 100.
Fg FSk
Instaˆncias root B&C root B&C
LB T (s) LB UB GAP LB T (s) LB UB GAP #Cortes Tsep (s)
109 7 100 30,02 1187,59 43,69 81 46,1 44,45 406,74 60,1 80 24,9 133876 69,9
109 8 100 30,09 1753,61 43,71 83 47,3 44,19 551,14 61,31 82 25,2 126453 74,26
109 9 100 30,3 3134,32 41,72 83 49,7 43,92 639,26 60,96 83 26,6 122985 77,96
109 10 100 30,43 3872,27 40,33 81 50,2 43,41 663,1 63,24 82 22,9 103525 85,16
110 5 100 - EM - - - 44,42 281,38 59,02 77 23,4 120124 62,21
110 6 100 30,38 1536,55 46 80 42,5 44,44 352,09 60,8 80 24 130519 70,18
110 7 100 30,54 1858,81 44 82 46,3 44,38 463,19 60,1 82 26,7 126578 72,61
110 8 100 30,19 1793,49 44 84 47,6 43,82 586,73 62,5 83 24,7 122918 77,62
110 9 100 30,29 3828,67 38,69 85 54,5 43,94 457,21 62,8 83 24,3 112755 76,41
110 10 100 30,35 5928,82 34,33 86 60,1 43,69 409,32 62,94 85 26 104797 82,88
Por fim, a Tabela 2 mostra, para ‖V ‖ = 100, que o me´todo FSk continua sendo
mais eficiente na resoluc¸a˜o de todas as intaˆncias. Na instaˆncia 110 9 100, por exemplo, o
GAP caiu de 54, 5% para 24, 3%, motivado tambe´m pelo impacto das novas inequac¸o˜es
definidas no modelo FSk que elevam o lower bound da relaxac¸a˜o linear de 30, 29 para
43, 94 em um ganho superior a 45%. Os resultados obtidos sugerem que a heur´ıstica
de separac¸a˜o das inequac¸o˜es violadas e´ eficiente, pois ale´m de acelerar a resoluc¸a˜o dos
problemas, gastou menos de 1 minuto e meio nas maiores instaˆncias.
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5 CONCLUSO˜ES E TRABALHOS FUTUROS
Um estudo polie´drico do PLG foi proposto, identificando dois modelos PLI: o Fg
que possui as facetas definidas pelas inequac¸o˜es garras ba´sicas e o FSk que possui novas
facetas definidas pelas as inequac¸o˜es estrela como uma generalizac¸a˜o das inequac¸o˜es garra.
Como o nu´mero de inequac¸o˜es estrela e´ exponencial, foi proposto ainda um algoritmo
baseado em planos de corte para resolver a relaxac¸a˜o linear deste problema de forma mais
eficiente.
Os resultados computacionais demonstram o impacto das novas facetas propostas
em FSk , onde a resoluc¸a˜o de todas as instaˆncias se mostrou mais eficiente no tempo
computacional, ale´m de melhorar os valores de lower bound e upper bound das soluc¸o˜es
na˜o resolvidas em 2 horas de processamento.
Como propostas de trabalhos futuros tem-se: encontrar novas facetas para o PLG,
construir instaˆncias espec´ıficas para o problema (grafos de intervalo), realizar estudo
para identificac¸a˜o dos paraˆmetros de complexidade dessas instaˆncias, e por fim, cons-
truir me´todos heur´ısticos para a resoluc¸a˜o do PLG em instaˆncias de grande porte.
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