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Introduction
Let L be an operator which transforms any polynomial of exact degree n = 0, 1, 2, . . . to a polynomial of the same exact degree n. Clealrly, this operator preserves any n + 1-dimensional linear space of polynomials with degrees ≤ n and hence there exists a system of eigenvalue monic polynomials P n (x) = x n + O(x n−1 ) such that LP n (x) = λ n P n (x), n = 0, 1, 2, . . .
Under additional assumption that λ n = λ m if n = m, the polynomals P n (x) are determined uniquely by equation
(1.1).
In oder to find explicit expression of the polynomials P n (x) let us assume that there exists a polynomial basis φ n (x) = x n + O(x n−1 ), n = 0, 1, 2, . . . such that the operator L becomes low triangular and two-diagonal:
Lφ n (x) = λ n φ n (x) + µ n φ n−1 (x), (1.2) with some coefficients µ n .
If such basis is found then the eigenvalue problem (1.1) becomes simple. Indeed, we can write down the expansion P n (x) = n s=0 A ns φ s (x) (1.3)
with unknown expansion coefficients A ns . From (1.1) and (1.9) we obtain The coefficient A n0 can be chosen arbitrarily. One possible choice is A n0 = 1 for all n. This corresponds to "hypergeometric-like" form of the polynomial P n (x). Another choice is the monic form of the polynomial P n (x) = x n + O(x n−1 ). In this case A n0 = µ 1 µ 2 . . . µ n (λ n − λ 0 )(λ n − λ 1 ) . . . (λ n − λ n−1 ) (1.6)
It is then convenient to present expansion coefficients in the form
A n,n−k = µ n µ n−1 . . . µ n−k+1 (λ n − λ n−1 )(λ n − λ n−2 ) . . . (λ n − λ n−k )
, k = 1, 2, . . . , n (1. 7) and we thus have the expression for the polynomial P n (x):
µ n µ n−1 . . . µ n−k+1 (λ n − λ n−1 )(λ n − λ n−2 ) . . . (λ n − λ n−k ) φ n−k (x) (1.8)
In the simplest case of the monomial basis φ n (x) = x n we have
It is natural to call the operator L the abstract "hypergeometric" operator.
Indeed, let us consider the classical hypergeomtric operator [9] L = x(1 − x)∂ 2 x + (α + 1 − (α + β + 2)x) ∂ x (1.10) with arbitrary positive parameters α, β.
The property (1.9) is almost obvious for this perator with λ n = −n(n + α + β + 1), µ n = n(n + α).
(1.11)
From (1.5) we obtain the explicit expression of (non-monic) P n (x) in terms of the Gauss hyergeometric function [9] P n (x) = n s=0 (−n) s (n + α + β + 1) s s!(α + 1) s x s = 2 F 1 −n, n + α + β + 1 α + 1 ; x (1.12)
It appears that the eigenvalue polynomials P n (x) are orthogonal polynomials, i.e. they satisfy the orthogonality
In fact, P n (x) coincide with the classical Jacobi polynomials [8] .
The q-hypergeometric differential operator [8] , [9] is another well known example of the operator L with property (1.9). Define the operators
Then the second-order q-differential operator is
with 3 arbitrary parameters α, β, γ. It is easily verified that the operator L has the property (1.9) with 15) where [n] = (q n − 1)/(q − 1) is so-called "q-number". Similarly to the case of the ordinary hypergeometric operator, the operator (1.14) has orthogonal polynomials as eigenfunctions. These orthogonal polynomials are little q-Jacobi polynomials and their special and degenerate cases [8] .
The main subject of the present paper is studying of abstract "hypergeometric" operators L which act on monomials via formula (1.9) with a priori arbitrary coefficients λ n , µ n . The only restriction we are assuming is nondegeneracy of λ n , i.e. we demand that
Under restriction (1.16) it is possible to find a unique set of monic polynomials P n (x) = x n + O(x n−1 ) which are solutions of the problem (1.1): We have the explicit expression for the polynomials P n (x)
In what follows we will assume that λ 0 = µ 0 = 0. Indeed, condition µ 0 = 0 is the truncation condition to prevent appearing of negative degrees of x. If λ 0 = 0 we can take the operator L + const instead of the operator L in order to achieve the condition λ 0 = 0.
The main purpose of the present paper is to find all possible operators L such that corresponding eigenpolynomials P n (x) are orthogonal. The orthogonality condition (together with the natural condition of nondegeneracy)
leads to very strong restrictions on the coefficients λ n , µ n . We say that the sequences λ n and µ n correspond to the admissible operator L if the eigenpolynomials P n (x) are orthogonal and nondegenerate.
The main result of our paper is that the only admissible operators L are:
(i) L is the q-hypergeometric operator of the second order. Corresponding polynomial solutions coincide with little q-Jacobi, q-Krawtchouk, little q-Laguerre, alternative q-Charlier and Stieltjes-Wiegert polynomials;
(ii) L is the ordinary hypergeometric operator (including the confluent case). This corresponds to the Jacobi, Laguerre and Bessel polynomials;
(iii) L is of Dunkl type, i.e. L is the first-order differential operator with the reflection operator R. This corresponds to the little -1 Jacobi polynomials.
The cases (i) and (ii) are well known [8] . The orthogonal polynomials corresponding to the case (iii) were introduced and studied in [16] .
The paper is organized as follows. In Section 2, we formulate and solve necessary and sufficient conditions for the coefficients λ n , µ n in order for polynomials P n (x) to be orthogonal. These conditions lead to a secondorder linear recurrence relations for the coefficients λ n , µ n . Solutions of these relations strongly depend on the parameter Ω. We distinguish cases when Ω = ±2 (this is generic case) and Ω = ±2. Solutions for these cases and corresponding families of orthogonal polynomials are considered in Sections 3-6. In Section 7, we analyze so-called "umbral classicality" of obtained families of orthogonal polynomials. In Section 8, we derive an equivalent necessary and sufficient condition for the operator to be admissible. This condition can be presented as an operator identity being a special case of the Askey-Wilson algebra AW(3).
Necessary and sufficient conditions for orthogonality
In this section we derive and solve necessary and sufficient conditions for the coefficients λ n , µ n in order for polynomials P n (x) to be orthogonal and nondegenerate.
Recall that the polynomials P n (x) are orthogonal if there exists a nondegenerate linear functional σ acting on the space of polynomials such that
where σ, π(x) stands for action of the functional σ on a polynomial π(x).
The functional σ is completely determined by the moments
The linear functional σ is called nondegenerate if ∆ n = 0, n = 0, 1, 2, . . . , where ∆ n = |c i+k | n i,k=0 are the Hankel determinants constructed from the moments.
Conditions (2.2) are equivalent to the conditions
where π(x) is any polynomial of degree lesser than n.
Equivalently, the polynomials P n (x) are orthogonal iff they satisfy the three-term recurrence relation [3] 
with some (complex, in general) coefficients b n , u n . The linear functional σ is nondegenerate iff u n = 0, n = 1, 2, . . . . In the special case when the coefficients b n are real and u n > 0, n = 1, 2, . . . the polynomials are orthogonal with respect to a positive measure dµ(x) on the real axis [6] :
where h 0 = 1 and h n = u 1 u 2 . . . u n , n = 1, 2, . . . . The integration limits a, b in (2.5) may be either finite or infinite.
Assuming that the polynomials P n (x) are orthogonal (i.e. that they satisfy recurrence relation (2.4)) we can find explicit expressions for the recurrence coefficients b n , u n by comparing terms in front of monomials x n and x n−1 in (2.4) and by using (1.17):
Let P n (x), n = 0, 1, 2, . . . be a set of monic orthogonal polynomials. Consider the polynomials
It is clear that the polynomialsP n (x) are monicP n (x) = x n + O(x n−1 ). Moreover, these polynomials are orthogonal with respect to the functionalσ having the moments
The polynomialsP n (x) satisfy the three-term recurrence relatioñ
Although formulas (2.8), (2.10) are almost obvious, they can be useful in reducing given orthogonal polynomials to a more simple form.
Assume that L is any operator which preserves degree of polynomials. Then it is possible to construct a unique system of monic eigenpolynomials P n (x) satisfying (1.1) (of course, it is assumed that the spectrum λ n is nondegenerate). In [14] it was shown that the polynomials P n (x) will be orthogonal with respect to a linear functional σ if and only if the condition
holds for any pair of polynomials f (x), g(x). Condition (2.11) has a simple meaning that the operator L is symmetric on the space of polynomials with respect to the functional σ. See also [4] where the same condition is derived in case if L is a higher-order difference operator (in fact, this condition is valid for any linear operator
Equivalently, condition (2.11) can be presented in the form of an infinite set of conditions
which should be valid for all possible nonnegative integers m, n = 0, 1, 2, . . .
Taking into account relation (1.9) and remembering definition (2.2) of moments c n we can present conditions (2.12) in the form
Relations (2.13) are necessary and sufficient conditions for orthogonality of eigenpolynomials P n (x). These conditions contain 3 unknown sequences: λ n , µ n , c n , n = 0, 1, 2, . . . with initial conditions
First of all we can conclude from (2.13) that µ n = µ m if n = m. Indeed, assume that µ j = µ k for a pair of nonnegative integers j, k such that j > k ≥ 0. Then from (2.13) it follows that c j+k = 0 (because λ j = λ k by our assumption). By induction from the same condition we then find that c n = 0, n = j + k, j + k + 1, j + k + 2, . . . .
But this contradicts to nondegenerate condition ∆ n = 0 for all n > 0.
Hence we have that both coefficients λ n and µ n are nondegenerate:
From this condition it follows immediately that that all moments are nonzero: c n = 0, n = 0, 1, 2, . . . .
Indeed, if one assumes that c j = 0 for some j > 0 then from (2.13) we find that c n = 0 for all n ≥ j which contradicts to nondegenerate condition ∆ n = 0.
Hence we have the condition
where
Note also that µ n cannot be a linear function of λ n , i.e. condition µ n = αλ n + β, n = 1, 2, 3, . . . is forbidden.
Otherwise from (2.16) it follows g n ≡ const which leads to a degeneration ∆ n = 0.
It is easy to see from conditions (2.16) that 5 parameters λ 1 , µ 1 , λ 2 , µ 2 , λ 3 can be chosen arbitrarily. For the parameter µ 3 we have from (2.16)
Then all further parameters λ 4 , µ 4 , λ 5 , µ 5 , . . . are determined uniquely from conditions (2.16). We shall thus assume that these 5 parameters are fixed as arbitrary parameters (with obvious restrictions of nondegeneracy).
Eliminating g m+n from (2.16) we arrive at the relations
which are valid for n, k = 0, 1, 2, . . . . It is easily seen that relations (2.18) are equivalent to (2.16), so we can restrict ourselves only with relations (2.18) which are more convenient because they involve only two unknown sequences λ n , µ n .
Putting k = 0, 1, 2 and taking into account initial conditions (2.14) we have
Eliminating variables µ n and µ n+1 from 3 equations (2.19), we obtain the equation
We notice that A 1 = 0. Indeed, if one assumes that A 1 = 0 then by induction it is possible to show that λ n /µ n = λ 1 /µ 1 , n = 2, 3, 4, . . . which leads to a degeneration.
Moreover, from (2.17) we have that A 2 = A 1 and A 5 = A 4 .
Hence one can rewrite equation (2.20) in the form
(the last equality in (2.22) follows from (2.17)).
Using the same relation (2.17) we can present the coefficients B 2 , B 3 in the form
and
Due to obvious symmetry between λ n and µ n one can obtain similar equation for µ n :
where the coefficients C 1 , C 2 , C 3 have expressions (2.22)-(2.24) with λ i replaced with µ i . It is important to note that coefficients B 1 and C 1 coincide
Quadratic relations (2.21) and (2.21) contain 5 free parameters Ω, B 2 , B 3 , C 2 , C 3 . Putting n = 3 we find from quadratic equation (2.21) that there are 2 possible solutions for λ 4 . But due to obvious symmetry between λ n and λ n+1 in (2.21), one of these solutions corresponds to λ 2 . This solution should be excluded because λ 4 = λ 2 means the degeneration. We thus have only one solution for λ 4 . By induction, it is easy to show that all values λ n , µ n , n = 4, 5, 6, . . . are determined uniquely.
From (2.21) and (2.25) (under conditions λ n+1 = λ n−1 and µ n+1 = µ n−1 ) we derive the linear recurrence relations
Recurrence equations (2.27) and (2.28) are well known. They arise, e.g. in describing so-called "Askey-Wilson grids" [2] , [9] , [15] .
On the other hand, conditions (2.27) and (2.28) are not only necessary but also sufficient for our problem.
This will be seen from the results of the next four sections where we classify all possible solutions of the recurrence relations (2.27) and (2.28).
We thus can formulate the main result of this section:
The abstract "hypergeomtric" operator L defined by (1.9) has orthogonal polynomials P n (x) as eigensolutions if and only if the coefficients λ n and µ n are solutions of equations (2.27) and (2.28) with arbitrary parameters B 2 , C 2 . Additional restriction for the nondegeneracy is: the linear relation αλ n + βµ n + γ = 0 is forbidden (in case if at least on of the constants α and β is nonzero).
Classification of admissible solutions. Ω > 2
General solution of recurrence relations (2.27) and (2.28) depends on the parameter Ω.
Assume first that Ω > 2. In this case we can put
where 0 < q < 1 is a real positive parameter.
We can take λ 1 , λ 2 , µ 1 , µ 2 as independent initial parameters. Then
Generic solution with initial conditions λ 0 = µ 0 = 0 in this case is
The parameters B 2 , C 2 in equations (2.27) and (2.28) are
It is easily seen that condition (2.16) is fulfilled with
In fact, only two constants can be considered as independent parameters because rescaling transformations λ n → κ 1 λ n , µ n → κ 2 µ n lead to a rescaling of the argument of the orthogonal polynomials P n (x).
We can fix two parameters as, e.g. L 2 = 1, M 2 = −1. It is convenient to introduce two independent parameters a, b such that
Corresponding operator L can be presented as the difference q-hypergeometric operator
Using formulas (2.6) we find explicit expressions for the recurrence coefficients
Formulas (3.10) coincide with the recurrence coefficients for the little q-Jacobi polynomials [8] .
For 0 < a < q −1 , b < q −1 these polynomials are orthogonal on the infinite set of the points
with the weights 
These polynomials can be identified with q-Krawtchouk polynomials [8] . For positivity of the weights in (3.14)
it is necessary that a < 0. Note that these q-Krawtchouk polynomials differ from the "standard" q-Krawtchouk polynomials (see, e.g. [8] ) by the change q → q −1 .
We thus see that the generic case of the solutions for λ n , µ n corresponds to the little q-Jacobi polynomials.
(ii) Assume that L 1 = 0 and M 1 M 2 = 0. Then the only one parameter is essential. Without loss of generality we can put L 2 = −1, M 1 = a, M 2 = 1, where a is the only essential parameter. From formulas (2.6) we obtain
These formulas coincide with expressions for the recurrence coefficients of the little q-Laguerre polynomials [8] .
(iii) Assume that L 2 = 0 and M 1 M 2 = 0. Again there is only one essential parameter and we can put
For the recurrence coefficients we obtain the expressions
These correspond to the recurrence coefficents of the q-Laguerre polynomials [8] .
(iv) Assume that M 1 = 0 and L 1 L 2 = 0. We can put L 1 = a, L 2 = −1, M 2 = 1 with the only essential parameter a. The recurrence coefficients are
17a)
These coefficients correspond to alternative q-Charlier polynomials.
(v) Assume that L 1 = M 2 = 0 and L 2 M 1 = 0. Without loss of generality we can put L 2 = M 1 = 1 whence
The recurence coefficients
correspond to the Stieltjes-Wigert polynomials [8] .
The case L 2 = M 1 = 0 and L 1 M 2 = 0 is "dual" with respect to the previous case: it corresponds to the
Remaining cases, say L 1 = M 1 = 0 or M 1 = M 2 = 0 correspond to degenerate polynomials because in these cases there exists the linear dependence µ n = αλ n + β which leads to a degeneration. This can be confirmed by direct calculation of the recurrence coeficient u n using formulas (2.6). We obtain u n = 0 for all n = 1, 2, . . . which coresponds to a degenerate case.
4. Admissible solutions. Ω < −2 and −2 < Ω < 2
The case Ω < −2 is very close to the already considered case Ω > 2. All formulas of the previous section remain valid if one changes q → −q. This is equivalent to the change Ω → −Ω. However, the spectral properties of the corresponding orthogonal polynomials will be slightly different. For example, for the case (i) we have the little qJacobi polynomials with −1 < q < 0. In this case the spectrum will formally be the same x s = q s , s = 0, 1, 2, . . . For the positivity of the weight function it is necessary that a < 0 and |a| < |q| −1 .
The case −2 < Ω < 2 corresponds to trigonometric expressions of the recurrence coefficients u n , b n .
Indeed, in this case we can put
with some real parameter ω.
If we demand that the coefficients λ n , µ n are real then from (3.3), (3.4) it is clear that necessarily
. This is equivalent to the representation
with some real parameters α, β.
In turn, substituting these formulas into (2.6) we obtain
It is impossible to provide the positivity condition u n > 0 for all n. This means that there is no a positive measure on the real line such that the polynomials P n (x) are orthogonal with respect to it.
There is a simple special case when β = −N −1. In this case u N +1 = 0 and we have a finite set of polynomials P n (x)orthogonal on the vertices of the regular N + 1-gon on the unit circle
As expected, the weights w s are not positive (or even real) parameters.
Another interesting case of a finite orthogonality appears when q is a root of unity. For example, one can take ω = π N +1 . In this case u N +1 = 0 and we again have a finite set of the orthogonal polynomials which are orthogonal on the circle (in general, with non-unit radius). In this case again there is no a positivity property.
We will not consider this case in details.
General discussion concerning the Askey-Wilson polynomials for q a root of unity can be found in [12] .
Admissible solutions. Ω = 2
Consider the case Ω = 2. It is easily seen that generic solutions of equations (2.27) and (2.28) with initial
It is clear that necessary and sufficient condition (2.16) is valid leading to the equation for the moments
Depending on the choice of the parameters L 1,2 , M 1,2 we can distinguish 3 possibilities.
correspods to the hypergeometric operator
The recurrence coefficients can be computed through formulas (2.6)
These recurrence coefficients correspond to the Jacobi polynomials P (α,β) n x+1 2 [8] . They are orthogonal on the interval [0, 1] with respect to the weight function
(ii) Assume that L 2 = 0 and M 2 = 0. There is only one essential parameter, say α, and one can choose
The recurrence coefficients
correspond to the Laguerre polynomials [8] . They are orthogonal on the semi-axis [0, ∞] with respect to the weight
with the only real parameter a.
Corresponding operator L is second-order differential operator
correspond to the generalized Bessel polynomials [3] . Note that u n cannot be positive for all n. This means that the Bessel polynomials cannot be orthogonal with respect to a positive measure on the real axis [3] .
Admissible solutions. Ω = −2
If Ω = −2 then generic solutions of equations (2.27) and (2.28) with initial conditions λ 0 = µ 0 = 0 are
with four arbitrary parameters L 1 , L 0 , M 1 , M 0 . The parameters B 2 , C 2 in equations (2.27) and (2.28) are
Necessary and sufficient condition (2.16) is valid leading to the equation for the moments
Note that necessarily L 1 M 1 = 0 because otherwise either λ 2n+1 = 0 or µ 2n+1 = 0 which is forbidden by nondegeneracy conditions.
Hence two parameters L 1 , M 1 can be chosen as fixed nonzero constants, say L 1 = −2, M 1 = 2. The two remaining parameters can be parametrized as L 0 = −α − β − 1, M 0 = α with two arbitrary real parameters α, β.
Then it is easy to see that corresponding operator L has the expression
where R is the reflection operator, i.e. Rf (x) = f (−x).
As was shown in [16] the operator (6.4) is the Dunkl type differntial operator such that its polynomial
coincide with the little -1 Jacobi polynomials.
Using formulas (2.6) we can calculate the recurrence coefficients
is the characteristic function of even numbers. As expected, these coefficients coincide with recurrence coefficients of the little -1 Jacobi polynomials [16] .
The little -1 Jacobi polynomials are orthogonal on the interval [−1, 1] with respect to the weight function [16] w
There is a special case corresponding to M 0 = 0, i.e. α = 0. This means that µ n = 2(−1) n n. As was shown in [16] this case corresponds to the ordinary Jacobi polynomials P (a,a+1) n (x) with a = (β − 1)/2. It is interesting to note that the classical Jacobi polynomials P (a,a+1) n (x) satisfy "unusual" eigenvalue problem (6.5) with the Dunkl type operator (6.4). Explanation of this phenomenon can be found in [16] .
The umbral "classical" polynomials
There is an interesting relation of the above approach with the so-called "umbral calculus" [10] . One of the most important object in the umbral calculus is the formal derivative operator D which is defined on the space of polynomials by its action on monomials
where d n is an arbitrary sequence of complex numbers with the restrictions d 0 = 0 and d n = 0, n = 1, 2, . . .
Clearly, the operator D decreases the degree of any polynomial by one. The obvious example of the formal derivative operator is the ordinary derivative operator Df (x) = f ′ (x) (in this case d n = n). Another simple example is the q-derivative operator
In this case d n = (q n − 1)/(q − 1).
We say that the set of monic orthogonal polynomials P n (x), n = 0, 1, 2, . . . satisfies the umbral classical property if the new set of monic polynomials
is another set of orthogonal polynomials (see e.g. [7] for further details). It is easy to see that the orthogonal polynomials considered in this paper do satisfy the umbral classical property.
Indeed, consider the explicit form of series expansion of orthogonal polynomials (1.7). Applying the operator D to P n+1 (x) we get
In all cases corresponding to Ω = ±2, Ω = 2, Ω = −2 it is possible to rewrite (7.4) in the equivalent form
with new coefficientsλ n ,μ n belonging to the same admissible class of solutions of equation (2.16) . This means that the new polynomialsP n (x) are orthogonal and satisfy similar eigenvalue equatioñ 6) where the operatorL is defined asL
The concrete form of the operator D depends on the value of Ω.
In more details, when Ω = 2, we have d n = n, i.e. D coincides with the ordinary derivative operator. When Ω = ±2, we have d n = (q n − 1)/(q − 1), i.e. in this case D is the q-derivative operator (see [1] for details).
Finally when Ω = −2 we have
with an appropriate parameter ν. In this case D is the classical Dunkl operator
Consider e.g. the parametrization chosen in (6.4), i.e.
This means that
The umbral classical property of the little -1 Jacobi polynomials with respect to the Dunkl operator (7.12) was established in [16] .
The more general problem is to find all admissible operators D and all systems of umbral classical polynomials P n (x) satisfying property (7.3). This problem is more complicated and remains open.
Algebraic relations between the operators L and x
The operator L is low triangular and bidiagonal in the monomial basis as sen from (1.9). Introduce the operator X which is multiplication by x. Clearly
i.e. the operator X is the shift operator in the monomial basis.
Consider the operator
It is elementary to see that
If L is the admissible operator then its coefficients λ n , µ n satisfy relations (2.27), (2.28) . In this case we can present (8.3) in the algebraic form
We thus have the Proposition 2 The abstract "hypergeometric" operator L is admissible if and only if there exists 3 parameters Ω, B 2 , C 2 such that the operator identity
is valid on all polynomials.
Thus Proposition 1 and Proposition 2 give two equivalent necessary and sufficient conditions for the operator L to be admissible.
On can introduce the "dual" operator
It is directly verified that if the operator L is admissible then relation
holds, where α, β, γ, δ are some constants.
Relations (8.4)-(8.7) can be considered as special case of generic Askey-Wilson algebra AW(3) introduced in [17] , or equivalently, of the Askey-Wilson relations introduced by Terwilliger [13] .
It is interesting to note that the monomial basis x n resembles the so-called split basis introduced in [13] :
the operator L is low triangular while the operator X is upper triangular in this basis. There is, however, an essential difference with respect to [13] . Indeed, in [13] it was assumed that both operators L and X are finitedimensional and diagonalizable. In our approach both operators L, X are infinite-dimensional and moreover, the operator X is non-diagonalizable.
Conclusions
We have classified all admissible abstract "hypergeometric" operators L having orthogonal polynomials P n (x) as eigensolutions. Apart from well known classical and q-classical polynomials there exists one more family of orthogonal polynomials (little -1 Jacobi polynomials) which are eigensolutions of the Dunkl type differential operator of the first order. In fact, the case corresponding to Ω = ±2 is generic (little q-Jacobi polynomials and their special and degenerate cases), while the cases corresponding to Ω = ±2 can be obtained by corresponding limiting processes q → ±1 (for details of the limit q → −1 see, e.g. [16] ).
There are obvious generalizations of the above approach.
The first one is to consider the operators L having more than 2 diagonals, say Lx n = λ n x n + µ n x n−1 + ν n x n−2 (9.1)
This operator preserves the space of polynomials and hence there exists a unique set of eigenpolynomials P n (x) satisfying the equation LP n (x) = λ n P n (x). It is natural to classify all the operators (9.1) having orthogonal polynomials as eigensolutions. In contrast to "hypergeometric" operators with the property (1.9) the expression for the polynomials P n (x) is not so simple. Nevertheless, we can consider the orthogonal polynomials P n (x) as having the "bispectrality" property. Recall that the orthogonal polynomials P n (x) are called the bispectral if they satisfy an additional eigenvalue problem [5] , [11] .
LP n (x) = λ n P n (x), (9.2) where the operator L acts on the argument x and can be either differential or difference operator of arbitrary order.
In [6] was suggested the bispectral problem (9.2) where L = f (x)T + g(x)S + h(x)I. In (9.3) it is assumed that S and T are linear operators which map any polynomial of exact degree n to polynomials of exact degrees n−1 and n−2 respectively, I is the identical operator and f (x), g(x), h(x) are fixed polynomials. It can be showed [6] that all polynomials from the Askey scheme satisfy the bispectral property In our case the operator L does not belong a priori to the class of differential or difference operators. Hence the bispectral problem (9.2) can be considered as a natural generalization of the classical bispectral problem.
Another generalization was mentioned in the previous section. Abstract "hypergeometric" polynomials satisfy "umbral" classical property (7.3). The inverse is not true: there are umbral classical polynomials beyond the scheme described in the present paper. It is expected that the family of umbral classical orthogonal polynomials is much wider than the family of classical or q-classical polynomials (including all polynomials from the Askey-Wilson scheme [8] ).
