Augmented reality (AR) applications rely on robust and efficient methods for tracking. Tracking methods use a computer-internal representation of the object to track, which can be either sparse or dense representations. Sparse representations use only a limited set of feature points to represent an object to track, whereas dense representations almost mimic the shape of an object. While algorithms performed on sparse representations are faster, dense representations can distinguish multiple objects. The research presented in this paper investigates the feasibility of a dense tracking method for rigid object tracking, which incorporates the both object identification and object tracking steps. We adopted a tracking method that has been developed for the Microsoft Kinect to support single object tracking. The paper describes this method and presents the results. We also compared two different methods for mesh reconstruction in this algorithm. Since meshes are more informative when identifying a rigid object, this comparison indicates which algorithm shows the best performance for this task and guides our future research efforts.
INTRODUCTION
Augmented reality (AR) technology is a type of humancomputer interaction that superimposes the natural visual perception of a human user with computer-generated information (i.e., 3D models, annotation, and text) [1] . AR presents this information in a context-sensitive way that is appropriate for a specific task, and typically, relative to the user's physical location. The general approach to realize AR is to merge the physical and virtual worlds by exploiting rapid video processing, precise tracking, and computer graphics. In a typical AR system a video camera is used to capture the physical world. Then, rather than presenting the raw video to the user, the system composites the video image with computer generated images of virtual objects in positions. The effect, from a user's point of view, is a representation of the physical world that has been "augmented" with virtual objects. Augmented Reality relies on object tracking in order to achieve proper augmentation. The term object tracking refers to all techniques and methods that are appropriate to identify and register a physical object in the environment. Several techniques have been introduced, ranging from fiducial marker tracking [2] to natural feature tracking (NFT) [3, 4] , and 3D model tracking [5] . All the known methods work well in particular fields and have advantages in different use cases. Our research addresses the field of AR-based assembly assistance and maintenance on the factory floor. In this case, the deployed tracking technology must also be able to identify a particular mechanical part and distinguish it from several other parts. We are convinced that only 3D model tracking methods facilitates this task. Approaches such as NFT or point clouds belong to the group of sparse representation models, which, for instance, use a sparse feature map to represent an object's characteristic features. If a sparse representation is well designed, it is possible to distinguish several rigid objects [6] .
3D model tracking usually belongs to a group of dense representation models, which use a dense 3D model to track, map, and identify a particular rigid object. Several approaches have been introduced [7, 8] . However, they have been designed to generate an accurate 3D model of the environment and to calculate a camera pose rather than to track a particular rigid object. In our research, we investigated a dense representation approach and analyzed its feasibility to track and identify a particular rigid object for AR. Our research relies on the KinectFusion algorithm [7] , which provides functionality to track a camera's pose. Instead of tracking the camera's pose, the tracker has been extended to track and identify rigid objects. The Microsoft Kinect is used to generate a 3D model of the environment. This generated model is matched against a reference model in order to track it. Additionally, we compared two different mesh generation methods and measured the runtime and the matching results (true-positives / falsepositives). The results are promising and show feasibility of our approach. However, the performance still needs to be improved for AR. The paper is structured as follows. In the next section, we present the related work. Section 3 explains our tracking approach and introduces the methods. In Section 4, we describe the comparison, the methods we compared, and present the results. The paper closes in Section 5 with a summary and an outlook.
RELATED WORK
Tracking a rigid 3D object means continuously identifying the location and orientation of an object. Many approaches for tracking exist. Some approaches are fiducial marker tracking, natural feature tracking, and 3D object tracking. In this review, we address the fields of natural feature tracking and 3D object tracking.
Natural Feature Tracking
Natural feature tracking considers interesting points unique to an object as natural landmarks to track. Vacchetti et al. [9] use interest points from the standard Harris corners algorithm [10] based on pixel gradients for object recognition and realtime tracking.
Kim et al. [11] use planar interest points for object recognition as well, however, Zernike moments are used to represent local image segments and matched to a database object with a probabilistic voting scheme. Once an object is recognized, it is tracked with Lie group methodologies.
In [12] , Haag and Nagel combine edge elements and optical flow with a Kalman filter to recognize and track objects in traffic sequences from a database of models, opting for robustness over real-time performance. Since tracking by optical flow requires objects to move, the contribution of optical flow to pose estimation gradually fades away as movement is decreased.
Lepetit et al. [13] introduce a keypoint-based tracking method that automatically builds different view sets of a training image in order to improve performance and robustness. Multiple keypoints are extracted from these images and stored as a classification database. They use a randomized kd-tree to classify the feature points of a sample image. This method works robustly, facilitates tracking of a wide range of images, and copes with cluttered and distorted objects. Nevertheless, this approach is trained for only tracking one object.
Chen et al. [3] demonstrate a keypoint tracking system that copes with different lighting conditions. The authors employ a FAST algorithm to extract keypoint features and descriptors. The descriptors are organized in a kd-tree for fast keypoint retrieval. To improve the robustness, a Kanade-Lucas-Tomasi (KLT) tracker [14] is added that delivers additional information for pose estimation. This enhances the probability of obtaining good features to track. The method utilizes an additional matching algorithm to improve robustness. Yet, their method is not able to distinguish different objects.
Cagalaban et al. [15] introduce a tracking method that allows tracking of multiple 3D objects in unprepared environments. Their method incorporates KLT tracking and color tracking to detect multiple moving objects. However, the authors' test objects were relatively simple (cars), object segmentation relies on background separation, and the tracked objects cannot be identified.
Uchiyama et al. [16] present a tracking method that relies on a method called locally likely arrangement hashing. The authors intend to track 2D maps, which are difficult to track because the arrangement of a map looks similar from different viewpoints. Their tracking approach utilizes the intersections on maps to retrieve a robust feature map. In addition, the authors use online learning to be able to cover a large map.
Gruber et al. [4] conduct research in keypoint optimization and keypoint selection in order to optimize the keypoint database in such a way that only the best and most robust features are used for tracking. For instance, they explore the effect of different texture characteristics on tracking.
Rusu et al. [17] use natural features for real-time 3D object and pose recognition using their robot with stereo cameras. Planes are identified from point cloud surface normal estimation and segmented out. A Viewpoint Feature Histogram is calculated for all surface segments based on relative angle directions of surface normal vectors.
In summary, several methods exist which facilitate the tracking of physical objects. However, feature tracking approaches usually rely on a sparse feature model of the object to track, which is aligned with features that can be obtained at runtime to identify and track the object.
3D Camera and Object Tracking
The term 3D object tracking refers to all methods that use a dense representation of an object to track as computer-internal representation. In most cases, this type of tracking requires sifting through a large amount of 3D data points to align a reference model with an object to track.
Newcombe et al. [7] introduce KinectFusion, a method for 3D object reconstruction and pose estimation. In this algorithm, the depth image is obtained from the Microsoft Kinect to generate a vertex map of the environment. This vertex map is constantly aligned with previous vertex meshes. Thus, they are able to estimate the pose of the Kinect camera. By implementing the algorithm to run on the GPU, KinectFusion operates in real-time. However, it is designed for scene reconstruction and not to track and identify single rigid objects.
In [18] , Klein et al. propose PTAM (parallel tracking and mapping), an algorithm that tracks a camera pose on the basis of a sparse 2D point representation. The points are constantly generated in parallel and allow for accurate camera pose estimation, and its implementation works in real-time. Nevertheless, PTAM facilitates camera pose estimation and cannot track single objects.
A single camera tracking approach is introduced in [19] . The algorithm also relies on a sparse representation of points which can be tracked in real-time using a single camera. However, the algorithm only estimates the camera pose.
Recently, tracking approaches have emerged that uses a dense-map for pose estimation. For instance, Newcombe et al. [20, 21] propose DTAM (dense tracking and mapping), which generates a dense point representation of the environment model to track the camera pose. The environment model is represented as a dense map and is aligned with previous maps to estimate the pose, which is the same method employed by KinectFusion. Similarly, object tracking is not supported.
Stuehmer et al. [22] offer a similar method for camera pose estimation. Their implementation works in real-time on a cell phone.
In addition to the camera pose estimation, several researchers investigate methods of object identification on the basis of point clouds.
In [23] , Mian et al. present a method for automatic object recognition from a point cloud. Models are processed offline from multiple unordered images into a database of tensors, and corresponded with a hash table-based voting scheme. During online object recognition, tensors from the point cloud are matched to the database by casting votes; however, recognition time for each scene is far from real-time (~55-60 seconds).
Osada et al. [24] describe a fast method for object recognition by comparing object signatures. Signatures are essentially probability distributions generated by applying a function to a shape (such as the distance between any two random points on a surface). Although its implementation is fast, its classification accuracy is only 66% at best.
In [25] , Bleiweiss and Werman track rigid object by identifying interest point on a surface of a rigid object using the mean-shift algorithm. They use s time-of-flight depth camera and a color video camera. Although this approach is generally fast (~45 FPS), it doesn't calculate the orientation of the tracked object, which is necessary for AR.
Summary
In summary, several methods exist that facilitate object tracking and identification. This review only covers a small sample of the research. However, the review shows two things.
Firstly, several methods exist that uses natural features for object identification. Our research shows [6] that this approach works well if the number of objects that need to be distinguished is limited. The sparse feature representation of NFT cannot be utilized as a fingerprint for object identification.
Secondly, dense tracking algorithms provide a detailed representation of the environment or of an object to track. However, the aforementioned methods only estimate the camera's pose. In addition, other approaches fail to meet the demands of a real-time implementation [23] .
Our research aims to extend the method presented in [7] and to verify its real-time capability for object tracking.
TRACKING METHOD
This section introduces our 3D model tracking approach for the tracking of rigid objects. The section starts with an overview about the hardware and the software. Then, we explain our methods. The last subsection demonstrates the results. The entire approach is based on the KinectFusion tracker, presented in [7] . However, KinectFusion only calculates the camera pose. We have enhanced this algorithm at several steps in order to track single rigid objects. Figure 1 shows the hardware setup of the test system. The tracking subject was a gear switch of a combine located on a table. This gear switch is a typical object that we need to be able to track. Its dimensions are roughly 420x150x150mm (l, w, h). In general, we have to consider that all parts for a combine assembly have a solid color, or a limited number of stickers or prints on their surface, and often a complex spatial structure.
Hardware and Software Overview

Figure 1: the hardware setup
A Microsoft Kinect was used to obtain video images from the tracking subject. The Kinect is a camera system with two embedded camera sensors. It provides an RGB color image and a depth image with a resolution of 640x480 pixels. The Kinect was attached on a tripod and aligned towards the center of the gear switch. The output device for testing purposes was a 24" computer display. The prototype system is implemented on a PC with a 3.5 GHz Intel Xeon processor, 6GB RAM and an NVIDIA Quadro 5000 graphics processing unit (GPU).
Combine gear switch Display as output device
Kinect on a tripod Figure 2 presents a block diagram that shows the software system. The depth video image provided by the Kinect is the input data for the tracking method. In addition, a 3D model of the object to track is loaded. The camera pose is the output data which is passed to a renderer.
The first step is a vertex map generation, as presented in [7] , which incorporates vertex points and surface normal vectors. To generate the map, data from the depth image is filtered with a bilateral filter to close gaps in depth, and the surface normal vectors are calculated considering the neighbor vertices. To simplify reading, we will refer to this map as the input map. In the second step, the input map is correlated with a 3D model that represents the object to track; referred to as reference map. The reference map is generated during an initialization step and relies on the 3D model data of the object to track. We use iterative closed points (ICP) to correlate the two maps, which results in the camera pose with respect to the 3D model. The third step creates a 3D model of the environment. As described in [7] a volume truncated signed display (VTDS) function is applied to merge the input map with the existing model, created within the previous steps.
Figure 2: overview of the software setup
When the application begins, the reference model of the object to track is loaded. The model is converted into a vertex map. In general, the tracking approach works with convex and concave surfaces.
The Microsoft Kinect for Windows and OpenCV SDKs were used to develop the tracking system. The Kinect for Windows SDK is a free, proprietary software development kit that facilitates application development with the Microsoft Kinect. It provides functions to connect to the Kinect, fetch images, generate point clouds, and match point clouds with ICP or other methods.
OpenCV is an open source computer vision library [14] . It provides functions for image processing, comparison, as well as tracking and mapping. Additionally, OpenSceneGraph (OSG), is used for rendering (www.openscenegraph.org). OSG is a scene graph programming library. It facilitates the development of computer graphics applications and provides functions for model management, rendering, and interaction. The ARToolkit, a computer vision-based tracking system, is integrated as for the initial tracking [2] . It is used to obtain the initial position and orientation of the object to track.
The following sections further explain the details to each step.
Reference Model and Initialization
The reference model is a 3D vertex model of the object to track (Figure 3 ). For tracking purposes, the complexity of this 3D model must be reduced in order to keep real-time restrictions. Therefore, we limit the number of vertices and polygonal faces of the 3D model to approximately 4,000 and 5,500, respectively. At this time, an initial matching step is necessary to setup the object tracking. The matching method only expects a small difference between the reference model and the input model generated from the Kinect raw image. So the reference model and input model must be close before the tracking can start. To realize this, we use a marker-based tracking method that facilitates registration of the initial position T * of the object to track. Therefore, an ARToolkit marker is put onto the physical object to track. The ARToolkit provides a transformation matrix that describes the spatial relation between marker and the video camera, which is considered as T * and used for tracking. Once a positive match is obtained, the marker can be removed and the 3D model tracking registers the object to track.
Input Map Generation
The goal of the input map generation is to generate a dense vertex map Dt at time t from the depth image. This step follows the descriptions in [7] . Thus, we only summarize this step and refer to [7] for additional details. Consider Rt(u) as the depth image in image coordinates with the pixels u = (u, v). First, a bilateral filter [26] is applied on the depth image R in order to reduce noise: (1) with , Wp a normalization constant, and q, the function that performs a perspective projection. The outcome is a depth map with reduced noise.
To obtain a vertex map Vt, Dt is back-projected into the (2) with K, the camera calibration matrix. Figure 5 shows a sample of the vertex map and the related raw depth image.
Figure 5: the resulting vertex map
A calculation of the normal map relies on the fact that all depth image pixels are measurements on a regular grid [7] . Thus, the cross product is used to calculate surface normal vectors. . A vertex and normal map pyramid with L=3 is computed in order to increase robustness. The original image resolution is the bottom of the pyramid, the other two level are sub-samples with half the resolution of the previous level. Normal vectors and vertices are computed for all three levels. The input map that comprises the vertex map Vk and the normal map Nk are the output of this step.
Pose Estimation
The goal of pose estimation is to compute the camera pose with respect to the object to track, in particular, the reference coordinate system of this object. In difference to [7] , we estimate the pose of a particular object by aligning the input map (Vt, Nt) at its measured position with the data Vt,r, Nt,r of a reference map on an estimated position. We use the iterative closest point (ICP) algorithm [27] for this purpose. Therefore, we have to assume that the difference in position / orientation between the reference map and the input map are small; ICP would not align the objects if the difference is huge. Since the Kinect provides 30 frames per second, it is possible to assume small changes from frame to frame. However, abrupt object or camera movements interrupt the tracking.
Consider xt,input = (Vt, Nt) as input map at time t at position Tk and x't = (Vt,r, Nt,r) as reference map at time t and position T'k, with T, a matrix in homogenous coordinates that describes the current position of the map, and T' the estimated position of the reference model. To align x' with x, the distance between both must be minimized: (4) with d, the Euclidian distance between the vertices and the surface normal vectors. This can be obtained by solving the equation:
with Tt, the position and orientation of the object to track. The position and orientation are described as a matrix in homogenous coordinates. Note the estimation of the vertices is already represented in an object's reference coordinate system.
A solution for this pose Tt can be obtained by minimizing the function E. The solution is a frame-to-frame approach: minimizing the function provides the incremental change between the current position at time t and the last position at t-1. Thus, the global position can be calculated as (6) with Tt,inc, the incremental change of position and orientation at time t, which can be represented as matrix is homogenous coordinates (7) with Rt, the rotational components of the matrix, and tt, the position in 3d space. Considering Eq. 7 and Eq. 5, a system of linear equations can be formed which can be solved via Singular Value Decomposition or Cholesky decomposition. The result of this step is the position Tt of the object to track.
Mesh Generation and Update
The goal of this step is to update a 3D mesh of the environment, to align the 3D reference model with the mesh model, and to refine the pose T. The original KinectFusion algorithm uses the volumetric truncated signed distance (VTSD) function and a ray cast algorithm. The VTSD function uses the raw depth image to adapt the environment model in order to update the environment model that have been obtained within the previous steps. Originally, the ray cast algorithm is used to refine the pose T, to obtain a new vertex map, and to render an image of the surface. Therefore, a new vertex model is predicted by rendering the last environment model into a virtual camera. The created vertex model is used as reference model in the next frame to match the subsequent generated vertex map with this reference map.
We adapted this approach for single rigid object tracking. We also applied the VSTD function and blend the depth image with environment model in order to obtain a new environment model. Figure 6 shows an offline rendering of this surface.
Figure 6: the resulting 3D model obtained from one vertex map
Next, the pose T is corrected by identifying outliers. Therefore, all matching vertex map points and their associated 3D model points are projected onto the image plane: (8) with p = (x, y, z), the points of the 3D model in 3D coordinates, uproj, the back-projected points on the image plane, and K, the camera projection matrix. This inverted Eq. 2, however, this time the 3D model vertices are projects. The rational behind this step is that all points from the reference map, which have a matching partner in the input map, can be back-projected onto the image plane and must meet the location of the original input vertex. The difference helps, firstly, to identify and remove outliers, and second, to correct the camera pose. The matching is considered as correct when (10) with u, the associated points in the original vertex map, and t, a threshold value.
RESULTS
The results of our tracking algorithm are presented in Figure 7 . The figure presents a sequence of images from the AR application. A green 3D model superimposes the object (Note that the green 3D model is magnified). 
Known Issues
The presented approach to track a single object in front of a camera relies on the KinectFusion algorithm presented in [7] . Several steps have been changed to enable the tracking of single rigid objects. However, we encountered two issues that limit the performance of the tracking algorithm.
At this time, no re-initialization is possible. If the tracking algorithm fails once to align the reference map with the input map, the ARToolkit marker is required to re-initialize object tracking. This is because we do not obtain a solution for the linear system of equations when the distance between the vertices is large. It is difficult for a user to put the rigid object or the camera into a position and orientation which is close enough to restore tracking.
The mesh generation function presented for the KinectFusion algorithm uses a VTSD function to blend the current model into a 3D model which has been generated within the previous frames. We kept this solution in order to maintain a 3D model of the environment. However, it has two disadvantages. Firstly, although we can obtain a highly accurate 3D model, the blending process is slow and needs several frames to update the model. For our purposes, we would prefer a faster algorithm. Second the blending function does not consider several single objects, which need to be individually moved in the workspace. The algorithm creates one surface without respecting single objects and multiple transformation matrices that describe the scene.
These issues lead to the further research, which is presented in the following section.
MESH GENERATION COMPARISON
In order to enhance the presented algorithm for multiobject tracking, we conducted a mesh generation comparison in which we compared two additional algorithms: Poisson Surface Reconstruction and Greedy Projection Triangulation. The goal is to use the mesh to initially identify a rigid object. Our approach is to create dense 3D models of all rigid objects to track from the raw depth image and to compare these dense models with a reference models. We are convinced that a dense mesh facilitates better identification of mechanical parts, since more and finer details can be represented. Sparse object representations such as sparse point clouds or natural feature tracking approaches suffer from their limited representations of mechanical parts (little number of good features to track). However, mesh generation is computationally intensive and barely works in real-time. Thus, our approach will only initially identify the object and consider as identified as long as it can be tracked.
The goal of the research described in this section is to evaluate the feasibility of promising algorithm for mesh generation. The following subsection will introduce the two methods we are considering. Then, we will explain the test methods, the results, and close with a discussion.
Poisson Surface Reconstruction
The Poisson Surface Reconstruction (PSR) algorithm [28] represents a mesh reconstruction task as a Poisson problem -a second order partial differential equation that is widely used to solve marginal problems. PSR takes the cloud of oriented points as input values. It estimates a surface by approximating a gradient field between point neighbors and solves the Poisson equation. Meshes provided by the PSR algorithm are smooth and watertight surfaces, good for reconstructing models if complete point clouds are available (, i.e. a scan from all directions). PSR. It is not good for partial reconstructions, or objects with many holes or only partially scanned.
Greedy Projection Triangulation
The Greedy Projection Triangulation (GPT) algorithm grows a mesh from a point cloud by extending a mesh from a starting point [29] . Like typical Greedy algorithms, it solves the triangulation problem locally. It starts with a list of initial seed points. All points within a sphere r = 0 , with 0 , the distance to the closest neighbor, and , the linear multiplier, are connected to the seed point.
The advantage of GPT is its ability to represent several unique objects. Every object can start with a seed point. It works better when the surfaces and the transition are smooth
Method
To test the mesh generation steps, we integrated them into a test application mirroring the KinectFusion algorithm (without GPU support) and measured the performance. (Note that the test application only contains support for object tracking -vertex map generation, matching, and mesh generation. These three steps have not been integrated into an AR application). A 15 seconds point cloud video steam (*.oni file) of the combine gear switch has been used for consistent input for all tests. The video file contains 430 single images from each of the depth and RGB cameras A consistent Independent Variable across tests is the complexity of the reference model. We used 3D models with 189, 945, 1889, 2834 and 3779 vertices. Several other test parameters depend on the particular step and the evaluated method: Poisson Surface Reconstruction:
 Maximum tree depth: the algorithm uses a tree data structure to organize the vertex points and to accelerate the mesh generation. This parameter has been set to 6, 8, 10 , and 12.  Minimum number of sample points: the number of points in a particular voxel has been set to: 5, 10, and 15. Greedy Projection Triangulation:
 Multiplier : it determines the search radius for the local vertex point search. This parameter has been set to 1.5, 2, 2.5, 3  Maximum number of neighbor points: this limits the overall number of all points which should be considered for the mesh. This parameter has been set to 100, 50, and 20. We recorded the:
 runtime for the model matching step,  a matching confidence value cf.  the mesh generation time for PSR and GPT
The test application was created with the Point Cloud Library (PCL, http://pointclouds.org). PCL is an open source programming toolkit that provides several functions for point cloud processing, manipulation, matching, and rendering; including implementations of PSR and GPT, which were used by our test application.
Results
Figure 9 presents two screenshots of two selected samples. The left image shows the PSR method, the right the GPT method. Table 1 shows the results of the matching algorithm. The first column states the model complexity, the second and third columns are the processing time and the confidence value. Table 2 presents the results of the mesh generation step using PSR. The first two rows show the input parameters, and the last two rows show the resultant mean mesh reconstruction time. The total mean time includes time spent for prior filtering. The average mesh reconstruction time ranges between 0.178 to 6.247 seconds. Table 3 contains the results for GPT. The first two rows show the input parameters, and the last two rows show the resultant mesh reconstruction time. The average mesh reconstruction time ranges between 0.061 to 0.272 seconds 
Figure 9: Sample result of PSR (left) and GPT (right)
Discussion
The results show that both mesh generation methods are feasible for the intended purpose. Both methods create a mesh as expected. The fidelity of the mesh reconstruction will support the object identification task. However, the current implementations of the mesh reconstruction algorithms in PCL use a single core on the CPU. As is, processing time does not meet real-time requirements and cannot be used for tracking in AR applications.
Nevertheless, the results, and in particular the generated meshes highlight advantages of the GPT method. The fidelity of GPT reconstructed 3D models is higher than the fidelity of PSR reconstructed models. Figure 9 shows two samples which indicate this: the left image shows the outcome of the PSR method. This method only provides a rough approximation of the shape of the object to track. If one is not familiar with the object, it is barely possible to recognize or identify it.
The right image shows the GPT result. Two advantages can be stated: first, the shape appears similar to the original object; and second, GPT isolates the object to track. The first advantage can be clearly seen in the image -although the object is still a rough approximation, one is able to identify the 3D model of the object to track. Changing the maximum number of points for the mesh would also increase its fidelity.
In addition, Figure 10 clearly shows our second observed advantage, where the object is isolated from its surroundings after running GPT. There are only a few connections between the object to track and the environment.
Figure 10: object can be isolated with GPT
The object's isolation is a product of choosing seed points as the starting point of the mesh reconstruction. When the points are well placed, the mesh grows into a shape that clearly separates the objects. It is important to note that these are observations developed from just one object. At this time we do not have data supporting our observations for all objects and environments.
SUMMARY AND OUTLOOK
This paper presents a method for rigid object tracking that relies on a dense object representation. We introduced an approach which is feasible to track single rigid objects. We repurposed and enhanced a tracking algorithm whose intended purpose is 3D environment model reconstruction and camera pose estimation. Several steps have been enhanced in order to identify and track a single object. However, the presented tracking approach is the first step towards an object identification method that relies on a dense representation of a particular object. In contrast to sparse object representations, dense representations have the capability to distinguish several similar-looking, but unequal, rigid objects in the addressed mechanical part domain. To advance this course of action, we investigated the capabilities of two mesh reconstruction methods and assessed their performance and fidelity for the intended purpose. The results show the feasibility of both methods for the intended task. While the runtime performance of the current implementation does not support AR applications, the outcome is promising and encouraging to investigate the GPT method.
Our next steps will focus on three tasks. First, we will develop a GPU or multi-core implementation for the GPT method. This will require developing a method to distribute the load to several cores using Intel Threading Building Blocks (https://www.threadingbuildingblocks.org).
Second, we will further develop the tracking method in order to track multiple rigid objects. The concept of the tracking method already supports several rigid objects. However, the current implementation only matches one object against the incoming input model. The next development steps will address this point.
Third, the 3D model object identification step will be introduced. At this time, the object identification relies on the confidence value of ICP. If ICP can align an incoming model with the reference model, the object is considered as identified. Our research shows that the reference models must be constructed in a way to be distinguishable. Otherwise mechanical parts with similar shapes can be barely matched. We are going to develop a model identification approach that works with dense representations. Well-knowing that this approach will cost performance, we will develop a two-stage method. Initially, the objects will be identified using a full mesh. In subsequent steps, only parts of the mesh will be used and matched with key points of the reference mesh in order to support the initial identification. This step will operate in parallel to reduce the processing demands.
