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ABSTRACT
We examine the scaling relations between the mass of a supermassive black hole (SMBH) and its
host galaxy properties at 1.2 < z < 1.7 using both observational data and simulations. Recent
measurements of 32 X-ray-selected broad-line Active Galactic Nucleus (AGNs) are compared with two
independent state-of-the-art efforts, including the hydrodynamic simulation MassiveBlackII (MBII)
and a semi-analytic model (SAM). After applying an observational selection function to the simulations,
we find that both MBII and SAM agree well with the data, in terms of the central distribution. However,
the dispersion in the mass ratio between black hole mass and stellar mass is significantly more consistent
with the MBII prediction (∼ 0.3 dex), than with the SAM (∼ 0.7 dex), even when accounting for
observational uncertainties. Hence, our observations can distinguish between the different recipes
adopted in the models. The mass relations in the MBII are highly dependent on AGN feedback
while the relations in the SAM are more sensitive to galaxy merger events triggering nuclear activity.
Moreover, the intrinsic scatter in the mass ratio of our high-z sample is comparable to that observed
in the local sample, all but ruling out the proposed scenario the correlations are purely stochastic in
nature arising from some sort of cosmic central limit theorem. Our results support the hypothesis of
AGN feedback being responsible for a causal link between the SMBH and its host galaxy, resulting in
a tight correlation between their respective masses.
Keywords: Galaxy evolution(594), Active galaxies(17)
1. INTRODUCTION
Supermassive black holes (SMBHs) ubiquitously oc-
cupy the center of massive galaxies in the local Universe
and beyond. Their growth in mass (MBH) appears to
be closely linked to the physical properties of their host
galaxies, in particular the relation between MBH and
stellar mass (M∗) (Magorrian et al. 1998; Ferrarese &
Merritt 2000; Marconi & Hunt 2003; Ha¨ring & Rix 2004;
Gu¨ltekin et al. 2009), indicating a physical coupling dur-
ing their co-evolution. Various models have been pro-
posed to explain this connection between SMBH and
their host galaxies. A possible physical link may be
feedback from an Active Galactic Nucleus (AGN) phase,
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assuming that a fraction of the AGN energy is injected
into their surrounding gas thus regulating the growth of
the SMBH and its host galaxy. In this scenario, AGN ac-
tivity heats and unbinds a significant fraction of the gas
and inhibits star formation. An alternative and more in-
direct connection is one where AGN accretion and star
formation are fed through a common gas supply (Cen
2015; Menci et al. 2016). A completely different view
holds that the statistical convergence from galaxy as-
sembly alone (i.e., dry mergers) may reproduce the ob-
served correlations without any direct physical mecha-
nisms (Peng 2007; Jahnke & Maccio` 2011; Hirschmann
et al. 2010). From this central limit theorem, a stochas-
tic cloud at high-z (higher dispersion) would end up with
scaling relations as observed today with lower disper-
sion.
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Considerable efforts have been undertaken to establish
the scaling relations out to high redshift (z . 2) using
the Hubble Space Telescope (HST) to detect the host
galaxies of AGN (e.g., Peng et al. 2006; Treu et al. 2007;
Woo et al. 2008; Jahnke et al. 2009; Bennert et al. 2011;
Schramm & Silverman 2013; Park et al. 2015; Mechtley
et al. 2016; Ding et al. 2020). While some studies find
an observed evolution in which the growth of SMBHs
predates their host galaxies, there are equally as many
claims of no evolution when considering the total stellar
mass of the host. For all studies, an understanding of the
systematic uncertainties and selection effects (Treu et al.
2007; Lauer et al. 2007; Schulze & Wisotzki 2014) need
to be considered to avoid an apparent evolution that may
overestimate the significance of the evolution (Volonteri
& Stark 2011).
Simulations can effectively aid in our understanding of
this connection by ruling out theories and assumptions
that could not be definitively verified by observations
alone. In particular, simulations can be used to quan-
tify the impact of systematic uncertainties and selection
biases with observational data. For example, the state-
of-the-art cosmological hydrodynamical simulation of
structure formation (MassiveBlackII) has been used
to compare the predicted scaling relations to HST ob-
servation at 0.3 < z < 1 which show a positive evolution
where the SMBH growth predates that of its the host
galaxy (DeGraf et al. 2015). Several other works have
investigated scaling relations using large-volume simula-
tions, resulting in good agreement with the local relation
and some redshift evolution, including the Magneticum
Pathfinder SPH Simulations (Steinborn et al. 2015), the
Evolution and Assembly of GaLaxies and their Envi-
ronments (EAGLE) suite of SPH simulations (Schaye
et al. 2015), Illustris moving mesh simulation (Sijacki
et al. 2015; Vogelsberger et al. 2014; Li et al. 2019) and
SIMBA simulation (Thomas et al. 2019). Besides hydro-
dynamic simulations, semi-analytic models (e.g., Menci
et al. 2014, 2016) have also made remarkable progress
and recovered the local scaling relations (Kormendy &
Ho 2013). These comparisons between simulations and
the observed scaling relations, based on high-resolution
HST imaging, have been carried out mainly at z < 1
due to prior limitations of the availability of observa-
tional data.
In this study, we directly compare the mass ratios
between SMBHs and their host galaxies of 32 type-1
(broad-line) AGNs from our recent observational study
at z ∼ 1.5 (Ding et al. 2020) to the predictions based
on two independent state-of-the-art numerical simula-
tions. The redshift range of our targets is chosen (z < 2)
to coincide with the epoch when most of the SMBHs
acquired their mass. This choice minimizes sensitivity
to initial conditions and growth mechanisms, which in
turn allows for an identification of inaccurate or miss-
ing physics in the models. This redshift range is also
low enough to limit the effect of surface brightness dim-
ming that would lower the success rate of detecting the
underlying host galaxy with HST. We describe the ob-
served and simulated galaxies and their black holes in
Section 2. The comparisons between data and simula-
tions are shown in Section 3 and conclusion presented in
Section 4. Throughout this paper, we adopt a standard
concordance cosmology with H0 = 70 km s
−1 Mpc−1,
Ωm = 0.30, and ΩΛ = 0.70. A Salpeter initial mass
function is employed consistently to the observed and
simulated sample.
2. SAMPLE: OBSERVATIONS AND SIMULATIONS
In this section, we introduce our comparison samples,
including the observed scaling relations (Section 2.1)
and the predicted ones by two independent numerical
simulations (Section 2.2).
2.1. HST Observational data
We have been constructing and analyzing a sample of
32 HST-observed AGN systems over the redshift range
1.2 < z < 1.7 from three deep survey fields, namely
COSMOS (Civano et al. 2016), (E)-CDFS-S (Lehmer
et al. 2005; Xue et al. 2011), and SXDS (Ueda et al.
2008) (Ding et al. 2020, hereafter D20). We selected
our AGN sample in a well-defined window based on the
MBH and Eddington ratio, as shown in Figure 1 in D20.
As shown in that Figure, the MBH are well below the
knee of the BH mass distribution to avoid a strong selec-
tion bias. In addition, the Eddington ratios are mostly
above 0.1 to ensure homogeneity.
We measure reliable MBH and host properties (i.e.,
M∗) with a quantitative assessment of systematic ef-
fects. Specifically, MBH is determined using published
near-infrared spectroscopic observations of the broad
Hα emission line, which eliminates potential system-
atic uncertainties that may arise from switching between
Balmer lines in the local universe to the MgII or CIV UV
lines for distant galaxies. Regarding the detection of
the host galaxies, the X-ray selected nature of the sam-
ple results in slightly lower nuclear-to-host ratios, which
facilitates the inference of the host light.
To detect their host galaxies, we used HST/WFC3
to obtain high-resolution (0.′′0642 per pixel) infrared
imaging data for 32 AGN systems (HST Program GO-
15115). The filters F125W (1.2 < z < 1.44) and F140W
(1.44 < z < 1.7) were employed, according to the red-
shift of each target. Six dithered exposures with a total
Confronting co-evolution theory with observations 3
exposure time ∼ 2394s were co-added using the astro-
drizzle software package to generate a final image with
a pixel scale as 0.′′0642. We implemented the photuils
tools to remove contamination due to background light
from both the sky and the detector. A full detailed de-
scription of the HST data analysis can be found in a
companion paper (D20).
We implemented state-of-the-art techniques to per-
form 2D flux profile decomposition to disentangle the
host emission from the AGN. To address biases with
respect to the accuracy of the point-spread function
(PSF), we collected 2D profiles of isolated and unsat-
urated stars from the 32 observed HST fields to assem-
ble a PSF library for the fitting routine. To decompose
each AGN image, we assume the unresolved active nu-
clei as scaled point source and the host galaxy as a Se´rsic
profile. We ran the imaging modeling tool Lenstron-
omy (Birrer & Amara 2018) to simultaneously fit their
2D flux distribution, taking each PSF one-by-one from
the collected PSF library. Based on the reduced χ2, we
are capable of evaluating the performance of each PSF.
We adopt the result from the top-ranked-eight PSFs and
used a weighting process to obtain the host properties,
including flux, Reff , Se´rsic index.
The COSMOS survey provides HST ACS/F814W
imaging data for 21 of 32 AGN in our sample with a driz-
zled pixel scale as 0.′′03. We decompose the AGN image
in the ACS band to obtain the host flux and compare to
the WFC3 result to infer the host color. We find that
the 1 Gyr and 0.625 Gyr stellar templates could well
match the sample color at z < 1.44 and z > 1.44 re-
spectively, see Figure 5 in D20, from which we estimate
the colors of the host to derive the rest frame R-band
magnitude (Mag R) and the stellar mass (M∗)-to-light
ratio.
We remark that the observational data used in this
study is limited to our carefully-constructed sample with
a well-understood selection function and 2D assessment
of the host galaxy emission from space-based imaging.
While there exists larger data sets such as Sun et al.
(2015) and others, we refrain from including cases where
the host galaxy was assessed using fitting of the spectral
energy distribution (SED) with broad-band photometry
from the ground since there are likely higher levels of
uncertainty with respect to cases with an AGN of con-
siderable luminosity. However, we recognize that there
has yet been definitive evidence for inherent problems
with these methods.
2.2. Numerical simulations
To compare with simulations, we use two indepen-
dent efforts, the MassiveBlackII (MBII) (Khandai et al.
2015a) and the semi-analytic model (SAM) (Menci et al.
2014). These simulations are based on independent
model strategies, i.e., hydrodynamic simulation for MBII
and semi-analytic model for SAM, respectively.
The MBII simulation is the highest resolution at the
size of a comoving volume Vbox = (100 Mpc h
−1), in-
cluding a self-consistent model for star formation, black
hole accretion, and associated feedback. The large sim-
ulation volume enables the Fourier density modes on
the largest scales to evolve independently; the large dy-
namic range in mass and high spatial resolution meet
the requirements to study individual galaxies. While
high-resolution N-body simulations can describe specific
galaxy systems, an understanding of the physical mech-
anisms influencing the scaling relations require an ana-
lytical description of such processes to be implemented
into existing semi-analytic models including the SAM. In
previous works, MBII (Huang et al. 2018; DeGraf et al.
2015; Khandai et al. 2015a; Bhowmick et al. 2019) and
SAM (Menci et al. 2014, 2016) have made highly success-
ful predictions. In the following two sections, we present
detailed information on the two simulation projects.
2.2.1. MassiveBlackII simulation
MassiveBlackII (MBII) is a high-resolution cosmologi-
cal hydrodynamic simulation using Smooth Particle Hy-
drodynamics (SPH) code P-GADGET, which is an up-
graded version of GADGET-2 (Springel 2005). It has a
box size of 100 cMpc/h and 2×17923 particles. The res-
olution elements for dark matter and gas have masses of
1.1× 107 M/h and 2.2× 106 M/h, respectively. The
base cosmology corresponds to the results of WMAP7
(Komatsu et al. 2011), i.e., Ω0 = 0.275, Ωl = 0.725,
Ωb = 0.046, σ8 = 0.816, h = 0.701, ns = 0.968.
The simulation includes a full modeling of gravity +
gas hydrodynamics, as well as a wide range of subgrid
recipes for the modeling of star formation (Springel &
Hernquist 2003), black hole growth and feedback pro-
cesses. Haloes were identified using a Friends-of-Friends
(FOF) group finder (Davis et al. 1985). Within these
haloes, self-bound substructures/subhaloes were identi-
fied using SUBFIND (Springel et al. 2001; Springel 2005).
Galaxies are identified with the stellar matter compo-
nents of subhaloes.
For the modeling of black hole growth, a feedback pre-
scription is adopted as detailed in the literature (Di
Matteo et al. 2005; Springel et al. 2005). In partic-
ular, seed black holes of mass 5 × 105 M/h are in-
serted into haloes of mass & 5× 1010 M/h (if they do
not already contain a black hole). Once seeded, black
hole growth occurs via gas accretion at a rate given by
M˙bh = 4piG
2M2bhρ/(c
2
s + v
2
bh)
3/2 where ρ and cs are the
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density and sound speed of the ISM gas (cold phase);
vbh is the relative velocity between the black hole and
the gas in its vicinity. A radiative efficiency of 10%
of the accreted gas is released as radiation. The ac-
cretion rate is allowed to be mildly super-Eddington,
i.e., limited to two times the Eddington accretion rate.
A fraction (5%) of the radiated energy couples to the
surrounding gas as black hole (or AGN) feedback (Di
Matteo et al. 2005). Note that unlike some previous
work, the accretion rate in MBII follows the prescrip-
tion in Pelupessy et al. (2007) which does not use any
artificial boost factor. For the modeling of black hole
mergers, two black holes are considered to be merged if
their separation distance is within the spatial resolution
of the simulation (the SPH smoothing length), and their
relative speeds are lower than the local sound speed of
the medium.
For the galaxy photometry, the SEDs of the host
galaxies were first obtained by summing up the contri-
butions from the individual star particles. The stellar
SEDs were modelled using the PEGASE-2 (Fioc & Rocca-
Volmerange 1999) stellar population synthesis code with
a Salpeter IMF. The galaxy SEDs are finally convolved
with the desired filter function to obtain the broad band
photometry (SDSS r-band magnitude).
Following common practice, the stellar mass is deter-
mined within a 3D spherical aperture of 30 kpc as a
proxy of the observed stellar mass in the MBII simula-
tion. It has been shown that this definition reproduces
a stellar mass function that is consistent with observa-
tional measurements (Pillepich et al. 2018). Further-
more, the stellar mass in this physical aperture pro-
vides good agreement to those measured within Pet-
rosian radii in observational studies (Schaye et al. 2015).
For further details regarding the MBII simulation, we re-
fer the reader to the reference (Khandai et al. 2015b).
2.2.2. Semi-analytic model
The Semi-analytic model (SAM) is fully described
in Menci et al. (2016). Here, we highlight the main
points with respect to our study. The merger trees of
dark matter haloes are generated through a Monte Carlo
procedure by adopting merger rates using an Extended
Press & Schechter formalism (Lacey & Cole 1993) as-
suming a Cold Dark Matter power spectrum of per-
turbations. For dark matter halos that merge with a
larger halo, we assess the impact of dynamical friction
to determine whether it will survive as a satellite, or
sink to the centre to increase the mass of the central
dominant galaxy; binary interactions (fly-by and merg-
ing), among satellite sub-halos, are also described by
the model. In each halo, we compute the amount of
gas which cools due through atomic processes and set-
tles into a rotationally-supported disk (Mo et al. 1998).
The gas is converted into stars through three different
channels: (1) quiescent star formation gradually con-
verting the gas into stars over long timescales ∼ 1 Gyr,
(2) starbursts following galaxy interactions, occurring
on timescales . 100 Myr, associated to BH feeding,
(3) internal disc instabilities triggering loss of angular
momentum resulting into gas inflows toward the cen-
tre thus feeding star formation and BH accretion. The
energy released by the supernovae associated with the
total star formation returns a fraction of the disc gas
into a hot phase (stellar feedback).
The semi-analytic model includes BH growth from pri-
mordial seeds. These are assumed to originate from
PopIII stars with a mass Mseed = 100M (Madau &
Rees 2001), and to be initially present in all galaxy pro-
genitors. We consider two BH feeding modes: accretion
triggered by galaxy interactions and internal disc insta-
bilities. These are described in detail in our previous
work (Menci et al. 2016), and briefly described below.
1) BH accretion triggered by interactions. The interac-
tion rate τ−1r = nT Σ(rt, vc, V )Vrel(V ) for galaxies with
relative velocity Vrel and number density nT in a com-
mon DM halo determines the probability for encoun-
ters, either fly-by or merging, through the corresponding
cross sections Σ given in Menci et al. (2014). The frac-
tion of gas destabilized in each interaction corresponds
to the loss ∆j of orbital angular momentum j, and de-
pends on the mass ratio of the merging partners M ′/M
and on the impact factor b.
2) BH accretion induced by disc instabilities. We assume
these to arise in galaxies with disc mass exceeding (Ef-
stathiou et al. 1982) Mcrit = v
2
maxRd/G with  = 0.75,
where vmax is the maximum circular velocity associated
to each halo (Mo et al. 1998). Such a criterion strongly
suppresses the probability for disc instabilities to occur
not only in massive, gas-poor galaxies, but also in dwarf
galaxies characterized by small values of the gas-to-DM
mass ratios. The instabilities induce loss of angular mo-
mentum resulting into strong inflows that we compute
following the description in Hopkins & Quataert (2011),
recast and extended as in Menci et al. (2014).
Finally, the SAM model includes a detailed treatment of
AGN feedback, presented and discussed in Menci et al.
(2008). This is assumed to stem from the fast winds with
velocity up to 10−1c observed in the central regions of
AGNs (Chartas et al. 2002; Pounds et al. 2003). These
supersonic outflows compress the gas into a blast wave
terminated by a leading shock front, which moves out-
wards with a lower but still supersonic speed and sweeps
out the surrounding medium. Eventually, this medium
Confronting co-evolution theory with observations 5
is expelled from the galaxy. The model follows in de-
tail the expansion of the blast wave through the galaxy
disc, and computes the fraction of gas expelled from the
galaxy. These depend on the ratio ∆E/E between the
energy injected into the galactic gas (taken to be pro-
portional to the energy radiated by the AGN through
the efficiency AGN = 5 × 10−2) and the thermal en-
ergy of the unperturbed gas (see (Menci et al. 2008) for
details).
We note that the absolute determination of stellar
mass carries significant uncertainty, both observation-
ally and theoretically. Depending on definitions of stel-
lar mass, on the assumed initial mass function, and pos-
sibly on the implementation of star formation in the
models, the absolute value of M∗ (hence the absolute
normalization, i.e., MBH/M∗) can vary by up to a fac-
tor of two. In contrast, the scatter around the mean
correlation is a relative quantity, which is less affected
by this uncertainty. Thus, in this work, we mainly focus
on the scatter as a diagnostic tool, even though in the
future more information could be extracted by this kind
of comparison if the better measures (i.e., more consis-
tent with techniques for determining observed M∗) of
stellar masses can be defined for the simulated galaxies.
3. COMPARISON RESULTS
Using MBII, we identify a sample of simulated AGNs
at z = 1.5 and compare their predicted scaling relations
to the observed ones. We take the measurement uncer-
tainty and selection biases into account to ensure a fair
comparison. First, we inject random noise to the sim-
ulated sample to mimic the scatter in our data due to
measurement errors, i.e., ∆MBH= 0.4 dex, ∆Mag R=
0.3 dex, ∆M∗= 0.17 dex, and ∆Lbol = 0.03 dex, re-
spectively. We then select the sample that falls into the
same targeting window to match the observed sample
(Figure 1).
In the left panel of Figure 2, we compare the relation
MBH–M∗ between observations and the MBII simula-
tion. It is clear that the simulated and observed samples
are in good agreement. To quantify the agreement be-
tween the simulated and observed data, we use a linear
regression to fit their relations. Our selection window
has a hard cut on theMBH value (i.e., vertical direction
in Figure 1), and thus the scatter on the host proper-
ties are larger (horizontal direction). Thus, we fit the
host properties (i.e., M∗) as a function of MBH. We
adopt the Scipy package to estimate the best-fit infer-
ence for the simulated sample. We then fit the obser-
vations based on the same slope value. The comparison
results are shown in Figure 2 (left panel), with the stan-
dard deviation of the residual indicated by the colored
regions. To estimate the observed scatter of the sample,
we calculate the standard deviation of the fitted residual
based on M∗ (i.e., along the x-axis). The histogram of
the residual is presented in Figure 4 (left panel). We find
the standard deviation of the residual for observed and
MBII sample are similar, i.e., both equal to ∼ 0.3 dex.
We manually change the slope value by its uncertainty
level and find that the corresponding observed scatter
barely changes (< 1%), meaning that the inferred scat-
ter weakly depends on the fixed slope. To understand
how much of the scatter derives from random noise, we
measure the scatter of MBII without injecting any noise
in the data. Adopting the same selecting window and
using the linear regression approach, we estimate the
scatter value as ∼ 0.1 dex. Note that this ∼ 0.1 dex
scatter level is also controlled by our selection window,
and thus it should not be considered as the intrinsic
scatter of the overall sample. In this particular work,
we simply apply a common standard method (i.e., con-
sideration of the measured residual in M∗) to achieve a
direct comparison between different samples. We per-
form the Kolmogorov-Smirnov (KS) test of the scatter
distribution between observed and MBII sample and in-
fer the p-value as ∼ 0.1. Considering that the simulation
sample has been processed to have the same uncertainty
level and selection effect, we expect the MBII sample and
the observational sample have the same intrinsic scat-
ter level. We adopt the python package Linmix (Kelly
2007) to estimate the intrinsic scatter based on the MBII
overall sample and obtain a level of 0.25 dex.
We also compare our data to predictions by the SAM.
In contrast to N-body simulations which produce in-
dividual objects, the SAM uses an interaction-driven
model (Menci et al. 2014) to calculate the number den-
sity of the galaxies. To make a direct comparison, we
first randomly produce an overall sample based on the
SAM predicted number density at z = 1.5. Then, as
in the MBII analysis, we inject random scatter in the
sample to account for uncertainties and apply the ob-
servational selection function. The resulting compari-
son of theMBH-M∗ relation is shown in Figure 2 (right
panel). We find that the best-fit result by the SAM model
is well matched to the observation. However, the scatter
of the SAM model is significantly larger (∼ 0.7 dex) than
observed (this is the total scatter accounting for the in-
trinsic scatter in the SAM distribution, observational un-
certainties, and selection effects). Even without inject-
ing random noise to SAM data, we find that the scatter
(considering selection effects) would be ∼ 0.6 dex.
We also present the comparison of the MBH-Mag R
relations in Figure 3 and the comparison of the scatter
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Figure 1. Equivalent selection window adopted for the
HST-observed and MBII simulated samples. The background
cloud (in light brown/grey) shows the simulated number den-
sity of the overall MBII sample at z = 1.5. We added random
uncertainty to the simulation and select those that fall into
the target region (i.e., small blue circles). The small orange
circles are the HST observed sample.
in Figure 4 (right panel). The results are similar to
MBH-M∗ relations.
To test if any unexpected selection effects exist, we
compare the distribution of the host-to-total flux ratio
among these three samples. For the observed sample, we
calculate the flux ratio in the HST/WFC3 band. For the
simulated sample, we consider the AGN bolometric cor-
rection (Elvis et al. 1994) to estimate the AGN flux in
the WFC3/F125W band. We compare their host-total
flux distribution in Figure 5 and find that the three sam-
ples are well matched to each other. The median values
for the flux ratio distribution of the observed, MBII, SAM
sample are 37.3%, 32.3%, and 42.8%, respectively. We
perform the KS test the inferred p-values are 0.34 (for
observed – MBII) and 0.14 (for observed – SAM), respec-
tively. These results indicate that one cannot reject the
hypothesis that the distributions of the three samples
are the same at 10%.
4. CONCLUDING REMARKS
In terms of their central distribution, the MBII sim-
ulation and SAM model are both in agreement with the
observational data. However, the scatter indicates a dif-
ference between the two models. The the scatter in MBII
simulation is consistent with that in the observations
(∼ 0.3 dex), while SAM sample has a significantly larger
amount of scatter (∼ 0.7 dex). Thus, the implementa-
tion of AGN feedback in MBII passes our stringent ob-
servational test. The SAM model also includes the AGN
feedback. However, in contrast to MBII, the feeding pro-
cess for SMBH accretion is driven by the 2-body interac-
tion of galaxy mergers, and thus may be more stochastic
and lead to larger scatter. More specifically, in the SAM
model the encounters are assumed to trigger the feed-
back, and the fraction of gas that feeds the SMBH is
related to the parameters of the encounter, which intro-
duces additional scatter since it depends on the proper-
ties of both interacting galaxies (see Section 2.2.2). As
a result, the SAM cloud extends to the high MBH with
low stellar mass, which may not exist. The consistency
between MBII and observations provides important ob-
servational evidence in support of the hypothesis that
there is a causal link (i.e., AGN feedback) between the
evolution of SMBH and that of their host galaxies. It
may also indicate that mergers do not play a dominate
role in fueling SMBHs as supported by many observa-
tional studies (Ellison et al. 2011; Silverman et al. 2011;
Mechtley et al. 2016; Goulding et al. 2018).
The fact that one model (i.e., SAM) does not agree
with the observed dispersion is not direct evidence that
supports all the physical assumptions implemented in
the other model (i.e., MBII), especially when these two
models adopt completely different numerical techniques.
At present, it is still unclear how much difference in the
observed scatter between MBII and SAM is due to the
different recipes of triggering, hierarchical merging, gas
fueling, and AGN feedback. For instance, even without
introducing AGN feedback, the predictions by Angle´s-
Alca´zar et al. (2017) - based on torques owing to disc
instabilities as drivers for black hole feeding - could also
have low scatter products in their simulation. This may
indicate that the origin of the smaller scatter in the N-
body simulations is related to fact that the considered
feeding mechanisms (Bondi accretion or disc instabili-
ties) depend only on the properties of the black hole
and host galaxy. This strongly differs from the SAM as-
sumption that two-body process (interactions) are the
main trigger for black hole accretion. As for the role
of feedback, it will be more insightful to carry out a
comparative test based on one numerical model and al-
tering the AGN feedback prescription, while fixing all
other conditions (see Hopkins et al. 2009).
It is not straightforward to implementing new phys-
ical assumptions to SAM in order to solve the tension
as discovered in the scatter. Increasing, for example,
the efficiency of AGN feedback would change the col-
ors of massive galaxies, while changing the Supernovae
feedback efficiency would result in a different slope of
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Figure 2. (Left) Comparison of the observed (orange dots) and simulated (blue dots) MBH–M∗ relation. The blue line is the
best-fit result for the MBII sample, with the colored region indicating the standard deviation of the residual. The background
cloud (in light brown/grey) shows the simulated number density, as Figure 1. By fixing the slope to match the simulated data,
the orange color shows the result for the observed data set. The grey cells in the background show the full MBII simulated
SMBHs. (Right) The equivalent plot is displayed for the SAM sample (green color) in the right panel.
the galaxy luminosity functions at the faint end, which
are constrained by other data. Most importantly, these
changes would not appreciably affect the scatter, which
originates from the assumption of interactions as trig-
gers for BH accretion. In the SAM model, it is pos-
sible to switch to disk instabilities as triggers for ac-
cretion. However, this channel alone would not be
able to yield the accretion rates necessary to power the
most luminous quasars (see Menci et al. 2014). Im-
plementing “ad-hoc”, i.e., completely phenomenological
and parametrized laws for the accretion, would require
a long and detailed exploration of the possible parame-
ters and the impact of each choice not only on the ob-
servables connected to AGN, but also on the properties
of the galaxy populations (e.g., colors, luminosity func-
tions, etc.). In addition, such a new approach with mas-
sive efforts would possibly not provide deeper insights on
the physical mechanisms driving the AGN-galaxy con-
nection.
Without a direct physical mechanism, it has been
shown that, due to the central limit theorem (Peng 2007;
Jahnke & Maccio` 2011; Hirschmann et al. 2010), scal-
ing relations may emerge from random mergers, starting
from a stochastic cloud in the early universe. Under this
scenario, the scatter of the scaling relations has to in-
crease with redshift. Our observations contradict this
hypothesis. In fact, the inferred intrinsic scatter of our
observed sample (i.e., ∼ 0.25 dex) is even no more signif-
icant than the typical scatter of local relations reported
in the literature (Kormendy & Ho 2013; Gu¨ltekin et al.
2009; Reines & Volonteri 2015, i.e., & 0.35 dex). Of
course, the intrinsic scatter of our high-z sample could
be inaccurate, since we use the MBII overall sample as
a proxy to estimate the level of intrinsic scatter for
the real data, but it is unlikely that systematic errors
would conspire to reduce scatter. Also, the observed
MBH are estimated using the robust Hα line, which
could have lower uncertainties level than expected (i.e.,
∆MBH< 0.4 dex), resulting in an overestimating of the
error-budget and thus underestimating of intrinsic scat-
ter, but again it is hard to imagine that the Hα MBH
estimators be much more precise than an factor of two.
Our sample of 32 AGN systems covers the range
1.2 < z < 1.7. In principle it would be interesting to
consider the evolution trend of the mass relation within
the redshift range and make comparisons with the sim-
ulation as a function of cosmic time. Unfortunately, the
limited sample size and precision of the measurement are
8 Ding et al.
Figure 3. Same as the Figure 2, but for MBH-Mag R relation.
2 1 0 1
log(M*/M )
Scatter comparison for the MBH-M* relation
Observed sample
MBII sample
SAM sample
2 0 2 4
magnitude
Scatter comparison for the MBH-mag relation
Observed sample
MBII sample
SAM sample
Figure 4. The histogram of the scatter (i.e., residuals in the linear relation). The standard deviation for these distribution
are ∼ 0.3 dex, ∼ 0.3 dex and ∼ 0.7 dex for observed sample, MBII sample and SAM sample, respectively, for both MBH-M∗ and
MBH-Mag R relations.
not sufficient to resolve the evolution within this redshift
range (see Figure 8 in D20). Thus, we only consider the
sample with a single redshift bin at z ∼ 1.5 to compare
with the simulations and the local measurements.
Extending this study to even higher redshift would be
very beneficial, probing closer to the epoch of formation
of massive galaxies and SMBHs. For higher redshift, the
James Webb Space Telescope may provide high-quality
imaging data of AGNs at redshift up to z ∼ 7. In the low
redshift Universe, wide-area surveys with Subaru/HSC,
LSST, and WFIRST offer much promise to build sam-
ples for studying these mass ratios and dependencies on
other factors (e.g., environment).
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Figure 5. Comparison of the host-to-total flux ratio dis-
tribution for the three referred samples, median value indi-
cated. The observational selection function is applied to the
simulated samples to allow for a fair comparison.
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