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ABSTRACT OF DISSERTATION
JAMES-STEIN TYPE COMPOUND ESTIMATION OF MULTIPLE MEAN
RESPONSE FUNCTIONS AND THEIR DERIVATIVES
Charnigo and Srinivasan originally developed compound estimators to nonparametri-
cally estimate mean response functions and their derivatives simultaneously when there is
one response variable and one covariate. The compound estimator maintains self-consistency,
infinite differentiability and almost optimal convergence rate. This dissertation studies, in
part, compound estimation with multiple responses and/or covariates. An empirical com-
parison of compound estimation, local regression and spline smoothing is included, and near
optimal convergence rates are established in the presence of multiple covariates.
James and Stein proposed an estimator of the mean vector of a p- dimensional multi-
variate normal distribution, which produces a smaller risk than the maximum likelihood
estimator if p ≥ 3. In this dissertation, we also extend their idea to a nonparametric regres-
sion setting. More specifically, we present Steinized local regression estimators of p mean
response functions and their derivatives. We consider different covariance structures for the
error terms, and whether or not a known upper bound for the estimation bias is assumed.
We also apply Steinization to compound estimation, considering the application of
Steinization to both pointwise estimators (for example, as obtained through local regres-
sion) and weight functions.
Finally, the new methodology introduced in this dissertation will be demonstrated on
numerical data illustrating the outcomes of a laboratory experiment in which radiation in-
duces nanoparticles to scatter evanescent waves. The patterns of scattering, as represented
by derivatives of multiple mean response functions, may be used to classify nanoparticles
on their sizes and structures.
KEYWORDS: Nonparametric Regression, Compound Estimation, James-Stein Type Es-
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Suppose we wish to estimate the mean response function μ(x) in model
Yi = μ(xi) + εi (1)
for i ∈ {1, . . . , n}, where the values of xi belong to a compact interval X ⊂ R, μ(x) is an
unknown, real-valued function which has at least (J + 1) continuous derivatives on X for
some positive integer J , the error terms εi are independent, normally distributed with mean
zero and finite variance σ2 ∈ (0,∞).
We may apply parametric regression analysis to estimate μ(x) by assuming that μ(x)
has a specific form, for example, linear functions. However, if people do not want to
assume any specific forms of μ(x), or when it is difficult to make any assumptions, we
need to seek nonparametric approaches. The following are two practical applications in
which nonparametric regression is used:
Example 1. Loader (1999) studied the ethanol dataset which measures engine exhaust
from burning ethanol in a single cylinder engine. The response variable is NOx, the con-
centration of nitric oxide (NO) and nitrogen dioxide (NO2) and the explanatory variable is
E, the equivalence ratio measuring the richness of the air and fuel mix. Suppose we wish to
predict the amount of NOx at different values of E. In Figure 1, we observe that there are
two peaks around E = 0.85 and E = 0.95, therefore, none of the parametric models would
work well.
Example 2. Suppose we are interested in when a person grows the fastest between
the ages of 1 and 18. Figure 2 depicts the first girl’s ages and corresponding heights in
the Berkeley Growth Study (Ramsay and Silverman (2002)). To find out at which age the
girl had the fastest growth, we need to get the local maximum of the first order derivative
estimates. Assuming a specific parametric form would place an unrealistic constraint on
the first derivative and thus render meaningless the maximization of its estimate, and a
nonparametric regression will be used.
1
Figure 1: Ethanol example
Figure 2: Human growth
2
Several nonparametric regression methods have been proposed. One of the first and
most well studied is kernel smoothing. The basic idea behind kernel smoothing is to use
observations close to the fitting point x. The “closeness” is defined by a bandwidth h > 0.
So that observations within the interval [x− h, x+ h] receive more weight when estimating











where K(u) is the weight function which assigns the most weight to the observations closest
to x. Examples of weight functions are rectangular W (u) = Iu∈[−1,1], tricube W (u) =
(1− |u|3)3Iu∈[−1,1] and Gaussian W (u) = 1√
(2π)
e−u2/2.
A key factor in kernel smoothing is bandwidth selection. If the bandwidth h is too big,
a large number of observations will be used and we will get an oversmoothed fitted curve,
which means small variance and a large bias. On the other hand, a bandwidth that is too
small will result in large variance and a small bias (undersmoothing). The most commonly





It can be approximated by asymptotic mean integrated squared error (AMISE) as shown
in Jones (1990). A cross-validation criterion is proposed in Sarda (1993).
If the weight function in the kernel estimator is chosen to be differentiable, which is
true for the Gaussian weight function among many others, we can define the estimator












, where K ′ is the derivative of K.




h )Yi to begin with, then μ̂(x) could be





Higher orders of estimators of derivatives are defined similarly. However, we may not be
able to estimate the derivatives of μ(x) in this manner if K is not differentiable.
Moreover, a severe problem with the kernel smoother is bias at boundary points as
observed by Hastie and Loader (1993). Realizing the weaknesses of kernel smoothing,
3
Stone (1977), Cleveland (1979) and Katkovnik (1979) introduced local regression, which is
to minimize the locally weighted sum of squares
n∑
i=1
ωi(x)[Yi − a0 − a1(xi − x)− a2
2!
(xi − x)2 − . . .− aJ
J !
(xi − x)J ]2 (4)
with respect to a0, a1, . . . , aJ , where ωi(x) =W (
xi−x
h ) for some weight function W that is
typically maximized at 0 and that approaches 0 as its argument becomes large in absolute
value. Then we can define μ̂(x) := â0, μ̂
′(x) := â1 and so on.
Remark 1. In local regression, estimates of derivatives of μ(x) exist up to order J even if
the weight function W (u) is not differentiable, which is an advantage over kernel smoothing
discussed above. On the other hand, one does not have, for example, μ̂′(x) = ddx μ̂(x).





is to say, kernel smoothing is a special case of local regression when the local polynomial
degree is zero.
Remark 3. As shown in Hastie and Loader (1993), a big advantage of local regression
over kernel smoothing is that local regression deals better with boundary effects, especially
when there are multiple predictors. Indeed, formulation (4) can be readily extended to
accommodate multiple predictors.
Compared to kernel smoothing, local regression has one more parameter: the local
polynomial degree. As it gets higher, the estimate μ̂(x) produces smaller bias but larger
variance. When one is not particularly concerned about estimating derivatives, it is recom-
mended to select a low polynomial degree (local linear or local quadratic) and then choose
a bandwidth having fixed the polynomial degree (Loader (1999)). Several criteria for band-
width selection are introduced, for example, leave-one-out cross validation and generalized
cross validation criteria as well as CP criterion (Cleveland and Devlin (1988)). On the
other hand, if derivative estimation is of concern, then a higher degree local polynomial is
warranted and in fact one may prefer to use a method other than local regression to ensure
that, for example, μ̂′(x) = ddx μ̂(x).
4








where λ is a smoothing parameter. Note that when λ = 0, there are no restrictions and
μ(x) will be an interpolating function. When λ = ∞, it returns to ordinary least square
estimation. Therefore λ controls the tradeoff between the two cases above. It seems difficult
to solve for μ(x) in (5), however, the solution turns out to be simple, as shown in Wahba
and Wold (1975), which depends on a class of basis functions called splines.
The basic idea behind spline smoothing is to partition the range of x into several intervals
by choosing a set of ordered points called knots, then fit the basis functions within each
interval. Fewer knots or lower polynomial degree of basis functions will result in large bias
and small variance. On the other hand, small bias and large variance will be caused with
choices of more knots or higher polynomial degrees.
Several criteria have been proposed for selection of tuning parameter λ, examples are
leave-one-out cross validation criterion (Silverman (1985)) and generalized cross validation
criterion (Craven and Wahba (1979)).
Charnigo and Srinivasan (2011) introduced a new approach to estimate μ(x) and its
derivatives up to the J-th order simultaneously. The “compound estimators” have the so-






μ(x), for 0 ≤ j ≤ J .
As observed in the same article, local regression estimators are not self-consistent, for indeed
dj
dxj
μ̂(x) may not even exist.
To define the compound estimator of μ(x), let I be a compact subinterval of (−1, 1) (take
X = [−1, 1] without loss of generality). LetMn be a nondecreasing sequence of nonnegative
integers and βn be a nondecreasing sequence of positive numbers. Partition [−1, 1] into
Ln = 3
Mn subintervals with equal length, and let In be the set of interval midpoints falling










−βn(x−c)2 , and μ̃J ;a(x) =
∑J
j=0 c̃j;a(x − a)j for a ∈ In, in which
c̃j;a, for 0 ≤ j ≤ J , are the pointwise estimators of cj;a = μ
(j)(a)
j! . There are several options
for pointwise estimation, for example, kernel smoothing, spline smoothing as well as local
regression. Charnigo and Srinivasan (2011) showed that the compound estimator defined
in (6) is self-consistent. Moreover, the compound estimator and its derivatives achieve near
optimal convergence rates.
Let (X,Y ) be a pair of random variables, where X takes value x = (x1, · · · , xd) ∈ Rd
for d in a set of positive integers, and Y is real valued. Assume the regression function
of Y on X belongs to a collection of functions on a fixed subset of Rd, Θ. Let T (θ) be a
real valued function, where θ ∈ Θ, and T̂n be an estimator of T (θ). Denote α as a positive

















Pθ(|T̂n − T (θ)| > cn−α) = 0. (9)
Stone (1980) showed that under certain assumptions, the optimal convergence rate is α =
p−m
2p+d , where m and p index the order of the derivative being estimated and the degree of
differentiability for the mean response function, respectively.
The simulation study in Charnigo and Srinivasan (2011) compared the performances
of three different nonparametric regression methods in estimating μ(x) and its derivatives:
compound estimation using local regression pointwise estimators, spline smoothing, and
local regression. The simulation results have shown that compound estimation produces
more accurate estimation than the other two methods in many cases.
To select the tuning parameters in compound estimation, which are Mn, βn and the
bandwidth in pointwise estimation via local regression, Charnigo et al (2011) proposed
a generalized Cp criterion that attempts to optimize estimation of a specified derivative,
which can be described as a residual sum of squares for the fitted j-th order derivative









asymptotically negligible remainder related to estimation bias, where 0 ≤ si ≤ 1 are weights
6









λ denotes the runing parameter(s), and suppose λ̂n and λn
∗ minimize E (GCp) and Tn(λ),
respectively. Charnigo et al (2011) showed that under regularity condistions, Tn(λ̂n)Tn(λn∗) → 1,
as n→ ∞.
1.2 The James-Stein Type Estimator
If one observes a random vector X = (X1, X2, . . . , Xp)
′ from a normal distribution with
unknown mean vector μ = (μ1, μ2, . . . , μp)
′ and covariance matrix equal to the identity
matrix, the usual estimator of μ would be (X1, X2, . . . , Xp)
′. However, Stein (1956) showed
the inadmissibility of the usual estimator when p ≥ 3. Furthermore, he showed the estimator










Xj , j = 1, 2, . . . , p (10)




than the usual estimator.







Xj , j = 1, 2, . . . , p (11)








2/2, and p ≥ 3, which is smaller than the risk of the usual estimators,
p.
The estimators defined in formula (11) assume X1, X2, . . . , Xp are from a normal distri-
bution with covariance matrix equal to the identity matrix, however, in practical applica-
tions, the covariance matrix Σ may be unknown. James and Stein (1961) provided estimator





X, where S is a Wishart matrix with n degrees of free-
dom and scale matrix Σ. It is shown that the risk function is p− n−p+1n−p+3(p− 2)2E 1p−2+2K ,
where K has a Poisson distribution with mean μ′Σ−1μ/2. Other versions of estimators
when the covariance matrix is unknown can be found in, for example, Baranchik (1970),
7
Table 1: Batting average data
j Name hits/AB Xj μ̂j
JS μj |Xj − μj | |μ̂jJS − μj |
1 Miguel Cabrera 31/94 0.330 0.295 0.344 0.014 0.049
2 Adrian Gonzalez 33/105 0.314 0.297 0.338 0.024 0.041
3 Michael Young 38/111 0.342 0.293 0.338 0.004 0.045
4 Victor Martinez 14/56 0.250 0.305 0.330 0.080 0.025
5 Jacoby Ellsbury 25/94 0.266 0.303 0.321 0.055 0.018
6 David Ortiz 23/86 0.267 0.303 0.309 0.042 0.006
7 Dustin Pedroia 25/98 0.255 0.305 0.307 0.052 0.002
8 Casey Kotchman 15/44 0.341 0.293 0.306 0.035 0.013
9 Melky Cabrera 31/116 0.267 0.303 0.305 0.038 0.002
10 Alex Gordon 37/104 0.356 0.291 0.303 0.053 0.012
Lin and Tsai (1973) and Efron and Morris (1976).
Instead of shrinkingX1, X2, . . . , Xp toward zero in formula (11), Efron and Morris (1973)
proposed estimators shrinking X1, X2, . . . , Xp toward the grand mean X̄ =
∑p
j=1Xj/p,
which are defined as





(Xj − X̄), j = 1, 2, . . . , p. (12)
Notice that formula (12) uses p − 3 instead of p − 2 as appearing in (11), which is due to
the dimension reduction from p to p− 1 when applying (11) on the residuals X1 − X̄,X2 −
X̄, . . . , Xp − X̄.
Note that if the covariance matrix of X = (X1, X2, . . . , Xp)
′ is Iσ2 where σ2 is known,
(11) and (12) can be modified by multiplying p− 2 or p− 3 by σ2.
Table 1 is an illustrating example of steinization. It shows the batting averages of 10
baseball players in April of the 2011 regular season. The data can be found on http :
//espn.go.com/mlb/stats/batting/ /league/al. The true values of μj are computed as the
averages over the whole 2011 regular season and Xj denotes the batting average of the j-th
person in April. Let μ̂j
JS be the James-Stein estimates.
The maximum likelihood estimate of μj is Xj , and the James-Stein estimate based




is approximated by taking the average of estimated variances of X1, X2, . . . , Xp and the
8
variance of Xj is estimated by Xj(1−Xj)/nj where nj is the number of at bats of the j-th
person.
To see which estimates perform better, we look at the distance between the estimated
and our targets μj . As shown in Table 1, the maximum likelihood estimates for the first
three players are closer to the target values. However, the James-Stein estimates for the
rest are better. If we look at all ten players simultaneously, the James-Stein estimates pro-







= 0.007 than the maximum
likelihood estimates
∑p
j=1 (Xj − μj)2 = 0.020.
Efron and Morris (1971, 1972, 1973, 1975, 1976) studied James-Stein estimators via
Bayesian or empirical Bayesian approaches treating the unknown parameters μj as random
variables with their own distributions. Suppose μj follows a normal prior distribution with
mean θ and variance τ2. Suppose also that the conditional distribution of Xj given μj is
normal with mean μj and variance σ
2. It is easy to show that the posterior distribution of




















On the other hand, the marginal distribution of Xj is N(θ, τ
2 + σ2). We may estimate θ
and τ2 with X̄ and
∑p
j=1(Xj − X̄)2/(p− 3)−σ2, respectively. Substituting them into (13)
gives (12).










2 following a rescaled chi-square distribution with p degrees of freedom,∑p
j=1Xj













in (14) yields formula (11).
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2 Compound estimation in multiple covariates
2.1 Motivation
Suppose μ(x), where x = (x1, x2, . . . , xD)
T with D a positive integer, is the mean response
function for the nonparametric regression model
Yi = μ(xi) + εi for i ∈ {1, . . . , n}, (15)
where μ(x) is an unknown, real-valued function which has continuous derivatives of order
(J+1), the vectors of x1, . . . ,xn belong to a compact set X ⊂ RD, and εi’s are independent
error terms with mean zero and variance bounded above by a positive constant M .
We are interested in estimating the mean response function μ(x) and its derivatives of
up to J-th order simultaneously. Its practical applications can be, for example, predicting
concentrations of certain pollutants (Loader, 1999), modeling human growth (Ramsay and
Silverman, 2002), characterizing nanoparticles in light scattering experiments (Charnigo et
al, 2007) and Parkinson’s disease study (Little et al, 2009; Tsanas et al, 2010). Chapter 1
described several nonparametric methods for the case of D = 1. A more general case with
generic D is also worth studying because of its important applications. The following is an
illustrating example with D = 2.
Light scattering experiment. Panels a through c of Figure 3 describe the values
of a Mueller scattering matrix (defined in Bohren and Huffman, 1998) entry, a function
of radiation wavelength and scattering angle from a light scattering experiment, when the
diameters of nanoparticles are 40 nm, 60 nm and unknown, respectively. A description of the
light scattering experiment can be found in Charnigo et al (2007). The top three panels may
be considered as estimated mean response functions with D = 2 on X := [0, 180] × [8, 11].
When comparing the three estimated mean response functions in Figure 3, we may find out
if the unknown diameter is closer to 40 nm or 60 nm (shown in panels a and b).
Since it is difficult to distinguish which panel is closer to the unknown mean response
function, we take the first order derivative of the mean response function with respect to
wavelength (shown in panels d through f). And it shows that f is closer to d, therefore, the
11
unkown diameter is closer to 40 nm.
However, if we fix the wavelength at 9 microns, the means and derivatives visually stay
consistent showing no distinguishable difference.
Figure 3: Light scattering: two covariates
















































































































































Several nonparametric regression methods have been studied to estimate μ(x) and its
derivatives (Nadaraya 1964; Watson 1964; Stone 1977, Cleveland 1979 and Katkovnik 1979;
Wahba and Wold 1975; Charnigo and Srinivasan 2011), one of which is compound esti-
mation. One key advantage over other methods is the self-consistency property defined in
Charnigo and Srinivasan (2011), which can be described as the estimated derivatives are
12
equal to the derivatives of the estimated mean response function. Indeed, if μ̂(x) is the local
regression estimator of μ(x), the derivatives may not even exist. To show the importance of
self-consistency in practical applications, next we take a look at the Parkinson’s telemoni-
toring data which can be found on http : //archive.ics.uci.edu/ml/datasets/Parkinsons+
Telemonitoring.
Parkinson’s telemonitoring study. The Parkinson’s telemonitoring study (Little et
al, 2009; Tsanas et al, 2010) is a six-month trial in which the voices of 42 subjects, with
early-stage Parkinson’s disease, were recorded to help predict the patient’s symptom. The
response variable is the total UPDRS score, an assessment of Parkinson’s symptom. In this
example, we foucus on two biomedical voice measures, DFA and PPE.
Panels a and b of Figure 4 depict a local regression estimate of the mean total UPDRS
score. Panel b shows that (0.595, 0.172)T maximizes the estimated mean response function.
Since (0.595, 0.172)T is not a boundary point, we would expect both of the estimated first
partial derivatives with respect to DFA and PPE to be zero. However, panels c and d show
that the estimated partial derivatives are not even close to zero at the maximizer. Moreover,
there is no point in [0.57, 0.62]× [0.16, 0.19] at which both the estimated partial derivatives
are zero. The “self-inconsistency” of local regression creates an ambiguity in identifying the
optimal point.
2.2 Construction of compound estimator






μ(x) where x = (x1, . . . , xD)
T ∈ X , j = (j1, . . . , jD)T and
|j| := ∑Dk=1 jk. Except for the Parkinson’s telemonitoring study, we take X = [−1, 1]D
without loss of generality. In this section, we show how to construct a compound estimator
of μ(x) and its derivatives Djμ(x) for any j with 0 < |j| ≤ J .
The first step of constructing the compound estimator is to obtain the pointwise estima-
tors of μ(x) and its derivatives up to order J . Let ξn ∈ [0, 1/2] be a nonincreasing sequence,
Ln be a nondecreasing sequence of positive integers and define In := [−(1−ξn), (1−ξn)]D ⊂
[−1, 1]D. Partition [−1, 1] into Ln intervals with equal width, and let Rn be the set of all
interval midpoints that fall inside In. Next, we define the set of centering points I0,n
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(x − a)j := ∏Dk=1(xk − ak)jk . Put cj,a := {Djμ(x)|/j!}|x=a for any j with 0 ≤ |j| ≤ J ,





Assuming c̃j,a is a consistent estimator of cj,a, we observe that
sup
x∈[−1,1]D:|x−a|≤ζn
|Djμ̃J,a(x)−Djμ(x)| P−→ 0 as n→ ∞ (17)
for any o(1) sequence ζn ∈ (0,∞).















0 (1− t)|q|−1Dq+jμ(a+ t(x− a))dt.









































































P−→ 0 as n→ ∞
providing c̃j,a consistently estimates cj,a and ζn has limit 0.
The second step of compound estimator construction is to combine μ̃J,a(x) defined in
step 1 smoothly such that the compound estimator is infinitely differentiable and consistent.
Relation (17) indicates that Djμ̃J,a(x) estimates Djμ(x) well when x is close to a, which
motivates us to define the compound estimator as a weighted average of μ̃J,a(x) and directly
differentiate the result to estimate Djμ(x).
Therefore, let Bn be a positive definite matrix, refered as convolution matrix, and let










And the derivatives of μ(x) can be estimated by
D̂jμ(x) := Djμ̂(x) (19)
for any j such that 0 < |j| ≤ J .
Remark 1. We can use local regression in pointwise estimation. In fact, any nonpara-
metric regression method that satisfies (21) or (22) can be used to estimate cj,a.
Remark 2. I0,n is restricted to be a subset of In, a compact set contained in [−1, 1]D, to
avoid boundary effects in pointwise estimation at centering points. Consider the one dimen-
sional case where D = 1. As shown in Charnigo et al (2011), bias in estimating μ(J)(a) via






K(J)(v)μ(a−hv)dv by ∫ +∞−∞ K(J)(v)μ(a−hv)dv (notations can be found
in Charnigo et al 2011). So we need limn→∞ a−1h = −∞ and limn→∞ a+1h = +∞ to justify
this approximation, where a is a centering point. For a uniform result across all centering
points, we need limn→∞ supa∈I0;n
a−1
h = −∞ and limn→∞ infa∈I0;n a+1h = +∞. If we make
no restriction on a, then limn→∞ supa∈[−1,1]
a−1
h = 0 = −∞ and limn→∞ infa∈[−1,1] a+1h =
0 = +∞. In summary, the pointwise estimators may not achieve condition (21) or (22)
without such a restriction.
Remark 3. The proof of Theorem 2.1 shows that Bn can be selected as n
κB0, where B0
is a positive definite matrix and κ is a positive number.
One choice of B0 is a diagonal matrix with the diagonall elements being a constant. Note
that a larger constant provides a less smooth fit. However, we see B0 can be non-diagonal
in other circumstances. For example, suppose D = 2 and μ(x) ≈ (η1x1+η2x2). Suppose for
illustration η1 = 1 and η2 = 2. Then μ(x) is approximately constant when x1+2x2 is fixed.
In Figure 5, there are two lines: x1+2x2 = 0 and x1+2x2 = 1, and three points: x = (0, 0),
a1 = (1,−0.5) on line x1 + 2x2 = 0 and a2 = (0.2, 0.4) on x1 + 2x2 = 1. Note that the line
connecting x and a2 is perpendicular to both of the aforementioned lines. Therefore, μ(x)
changes most quickly along the perpendicular line. If we are estimating μ(x) using centering
points a1 and a2, by definition (18), we have μ̂(x) = Wa1,n(x)μ̃J,a1(x) +Wa2,n(x)μ̃J,a2(x).
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Since μ̂(x) and μ̃J,a1(x) are estimating the same quantity, we expectWa1,n(x) to be big and









Figure 5: Indication of choice of B0

















Remark 4. Suppose c̃j,a has the form
∑n
i=1 rj,a,iYi,where rj,a,1, . . . , rj,a,n do not depend
on Y1, . . . , Yn. The compound estimator and its derivatives are also linear functions of
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for j with 0 ≤ |j| ≤ J . Moreover, if the error terms in model (15) follow a normal distribu-
tion, so do the compound estimator and its derivatives, which will be useful in constructing
confidence intervals for μ(x) and its derivatives simultaneously.
2.3 Properties of compound estimator
In this section, we will show the consistency of the compound estimator μ̂(x) and its deriva-
tives Djμ̂(x) under mild conditions.
Assume the pointwise estimator c̃j,a satisfies the following conditions:
sup
a∈I0,n








|c̃j,a − cj,a| = Op(n−α|j|) (22)
for j with 0 ≤ |j| ≤ J and some positive constants C,α0, . . . , αJ .
Assumption (20) may be achieved by truncating |c̃j,a| at C. More explicitly, define
c̃j,a := sign(ĉj,a)min{|ĉj,a|, C}. To show that either (21) or (22) is also satisfied, we need
to show E[(c̃j,a − cj,a)2] ≤ E[(ĉj,a − cj,a)2] and |c̃j,a − cj,a| ≤ |ĉj,a − cj,a|. Since μ(x) has
continuous derivatives of order (J + 1), there exists a positive constant M such that
|Djμ(x)| ≤ M for any j with 0 ≤ |j| ≤ J and x ∈ [−1, 1]D. Therefore, |cj,a| ≤ C for
some constant C ∈ (0,∞). If ĉj,a = 0, it is obvious that (c̃j,a − cj,a)2 − (ĉj,a − cj,a)2 =
(c̃j,a − ĉj,a) [(c̃j,a − cj,a) + (ĉj,a − cj,a)] ≤ 0. If ĉj,a < 0 and |ĉj,a| ≤ C, then c̃j,a = ĉj,a,
c̃j,a− ĉj,a = 0, so we have (c̃j,a− cj,a)2− (ĉj,a− cj,a)2 ≤ 0. The discussion for the other three
cases of ĉj,a < 0 and |ĉj,a| > C, ĉj,a > 0 and |ĉj,a| ≤ C, ĉj,a > 0 and |ĉj,a| > C are similar.
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Finally, we obtain (c̃j,a − cj,a)2 ≤ (ĉj,a − cj,a)2, which is to say |c̃j,a − cj,a| ≤ |ĉj,a − cj,a|.
Consequently, E[(c̃j,a − cj,a)2] ≤ E[(ĉj,a − cj,a)2].
Theorem 2.1 Consider model (15), assume the pointwise estimator c̃j,a satisfies (20) and
either (21) or (22). Suppose there exists positive numbers δ, γ, w0, w1, . . . , wJ and ψ ∈
(0, γ/D) such that
ψD + δD + 2wkγ < 2αk for k ∈ {0, 1, . . . , J} (23)
and 0 ≤ αk − αk+1 ≤ γ for k ∈ {0, 1, . . . , J − 1}. (24)
Then under assumption (21), there exist Bn and Ln such that, for x ∈ lim infn→∞ In and
0 ≤ |j| ≤ J ,
Djμ̂(x)−Djμ(x) = Op(nδ{D+(D+2)|j|}+γmax{max0≤m≤j |m|−w|j−m|,|j|−(J+1)}). (25)
Under assumption (22), there exist Bn and Ln such that, for 0 ≤ |j| ≤ J ,
sup
x∈In
|Djμ̂(x)−Djμ(x)| = Op(nδ{D+(D+2)|j|}+γmax{max0≤m≤j |m|−w|j−m|,|j|−(J+1)}). (26)
Proof of Theorem 2.1. Let B0 be an arbitrary positive definite matrix and λ0 the square
root of its largest diagonal entry. Let L0 be a positive constant. Choose Bn and Ln such
that
Bn := B0n
2γ+2δ and 1 ≤ Ln
2L0Dλ0nψ+γ+δ
≤ 3. (27)
For a ∈ I0,n and x ∈ lim infn→∞ In, let I1,n(x) := {a ∈ I0,n : (x − a)tBn(x − a) ≤ n2δ},
I2,n(x) := {a ∈ I0,n : (x− a)tBn(x− a) ≤ 1}, Ea(x) := μ̃J,a(x)− μ(x), Aa(x) := μ̃J,a(x)−∑
j:0≤|j|≤J cj,a(x− a)j, and Ta(x) := Aa(x)− Ea(x) = μ(x)−
∑
j:0≤|j|≤J cj,a(x− a)j.
Since μ(x) has continuous derivatives of order (J + 1) and I0,n ⊂ [−1, 1]D, we may








































0 (1− t)|q|−1Dq+jμ(a+ t(x− a))dt and C0 = (J + 1− |j|)C.
Define λ(x, t) :=
√
(x− t)TBn(x− t) for x, t ∈ lim infn→∞ In, (27) yields
card{I2,n(x)} ≥ card{a ∈ I0,n : λ(x,a) ≤ 2L0Dλ0nψ+γ+δ/Ln} ≥ C1nψD
for some positive constant C1. To show the second inequality holds, consider the case when
D = 2 (Figure 6). The distance between x and a1 is less than the sum of the distance
between x and b, and the distance between b and a1. Therefore we have λ(x,a1) ≤
λ(x,b) + λ(b,a1) ≤ λ(c,b) + λ(a1,a2) = λ(a2,a3) + λ(a1,a2). Let λ(a1,a2) = v and















(B0)2,2 ≤ 2nγ+δLn λ0.
Similarly, h ≤ 2nγ+δLn λ0. Hence, λ(x,a1) ≤ v + h ≤ 4n
γ+δ
Ln
λ0. There are approximately 10
2
centering points such that λ(x,a) ≤ 5nγ+δLn λ0. For generic D, there will be approximately












exp[−1] ≥ C1nψD exp[−1]. (30)
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Figure 6: Indication of number of centering points






































for j with 0 ≤ |j| ≤ J and x ∈ lim infn→∞ In. Note that
DjWa,n(x) =
∑














c∈I0,n exp[−(x− c)TBn(x− c)])|j|+1
(31)
for j = (j1, . . . , jD)
T with 0 ≤ |j| ≤ J , a ∈ I0,n, and x ∈ lim infn→∞ In, where Sz(x) :=
exp[−(x − z)TBn(x − z)] and Mkl,l := 2bTl,n(a +
∑kl−1
m=1 zm − klzkl) for bl,n the lth column
of Bn.
To show (31) holds, mathematical induction is employed. It is obvious that (31) holds
when |j| = 1. Suppose (31) holds with r = |j|, next consider the case of r+1. Without loss
of generality, we look at ∂∂x1DjWa,n(x). Since
∂
∂x1
Sa(x) = Sa(x)[−2bT1,n(x− a)],
∂
∂x1


















































exp[−(x− c)TBn(x− c)])|j|⎧⎨⎩ ∑
c∈I0,n




















c∈I0,n exp[−(x− c)TBn(x− c)])|j|+2



















c∈I0,n exp[−(x− c)TBn(x− c)])|j|+1
≤ card{I0,n}
|j| exp[−n2δ] · 1|j|
(C1nψD exp[−1])|j|+1















where bl,0 is the l
th column of B0 and 1 is a column of 1’s.
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(C + |cp+j,a|)(p+ j)!
p!







(C + |cp+j,a|)(p+ j)!
p!
2p12p2 · · · 2pD + C0
∑
l:|l|=J+1−|j|















∣∣∣∣∣∣ ≤ C2C3LD(|l|+1)n exp[−n2δ]n2(γ+δ)|l|/nψD(|l|+1)




consists of finitely many terms of
∑
a∈I0,n∩I1,n(x)DlWa,n(x)Dj−lEa(x), and exp[−n2δ] goes





⎫⎬⎭ = Op(nδ{D+(D+2)|j|}+γmax{max0≤m≤j |m|−w|j−m|,|j|−(J+1)}).
(34)
If a ∈ I0,n ∩ I1,n(x) = {a ∈ I0,n : (x−a)tBn(x−a) ≤ n2δ}, with max{(z1−x)TBn(z1−
x), . . . , (z|j| − x)TBn(z|j| − x)} ≥ n2δ, the numerator of DjWa,n(x) in (31) has at most LDn
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j1 + j2 + · · ·+ jl!
j1 + j2 + · · ·+ jl−1!
∣∣bTl,0∣∣ · 1
= C4 exp[−n2δ]n2(γ+δ)|j| (35)
for some positive constant C4, where bl,0 is the l
th column of B0 and 1 is a column of 1’s.
If a ∈ I0,n ∩ I1,n(x) = {a ∈ I0,n : (x− a)tBn(x− a) ≤ n2δ}, and max{(z1 − x)TBn(z1 −






n(ψ+γ)D|j| = C5n(Dψ+Dδ)|j| summands, where C5 is a positive constant. Each































∣∣2bTl,n(zm − x)∣∣+ kl ∣∣2bTl,n(zkl − x)∣∣
]
.
Since (z−x)TBn(z−x) ≤ n2δ for all z ∈ I0,n, we have (z−x)TB0(z−x) ≤ n−2γ . Therefore,
26
|bTl,n(z− x)| = n2(γ+δ)
√































for some positive constant C7.













for x ∈ lim infn→∞ In.
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where C8 and C9 are positive constants. Line (38) uses the Bonferroni inequality. Line
(39) comes from the fact that |xk − ak| ≤ n(γ+δ)Ln λ0 ≤ n
−γ
2L0D
for k = 1, . . . , D. Chebyshev’s
28
inequality is employed in line (40). And the last four lines use Cauchy-Schwarz inequality
and assumption (24). Let φn = n






































finitely many terms of
∑





⎫⎬⎭ = Op(nδ{D+(D+2)|j|}+γmax{max0≤m≤j |m|−w|j−m|,|j|−(J+1)}).
Together with (34), this yields result (25).
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where C10 and C11 are positive constants. Since (32), (33), (37), and (41) hold uniformly
over x ∈ In, result (26) is obtained.
Note that the convergence rate in Theorem 2.1 depends on w1, . . . , wJ given α1, . . . , αJ .
The following corollary shows that the compound estimator and its derivatives almost
achieve the optimal convergence rate, assuming αk = (J + 1 − k − ν)/{2(J + 1) + D}
for k ∈ {0, 1, . . . , J} and ν ∈ (0, 1/(2J + 2 +D)) an arbitrary constant.
Corollary 2.1 Let ν ∈ (0, 1/(2J + 2 +D)) be an arbitrary constant. If αk = (J + 1− k −
























Proof of Corollary 2.1. Let γ := 1/{2(J + 1) + D}, δ := {ν/(2D)}/{2(J + 1) + D},
ψ := {ν/(2D)}/{2(J + 1) + D}, and wk := J + 1 − k − 2ν for k ∈ {0, 1, . . . , J}. Then
condition (23) in Theorem 2.1 is satisfied since
ψD + δD + 2wkγ − 2αk = 2(J + 1)− 2k − 3ν − [2(J + 1)− 2k − 2ν]
2(J + 1) +D
=
−ν
2(J + 1) +D
< 0
for k ∈ {0, 1, . . . , J}, and condition (24) is satisfied since
αk − αk+1 = 1/{2(J + 1) +D} = γ
for k ∈ {0, 1, . . . , J −1}. Therefore, by Theorem 2.1, if (21) holds, since δ{D+(D+2)|j|}+










































for j with 0 ≤ |j| ≤ J . Thus, n
J+1−|j|
2(J+1)+D






















Result (43) can be obtained similarly.
Stone (1980) showed that the optimal convergence rate for nonparametric estimators is
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J+1−|j|
2(J+1)+D under certain assumptions. Corollary (2.1) states that the compound estimator
and its derivatives obtain near optimal convergence rate. Meanwhile, the self-consistency
property of compound estimation makes it perform better than spline smoothing or local
regression in estimating μ(x) and its derivatives.
2.4 Filtration and extrapolation
In this section we propose an approach to filter some of the noise in the observed data, as
well as to overcome the boundary issue in finite samples.
Suppose we observe data (xi, Yi)
n
i=1 from model (15). Because of the noise in the ob-
served data, better estimation in the mean response function and its derivatives would be
expected if we had ideal data (xi, μ(xi))
n
i=1. In practice, the ideal data are not available
since μ(x) is unknown. However, we can still use better approximation of μ(xi) than Yi .
An intuitive thought would be to apply any estimation method to approximate each
μ(xi) and replace the original noisy data (xi, Yi))
n
i=1 with the resulting approximation. One
option is compound estimation because of the advatages over other major nonparametric
estimation methods: near optimal convergence rate and self-consistency. Therefore, we





The subscript 0 in μ∗0(xi) means the choice of J . Then we can apply compound estimation
to the synthetic data with J set to a reasonable value.
A problem with the method above is that μ∗0(xi) might perform poorly on the points
near the boundaries. To fix this issue, we perform another compoud estimation with J set
to 1, and define
μ∗0,1(x) := (1− ‖x‖∞)μ∗0(x) + ‖x‖∞μ∗1(x), (44)








with J set to a reasonable value. The idea of (44) is that
μ∗0,1(x) should be close to μ∗1(x) when x is near a boundary point and close to μ∗0(x) when
x is not near a boundary point.
A possible issue with finite samples is the boundary effect since the pointwise estimators
may not do well near boundary points (Loader, 1999). One way to overcome the issue is to
32
extend data from [−1, 1]D to [−(1+κ1), (1+κ1)]×[−(1+κ2), (1+κ2)]×· · ·×[−(1+κD), (1+
κD)] where κ1, . . . , κD are positive constants. Then the data points near boundaries in the
original data set will become interior points in the extended data set.










(1 + κi) for
i = 1, 2, . . . , D and j = 1, 2, . . . , n∗i . Define
Zi := {1−min(‖xi‖∞, 1)}μ∗0(x∗i ) + min(‖xi‖∞, 1)μ∗1(x∗i )
for 1 ≤ i ≤ n∗, where x∗i = (x∗1i, x∗2i, . . . , x∗Di). Then apply compound estimation to synthetic




In this section, we compare the performances of different nonparametric regression methods
estimating up to the second order derivative when x = (x1, x2) ∈ [−1, 1] × [−1, 1]. Three
test functions, y = cos(2πx1) + sin(2πx2), y = e
x1−x2 and y = (x1 − x2)4 are used to
generate 10 data sets of size 162 from model (15) with εi
iid∼ N(0, 0.52) and xi’s equispaced
on [−1, 1]× [−1, 1]. Then we apply the following regression methods:
Method 1: Local regression. Choose the nearest neighbor fraction α from
{0.04, 0.07, 0.1, 0.13}. Use tricube weights and local polynomial of degree 3 (to match
the degree used in spline smooth). In R, the locfit function in locfit package is employed.
Method 2: Spline smoothing. Consider λ ∈ {10−8, 2 × 10−8, 4 × 10−8} and degrees of
freedom df = 3. The R function Tps from fields package is employed.
Method 3: Compound estimation without filtration and extrapolation. Consider Bn =⎡⎢⎣bn 0
0 bn
⎤⎥⎦ with bn ∈ {10, 20, 30, 40, 50} and α ∈ {0.04, 0.07, 0.1, 0.13}. For pointwise esti-
mators, use local regression with tricube weights and spline smoothing with λ ∈ {10−8, 2×
10−8, 4× 10−8} , based on local polynomial of degree 3, use 32 × 32 centering points.
Method 4: Compound estimation with filtration and extrapolation. Consider κ1 = κ2 =
0.2, αFE ∈ {0.01, 0.02, 0.04}, bFE ∈ {250, 500, 1000} and λFE ∈ {10−9, 2× 10−9, 4× 10−9}.
Perform filtration and extrapolation process using bandwidth αFE and tricube weights
33
for the local regression pointwise estimators and smoothing parameter λFE for the spline
smoothing. Also, bFE denotes diagonal entry of the convolution matrix during filtration and
extrapolation. The result is synthetic data (x∗i , Zi)
n∗
i=1. Then apply compound estimation to
the synthetic data with tuning parameters α, λ and bn selected by the ones producing the
best results in compound estimation using local regression or spline smoothing pointwise
estimators.
For evaluation purposes, we apply each method on a specified grid defined in [−1, 1]×















over the 10 simulated data sets for j with 0 ≤ |j| ≤ 2. Ideally, it has value zero. The
regression methods which produce sum of squared errors close to zero are considered to be
good ones.










LR0.04 0.07 72.49 70.93 7545.48 13083.24 68.43
LR0.07 0.01 0.67 1.04 1875.70 2243.38 1.57
LR0.10 0.03 0.60 0.57 1811.08 2176.97 0.75
LR0.13 0.09 2.88 1.51 2376.35 3933.30 0.64
SS10−8 0.003 0.12 0.10 683.32 365.56 13.58
SS2×10−8 0.003 0.12 0.09 731.48 372.02 13.72
SS4×10−8 0.003 0.13 0.08 828.93 398.86 7.36
CELR10;0.04 0.39 0.21 1.63 288.93 169.80 2.39
CELR10;0.07 0.53 4.81 11.86 453.45 142.92 2.39
CELR10;0.1 0.51 5.82 13.15 471.81 6.73 1.16
CELR10;0.13 0.40 3.95 12.51 352.08 3.60 4.05
CELR20;0.04 0.15 1.16 0.71 628.49 965.92 6.22
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CELR20;0.07 0.16 1.61 2.34 229.72 339.08 0.54
CELR20;0.1 0.13 1.33 1.99 249.53 14.05 1.05
CELR20;0.13 0.10 0.74 2.04 174.61 8.12 3.93
CELR30;0.04 0.07 3.99 1.00 872.19 803.69 9.56
CELR30;0.07 0.06 0.30 0.52 157.06 261.55 1.01
CELR30;0.1 0.05 0.04 0.22 141.45 11.43 0.61
CELR30;0.13 0.03 0.05 0.34 68.13 8.13 2.25
CELR40;0.04 0.03 6.91 2.03 955.24 222.18 10.86
CELR40;0.07 0.03 0.12 0.28 29.21 58.16 1.75
CELR40;0.1 0.02 0.13 0.09 30.98 2.39 0.44
CELR40;0.13 0.01 0.34 0.14 21.11 15.09 1.43
CELR50;0.04 0.01 9.75 3.87 980.41 139.66 9.46
CELR50;0.07 0.01 0.11 0.28 49.55 13.61 1.41
CELR50;0.1 0.01 0.27 0.16 220.83 23.73 0.35
CELR50;0.13 0.003 0.54 0.15 295.68 41.65 1.06
CELRFE40;0.1;250;0.01 0.11 1.41 2.42 294.31 389.39 0.53
CELRFE40;0.1;250;0.02 0.02 1.27 4.21 56.36 115.57 1.00
CELRFE40;0.1;250;0.04 0.03 2.51 2.70 38.05 262.47 0.22
CELRFE40;0.1;500;0.01 0.13 1.82 6.59 348.75 363.69 0.65
CELRFE40;0.1;500;0.02 0.03 1.65 7.52 45.43 122.46 0.94
CELRFE40;0.1;500;0.04 0.05 2.98 5.36 28.77 269.32 1.52
CELRFE40;0.1;1000;0.01 0.14 1.88 8.16 363.53 358.76 0.68
CELRFE40;0.1;1000;0.02 0.04 1.73 8.56 42.97 123.54 1.11
CELRFE40;0.1;1000;0.04 0.05 3.07 6.21 26.75 270.38 2.07
CESS30;10−8 0.43 2.15 1.28 1634.44 2127.33 14.14
CESS30;2×10−8 0.43 2.20 1.29 1639.35 2120.32 11.64
CESS30;4×10−8 0.43 2.28 1.32 1667.08 2109.13 9.50
CESS40;10−8 0.18 0.65 0.59 860.90 1122.36 20.97
CESS40;2×10−8 0.18 0.59 0.59 868.47 1121.74 17.10
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CESS40;4×10−8 0.18 0.50 0.59 903.37 1122.93 13.63
CESS50;10−8 0.08 1.25 1.13 540.21 386.54 22.19
CESS50;2×10−8 0.08 1.13 1.13 574.12 390.00 17.94
CESS50;4×10−8 0.08 0.95 1.12 651.33 402.17 14.27
CESSFE50;10−8;250;10−9 0.55 115.11 202.61 25832.60 15629.09 590.01
CESSFE50;10−8;250;2×10−9 0.55 115.08 202.62 25758.37 15618.79 585.63
CESSFE50;10−8;250;4×10−9 0.55 114.78 202.53 25763.13 15594.51 585.46
CESSFE50;10−8;500;10−9 0.63 174.66 272.60 33393.60 15342.73 734.18
CESSFE50;10−8;500;2×10−9 0.63 174.60 272.54 33482.29 15316.99 734.23
CESSFE50;10−8;500;4×10−9 0.63 174.50 271.99 33405.39 15285.77 734.30
CESSFE50;10−8;1000;10−9 0.66 188.76 293.13 35521.62 15219.29 777.38
CESSFE50;10−8;1000;2×10−9 0.66 188.70 293.05 35519.45 15209.45 777.45
CESSFE50;10−8;1000;4×10−9 0.66 188.59 292.92 35516.59 15189.78 777.56










LR0.04 0.0024 7.64 7.63 1030.48 1034.42 26.75
LR0.07 0.0006 0.05 0.07 95.17 97.27 1.25
LR0.10 0.0003 0.02 0.03 6.22 5.13 0.65
LR0.13 0.0002 0.01 0.02 3.46 2.38 0.36
SS10−8 0.0007 0.07 0.08 30.85 22.57 150.59
SS2×10−8 0.0006 0.53 0.06 23.62 17.54 145.01
SS4×10−8 0.0005 0.04 0.05 16.38 12.36 139.44
CELR10;0.04 0.13 2.48 2.48 387.38 383.30 9.24
CELR10;0.07 0.01 0.11 0.12 34.76 37.00 0.85
CELR10;0.1 0.002 0.03 0.03 2.44 2.33 0.03
CELR10;0.13 0.002 0.03 0.03 1.52 1.62 0.21
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CELR20;0.04 0.10 1.78 1.87 743.22 731.55 8.30
CELR20;0.07 0.003 0.05 0.07 69.73 70.57 1.31
CELR20;0.1 0.0004 0.02 0.02 4.96 4.78 0.64
CELR20;0.13 0.0004 0.02 0.02 2.63 2.62 0.38
CELR30;0.04 0.05 2.44 2.52 1030.10 1011.32 13.60
CELR30;0.07 0.002 0.06 0.07 85.22 86.25 2.38
CELR30;0.1 0.0004 0.03 0.03 6.89 5.90 1.07
CELR30;0.13 0.0003 0.02 0.02 3.47 3.00 0.58
CELR40;0.04 0.02 3.61 3.67 1329.78 1322.24 18.29
CELR40;0.07 0.001 0.08 0.09 90.66 92.48 3.06
CELR40;0.1 0.0003 0.03 0.03 7.62 6.24 1.27
CELR40;0.13 0.0002 0.02 0.02 3.80 3.04 0.66
CELR50;0.04 0.01 4.55 4.58 1621.09 1634.79 18.55
CELR50;0.07 0.001 0.08 0.10 95.91 97.98 2.95
CELR50;0.1 0.0004 0.03 0.03 7.67 6.36 1.21
CELR50;0.13 0.0002 0.02 0.02 3.89 3.01 0.62
CELRFE20;0.13;250;0.01 0.16 3.96 6.75 811.53 1064.21 29.94
CELRFE20;0.13;250;0.02 0.02 0.30 0.32 23.82 27.32 1.97
CELRFE20;0.13;250;0.04 0.02 0.30 0.32 21.28 22.68 3.25
CELRFE20;0.13;500;0.01 0.15 3.31 5.00 721.74 945.74 24.62
CELRFE20;0.13;500;0.02 0.03 0.60 0.62 34.54 38.36 3.06
CELRFE20;0.13;500;0.04 0.03 0.58 0.59 30.89 32.64 4.28
CELRFE20;0.13;1000;0.01 0.15 3.29 4.78 709.57 929.31 23.99
CELRFE20;0.13;1000;0.02 0.04 0.70 0.71 37.99 41.93 3.39
CELRFE20;0.13;1000;0.04 0.03 0.66 0.68 34.12 35.97 4.61
CESS10;4×10−8 0.005 0.08 0.10 3.38 4.94 1.73
CESS20;4×10−8 0.002 0.06 0.06 12.27 13.95 4.92
CESS30;4×10−8 0.001 0.09 0.09 17.99 20.36 11.76
CESS40;4×10−8 0.001 0.11 0.12 19.60 23.98 16.40
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CESS50;4×10−8 0.001 0.11 0.13 19.27 25.71 18.85
CESSFE10;4×10−8;250;10−9 0.13 1.07 0.98 18.47 25.63 3.49
CESSFE10;4×10−8;250;2×10−9 0.13 1.07 0.98 18.57 25.53 3.48
CESSFE10;4×10−8;250;4×10−9 0.13 1.07 0.98 18.74 25.33 3.46
CESSFE10;4×10−8;500;10−9 0.17 1.13 1.02 16.12 23.19 4.36
CESSFE10;4×10−8;500;2×10−9 0.17 1.13 1.02 16.22 23.10 4.35
CESSFE10;4×10−8;500;4×10−9 0.17 1.13 1.02 16.39 22.93 4.34
CESSFE10;4×10−8;1000;10−9 0.17 1.16 1.04 15.97 22.82 4.60
CESSFE10;4×10−8;1000;2×10−9 0.17 1.16 1.04 16.07 22.74 4.59
CESSFE10;4×10−8;1000;4×10−9 0.17 1.16 1.04 16.22 22.57 4.57










LR0.04 0.01 44.08 44.22 13686.04 13781.59 718.03
LR0.07 0.004 0.26 0.26 1134.85 1138.18 13.74
LR0.10 0.002 0.03 0.03 47.17 30.22 27.47
LR0.13 0.002 0.03 0.03 41.25 30.64 28.45
SS10−8 0.001 0.10 0.08 77.01 63.08 10905.14
SS2×10−8 0.001 0.08 0.07 74.61 63.80 10815.04
SS4×10−8 0.001 0.05 0.05 76.16 68.97 10667.97
CELR10;0.04 0.79 24.82 24.54 6398.09 6443.77 79.95
CELR10;0.07 0.19 2.92 2.86 409.83 447.95 10.84
CELR10;0.1 0.27 2.41 2.32 20.94 25.57 4.87
CELR10;0.13 0.28 2.32 2.26 22.20 24.04 5.50
CELR20;0.04 0.44 15.70 15.69 12234.29 12452.06 100.11
CELR20;0.07 0.03 0.89 0.90 681.50 727.72 5.55
CELR20;0.1 0.03 0.42 0.42 16.30 10.56 1.47
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CELR20;0.13 0.03 0.38 0.38 12.64 8.21 1.26
CELR30;0.04 0.27 22.96 23.05 15715.59 15988.89 225.09
CELR30;0.07 0.02 0.58 0.62 859.63 892.92 8.52
CELR30;0.1 0.01 0.14 0.16 16.71 6.66 1.65
CELR30;0.13 0.01 0.12 0.13 11.02 4.19 0.75
CELR40;0.04 0.14 33.45 33.52 17797.75 18031.66 324.10
CELR40;0.07 0.01 0.61 0.65 966.29 988.91 13.44
CELR40;0.1 0.004 0.08 0.10 25.88 14.30 2.56
CELR40;0.13 0.004 0.07 0.07 20.51 12.85 1.13
CELR50;0.04 0.06 39.97 40.01 19087.02 19253.67 360.27
CELR50;0.07 0.01 0.61 0.64 1066.28 1082.73 14.08
CELR50;0.1 0.002 0.06 0.07 46.80 32.53 4.09
CELR50;0.13 0.001 0.05 0.05 42.66 33.46 2.37
CELRFE30;0.13;250;0.01 0.36 53.59 53.16 15174.98 15183.93 597.28
CELRFE30;0.13;250;0.02 0.06 3.06 3.77 1231.71 1345.74 89.56
CELRFE30;0.13;250;0.04 0.06 7.11 7.05 1282.81 1287.04 239.07
CELRFE30;0.13;500;0.01 0.26 38.34 37.99 13902.87 13937.15 513.52
CELRFE30;0.13;500;0.02 0.10 2.98 3.65 1217.61 1332.93 90.45
CELRFE30;0.13;500;0.04 0.08 6.75 6.69 1254.79 1258.94 236.38
CELRFE30;0.13;1000;0.01 0.29 36.87 36.53 13741.36 13781.66 504.37
CELRFE30;0.13;1000;0.02 0.11 3.02 3.68 1215.40 1331.17 90.98
CELRFE30;0.13;1000;0.04 0.09 6.74 6.68 1250.81 1254.95 236.30
CESS10;4×10−8 0.56 7.47 7.40 116.72 110.35 102.71
CESS20;4×10−8 0.05 1.33 1.39 112.05 78.71 56.95
CESS30;4×10−8 0.01 0.47 0.53 128.67 84.76 56.84
CESS40;4×10−8 0.004 0.27 0.32 134.48 97.43 94.61
CESS50;4×10−8 0.02 0.21 0.25 129.98 105.55 265.49
CESSFE20;4×10−8;250;10−9 1.30 9.04 9.04 674.19 659.01 73.13
CESSFE20;4×10−8;250;2×10−9 1.30 9.04 9.04 675.12 659.68 73.09
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CESSFE20;4×10−8;250;4×10−9 1.30 9.05 9.04 676.82 660.85 73.05
CESSFE20;4×10−8;500;10−9 1.65 12.54 12.61 816.08 796.30 105.90
CESSFE20;4×10−8;500;2×10−9 1.65 12.54 12.61 817.23 797.16 105.87
CESSFE20;4×10−8;500;4×10−9 1.65 12.55 12.62 819.27 798.63 105.83
CESSFE20;4×10−8;1000;10−9 1.70 13.15 13.24 838.64 818.83 112.13
CESSFE20;4×10−8;1000;2×10−9 1.70 13.15 13.24 839.80 819.71 112.11
CESSFE20;4×10−8;1000;4×10−9 1.70 13.16 13.25 841.86 821.21 112.08
The simulation results of test function y = cos(2πx1) + sin(2πx2) are shown in Table 2.
The rows LRα pertain to local regression with nearest neighbor fraction α, rows SSλ per-
tain to spline smoothing with smoothing parameter λ. Strategy rows CELRbn;α refer to
compound estimation without filtration and extrapolation, where bn is the diagonal entry
of Bn, using local regression pointwise estimators with nearest neighbor fraction α, while
CESSλ refers to compound estimation without filtration and extrapolation using spline
smoothing pointwise estimators with smoothing parameter λ. Rows CELRFEbn;α;bFE ;αFE
refer to compound estimation with filtration and extrapolation using local regression point-
wise estimators, where bFE is the diagonal element of Bn matrix and αFE is the nearest
neighbor fraction in filtration and extrapolation process. And rows CESSFEbn;λ;bFE ;λFE
pertain to compound estimation with filtration and extrapolation using spline smoothing
pointwise estimators, where λFE is the smoothing parameter in filtration and extrapolation
process. Rows in Tables 3 and 4 are defined similarly for the other test functions.
The results show that for all three test functions, most of the strategies did very well
in estimating the mean function and the first order derivatives, since they have small SSE
values. On the other hand, compound estimations with filtration and extrapolation do not
improve the estimations. For test function y = cos(2πx1) + sin(2πx2), Table 2 shows that
compound estimations without filtration and extrapolation using local regression pointwise
estimators with α = 0.1 and bn = 40 did better in estimating the second order deriva-
tives (SSE = 30.98, 2.39, 0.44). It is also shown that compound estimation using spline
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smoothing pointwise estimators, with filtration and extrapolation is the worst.
For test function y = ex1−x2 (Table 3), local regression with α = 0.13, all compound
estimations without filtration and extrapolation using local regression pointwise estimators
with α = 0.13 and bn ∈ {10, 20, 30, 40, 50} did very good jobs in estimating the mean
function and its derivatives up to order 2 since they have sum of squared errors less than
4. Moreover, the compound estimation using local regression pointwise estimators with







1.62). Even though its SSE for the mixed second partial derivative estimation (0.21) is
larger than the smallest SSE (0.03) when α = 0.1 and bn = 10, both of them are very
close to zero. Similar patterns apply with the mean function and first order derivative
estimations.
For the third test function y = (x1 − x2)4 (Table 4), compound estimation without
filtration and extrapolation using local regression pointwise estimators with α = 0.13 and
bn = 30 dominates for the second order derivatives (SSE = 11.02, 4.19, 0.75). And its sum
of squared errors for estimating the mean function and first order derivatives are around or
below 0.10.
2.6 Parkinson’s telemonitoring study
We revisit the Parkinson example and consider the first subject in the study. The re-
sponse variable is total UPDRS score and the explanatory variables are DFA and PPE
with X = [0.521, 0.622]× [0.066, 0.391]. Compound estimation using local regression point-
wise estimators without filtration and extrapolation is applied on each subject to estimate
the mean response function and its first order derivatives with respect to DFA and PPE.
We considered several choices of tuning parameters, bn ∈ {10, 20, 30, 40, 50, 100, 200} and
α ∈ {0.04, 0.07, 0.1, 0.13, 0.3, 0.4, 0.5}. Since the range of DFA is much smaller than PPE,




⎤⎥⎦, consider (b1, b2) ∈ {(50, 150), (50, 10), (100, 50), (150, 50), (200, 50),
(200, 100)}. Detailed results are presented in Figure 7 for α = 0.5, (b1, b2) = (150, 50).
Panels a and b in Figure 7 present the estimated mean total UPDRS scores using com-
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Figure 7: Parkinson’s study: compound estimation
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pound estimation on 12× 12 points equispaced on X = [0.521, 0.622]× [0.066, 0.391]. Panel
b shows that (0.539, 0.214) is the interior maximizer of the mean response function, which
is different from the maximizer from local regression, (0.595, 0.172), in Figure 4. We would
expect the estimated first order derivatives with respect to DFA and PPE to be zero at the
optimal point. Recall that the estimated partial derivatives from local regression are not
even close to zero at the optimal point. Panels c and d in Figure 7 show that the estimated
partial derivatives are close to, but not exactly zero at the maximizer. Since we rounded
the coordinates to three decimal places, the estimated partial derivatives may appear to be
slightly different from zero at the maximizer.
Copyright c©Limin Feng 2013
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3 Steinization in estimating multiple mean response functions and their derivatives at a
fixed point
3.1 Local regression
Suppose we are interested in estimating the mean response functions μ(x) and ν(x) and
their derivatives from the following model
Yi = μ(xi) + εi,
Zi = ν(xi) + δi
for i ∈ {1, . . . , n}, where xi belongs to a compact set X ⊂ R, μ(x) and ν(x) are two








⎞⎟⎠) for σ2 ∈ (0,∞) and −1 < ρ < 1.
Before attempting compound estimation, we should check how local regression would








[(Yi − μ(xi))2 + (Zi − ν(xi))2 − 2ρ(Yi − μ(xi))(Zi − ν(xi))]}
with respect to a0, . . . , aJ , b0, . . . , bJ if ρ, σ
2 were known and a0, . . . , aJ , b0, . . . , bJ , ρ, σ
2 oth-
erwise, where a0, a1, . . . , aJ , b0, b1, . . . , bJ appear in Taylor expansions:
μ(xi) ≈ a0 + a1(xi − x) + . . .+ aJ
J !
(xi − x)J ,
ν(xi) ≈ b0 + b1(xi − x) + . . .+ bJ
J !
(xi − x)J .
Recall that ωi(x) is defined as ωi(x) =W (
xi−x
h ) for some weight functionW that is typically
maximized at 0 and that approaches 0 as its argument becomes large in absolute value.





















ωi(x)(Yi − ρZi)(xi − x)
...∑
ωi(x)(Yi − ρZi)(xi − x)J∑
ωi(x)(Zi − ρYi)∑
ωi(x)(Zi − ρYi)(xi − x)
...∑














1! · · ·
∑ ωi(x)(xi−x)J+1
J !
· · ·∑ ωi(x)(xi−x)0+J
0!
∑ ωi(x)(xi−x)1+J




and ⊗ denotes direct product. â0, â1, . . . , âJ in (45) are defined as â0 := μ̂(x), â1 :=
μ̂′(x), . . . , âJ = μ̂(J)(x) (Loader, 1999). b̂j with j = 0, 1, . . . , J are defined similarly. The so-
lution turns out to be independent of ρ and σ2 as shown in the following proposition, which
is to say, we can estimate the mean functions and their derivatives using local regression
“as if” the error terms are independent.
Proof of equation (45). After taking partial derivatives and setting them equal to 0, we can







ωi(x)(Yi − ρZi)− a0
n∑
i=1





















ωi(x)(Yi − ρZi)(xi − x)− a0
n∑
i=1








ωi(x)(xi − x)J+1 + ρb0
n∑
i=1
















ωi(x)(Yi − ρZi)(xi − x)J − a0
n∑
i=1








ωi(x)(xi − x)J+J + ρb0
n∑
i=1














ωi(x)(Zi − ρYi) + ρa0
n∑
i=1





















ωi(x)(Zi − ρYi)(xi − x) + ρa0
n∑
i=1








ωi(x)(xi − x)J+1 − b0
n∑
i=1















ωi(x)(Zi − ρYi)(xi − x)J + ρa0
n∑
i=1








ωi(x)(xi − x)J+J − b0
n∑
i=1








ωi(x)(xi − x)J+J = 0
And equation (45) is the matrix form of the equations above.
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ωi(x)(Yi − ρZi)(xi − x)
...∑
ωi(x)(Yi − ρZi)(xi − x)J∑
ωi(x)(Zi − ρYi)∑
ωi(x)(Zi − ρYi)(xi − x)
...∑
ωi(x)(Zi − ρYi)(xi − x)J
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Next, we consider a more general case with an arbitrary number of outcomes p (p ≥ 1).
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Suppose we have
Y1i = μ1(xi) + ε1i
Y2i = μ2(xi) + ε2i
· · · (47)
Ypi = μp(xi) + εpi
for i ∈ {1, . . . , n}, where xi belongs to a compact set X ⊂ R, μ1(x), μ2(x), . . . , μp(x) are


















2 ρ12σ1σ2 · · · ρ1pσ1σp
ρ12σ1σ2 σ2





ρ1pσ1σp ρ2pσ2σp · · · σp2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
for σj
2 ∈ (0,∞) with j = 1, 2, . . . , p and the
correlations between -1 and 1.
Proposition 3.2 Similar to Proposition 3.1, the local regression estimators of μj(x), for
j = 1, 2, . . . , p, do not depend on the σj
2’s or the correlations.
When there are more than two outcomes, it is possible to apply James-Stein shrinkage
(Stein 1956; James and Stein 1961) on the estimators of μj(x) j = 1, 2, . . . , p to get better
estimation with smaller mean squared error(MSE).
3.2 James-Stein shrinkage







j,i (x)Yji for some functions l
(k)
j,i (x) with j = 1, 2, . . . , p, k =
0, 1, . . . , J and i = 1, 2, . . . , n. This includes but is not limited to local regression. Where
needed for theoretical results, additional assumptions may be made regarding the nature of
these linear estimators.
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with known σ2 ∈ (0,∞). Let âj(k) be the local regression estimator of dkdxkμj(x), k =








(k), where b(p, n, k) is a function of p, n and k, σ(k)
2(x) = var(âj
(k)).
The question now is how to find b(p, n, k) such that the James-Stein estimator has smaller
MSE than the local regression estimator does.
Theorem 3.1 Let âj
(k) be the linear estimator of d
k
dxk
μj(x), k = 0, 1, . . . , J and j =











(k)]− μ(k)j (x), σ(k)2(x) = var(âj(k)). Then
MSE(ãj
(k)) ≤MSE(âj(k)) (48)







































































































































. The last equa-
tion follows from Lemma 3.1 in Falaki. With this choice of b(p, n, k), it is obvious that
MSE(ãj
(k)) ≤MSE(âj(k)) by simple calculas.
Remark 1. If the bias b
(k)
j is equal to 0, then b(p, n, k) = p − 2, which agrees with the
results in James and Stein (1961).




























































































































to be estimated. However, using estimates does not guarantee the inequlity (3) holds. Also,





in b(p, n, k) since it is a fraction of a normal random
variable and a non-central chi-square random variable which are dependent.
3.2.1 James-Stein estimator and empirical Bayes
Efron and Morris (1973) showed how to get James-Stein estimators using empirical Bayes
approach (Robbins 1956). In this section, we will present James-Stein estimators of μj(x),
j = 1, 2, . . . , p in (90), and show that the James-Stein estimators improve the local regres-
53



















2 0 · · · 0
0 σ2









2 > 0, j = 1, 2, . . . , p, where Σ is known. We
have the following theorem.











μj(x). Assume bias b
(k)
j (x) = E[μ̂
(k)
j (x)]−μ(k)j (x) is known for all k = 0, 1, . . . , J and j =
1, 2, . . . , p. Define μ̃
(k)
j (x) := (μ̂
(k)
j (x) − b(k)j (x)) − p−2∑p
s=1[μ̂
(k)











2. If the loss function is L(Z(k),μ(k)(x)) =∑p
j=1(Z
(k) − μ(k)(x))T (||l(k)j (x)||2Σ)−1(Z(k) − μ(k)(x)), then
EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x)− b(k)(x),μ(k)(x)),




2 (x), . . . , μ̃
(k)











2 (x), . . . , μ̂
(k)




2 (x), . . . , b
(k)
p (x))T .
Proof of Theorem 3.2. SinceYi = (Y1i, Y2i, . . . , Ypi)
T indep.∼ N(μ(xi) = (μ1(xi), μ2(xi), . . . ,
μp(xi))




2 (x), . . . , μ̂
(k)
p (x))T follows a multi-
variate normal distribution with mean μ(k)(x) + b(k)(x) = (μ
(k)











p (x))T and variance ||r(x)||2Σ. Therefore, (μ̂(k)1 (x)−b(k)1 (x), μ̂(k)2 (x)−
b
(k)
2 (x), . . . , μ̂
(k)
p (x) − b(k)p (x))T is normally distributed with mean μ(k)(x) and variance
54
























s (x)− b(k)s (x)]2/||l(k)j (x)||2σ2s


















j (x)− b(k)j (x))2/||l(k)j (x)||2σ2j{∑p
s=1[μ̂
(k)









j (x)− b(k)j (x)− μ(k)j (x)
] (μ̂(k)j (x)− b(k)j (x))/||l(k)j (x)||2σ2j∑p
s=1[μ̂
(k)
s (x)− b(k)s (x)]2/||l(k)j (x)||2σ2s
= p+ (p− 2)2E 1∑p
s=1[μ̂
(k)




s (x)− b(k)s (x)]2/||l(k)j (x)||2σ2s
(50)
= p− (p− 2)2E 1∑p
s=1[μ̂
(k)
s (x)− b(k)s (x)]2/||l(k)j (x)||2σ2s
.
Line (50) comes from the fact that if X∼N(μ, σ2), then E((X−μ)g(X)) = σ2E(g′(X)).







= p. It is
obvious that EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x)− b(k)(x),μ(k)(x)).
The James-Stein type estimator presented above assumes variance σ2j and bias b
(k)
j (x)
are known for j = 1, 2, . . . , p and k = 0, 1, 2, . . . , J . However, variance and bias are usually
unknown in practice. Next, we consider the scenario when the variance σ2j is unknown and
bias b
(k)
j (x) is known. Since the variance is unknown, we need to seek a consistent estimator
of it.
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2 0 · · · 0
0 σ2









2 > 0, j = 1, 2, . . . , p. Assume that the linear estimator is
local regression, kernel smoothing, or asymptotically equivalent to kernel smoothing. Assume
μ̂j(x)− μj(x) P→ 0 uniformly. Then σ̃2j = 1n
∑n




2, where γ1 =
∑n











i:|xi−x|>2h[Yji − μ̂j(xi)]2, where m =
∑
i:|xi−x|>2h[1− 2li(xi) + ||l(xi)||2], are consistent
estimators of σ2j .































P→ Eε2j1 = σ2j by weak law of large numbers. Since
μ̂j(x) − μj(x) P→ 0 uniformly, the last two terms in line (51) converge to 0 in probability.
Hence σ̃2j
P→ σ2j .




i=1[Yji − μ̂j(xi)]2 = nn−2γ1+γ2 σ̃2j . If we can show
n
n−2γ1+γ2 → 1 as n → ∞, then σ2j
P→ σ2j by Slutsky’s theorem. Letting W denote the

















































≤ [W (0)]2n2/(2J+2+d)−1 → 0.








































Since m = n− 2γ1 + γ2 −
∑
i:|xi−x|≤2h[1− 2li(xi) + ||l(xi)||2], and we have
∑
i:|xi−x|≤2h






≤ 4nh− 8W (0) + 4nh · n · [W (0)]
2
(nh)2





n−2γ1+γ2 = 1 − nn−2γ1+γ2 · 1n
∑
i:|xi−x|≤2h[1 − 2li(xi) + ||l(xi)||2], the last term on the right
hand side converges to 0 as n→ ∞. Therefore, n−2γ1+γ2m → 1 and n−2γ1+γ2m σ2j
P→ σ2j .
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εji[μj(xi)− μ̂j(xi)] P→ σ2j .
Since nxm =
nx






Then we substitute the variance σ2j , j = 1, 2, . . . , p, in James-Stein estimator μ̃
(k)
j (x)
in Theorem 3.2 with the consistent estimator σ̂2j which is independent of μ̂
(k)
j . And the
following result is obtained.














j (x) = E[μ̂
(k)
j (x)] − μ(k)j (x) is known for all k = 0, 1, . . . , J and j =
1, 2, . . . , p. Assume σ2(1) ≤ σ2j ≤ σ2(p) and bj(x) ≤ B. Let σ̂2j be the consistent estimator of σ2j
defined in Proposition 3.3. Define μ̃
(k)


























, F = 1
m2
∑
i:|xi−x|>2h 3[1 − 2li(xi) +
||l(xi)||2]2 + 1m2
∑
r 	=s[1− 2lr(xr) + ||l(xr)||2][1− 2ls(xs) + ||l(xs)||2] + 2[−lr(xs)− ls(xr) +∑n
q=1 lq(xr)lq(xs)]



























(k) − μ(k)(x))T (||l(k)j (x)||2Σ)−1(Z(k) − μ(k)(x)), then
EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x)− b(k)(x),μ(k)(x)),
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2 (x), . . . , μ̃
(k)











2 (x), . . . , μ̂
(k)




2 (x), . . . , b
(k)
p (x))T .
Proof of Theorem 3.3 Since (μ̂
(k)
1 (x) − b(k)1 (x), μ̂(k)2 (x) − b(k)2 (x), . . . , μ̂(k)p (x) − b(k)p (x))T
follows a normal distribution with mean (μ
(k)
1 (x), . . . , μ
(k)



























s (x)− b(k)s (x)]2
(μ̂
(k)


































j (x)− b(k)j (x)− μ(k)j (x)
] ||l(k)j (x)||2σ̂2j (μ̂(k)j (x)− b(k)j (x))∑p
s=1[μ̂
(k)























j (x)− b(k)j (x)− μ(k)j (x)
] ||l(k)j (x)||2(μ̂(k)j (x)− b(k)j (x))∑p
s=1[μ̂
(k)






























||l(k)j (x)||2Eσ̂2j · E
(μ̂
(k)










































2 + ||l(xi)||2σ2j + [μj(xi) + bj(xi)]2
−2E










2 + ||l(xi)||2σ2j + [μj(xi) + bj(xi)]2
−2










2 + ||l(xi)||2σ2j + [μj(xi) + bj(xi)]2
−2










2 + ||l(xi)||2σ2j + [μj(xi) + bj(xi)]2
−2










2 + ||l(xi)||2σ2j + [μj(xi) + bj(xi)]2







2 + ||l(xi)||2σ2j + [μj(xi) + bj(xi)]2



































[Yji − μ̂j(xi)]4 +
∑
r 	=s
[Yjr − μ̂j(xr)]2 [Yjs − μ̂j(xs)]2
⎫⎬⎭ . (53)
To find out the expectation of [Yji − μ̂j(xi)]4, observe that Yji−μ̂j(xi) = Yji−
∑n
q=1 lq(xi)Yjq
= μj(xi) + εji −
∑n
q=1 lq(xi) [μj(xq) + εjq] = εji −
∑n
q=1 lq(xi)εjq − bj(xi) = [1− li(xi)] εji −∑
q 	=i lq(xi)εjq − bj(xi) ∼ N
(
−bj(xi), [1− 2li(xi) + ||l(xi)||2]σ2j
)




















[1− 2li(xi) + ||l(xi)||2]σ2j
+3.
And
E [Yji − μ̂j(xi)]4 = bj(xi)4 +6bj(xi)2[1− 2li(xi) + ||l(xi)||2]σ2j +3[1− 2li(xi) + ||l(xi)||2]2σ4j .
(54)
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The second expectation in line 53 can be written as






















































































































2[1− 2ls(xs) + ||l(xs)||2]σ2j + bj(xr)2bj(xs)2, (55)
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Combine (53), (54), (55) and (56), the following result is obtained assuming |bj(xi)| ≤ B











































2[1− 2lr(xr) + ||l(xr)||2]σ2j
+bj(xr)





















































where F = 1
m2
∑
i:|xi−x|>2h 3[1− 2li(xi) + ||l(xi)||2]2 + 1m2
∑
r 	=s[1− 2lr(xr) + ||l(xr)||2][1−








2[1 − 2li(xi) + ||l(xi)||2] + 1m2
∑
r 	=sB
2[1 − 2lr(xr) + ||l(xr)||2] +
4B2
∣∣∣−lr(xs)− ls(xr) +∑nq=1 lq(xr)lq(xs)∣∣∣+B2[1− 2ls(xs) + ||l(xs)||2],
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By substituting Eσ̂2j and Eσ̂
4
j in (52), we obtain an upper bound of EL(μ̃
(k)(x),μ(k)(x))



































||l(k)j (x)||2Eσ̂2j · E
(μ̂
(k)



















































s (x)− b(k)s (x)
]2}2












































s (x)− b(k)s (x)
]2}2
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s (x)− b(k)s (x)
]2 .
Let EL(μ̃(k)(x),μ(k)(x)) − EL(μ̂(k)(x) − b(k)(x),μ(k)(x)) = EL(μ̃(k)(x),μ(k)(x)) − p < 0,












since c is required to be positive, the inequality above is equivalent to
c <




















Assume p ≥ 4, σ2(1) ≤ σ2j ≤ σ2(p) and bias b
(k)
j (x) = E[μ̂
(k)
j (x)] − μ(k)j (x) ≤ B for all k =
0, 1, . . . , J and j = 1, 2, . . . , p. Let σ̂2j be the consistent estimator of σ
2































































i:|xi−x|>2h 3[1−2li(xi)+ ||l(xi)||2]2+ 1m2
∑
r 	=s[1−2lr(xr)+ ||l(xr)||2][1−2ls(xs)+
||l(xs)||2] + 2[−lr(xs)− ls(xr) +
∑n
q=1 lq(xr)lq(xs)]









∣∣∣−lr(xs)− ls(xr) +∑nq=1 lq(xr)lq(xs)∣∣∣+







2. Suppose L0(x) ≤




μ(k)(x))T (||l(k)j (x)||2Σ)−1(Z(k) − μ(k)(x)), then
EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x),μ(k)(x)),




2 (x), . . . , μ̃
(k)











2 (x), . . . , μ̂
(k)




2 (x), . . . , b
(k)
p (x))T .







































































































































































Line (59) is obtained from line (57).
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Next, consider the second term in (58). Let nx = card{i : |xi − x| > 2h}, recall that














































































































































































































































































































































































































































































































































































































p− 2 + 2Kj ,
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On the other hand, a lower bound of E 1p−2+2K is
E
1
p− 2 + 2K ≥ E
1




























































































































































So far we have assumed independent error terms εji where j = 1, 2, . . . , p and i =
1, 2, . . . , n. Now we relax the assumption to any symmetric, positive definite variance-
covariance matrix and the following result is obtained. Before stating the theorem, we











2 (x), . . . , μ̂
(k)




2 (x), . . . , μ
(k)
p (x))T




2 (x), . . . , b
(k)
p (x))T . Let Σ0 := var(μ̂





j,s (x) (Σ)ij .
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μj(x). Suppose p ≥ 4, M0 ≤
∣∣∣μ(k)j (x)∣∣∣ ≤ M1, and
that the unknown bias b
(k)
j (x) = E[μ̂
(k)
j (x)] − μ(k)j (x) ∈ [−B,B] for all k = 0, 1, . . . , J and














· largest eigenvalue of Σ0−1
+
√
p(M1 +B) · largest eigenvalue of Σ0−1
)
− 4
largest eigenvalue of Σ0




2·largest eigenvalue of Σ0
)
+ c
largest eigenvalue of Σ0
p(M20 − 2M1B)
(
1− e− 12 ·largest eigenvalue of Σ0−1·p(M1+B)2
)
< 0.
If the loss function is L(Z(k),μ(k)(x)) = (Z(k) − μ(k)(x))TΣ0−1(Z(k) − μ(k)(x)), then
EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x),μ(k)(x)).
Proof of Theorem 3.5. We have












































Since Σ0 is symmetric and positive definite, there exists a symmetric, positive definite
matrix A such that Σ0 = AA. Note that μ̂
(k)(x) ∼ N
(
ξ(k) = μ(k)(x) + b(k)(x),Σ0
)
, we
have Z = A−1μ̂(k)(x) ∼ N
(
ψ(k) = A−1ξ(k),A−1Σ0A = I
)















p− 2 + 2K , (65)
where K has a Poisson distribution with parameter λ = 12ψ



































































(Zj − ψ(k)j )Zj




= (p− 2)E 1
p− 2 + 2K , (67)
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where K has a Poisson distribution with parameter λ = 12ψ
(k)′ψ(k). Consider the second






















where gj is the j-th element of A
TΣ0
−1b(k)(x).
Combing (64), (65), (66), (67) and (68), we have
EL(μ̃(k)(x),μ(k)(x))− EL(μ̂(k)(x),μ(k)(x))






















= −2c(p− 2)E 1











p− 2 + 2K . (69)
We need the equation above to be less than 0 to have
EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x),μ(k)(x)).


















































j | from line (63). Furthermore, an upper bound of |ψ(k)j | is
|ψ(k)j | ≤ ||ψ(k)||2 = ||A−1ξ(k)||2 ≤ ||A−1||2||ξ(k)||2
≤
√



























































































· largest eigenvalue of Σ0−1 (71)
+
√
p(M1 +B) · largest eigenvalue of Σ0−1
)
. (72)
On the other hand, we have
E
1
p− 2 + 2K ≥ E
1





























































· largest eigenvalue of Σ0−1 · p(M1 +B)2,

























largest eigenvalue of Σ0








And an upper bound is
E
1
p− 2 + 2K ≤
largest eigenvalue of Σ0
p(M20 − 2M1B)
(
1− e− 12 ·largest eigenvalue of Σ0−1·p(M1+B)2
)
. (74)
Finally, an upper bound of equation (69) can be obtained by (72), (73) and (74)
−2c(p− 2)E 1



















· largest eigenvalue of Σ0−1
+
√
p(M1 +B) · largest eigenvalue of Σ0−1
)
− 4c
largest eigenvalue of Σ0




2·largest eigenvalue of Σ0
)
+c2
largest eigenvalue of Σ0
p(M20 − 2M1B)
(
1− e− 12 ·largest eigenvalue of Σ0−1·p(M1+B)2
)
.
To make EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x),μ(k)(x)), set the right hand side of the in-








· largest eigenvalue of Σ0−1
+
√
p(M1 +B) · largest eigenvalue of Σ0−1
)
− 4
largest eigenvalue of Σ0




2·largest eigenvalue of Σ0
)
+ c
largest eigenvalue of Σ0
p(M20 − 2M1B)
(
1− e− 12 ·largest eigenvalue of Σ0−1·p(M1+B)2
)
< 0.
Last, we consider the most general situation when both Σ and the bias b
(k)
j are unknown.
Before stating the main result, we present a consistent estimator of Σ.
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and variance Σ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
σ1
2 σ12 · · · σ1p
σ12 σ2





σ1p σ2p · · · σp2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, with σij , σj
2 > 0, i, j =
1, 2, . . . , p and k = 1, 2, . . . , n. Assume that the linear estimator is local regression, kernel

















= [Yik − μ̂i(xk)] [Yjk − μ̂j(xk)] is the (i, j)-th element of Σ̂, and
m =
∑
k:|xk−x|>2h[1− 2lk(xk) + ||l(xk)||2], is a consistent estimator of Σ.






is a consistent estimator of σ2j for j = 1, 2, . . . , p.
To show that 1m
∑
k:|xk−x|>2h [Yik − μ̂i(xk)] [Yjk − μ̂j(xk)] consistently estimates σij , sim-

















{[μi(xk)− μ̂i(xk)] [μj(xk)− μ̂j(xk)] + εjk [μi(xk)− μ̂i(xk)]
+εik [μj(xk)− μ̂j(xk)] + εikεjk}
P→ σij ,
80
since the first three summands converge in probability to 0 under the assumpation that
μ̂j(x) − μj(x) P→ 0 uniformly, and 1n
∑n
k=1 εikεjk




n− 2γ1 + γ2
n∑
k=1
[Yik − μ̂i(xk)] [Yjk − μ̂j(xk)]
=
n





[Yik − μ̂i(xk)] [Yjk − μ̂j(xk)] ,
where γ1 =
∑n
k=1 lk(xk) and γ2 =
∑n
k=1 ||l(xk)||2. It is shown that nn−2γ1+γ2 → 1 in the
proof of Proposition 3.3. Therefore, 1n−2γ1+γ2
∑n














[Yik − μ̂i(xk)] [Yjk − μ̂j(xk)]−
∑
k:|xk−x|≤2h






(n− 2γ1 + γ2) · 1
n− 2γ1 + γ2
n∑
k=1




[Yik − μ̂i(xk)] [Yjk − μ̂j(xk)]
⎫⎬⎭
=
n− 2γ1 + γ2
m
· 1
n− 2γ1 + γ2
n∑
k=1





[Yik − μ̂i(xk)] [Yjk − μ̂j(xk)] .
Since n−2γ1+γ2m → 1 from Proposition 3.3,
n− 2γ1 + γ2
m
· 1
n− 2γ1 + γ2
n∑
k=1
[Yik − μ̂i(xk)] [Yjk − μ̂j(xk)] P→ σij .
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{[μi(xk)− μ̂i(xk)] [μj(xk)− μ̂j(xk)] + εjk [μi(xk)− μ̂i(xk)]
+εik [μj(xk)− μ̂j(xk)] + εikεjk} .
Similarly, 1nx
∑
k:|xk−x|≤2h {[μi(xk)− μ̂i(xk)] [μj(xk)− μ̂j(xk)] + εjk [μi(xk)− μ̂i(xk)]
+εik [μj(xk)− μ̂j(xk)] + εikεjk} P→ σij by weak law of large numbers and the assumpation
that μ̂j(x)−μj(x) P→ 0 uniformly. Since nxm → 0, 1m
∑
k:|xk−x|≤2h [Yik − μ̂i(xk)] [Yjk − μ̂j(xk)]
P→ 0 by Slutsky’s theorem. Therefore, 1m
∑
k:|xk−x|>2h [Yik − μ̂i(xk)] · [Yjk − μ̂j(xk)]
P→ σij .
We end this chapter with the following theorem where bothΣ and bias b
(k)
j are unknown.




2 (x), . . . , μ̃
(k)












2 (x), . . . , μ
(k)




2 (x), . . . , b
(k)
p (x))T . Let
Σ0 := var(μ̂






j,s (x) (Σ)ij .






























μj(x). Suppose p ≥ 4, M0 ≤
∣∣∣μ(k)j (x)∣∣∣ ≤ M1, and
that the unknown bias b
(k)
j (x) = E[μ̂
(k)
j (x)] − μ(k)j (x) ∈ [−B,B] for all k = 0, 1, . . . , J and
j = 1, 2, . . . , p. Let S be a consistent estimator of Σ defined in Proposition 3.4 and define
82














· largest eigenvalue of Σ0−1
+
√
p(M1 +B) · largest eigenvalue of Σ0−1
)
− 4
largest eigenvalue of Σ0




2·largest eigenvalue of Σ0
)
+ c
largest eigenvalue of Σ0
p(M20 − 2M1B)
(
1− e− 12 ·largest eigenvalue of Σ0−1·p(M1+B)2
)
< 0.
If the loss function is L(Z(k),μ(k)(x)) = (Z(k) − μ(k)(x))TΣ0−1(Z(k) − μ(k)(x)), then
EL(μ̃(k)(x),μ(k)(x)) < EL(μ̂(k)(x),μ(k)(x)).
Proof of Theorem 3.6. Since μ̂(k)(x) ∼ N
(













































































Put Yi = (Y1i, Y2i, . . . , Ypi)













. Since Σ is positive definite and symmetric, there
exists a symmetric, positive definite matirx A such that Σ = AA. Let Zi = A
−1Yi,
which has a multivariate normal distribution with mean μ∗(xi) = A−1μ(xi) and variance




























(Yi − μ(xi))T Σ−1 (Yi − μ(xi))
}















(AZi −Aμ∗(xi))T Σ−1 (AZi −Aμ∗(xi))
}













(Zi − μ∗(xi))T (Zi − μ∗(xi))
}
dZ1 dZ2 · · · dZn. (78)
We assume μ̂
(k)






























−1Yi = A−1μ̂(k)(x), which





= A−1ξ(k),A−1Σ0A−1 = ||l(k)(x)||2I
)




















































(Yi − μ̂(xi)) (Yi − μ̂(xi))T A−1
= A−1SA−1.










































































































































∗)T ||l(k)(x)||−2Σ−1Aξ(k)∗ = ||l(k)(x)||−2ξ(k)∗T ξ(k)∗.



































(Zi − μ∗(xi))T (Zi − μ∗(xi))
}





































(Yi − μ(xi))T Σ−1 (Yi − μ(xi))
}






























(Zi − μ∗(xi))T (Zi − μ∗(xi))
}































(Zi − μ∗(xi))T (Zi − μ∗(xi))
}





































Before presenting any further results, we propose a property of S∗0 that will be used in
future proof. Let t = card{i : |xi − x| > 2h}. Define
L =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1− l1(x1) −l2(x1) · · · −ln(x1)












⎛⎜⎝ [1− l1(x1)]2 + L12LT12 [1− l1(x1)]LT21 + L12LT22





p < t and L̃11 − L̃12L̃−122 L̃21 = 0, S∗0 is full rank with probability 1.





, where the ij-th ele-





= Zij − μ̂∗i (xj). We have S∗0 = 1m ||l(k)(x)||2Û ÛT . Therefore rank(S∗0) =
rank(Û). We can write Û =
(
W1 W2 · · · Wt
)
. Since Û has a multivariate normal
distribution with variance LLT ⊗ I, where ⊗ denotes direct product and I is a p× p inden-


















L̃11 − L̃12L̃−122 L̃21
)
⊗I. By the assumption that L̃11− L̃12L̃−122 L̃21 = 0, the variance matrix(
L̃11 − L̃12L̃−122 L̃21
)
⊗ I is full rank. Let S{vi, i = 1, 2, . . . , t− 1} be the space spanned by
v1,v2, . . . ,vt−1, for any set {v1,v2, . . . ,vt−1} in Rp. Hence,







P (Wi ∈ S {W1, . . . ,Wi−1, . . . ,Wi+1, . . . ,Wt})
≤ t · P (W1 ∈ S {W2, . . . ,Wt})
= t · E (P [W1 ∈ S {W2, . . . ,Wt} |W2, . . . ,Wt])
= t ·
∫
P (W1 ∈ S {w2, . . . ,wt} |W2 = w2, . . . ,Wt = wt) dF (w2, . . . ,wt)
= t ·
∫
0dF (w2, . . . ,wt) (82)
= 0.
Equation (82) holds by the fact that
(
L̃11 − L̃12L̃−122 L̃21
)
⊗I is nonsingular with probability
1. Therefore, S∗0 is full rank. And S∗0 can be decomposed as S∗0 = UDUT where U is a
orthogonal matrix, and D is a diagonal matrix whose entries are the eigenvalues of S∗0.
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))2 μ̂(k)∗(x)T μ̂(k)∗(x). (83)
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. Let λk, k = 1, 2, . . . , p be the eigenvalues of





































































































































= −2cΛ0(p− 2)||l(k)(x)||2 E
1
p− 2 + 2K , (85)






. Line (84) comes from the fact that if Z ∼ N (μ, σ2),
then E [(Z − μ)g(Z)] = σ2Eg′(Z). In Theorem 3.5, we showed that the upper and lower
90




















2||l(k)(x)||2 · largest eigenvalue of Σ












largest eigenvalue of Σ
.











) (μ̂(k)∗(x)− ξ(k)∗)T μ̂(k)∗(x)
≤ −2cΛ0(p− 2)||l(k)(x)||2 E
1
p− 2 + 2K

















largest eigenvalue of Σ
)
= − 4cΛ0
























































































































largest eigenvalue of Σ
)
+c2||l(k)(x)||−2Λ21 ·
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4 James-Stein type estimators over an interval
Suppose we have the general model
Y1i = μ1(xi) + ε1i
Y2i = μ2(xi) + ε2i
· · · (90)
Ypi = μp(xi) + εpi





























k = 0, 1, . . . , J and j = 1, 2, . . . , p. Let μ̃
(k)
j (x) be the James-Stein type estimator of μ
(k)
j (x).
In this chapter, we will study the Steinized estimators in reducing the integrated risk over
X . Define loss function L(Z(k),μ(k)(x)) = ∑pj=1(Z(k) − μ(k)(x))T (||l(k)j (x)||2Σ)−1(Z(k) −











2 (x), . . . , Z
(k)




4.1 Error terms independent
In section 4.1, we assume the error terms ε1i, ε2i, . . . , εpi are independent for i = 1, 2, . . . , n.
SupposeΣ has form
⎛⎜⎜⎜⎜⎜⎜⎜⎝
σ21 0 · · · 0





0 0 · · · σ2p
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, where σ2j > 0. Define bias b
(k)









j (x). Different scenarios will be studied depending on whether bias b
(k)
j (x) or variance
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σ2j is known.
4.1.1 Bias and variance known
If both bias and variance are known, we have the following theorem.
Theorem 4.1 Assume bias b
(k)
j (x) and variance σ
2
j are known for all k = 1, 2, . . . , J and
j = 1, 2, . . . , p. Define μ̃
(k)
j (x) := (μ̂
(k)
j (x)−b(k)j (x))− c∑p
s=1[μ̂
(k)






















2 (x), . . . , μ̃
(k)





2 (x), . . . , μ̂
(k)
p (x))T ,




2 (x), . . . , b
(k)
p (x))T .













c2 − 2c(p− 2)]E 1∑p
s=1[μ̂
(k)





























s (x)− b(k)s (x)]2/||l(k)s (x)||2σ2s
dx. (91)









4.1.2 Bias unknown variance known




p−2+2K(x)dx where K(x) has a

























dx, and D := −2(p− 2)A− 2B.
Assume bias b
(k)
j (x) is unknown and that variance σ
2
j is known for all k = 1, 2, . . . , J
and j = 1, 2, . . . , p. Define Stein estimator μ̃
(k)















(k)(x),μ(k)(x))dx. Numerically, we will closely exam-
ine different examples of mean response functions for p = 3, 4.
In the rest of Section 4.1.2, let μ̂
(k)
j (x) be the local regression estimator of μ
(k)
j (x), assume
the variance-covariance matrix Σ is an identity matrix, and assume tricube weight function
with the same nearest neighbor parameter is applied on all p mean response functions in
local regression estimation. Therefore, since σ2j = 1 and l
(k)
j,i (x) = l
(k)







i (x)Yji and μ̃
(k)










Theorem 4.2 Assume bias b
(k)
j (x) is unknown and variance σ
2
j is known, which is 1 for
all k = 1, 2, . . . , J and j = 1, 2, . . . , p. Define μ̃
(k)


























2 (x), . . . , μ̃
(k)
































































































p− 2 + 2K − 2(p− 2)cE
1










































p− 2 + 2K(x) − 2(p− 2)cE
1














= Ac2 +Dc. (92)
Note that since both A and c are positive, (92) is positive if D is positive. Therefore,
when D is positive, no Steinization should be applied. If D is negative, James-Stein type
estimators with 0 < c < −DA will improve local regression estimators in reducing risk. Also,
97
note that (92) achieves its minimum at c = − D2A .
In the following two examples, we use different mean response functions to calculate A,
B and D. Data sets of size 100 are generated from model (90) with equispaced xi on X =
[−1, 1]. Simpson’s rule and Monte Carlo algorithm are applied in the calculations of A and
B, respectively. In estimating μj(x), μ
(1)
j (x) and μ
(2)
j (x), J is set to be 0, 1 and 2 respectively.
Let α be the nearest neighbor parameter in local regression, consider α ∈ {0.15, 0.10, 0.05}
for J = 0, α ∈ {0.45, 0.35, 0.25, 0.15, 0.05} for J = 1 and α ∈ {0.65, 0.45, 0.25, 0.15, 0.05} for
J = 2.
Example 1. Consider p = 3. Results are shown in Table (5) - Table (14) for various
mean response functions and the following patterns can be observed.
1. Steinization will reduce risk in all cases since D is always negative.











2||l(k)(x)||2 . Note that as α decreases, the numerator decreases be-
cause the bias b
(k)







= ||l(k)(x)||2σ2j increases as α decreases. Therefore, λ becomes smaller












k! , a smaller λ will result in a larger A.
3. As α decreases, B goes close to 0 since the bias b
(k)














dx. No patterns were observed about the sign of
B. Also note that the optimal point − D2A becomes closer to 1 as α gets smaller, which
agrees with c = p − 2 = 1 in James and Stein(1961) when there is no bias. Since
− D2A = −−2(p−2)A−2B2A = 1 + BA , as B gets close to 0, − D2A goes to 1.
4. Define naive Steinization μ̃
(k)
j (x) := μ̂
(k)







j (x) as if there is no
bias. It will reduce risk when − D2A > 12 .




E(Z(k)(x)− μ(k)(x))T (||l(k)(x)||2Σ)−1(Z(k)(x)− μ(k)(x))dx,
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2 (x), . . . , μ
(k)
p (x))T . We observe
that integrated MSE of local regression estimator converges to 6 as α decreases, which
can be explained by following








































As α gets smaller, the bias converges to 0. Therefore, E(μ̂(k)(x)− μ(k)(x))T
(||l(k)(x)||2Σ)−1(μ̂(k)(x) − μ(k)(x)) becomes very close to p if α is small. In this
example, since p = 3 and X = [−1, 1], the integrated MSE of local regression estimator
goes to 6 as α decreases. Moreover, it is observed that Steinization reduces risk by up
to 33%.
Example 2. Consider p = 4. Results are shown in Table (15) - Table (30) for various
mean response functions. We can observe similar patterns as in Example 1, as well as the
following
1. Steinization reduces risk except for a few cases when α is large.
2. The value of A can be 0 for mean response functions which take large values on








2||l(k)(x)||2 , if the absolute value of μ
(k)
s (x) is large
for some s or k, then λ becomes big and A will be very small even 0.
3. Since p = 4, the optimal point converges to p − 2 = 2, and the integrated MSE of
local regression estimator goes to 8 as α gets smaller.
4. Steinization reduces risk by up to 50%.
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Table 6: μ1(x) = x
2, μ2(x) = x


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 8: μ1(x) = x, μ2(x) = x



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 13: μ1(x) = sinx, μ2(x) = x


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 17: μ1(x) = x
2, μ2(x) = x














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 22: μ1(x) = x, μ2(x) = 20x, μ3(x) = x






































































































































































































































































































































































































































































































































































































4.1.3 Bias and variance unknown
In this section, we assume both bias b
(k)
j (x) and variance σ
2
j are unknown for all k =
1, 2, . . . , J and j = 1, 2, . . . , p. Let μ̂
(k)
j (x) be the local regression estimator of μ
(k)
j (x).
Assume tricube weight function with the same nearest neighbor parameter is applied on











i:|xi−x|>2h[Yji− μ̂j(xi)]2, where m =
∑
i:|xi−x|>2h[1−
2li(xi) + ||l(xi)||2], is a consistent estimator of σ2j which is independent of μ̂(k)j (x). De-
fine Stein estimator μ̃
(k)









j (x), where the positive constant



























































F := B +D + E. The following theorem is obtained.
Theorem 4.3 Assume bias b
(k)
j (x) and variance σ
2
j are unknown, for all k = 1, 2, . . . , J
and j = 1, 2, . . . , p. Define μ̃
(k)









j (x), where c is a constant
















2 (x), . . . , μ̃
(k)











































































































































































































































































































































































































































































































































































































































Table 24: μ1(x) = x
2, μ2(x) = x



















































































































































































































































































































































































































































































































































































































Table 25: μ1(x) = x
2, μ2(x) = x




















































































































































































































































































































































































































































































































































































































































Table 26: μ1(x) = x
2, μ2(x) = x





























































































































































































































































































































































































































































































































































































Table 27: μ1(x) = x




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































= Ac2 +Bc+Dc+ Ec
= Ac2 + Fc. (94)
Since A and c are positive, if F in (94) is negative, James-Stein estimators with 0 < c <
−FA will improve local regression estimators in reducing risk. Moreover, (94) achieves its
minimum at c = − F2A .
127
In the following two examples, different mean response functions will be closely examined
and numerical calculations of A, B, D, E and F are carried out. Data sets of size 100 are
generated from model (90) with equispaced xi on X = [−1, 1]. Monte Carlo algorithm is
applied in the calculations of A, B, D, E and F . In estimating μj(x), μ
(1)
j (x) and μ
(2)
j (x),
J is set to be 0, 1 and 2 respectively. Let α be the nearest neighbor parameter in local
regression, consider α ∈ {0.15, 0.10, 0.05} for J = 0, α ∈ {0.45, 0.35, 0.25, 0.15, 0.05} for
J = 1 and α ∈ {0.45, 0.25, 0.15, 0.05} for J = 2.
Example 3. Consider p = 3. Simulation results are shown in Table (31) - Table (40)
for various mean response functions. And we can observe the following:
1. Steinization reduced risk in all ten examples of mean response function.
2. The optimal point − F2A does not converge to 1 as in Example 1. It actually gets close
128























































































































































which is minimized at c = −p−21.04 ≈ 0.96. The number 1.04 in line (95) comes from
numerical calculations. When α is small, bias is close to zero and therefore the optimal
point is at c ≈ 0.96.
3. Steinization reduces risk by up to 33%.
129





























































































































































































































































































































































































































































































































































































































































Table 32: μ1(x) = x
2, μ2(x) = x






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 34: μ1(x) = x, μ2(x) = x





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 39: μ1(x) = sinx, μ2(x) = x
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2 Error terms dependent
In the last section, we looked at theoretical calculations and simulation results assuming
error terms in (90) are independent. Next we will relax the independence assumption
and let the variance-covariance matrix Σ be any arbitrary, symmetric and positive def-





2 (x), . . . , μ
(k)





2 (x), . . . , μ̂
(k)










μj(x). Three different scenarios will
be considered: both b(k)(x) and Σ matrix known, b(k)(x) unknown Σ known, and both
b(k)(x) and Σ unknown.
4.2.1 Bias and variance matrix known
First we consider the simplest situation when both b(k)(x) and Σ matrix are known. The
following theorem is obtained. Recall that the loss function is L(Z(k),μ(k)(x)) = (Z(k) −
μ(k)(x))TΣ0











Theorem 4.4 Assume bias b(k)(x) and the variance-covariance matrix of the error terms






























2 (x), . . . , μ̃
(k)





2 (x), . . . , μ̂
(k)
p (x))T ,








Proof of Theorem 4.4. Similar to the proof of Theorem 3.5, we have









































where V := (V1, V2, . . . , Vp)


















Since the integral in the equality above is positive, we need
[
c2 − 2c(p− 2)], i.e. 0 < c <
2(p− 2), such that ∫X EL(μ̃(k)(x),μ(k)(x))dx < ∫X EL(μ̂(k)(x)− b(k)(x),μ(k)(x))dx.
4.2.2 Bias unknown variance matrix known
In this section, theoretical calculations and simulation study will be performed assum-
ing unknown bias b(k)(x) and known variance matrix Σ. Let A =
∫
E 1p−2+2K dx where














−1b(k)(x)dx, and D = −2(p− 2)A− 2B. And we have the
following theorem
Theorem 4.5 Assume bias b(k)(x) is unknown and variance-covariance matrix Σ is known,






μ̂(k)(x), where c is a con-
141











2 (x), . . . , μ̃
(k)





2 (x), . . . , μ̂
(k)
p (x))T .



























= Ac2 − 2Ac(p− 2)− 2Bc
= Ac2 +Dc, (96)










Note that if the bias is very small, the quantity B will be close to zero and D is close
to −2(p − 2). Therefore the optimum point in (96) is approximately at c = p − 2, which
agrees with the result in James and Stein (1961).
In the following example, we consider p = 3. Quantities A, B andD are calculated based
on different mean response functions. Data sets of size 100 are generated from model (90)
with equispaced xi on X = [−1, 1]. Simpson’s rule and Monte Carlo algorithm are applied in
the calculations of A and B, respectively. In estimating μj(x), μ
(1)
j (x) and μ
(2)
j (x), J is set
to be 0, 1 and 2 respectively. Let α be the nearest neighbor parameter in local regression,
consider α ∈ {0.15, 0.10, 0.05} for J = 0, α ∈ {0.45, 0.35, 0.25, 0.15, 0.05} for J = 1 and








i (x)Yji be the local regression estimator of μ
(k)
j , for
j = 1, 2, 3 and k = 0, 1, 2. Consider Σ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 ρ · · · ρ





ρ ρ · · · 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, where ρ ∈ {0.2, 0.4, 0.8}.
Simulation results are shown in Table (41) - Table (70). And we can observe the following
patterns.
1. In this example, Steinization always does a better job in reducing risk than local
regression.
2. As the bandwidth α decreases, the value of A increases. Since the same weight func-
tions, i.e., l
(k)
i (x), are applied for all j = 1, 2, . . . , p, we have Σ0 = ||l(k)(x)||2Σ. There-











On the other hand, Eμ̂(k)(x) = μ(k)(x) + b(k)(x). As α decreases, b(k)(x) gets







||l(k)(x)||2σ2j , where σ2j is the (j, j)-th element of Σ, becomes larger with a smaller
α. Hence, λ is small when α is small. Since A = E 1p−2+2K where K has a Poisson
distribution with parameter λ, we conclude that A increases as α decreases.
3. As α decreases, B goes close to 0 since the bias b(k)(x) goes to 0.








μ̂(k)(x) as if there is no
bias. It will reduce risk when − D2A > 12 .
5. At fixed α, J , and with the same mean response functions, as the correlation ρ ap-
proches 1, James-Stein estimators do not perform as well as the estimators with ρ
closer to 0, in reducing mean squared errors. An intuitive explanation would be, con-
sider the extreme case where ρ = 1, the mean response functions are perfectly linearly
related. Therefore, any response function can be written as a linear combination of
the rest, and we are only estimating one mean response function, in which case p = 1.
And we already know that steinization works when p ≥ 3. So Steinization does not
work as well when ρ is closer to 1.
143

























































































































































































































































































































































































Table 42: μ1(x) = x
2, μ2(x) = x








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 44: μ1(x) = x, μ2(x) = x






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 48: μ1(x) = sinx, μ2(x) = cosx, μ3(x) = x


























































































































































































































































































































































































































































































































































































































Table 49: μ1(x) = sinx, μ2(x) = x
4, μ3(x) = x









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 52: μ1(x) = x
2, μ2(x) = x





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 54: μ1(x) = x, μ2(x) = x







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 58: μ1(x) = sinx, μ2(x) = cosx, μ3(x) = x





































































































































































































































































































































































































































































































































































































































4.2.3 Bias and variance matrix unknown
At the end of Chapter 4, we consider the situation where both bias b(k)(x) and variance-
covariance matrix Σ are unknown. Proposition 3.4 showed that a consistent estimator of












= [Yik − μ̂i(xk)] [Yjk − μ̂j(xk)] ,
m =
∑
k:|xk−x|>2h[1− 2lk(xk)+ ||l(xk)||2], assuming μ̂j(x)−μj(x)




















dx, and F := −2(p− 2)B − 2D. We obtain the following result.
Theorem 4.6 Assume that both bias b(k)(x) and variance-covariance matrix Σ are un-
known, for k = 0, 1, 2, . . . , J . Let Σ̂ be the consistent estimator of Σ defined in Proposition





μ̂(k)(x), where c is a constant sat-











2 (x), . . . , μ̃
(k)





2 (x), . . . , μ̂
(k)
p (x))T .


















Table 59: μ1(x) = sinx, μ2(x) = x
4, μ3(x) = x









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 62: μ1(x) = x
2, μ2(x) = x
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 64: μ1(x) = x, μ2(x) = x




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 68: μ1(x) = sinx, μ2(x) = cosx, μ3(x) = x




































































































































































































































































































































































































































































































































































































































Table 69: μ1(x) = sinx, μ2(x) = x
4, μ3(x) = x




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































= Ac2 + Fc < 0.
Next we consider an example where p = 3. Quantities A, B and D are calculated based
on different mean response functions. Data sets of size 100 are generated from model (90)
with equispaced xi on X = [−1, 1]. Monte Carlo algorithm is used to calculate A, B and
D. In estimating μj(x), μ
(1)
j (x) and μ
(2)
j (x), J is set to be 0, 1 and 2 respectively. Let α be
the nearest neighbor parameter in local regression, consider α ∈ {0.15, 0.10, 0.05} for J = 0,







i (x)Yji be the local regression estimator of μ
(k)
j , for
j = 1, 2, 3 and k = 0, 1, 2. Consider Σ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 ρ · · · ρ





ρ ρ · · · 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, where ρ ∈ {0.2, 0.4, 0.8}.
Simulation results are shown in Tables (71) - (??). Since James-Stein estimators with
c ∈ [−DA , 0] or c ∈ [0,−DA ] produce smaller integred MSE than local regression estimators,
we look at the optimum point, − D2A , which minimizes the integrated MSE. For most cases,
the optimum point is around p − 2 = 1. In some cases when α is big, the optimum point
gets far away from 1.
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Table 72: μ1(x) = x
2, μ2(x) = x



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 74: μ1(x) = x, μ2(x) = x










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 78: μ1(x) = sinx, μ2(x) = cosx, μ3(x) = x


































































































































































































































































































































































































































































































































































































































































Table 79: μ1(x) = sinx, μ2(x) = x
4, μ3(x) = x





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 82: μ1(x) = x
2, μ2(x) = x





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 84: μ1(x) = x, μ2(x) = x












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 88: μ1(x) = sinx, μ2(x) = cosx, μ3(x) = x


































































































































































































































































































































































































































































































































































































































































Table 89: μ1(x) = sinx, μ2(x) = x
4, μ3(x) = x































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 92: μ1(x) = x
2, μ2(x) = x





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 94: μ1(x) = x, μ2(x) = x











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 98: μ1(x) = sinx, μ2(x) = cosx, μ3(x) = x

































































































































































































































































































































































































































































































































































































































































Table 99: μ1(x) = sinx, μ2(x) = x
4, μ3(x) = x
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5 Application to nanoparticle data
In this section, we will revisit the nanoparticle example in Chapter 2 and apply James-Stein
type estimation at fixed points discussed in Chapter 3. There are four response variables:
M11, M12, M33 and M34, which are normalized scattering elements S11, S12, S33 and S34.
Recall that scattering element is a function of configurations (for example, the diameters
of nanoparticles (s), the proportion of agglomerated nanoparticles (p)) and the observation
angle (θ). More details can be found in Charnigo et al (2011).
Consider data for nanoparticles with agglomeration level 0% and diameter 5nm at θ =
1, 2, . . . , 179. We can write scattering elements as a function of θ, i.e., S11(θ), S12(θ), S33(θ)















Panels a through d of Figure 8 depict true values of scattering profiles as determined through
a numerical model (Charnigo et al (2011)).
However, true values are usually unknown in practice. A practitioner is most likely to
see noisy data as illustrated in Figure 9 (independent error terms from N(0, 0.12) are added
to M11(θ), M12(θ), M33(θ) and M34(θ) for θ = 1, 2, . . . , 179). And our goal is to estimate
M11(θ),M12(θ),M33(θ),M34(θ) and their derivatives at any fixed θ, in which case p = 4. To






















James-Stein type estimation was employed to estimate μ
(k)
j (x) at x ∈ {75, 100, 125},
j = 1, 2, 3, 4, and k = 0, 1, 2. Let μ̂
(k)

















Figure 8: Scattering profiles: true data











































































Figure 9: Scattering profiles: noisy data
















































































[1− 2li(xi) + ||l(xi)||2]
is a consistent estimator of σ2j , and c is a positive constant. In local regression, tricube





respectively. Consider the nearest neighbor parameter α ∈ {0.05, 0.1, 0.15}.
To find the constant c in μ̃
(k)
j (x), we use the results in Theorem 3.4. Since the same
weight function is applied in estimating μ
(k)
j (x) for j = 1, 2, 3, 4, we have L0(x) = L1(x) =
||l(k)(x)||2. Values of F,G,H,m and nx can be calculated in R. Set the upper and lower
bounds of σ2j to be σ
2
(p) = 2 ∗ 0.12 and σ2(1) = 0.12/2. In this example, we make some
modifications to Theorem 3.4. Instead of finding the global bounds for bias and mean
response functions, i.e., find B,M0 andM1 such that |b(k)j (x)| ≤ B andM0 ≤ |μ(k)j (x)| ≤M1
for all x = 1, , 2, . . . , 179, k = 0, 1, 2 and j = 1, 2, 3, 4, we look for local bounds such
that Bj(x) = 2 ∗ max|xi−x|≤hb(k)j (xi), M1j(x) = 2 ∗ max|xi−x|≤h|μ(k)j (xi)| and M0j(x) =
min|xi−x|≤h|μ(k)j (xi)|/2, where h is the bandwidth. Local bounds are used so that Bj ,M1j
are smaller and M0j is bigger, which helps find c in James-Stein estimator. Modifying















































p− 3 + 2Kj , (97)


































is still the global upper
bound for bias.
Upper and lower bounds of E 1p−2+2K and E
1
p−3+2Kj can be found similar to Theorem










































||l(k)(x)||2 . Then plug all the values in the inequality above, solve






















































and we obtain μ̃
(k)
j (x). Since expected losses are compared, we repeat steps described
above 500 times and take the average risks. Both James-Stein estimators where c = 1
and c = optimum point which minimizes the right side of inequality (97) are considered.
Results of estimating μ
(k)
j (x) are shown in Table (101). Columns MSELR, MSE
opt
JS and
MSEnaiveJS refer to MSE of local regression estimator, James-Stein estimator where c is the
optimum point, and James-Stein estimator where c = 1. Recall that the loss function is
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defined as
L(Z(k)(x),μ(k)(x)) = (Z(k)(x)− μ(k)(x))T ||l(k)(x)||−2Σ−1(Z(k)(x)− μ(k)(x)).
Note that only the true values of mean responses are given and the calculations of MSE
involve true values of μ′j(x) and μ
′′
j (x), we applied local regression on the true mean responses
and used the estimates as the true data for first and second order derivatives.
It is observed that when estimating the mean response functions, except for α = 0.05, θ =
100, James-Stein estimator where c is chosen as the optimum point has smaller MSE than
local regression estimator. In most cases, naive JS estimator, i.e., JS estimator where c = 1,
has the smallest MSE among all three estimators. However, Steinization with optimized
c did not work well in estimating the first or the second order derivative. On the other
hand, naive JS estimator does much better than local regression and reduces MSE up to
50%. Since the real difference between MSEs of μ̃(k)(x) and μ̂(k)(x) is unknown, we look
for an upper bound of the difference and find a positive c such that the upper bound is
negative. It is possible that such c does not exist but JS estimators with some other c
produce smaller MSE than local regression. This is because the c that optimizes the right
hand side of (97) need not coincide with the c that optimizes the left hand side, which
is illustrated in Figure 10. If upperbound1 (dashed) is found, then we can find c that
makes both the expected loss difference (solid) and the upperbound negative. However, if
upperbound2 (dotted) is established, there is no such c, which optimizes the right had side,
that optimizes the left side.
Also, the bias of μ̂j(x) is bj(x) =
∑n
s=1 ls(x)μj(xs) − μj(x) and it can be calculated
since μj(x) is known for all x = 1, 2, . . . , 179. In this example, bj(x) is of order 10
−6,







s (x)μj(xs) − μ(k)j (x) for k = 1, 2, . . . , J , and μ(k)j (x) is unknown in




s (x)μj(xs) as the true values for μ
(k)
j (x) in
computing MSE, but we can not simply plug that in because obviously bias will be 0.) So






s (x)μ̂j(xs)− μ̂(k)j (x), which is of order 10−2, larger
than bj(x).
212
Figure 10: Illustration of upper bounds



























p− 2 + 2K − 2c(p− 2)E
1
p− 2 + 2K .
And we can always find a c such that the quantity is negative, i.e., there exists a JS estimator
with smaller MSE. However, while everything fixed, as the absolute value of bias increases,
the third term on the right hand side of (97) becomes more positive and it will exceed
the absolute value of second term at some point, which makes the upper bound positive
and therefore we can not find a positive constant c such that the upper bound is negative.
Hence, the key is to find a good estimate of bias, which is a main concern of nonparametric
regression.
In Chapter 4, we conducted simulations to study JS estimators in reducing the integrated
MSE over an interval. And it was observed that JS estimators with most values of c ∈
[−2(p−2), 2(p−2)] reduced integrated MSE. Next we will apply Steinization on nanoparticle
data and calculate the corresponding integrated MSEs. Define James-Stein estimator
μ̃
(k)










and the integrated MSE
∫
X
E(μ̃(k)(x)− μ(k)(x))T (||l(k)(x)||2Σ)−1(μ̃(k)(x)− μ(k)(x))dx
where X = [1, 179]. The integral can be approximated by the following steps:
1. At a fixed c ∈ {−4,−3.9,−3.8, . . . , 3.8, 3.9, 4}, calculate μ̃(k)j (x) where k = 0, 1, 2,












using results from step 1.
3. Repeat the steps above 500 times and take the average.
Note that when c = 0, no Steinization is applied and μ̃
(k)
j (x) becomes the local regression
estimator.
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Figures 11 - 13 show the relationship between integrated MSE and values of c, where
the blue line indicates integrated MSE of local regression estimator. Notice that in Figure
11, when α = 0.15, the curves are below the blue lines at negative values of c. And the
optimum point which minimizes the integrated MSE of JS estimator moved towards the
positive side as α decreases. We can also observe that in all three figures, as α ↓ or thelocal
polynomial degree J ↑, the optimum point shifts towards p− 2 = 2. Recall that when there
is no bias, James and Stein (1961) proposed that the optimum point is p − 2. And as α ↓
or J ↑, bias of local regression estimator goes to 0. And therefore, the optimum c moves
towards p− 2, which agrees with the simulation results in Chpater 4.
Remark. Note that in Figure 11, when α = 0.15, James-Stein estimator with a negative
c has smaller integrated MSE, which can be explained by Figure 14. Suppose the red dotted
line represents true mean responses. If local regression with a big neighborhood parameter
(for example, α = 0.15) is applied to estimate the mean response function, we will get a
curve like the blue solid line in the figure since the bias is high. Then a JS estimator with a
negative c pulls local regression estimator away from zero, as shown in black dashed, which
provides a better estimate.
In this nanoparticle example, true bias (for mean responses) and variance are used in
finding the upper bound of expected loss difference. However, a prectitioner does not know
the true values, and he/she needs to estimate the bias and variance, and set B, σ2(1), σ
2
(p)
accordingly. A potential problem of doing so is that the practitioner may not be able to find
a sharp upper bound. Recall that Figure 10 showed that a c optimizing the upper bound
may not optimize the expected loss difference. As we have seen in estimating the frist and
second order derivatives, where estimated bias was used to set B, since the estimation is
not good enough, we were unable to find a c such that Steinization helps.
The end goal of the nanoparticle example is to improve ability of classifying nanoparticles
based on the estimated scattering profiles and derivatives through Steinization. Figure 15
shows an example of characterization. Suppose the scattering profiles of nanoparticles with
diameters 5nm (red dashed) and 10nm (blue dotted) are known. The estimated scatter-
ing profiles of nanoparticles with unknown diameter is depicted in black solid line. The
216
Figure 11: Integrated MSE: mean response




































































































































































Figure 12: Integrated MSE: first order derivative















































































































































































Figure 13: Integrated MSE: second order derivative













































































































































































































Figure 14: JS estimator with negative c














question is: is the unknown diameter close to 5nm or 10nm? Since the estimated curve
is really close to the red dashed one, we can conclude that the unknown diameter is close
to 5nm rather than 10nm. To address the question of whether Steinization improves char-
acterization, a simulation study might be conducted. We generate noisy data at different
noise levels, apply Steinization and other regression methods, for example, local regression,
compund estimation, and estimate the configurations such as diameter. After repeating the
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