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Abstract
Multi-task learning shares information between
related tasks, sometimes reducing the number
of parameters required. State-of-the-art results
across multiple natural language understanding
tasks in the GLUE benchmark have previously
used transfer from a single large task: unsuper-
vised pre-training with BERT, where a separate
BERT model was fine-tuned for each task. We
explore multi-task approaches that share a single
BERT model with a small number of additional
task-specific parameters. Using new adaptation
modules, PALs or ‘projected attention layers’,
we match the performance of separately fine-
tuned models on the GLUE benchmark with ≈7
times fewer parameters, and obtain state-of-the-
art results on the Recognizing Textual Entailment
dataset.
1. Introduction
This work explores how to adapt a single large base model
to work with multiple tasks. In particular we focus on
using deep neural networks, pre-trained on large amounts
of English text, for multi-task learning on several natural
language understanding (NLU) tasks.
Some multi-task learning approaches consider learning a
general-purpose model that shares all parameters across
tasks (e.g., the NLP decathlon introduced by McCann et al.,
2018). This setting requires all tasks to have the same input
and output space, and the input indicates the task. Instead,
we consider the setting where we share most parameters
across all tasks, but have a small number of task-specific
parameters which adapt the shared model.
Sharing parameters, and thus a common representation, be-
tween tasks can sometimes lead to better generalization.
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However, fine-tuning separate models for each task often
works better in practice. Although we are interested in
multi-task methods that give results close to (or better than)
state-of-the-art, there are separate motivations for maintain-
ing shared parameters between tasks:
• On applications like mobile devices we may have con-
straints on battery life. Applying several different neu-
ral networks to the same input costs energy. If only the
‘tops’ of our models are task-specific, we can apply a
shared transformation only once to the input, and use
this transformed representation multiple times, as input
to each task-specific function.
• Again on mobile devices, running several different
neural networks for various tasks can incur a computa-
tional and energy overhead due to swapping parameters
on a dedicated integrated circuit (Rebuffi et al., 2018).
• An application with a large number of tasks may have
constraints on the number of parameters that can be
stored. For example, web-scale applications may need
to avoid storing a separate large model for every user.
Given a large number of shared parameters in a base model,
and a small number of task-specific parameters, our key
questions are: where should we be transforming the base
model? What form should these transformations take? We
assume the task is always known, so the model can always
choose the correct adaptation parameters and output space.
We experiment on a set of eight NLU tasks from the GLUE
benchmark (Wang et al., 2018a), which include question
answering, sentiment analysis, and textual entailment. The
number of training examples varies widely across the tasks,
so we explore how to schedule training to not unduly favor
the well-resourced tasks, or overfit the low-resource tasks.
We use the BERT model (Bidirectional Encoder Represen-
tations from Transformers, Devlin et al., 2018) as our base
pre-trained model. Pre-trained BERT representations can
be fine-tuned with just one additional output layer to create
state-of-the-art models for a wide range of tasks, including
the GLUE benchmark. However, the entire model is fine-
tuned, meaning we need a separate model for each task. The
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transformer architecture that BERT is based on is powerful
and popular, so finding the best way to adapt the parameters
of this architecture for multi-task learning may be useful in
other contexts, such as multilingual machine translation.
Our main contributions are: 1) We introduce the ‘Projected
Attention Layer’ (PAL), a low-dimensional multi-head at-
tention layer that is added in parallel to normal BERT layers.
2) We introduce a novel method for scheduling training,
where we sample tasks proportional to their training set size
at first, and de-emphasize training set size as training pro-
ceeds. 3) We perform an empirical comparison of alternative
adaptation modules for self-attention-based architectures.
Making links to the vision literature, we identify shared
lessons for where to add task-adaptation parameters depend-
ing on resource constraints. On the GLUE benchmark, we
show that PALs enable comparable performance to fine-
tuned BERT-base (the smaller of the two models considered
by Devlin et al. 2018) on many tasks with ≈7 times fewer
parameters. We improve the performance of BERT-base
on the recognising textual entailment (RTE) task, achieving
76.6% accuracy, surpassing the performance of fine-tuned
BERT-large (70.1%) and the MT-DNN model (Liu et al.,
2019) (75.5%) which also uses BERT and multi-task learn-
ing. We also find that the more parameter sharing we have,
the better we do on the RTE task.
2. Background
Multi-task learning aims to provide an inductive bias that
means models have to learn features that are general enough
to perform well on many tasks (Caruana, 1997). In NLP,
examples of previous work include using a single model
for chunking, tagging, named entity recognition, and se-
mantic role labeling by applying a shared neural network
to text, with different output layers (Collobert et al., 2011).
Another approach outputs predictions at different layers
using the idea of a linguistic hierarchy (Hashimoto et al.,
2017; Sanh et al., 2018). Subramanian et al. (2018) train a
sequence-to-sequence RNN model on tasks including ma-
chine translation and natural language inference, and learn
sentence representations useful for downstream tasks. Out-
side NLP, multi-task learning has been applied to diverse
domains such as speech recognition (Deng et al., 2013) and
reinforcement learning (Teh et al., 2017). Ruder (2017)
provides a more general overview.
Many multi-task learning approaches can be categorized as
either ‘hard parameter sharing’ or ‘soft parameter sharing’.
Hard parameter sharing uses the same hidden layers for
all tasks, with task-specific output layers. Soft parameter
sharing gives each task its own model, but the distances
between the parameters of the models are regularized to
encourage the parameters to be similar. For example Duong
et al. (2015) use the L2 distance, and Yang & Hospedales
(2017) use the trace norm. In this work we assume that
soft-parameter sharing with the whole of BERT requires
too many parameters. We instead explore how to do hard-
parameter sharing, by adding adapters to shared layers, as
well as the usual separate output layers.
2.1. Adaptation Parameters
Various strategies for adding adaptation parameters have
been explored. Learning hidden unit contributions (LHUC,
Swietojanski & Renals, 2014) modifies a neural network by
multiplying each hidden unit by a learnable scalar. Since
the number of units is much smaller than the number of pa-
rameters in the network, this approach adds a small number
of parameters compared to other methods we consider.
Residual adapter modules (Rebuffi et al., 2018) adapt large
pre-trained residual networks (He et al., 2016) for multi-task
learning in computer vision. Each adapter module contains
a 1×1 filter bank with a skip connection, which can be
inserted in series, between the original network layers, or in
parallel, as additional inputs to a layer. For a layer with C
channels, the module contains an additionalC×C matrix per
layer for each task, containing C 1×1 convolutional filters.
This C×C matrix can be compressed by replacing it with a
low-rank approximation, so that the adapters contain a small
fraction of the model parameters (e.g., less than 10% for
each task). Several of our methods were inspired by the idea
of using a low-rank approximation to the key operation of a
model: the convolutional layer when dealing with images,
or multi-head attention in the transformer.
2.2. Fine-tuning Approaches
A recent trend in transfer learning is to pre-train some model
architecture on a language modeling objective before fine-
tuning that same model for a supervised downstream task
(Dai & Le, 2015; Howard & Ruder, 2018; Radford, 2018).
BERT uses a similar approach, but was pre-trained with
two objectives: 1) filling in words ‘masked’ out of an input
sentence, and 2) classifying whether two input sentences
are adjacent in a corpus of text. Unlike a normal language
modeling objective, BERT conditions on both left and right
context when predicting the masked words.
The neural network layers in BERT are taken from the Trans-
former model (Vaswani et al., 2017), a sequence to sequence
model that achieved state-of-the-art results in machine trans-
lation. Transformer layers have subsequently been used
more broadly, e.g. for language modeling (Dai et al., 2019),
image generation (Zhang et al., 2018), and generalized to
video classification, object detection/segmentation and hu-
man pose estimation (Wang et al., 2018b).
A concurrent approach by Houlsby et al. (2019), introduces
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adapters similar to our ‘low-rank’ layers (section 3.3), but
added within each layer before each application of layer-
norm. This work also keeps the BERT model fixed while
training adapter modules. We concentrated on jointly fine-
tuning the entire BERT model on all tasks, which has down-
sides: 1) interference and ‘forgetting’ of stored knowledge
is possible; 2) we require access to all tasks at training time.
However the multi-task setup requires less adaptation pa-
rameters for good performance (we use 1.13× parameters
compared to their 1.3× parameters1 to match having sep-
arate models for each GLUE task.), and is crucial for the
transfer effects that gave us good performance on RTE.
3. Adapting Self Attention
The BERT model we are adapting is a multi-layer bidirec-
tional Transformer encoder based on the original model of
Vaswani et al. (2017). We only consider the smaller BERT-
base model, which contains 110 million parameters. We
somewhat arbitrarily limit ourselves to a 1.13× increase in
total parameters, which is equivalent to 15 million, or 1.9
million parameters per task. This choice avoids the extremes
of having nearly no extra task-specific parameters, or giving
each task its own whole model.
In the following sections we first introduce various com-
ponents of the full BERT model, and discuss how many
parameters they require (section 3.1). We then show the
exact form our parameter additions took, distinguishing be-
tween adding to the ‘top’ of the model, just before the output
space (section 3.2), or within each layer of the BERT-base
architecture (section 3.3).
3.1. Model Architecture and Multi-head Attention
BERT takes in a sequence (one or two English sentences
in our case) and outputs a vector representation of that se-
quence. Each token in the sequence has its own hidden
vector, and the first token of every sequence is always a
special classification embedding ([CLS]). At each layer of
BERT the hidden states of every sequence element are trans-
formed, but only the final hidden state of [CLS] is used for
classification/regression tasks. We now describe how the
vector for one element of the sequence is transformed.
The multi-head attention layer (Vaswani et al., 2017) is the
core of the transformer architecture that transforms hidden
states for each element of a sequence based on the other
elements (the fully-connected layers act on each element
separately). The multi-head layer, which we write as MH(·),
consists of n different dot-product attention mechanisms.
At a high level, attention represents a sequence element
with a weighted sum of the hidden states of all the sequence
1Although the results are not directly comparable since Houlsby
et al. (2019) use BERT-large and we use BERT-base.
elements. In multi-head attention the weights in the sum use
dot product similarity between transformed hidden states.
Concretely, the ith attention mechanism ‘head’ is:
Attentioni(hj) =
∑
t
softmax
(
W qi hj ·W ki ht√
d/n
)
W vi ht
(1)
where hj (we drop the j index in the following discussion)
is a d dimensional hidden vector for a particular sequence el-
ement, and t runs over every sequence element. In BERT the
W qi , W
k
i and W
v
i are matrices of size d/n× d, and so each
‘head’ projects down to a different subspace of size d/n, at-
tending to different information. Finally the outputs of the n
attention heads (each of size d/n) are concatenated together
(which we show as [·, ..., ·]) and linearly transformed:
MH(h) =W o [Attention1(h), ...,Attentionn(h)] (2)
withW o a d×dmatrix2. Throughout this section, we ignore
terms linear in d (like bias terms) to avoid clutter, as they
don’t add significantly to the parameter count. The matrices
in a multi-head layer have 3nd2/n+ d2 = 4d2 parameters.
We further define another component of a BERT layer, the
self-attention layer, which we write as SA(·):
SA(h) = FFN(LN(h+MH(h))), (3)
LN(·) is layer normalisation (Ba et al., 2016), requiring 2d
parameters. FFN is a standard feed-forward network,
FFN(h) =W2f(W1h+ b1) + b2, (4)
with f(·) a non-linearity, GeLU (Hendrycks & Gimpel,
2016) in BERT. Matrix W1 has size dff × d and W2 has
size d× dff , so overall we require 2ddff parameters from
the FFN component.
Putting this together, a BERT layer, which we write BL(·),
is layer-norm applied to the output of a self-attention layer,
with a residual connection.
BL(h) = LN(h+ SA(h)) (5)
We have 4d2 + 2ddff total parameters from a BERT layer.
The entire BERT model is simply a stack of 12 BERT layers,
followed by (in our case) a transformation to take us to the
output space for a NLU task. We write the dimensions of the
hidden states in BERT-base as dm=768. The final hidden
state of the first token of every sequence is all that is used
for the transformation to the output.
The exact form of the transformation applied to the final
hidden state of the [CLS] token is a simple d × d linear
2Vaswani et al. (2017) provide a more detailed motivation and
discussion.
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transformation, known as a ‘pooling layer’, followed by a
nonlinearity then another matrix multiply that projects to the
output space. The output space is always three dimensional
or less in our case, and so this projection does not require
many parameters. However separate pooling layers add d2
parameters for each task. When sharing this layer we needed
to use a non-standard training schedule; see section 4.1.
3.2. Adding Parameters to the Top
The simplest way to add parameters to a model is to add
them at the ‘top’ of the model, i.e. just before the classifica-
tion layer.
We get our final hidden state for [CLS], hf , from the orig-
inal vector embeddings of the tokens in the sequence (of
length l), {ht}lt=0, by
hf = TS(BERT({ht}lt=0)), (6)
where TS(·) is a task-specific function that can potentially
operate on a single vector, but depends on the entire se-
quence when it contains attention layers. BERT(·) always
depends on the entire sequence, and is shared across tasks.
The benefits of this form are that at inference time we only
apply BERT({ht}lt=0) once (assuming the setting where
we perform multiple tasks on the same piece of text), which
saves significantly on total operations because each TS(·)
requires much fewer operations than the main BERT model.
The simplest form for the task-specific transformation of the
hidden state TS(·) would be a linear transform followed by
a nonlinearity. However this requires d2m parameters, and
dm is fairly large even for BERT-base. The linear transform
does not violate our 15 million parameter constraint, but we
expect there are more efficient ways to add parameters.
Another obvious transformation, adding an extra BERT
layer for each task, results in approximately a 1.67× in-
crease in number of parameters, or 73 million new param-
eters. dff is 4dm for BERT, so for a BERT layer we get
4d2m + 2dmdff = 12d
2
m parameters. We include this archi-
tecture in our experiments for comparison, with the caveat
that it requires many more parameters than our alternatives.
To avoid transformations requiring O(d2m) parameters, we
propose using task-specific functions of the form
TS(h) = V Dg(V Eh), (7)
where V E is a ds×dm ‘encoder’ matrix, V D is a dm×ds
‘decoder’ matrix with ds < dm, and g(·) is an arbitrary
function. Because we can make ds as small as we like, g(·)
can be composed of multiple layers of transformations, and
not impose a large parameter budget.
We experiment with these choices for each layer of g(·):
Output
LN2
SA2 PAL2
LN1
SA1 PAL1
Input
Figure 1. Schematic diagram of adding a task-specific function
(here our ‘Projected Attention Layers’ or PALs) in parallel with
self-attention (SA) layers in a BERT model (see section 3.3), with
only two layers for simplicity. LN refers to layer-norm.
• Multi-head attention, optionally followed by a residual
connection and layer-norm. We refer to this method
as Projected Attention. We found ds = 204 worked
well, and allowed us to stay within our 1.13× parame-
ter limit.
• A one or two layer feed-forward network followed by
a residual connection and layer-norm, such that it has
the same number of parameters as the previous form;
this means the intermediate layer is of size 408 (for a
one layer network) or 252 (for a two layer network).
3.3. Adding Parameters within BERT
Instead of adding parameters to the top of the model, we may
want to modify the BERT(·) function itself, inspired by
‘residual adapter modules’ (section 2.1, Rebuffi et al., 2018).
Specifically, we wish to add task-specific parameters to each
layer of the BERT model. See figure 1 for an illustration.
We can add a task-specific function ‘in parallel’ with each
BERT layer as follows:
hl+1 = LN(hl + SA(hl) + TS(hl)) (8)
where l indexes the layer. This means we recover the orig-
inal BERT model if TS(·) outputs a zero vector. Alterna-
tively we can add a ‘serial’ connection where we transform
the output of a BERT layer:
hˆl+1 = LN(hl + SA(hl)) (9)
hl+1 = LN(hˆl+1 +TS(hˆl+1)). (10)
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In preliminary experiments, serial connections gave consis-
tently much worse results than parallel connections, and we
report results for parallel connections in what follows.
We again consider task-specific functions of the form:
TS(h) = V Dg(V Eh), (11)
with the difference that V E (again a ds × dm matrix with
ds < dm) and V D (again a dm × ds matrix) are needed at
each layer rather than only once each.
We experiment with g(·) taking the following forms:
• The identity function; This means our task-specific
transform is just a low-rank linear transformation at
each layer. To satisfy our parameter constraint we
need ds = 100. We refer to this method as Low-rank
Layers.
• Multi-head attention. To satisfy our parameter con-
straint we need ds = 84. We found that it was not
necessary to use the W o matrix (see section 3.1) when
adapting within BERT, and did not use it in any of our
models.
• Multi-head attention, with shared V E and V D across
layers (not tasks). This parameter sharing allows a
larger ds = 204. We refer to this method as Projected
Attention Layers (PALs).
• Shared V E and V D across layers, but with g(·) a feed-
forward network with intermediate size 306 instead of
attention (and again ds = 204).
The motivation behind PALs is that we want to spend our
parameter budget on transformations with an inductive bias
useful for sequences. The ‘encoder’ and ‘decoder’ matri-
ces operate on each sequence element separately, unlike
attention, which transforms the input based on the entire
sequence. Finally, the attention mechanism of PALs can
potentially be inspected to see which tokens in a sequence
the task-specific parts of the model focus on, although we
did not concentrate on this aspect in this work.
4. Multi-task Training and Experiment Setup
4.1. Sampling Tasks
A simple way to train a model on several tasks is to select a
batch of training examples from each task, cycling through
them in a fixed order. We refer to this as ‘round-robin’
sampling. However if the tasks have different numbers of
training examples, round-robin sampling may not work well.
By the time we have seen every example from a particular
task we could have looped through another task’s smaller
Table 1. How parameters are ‘spent’ for some of our methods,
where T is the number of tasks, and there are 12 layers in the base
network. The 2dmds terms come from ‘encoder’ and ‘decoder’
matrices. PALs (section 3.3) use 3d2s parameters per multi-head
layer (see section 3.1) rather than 4d2s because they do not use
the final linear transform W o. Projected attention (section 3.2)
worked best with six rather than twelve layers.
METHOD PARAMETERS
PALS T (2dmds + 12 ×3d2s)
LOW RANK T (12× 2dmds)
PROJ. ATTN. ON TOP T (2dmds + 6× 4d2s)
dataset many times. This imbalance could lead to over-
fitting on smaller tasks, and under-training on larger tasks.
Potentially we could alleviate this issue by manually tuning
regularisation hyper-parameters for each task.
Alternatively we can use methods where we see more exam-
ples from tasks with larger associated datasets. Concretely,
we select a batch of examples from task i with probability
pi at each training step, and set pi proportional to Ni, the
number of training examples for task i:
pi ∝ Ni. (12)
This is the approach of the multi-task BiLSTM of Wang
et al. (2018a) on the GLUE benchmark, and was used by
Sanh et al. (2018). It has the appealing property of selecting
each example with the same probability as combining all
the tasks and picking examples uniformly (though we train
on batches from each task not single examples).
Since the ratio of the largest to the smallest task sizes Ni
we use is ≈158, we only rarely train on some tasks with the
simple ∝ Ni method. Training on one task (or a particu-
lar subset of tasks) for many steps can lead to interference,
where performance on the other tasks suffers. A more gen-
eral approach to sampling tasks sets pi as:
pi ∝ Nαi . (13)
If we choose α < 1 we reduce the disparity between the
probabilities of choosing tasks. We consider α = 0.5 in our
experiments, and call this method ‘square root sampling’.
Finally, we noticed that it was beneficial to train on tasks
more equally towards the end of training, where we are
most concerned about interference, and so we constructed
the ‘annealed sampling’ method where α changes with
each epoch e:
α = 1− 0.8 e− 1
E − 1 , (14)
where E is the total number of epochs. Since we used
multiple datasets we chose a somewhat arbitrary ‘epoch’ of
2400 training steps.
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It was particularly important to use the square root or an-
nealed sampling methods when sharing a pooling layer (see
section 3.1), and it makes intuitive sense that when the layer
just before the output is shared, we need to guard against
interference between tasks.
4.2. Setup
We based our experiments on the PyTorch implementation
of BERT 3 and open-source our code4. No matter how
we sampled tasks, we (unless stated otherwise) trained for
60,000 steps, with a minibatch size of 32, and a maximum
sequence length of 128 tokens, choosing the best model
from within that training time based on average develop-
ment set score. We use Adam with learning rate of 2×10−5,
β1 = 0.9, β2 = 0.999, L2 weight decay of 0.01, learning
rate warmup over the first 10% of steps (usually 6,000),
and linear decay of the learning rate after this, going down
to zero at the end of training. We note warmup followed
by linear decay is the ‘slanted triangular learning rate’ of
Howard & Ruder (2018), who find it is suited for fine-tuning
a language model on single tasks. We performed most of
our experiments using either the ‘proportional’, ‘square root’
or ‘annealed’ sampling methods (see section 4.1). Round
robin sampling gave consistently worse results.
We use twelve heads for the attention mechanism in PALs
and other methods, except when using a smaller hidden
size, where we decreased it proportionally. We did not
find significant performance differences when changing the
number of heads. We used the same BERT-base architecture
as by Devlin et al. (2018), twelve attention heads, dff =
3072 and dm = 768 (see section 3.1).
We found it was crucial to use the pre-trained weights for
BERT-base and not start from scratch. When training from
scratch, with adaption parameters or not, we got signifi-
cantly worse performance. For some tasks we did not get
better results than random guessing after 90,000 steps. Al-
though we note we used the same hyper-parameters as when
training from the pre-trained weights, which might not be
optimal for starting from scratch. We experimented briefly
with freezing the BERT-base parameters and fine-tuning
only the PALs and alternatives, but concentrated on train-
ing all of the parameters, finding it took less parameters to
approach matching fine-tuned BERT.
4.3. Details of GLUE Tasks
We test our methods for multi-task adaptation on eight of the
nine tasks in the GLUE benchmark (Wang et al., 2018a)5.
3https://github.com/huggingface/pytorch-pretrained-BERT
4https://github.com/AsaCooperStickland/Bert-n-Pals
5Wang et al. (2018a) provide a more detailed discussion of
these tasks.
Single-sentence tasks: Acceptability classification with
CoLA (Warstadt et al., 2018); binary sentiment classifi-
cation with SST (Socher et al., 2013).
Sentence pair tasks: Semantic similarity with the MSR
Paraphrase Corpus (MRPC: Dolan & Brockett, 2005), STS-
Benchmark (STS: Cer et al., 2017) and Quora Question Pairs
(QQP) dataset, and textual entailment with Multi-Genre
NLI Corpus (MNLI: Williams et al., 2018), a subset of the
RTE challenge corpora (Dagan et al., 2006), and data from
SQuAD (QNLI: Rajpurkar et al., 2016).
Like Devlin et al. (2018) we exclude the Winograd NLI
task. When systems are trained on this task they have al-
ways performed worse than the 65.1 baseline accuracy of
predicting the majority class. For our submissions we also
simply predicted the majority class.
5. Experiments and Discussion
Table 2 lists our results on GLUE for our best-performing
PAL model (chosen by average development set perfor-
mance), and some alternatives. Our main comparison is
against fine-tuned BERT-base, which in the absence of trans-
fer effects represents an upper bound on our performance,
since it involves tuning all BERT-base parameters to per-
form well on each task individually, therefore requiring
approximately 8× as many parameters as our methods. By
construction, apart from our adaptation parameters we use
the exact same architecture as BERT-base. We note that with
the exception of our results for RTE, better performance can
be obtained by fine-tuning the BERT-large model that has
approximately 3× the parameters of BERT-base.
The use of multi-task training significantly improves results
on the RTE task, achieving state-of-the-art performance.
Similar improvements have been observed with multi-task
LSTM-based systems (Wang et al., 2018a) and by pre-
training on MNLI before fine-tuning on RTE (Phang et al.,
2018). Since RTE has the smallest number of training exam-
ples, and is similar to MNLI, it makes intuitive sense that it
benefits from multi-task training. Sharing more parameters
increased performance on RTE, and our fully-shared model
has slightly better performance on RTE than PALs, however
PALs are the only model that matches BERT-base on the
larger tasks as well as performing well on RTE.
For the large sentence-pair tasks, MNLI, QQP and QNLI,
performance is almost exactly the same as BERT-base with
PALs. For the two single sentence tasks: the syntax-oriented
CoLA task and the SST sentiment task we see the largest
drops in performance with PALs. This is in agreement with
the results of Phang et al. (2018) who did not observe any
transfer from various intermediate tasks, and, for CoLA,
mirrors the results of Bowman et al. (2018) that language
modeling alone is the best pre-training task for CoLA.
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Table 2. GLUE Test results, scored by the GLUE evaluation server. The number below each task denotes the number of training examples.
We show F1/accuracy scores for QQP and MRPC, and accuracy on the matched/mismatched test sets for MNLI. The ‘Av.’ column is
slightly different than the official GLUE score, since we exclude WNLI. ‘Bert-base’ results are from Devlin et al. (2018). ‘Shared’ refers
to the model where all parameters are shared except the final projection to output space. The models we tested are a result of the ‘annealed
sampling’ method for multi-task training as it produced the best results on the dev set.
METHOD PARAMS MNLI-(M/MM) QQP QNLI SST-2 COLA STS-B MRPC RTE AV.
392K 363K 108K 67K 8.5K 5.7K 3.5K 2.5K
BERT-BASE 8× 84.6/83.4 89.2/71.2 90.1 93.5 52.1 85.8 84.8/88.9 66.4 79.6
SHARED 1.00× 84.0/83.4 88.9/70.8 89.3 93.4 51.2 83.6 81.3/86.7 76.6 79.9
TOP PROJ. ATTN. 1.10× 84.0/83.2 88.8/71.2 89.7 93.2 47.1 85.3 83.1/87.5 75.5 79.6
PALS (204) 1.13× 84.3/83.5 89.2/71.5 90.0 92.6 51.2 85.8 84.6/88.7 76.0 80.4
Table 3. GLUE performance, in terms of average score across each task’s development set; this score is accuracy except for CoLA, where
it is Matthews correlation, and STS-B, where it is Pearson correlation. We show the mean and standard error over three random seeds,
unless standard error is < 0.005. For the details of the sampling strategies see section 4.1. For the ‘within BERT’ methods we show the
smaller hidden state size in brackets, and write ‘no sharing’ to refer to not sharing V E and V D across layers, ‘top’ to mean adding in
parallel to the six BERT layers just before the output, and ‘bottom’ to mean adding in parallel to the six BERT layers just after the input.
METHOD NO. PARAMS NEW LAYERS PROP. SAMP. SQRT. SAMP. ANNEAL SAMP.
SHARED 1.00× 0 79.17±0.03 80.56±0.04 80.7±0.3
ADDING ON TOP OF BERT
BERT LAYER 1.66× 1 80.6±0.2 81.6±0.3 81.5±0.2
PROJ. ATTN. 1.10× 6 80.3±0.1 81.4±0.1 81.5±0.1
PROJ. FFN (1 LAYER) 1.10× 6 81.07 80.8±0.1
ADDING WITHIN BERT
PALS (204) 1.13× 12 80.6±0.2 81.0±0.2 81.7±0.2
PALS NO SHARING (84) 1.13× 12 81.3±0.1
LOW RANK (100) 1.13× 12 81.9±0.2
PALS (276, TOP) 1.13× 6 81.61±0.06
PALS (276, BOTTOM) 1.13× 6 81.4±0.1
5.1. PALs and Alternatives
Table 4 lists our results on the GLUE benchmark develop-
ment set for various ways of adding task-specific parameters
and sampling strategies.
Our best results came with PALs, or low-rank layers, adapt-
ing every layer within BERT. The performance of PALs
increased with a larger hidden state. Having separate ‘en-
coder’ and ‘decoder’ matrices (see section 3.3) across layers,
or having separate pooling layers for each task, with the ap-
propriate reduction in hidden state size to make up for the
extra parameters, resulted in worse performance for PALs.
However sharing ‘encoder’ and ‘decoder’ matrices between
tasks or both layers and tasks hurt results. A larger hidden
state size seems important for Transformer models, e.g. the
performance of BERT-large vs. BERT-base (Devlin et al.,
2018) or the ablation study by Vaswani et al. (2017).
We tested two adaption layers that did not use attention:
Low-rank layers, and our method with shared ‘encoder’ and
‘decoder’ matrices but with a small feedforward network in-
between them instead of attention. The latter model did not
achieve good performance, but low-rank layers and PALs
have similar mean performance.
By inspecting the best-performing single models of each
method we see a contrast: the strong results for low-
rank layers are partly from better performance on CoLA.
CoLA tends to see larger changes in score between mod-
els than other tasks since it is scored by a different mea-
sure (Matthews correlation coefficient rather than accuracy).
PALs performed better for the three largest tasks, MNLI,
QQP and QNLI, and equivalently for other tasks.
These results suggest PALs has greater representational ca-
pacity; the only model that achieved comparable perfor-
mance on the large tasks was adding an entire BERT-layer
to the top, but this model had worse performance on the
RTE task and uses many more parameters. The fact that
spending parameters on linear transforms in the encoder, de-
coder or pooling matrices gives worse performance, and the
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worse performance of feedforward layers compared to multi-
head attention, points towards the inductive bias provided
by attention being important for good performance.
However at sufficiently parameter constrained regimes (for
example 1.5 million parameters, which implies ds = 10 for
low-rank transforms, and ds = 60 for PALs), PALs and low-
rank layers performed similarly to the fully-shared model.
Using the LHUC method (see section 2.1), which requires
even fewer parameters, also gave no improvement over the
fully-shared baseline.
Ultimately, given the simplicity and competitive perfor-
mance of low-rank layers, they remain an attractive option.
There may be bigger differences for tasks like question an-
swering which rely on the hidden states of every token in
the input (as opposed to GLUE tasks which only use the
final [CLS] hidden state to make predictions). We note that
PALs and low-rank layers can easily be combined, say by
using one type of adapter in the higher layers of the network
and another in the lower ones.
When adding parameters to the top of BERT-base, it was
important to use attention rather than feedforward trans-
forms. Six additional layers worked best, outperforming
using twelve or three layers. We also found it was crucial
to use layer-norm and residual connections after each appli-
cation of attention. Surprisingly, for these models using a
separate pooling layer did not noticeably change results, and
we report results with a shared pooling layer, which requires
fewer parameters. These models saw worse performance on
the RTE task, perhaps because transfer from other tasks is
important, and splitting the model into multiple ‘heads’ for
each task dampens the benefits of shared knowledge.
5.2. Where should we add Adaptation Modules?
We draw some of the same conclusions as Rebuffi et al.
(2018) for ‘residual adapter modules’. As that work stud-
ied multi-task computer vision with residual networks (sec-
tion 2.1), we hope that these principles will apply broadly.
Adding task-specific functions within networks works better
than adding them to the top (for a given number of parame-
ters). As found by Rebuffi et al. (2018), the best performing
models had adaptations at every layer of the base network,
and adding adapter modules to the final half of the base
model worked better than adding to the half just after the
input. Unfortunately, adapting every layer of the base model
represents the worst case for sharing operations between
tasks. (We note again that this sharing is possible only when
we want to perform many tasks on the same piece of text).
But adapting the final half achieved slightly better perfor-
mance than adding to the top of BERT-base. When adapting
the final half we can still share the first six layers worth of
operations, offering a useful compromise.
For within-network adaptations, parallel connections
worked better than serial ones, also as found by Rebuffi
et al. (2018). Our results with serial connections were much
worse than simply not including any adapters. While the
parallel configuration acts as a perturbation on the base net-
work, the serial configuration more directly changes the
hidden states being fed into the next layer. In these ways,
the parallel configuration is less prone to the loss of the
‘knowledge’ stored in the base network. We note that our se-
rial configuration adds a newly initialised layer-norm, which
may be the source of the performance drop.
6. Further Discussion
We found the details of how to schedule training examples
from each task were important. With a lot of parameter shar-
ing, sampling tasks proportional to dataset size impaired
performance compared to our ‘annealing’ method, where
we slowly decrease the influence of dataset size on sampling
probability. Annealing increased the variance of perfor-
mance across random seeds as well as mean performance,
meaning that we may need to pay the cost of several training
runs to obtain the best single models from this method. We
did not consider many variations of training method, and
used no methods to reduce interference from training on
separate tasks (to take one example, the ‘Gradient Episodic
Memory’ of Lopez-Paz & Ranzato, 2017). How these meth-
ods interact with choice of adaptation parameters is a direc-
tion for further research.
We introduced ‘Projected Attention Layers’ as a transforma-
tion that can adapt the BERT sentence representation model
for multi-task learning. PALs give a higher capacity for a
given number of parameters compared to all the alternatives
we considered, although simple low-rank transformations
remain attractive due to their simplicity. If we adapt all
the layers of BERT-base, we cannot share any operations
across tasks. Ultimately the choice of which method to use
depends on the constraints in place; if parameters are less
constrained but you want to share as many operations as
possible, adding an entire task-specific BERT layer on top
of the model makes sense. If shared operations are not an
issue, then adding PALs to every layer will perform well
with few parameters. Finally, adapting only the final half of
the base model offers a compromise between performance
and sharing operations.
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A. Performance on Tasks Over Time
Figure 2 shows performance on the GLUE tasks over time
for PALs and low-rank adapter modules. The low-resource
tasks have a much larger variation in performance than the
high resource ones, which are fairly stable. CoLA perfor-
mance in particular varies a lot early on in training. Perfor-
mance on CoLA and RTE goes down towards the end of
training with low-rank adapters, and not with PALs, and the
opposite trend for MRPC. These downward trends might
be rectified with a better training schedule or regularisation
scheme.
B. Squad and SWAG Performance
We conducted limited experiments on two additional tasks.
The Stanford Question Answering Dataset (SQuAD) is a
collection of 100k crowdsourced question/answer pairs (Ra-
jpurkar et al., 2016), where the task is to predict the location
of the answer in a paragraph from Wikipedia. We follow the
approach of Devlin et al. (2018) by associating each token in
the input sequence with a probability of being the start, and
end, of the answer span. The Situations With Adversarial
Generations (SWAG) dataset contains 113k sentence-pair
completion examples intended to evaluate grounded com-
monsense inference (Zellers et al., 2018). Given a sentence
from a video captioning dataset, the task is to decide among
four choices the most plausible continuation, with each
sentence-completion pair assigned a score, and a softmax
applied over the four choices to form a probability distribu-
tion.
We tested multi-task learning with the SQuAD and SWAG
datasets. We follow all the same experimental settings as
before, but we use round robin sampling because of the
comparable size of the datasets, and train for 24,000 steps,
not 60,000, with an increased maximum sequence length,
256. Results, see table 4, show a slight improvement when
using the PAL adapters compared to a fully shared baseline
and low-rank adapters. However all approaches performed
similarly, with there perhaps less need for the flexibility
provided by adapters when only training on two tasks.
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(b) Low rank adapters
Figure 2. Average performance over four random seeds for two adapter modules, with the shaded region indicating standard deviation.
CoLA performance has been shifted up by 30% for visibility.
Table 4. Performance on SQuAD and SWAG, in terms of average score across each task’s development set; this score is exact match and
f1 score for SQuAD, and accuracy for SWAG.
METHOD NO. PARAMS NEW LAYERS ROUND ROBIN
SHARED 1.00× 0 82.75±0.09
ADDING WITHIN BERT
PALS (204) 1.13× 12 82.774±0.006
LOW RANK (100) 1.13× 12 82.74±0.06
