Abstract-Multimedia data have specific temporal presentation requirements. For example in video conferencing applications voice and images of participants must be delivered and presented synchronously. These requirements can be achieved by scheduling or managing system resources.
Introduction
Data objects involved in multimedia presentations can have strict temporal playout requirements. We define a multimedia data object as data such as graphics, text, video, audio, or similar items. Each object has a specific relationship with the other objects in an author's presentation. For example, a multimedia slide presentation requires visual and aural components to be played out for a predefined sequence and duration (Fig. 1 ).
Figure 1: An Example of Multimedia Data Presentation
If these temporal relationships are violated, the result can be noticeable to the end-user.
For example, in "talking head" applications such as videoconferencing, a skew in audio and video playout greater than 160 ms is easily detectable and is annoying [31] . The relationships between components of the same object or medium are equally important. For example the constant frequency of audio samples of an audio object must be preserved during playout.
Given a temporal specification for the playout of a collection of multimedia objects, the correct sequencing and timing of playout can be achieved through the support of a computer operating system and associated interconnected computer network. Therefore, these subsystems must be managed and scheduled to yield the timely delivery of the multimedia objects.
One of the most difficult subsystems to schedule is the communication channel. This is due to the high data rate of a multimedia presentation relative to most systems' performance and to the shared nature of computer networks. A multimedia scheduler must also respond to dynamic user requests caused by user interaction and must deal with limitations in available memory. In summary, a multimedia scheduling system must accommodate the temporal requirements of a multimedia presentation, adapt to dynamic user input, consider memory limitations, and respond to changes in network utilization.
The approach described in this paper, called limited a priori scheduling (LAP), conforms to these requirements. The essence of the technique is as follows: After receiving information about the characteristics of the stored data from multiple sources, the LAP scheduler, residing at the receiver, creates a data retrieval schedule based on delay estimation and using real-time scheduling. The LAP scheduler then sends a unique data retrieval schedule to each source. Each retrieval schedule; however, is only valid for a limited period due to the dynamic behavior of the network loading and the user's interaction with the system.
The LAP scheduler creates a schedule for a new period when the current schedule expires or when required by dynamic user input or changes in network performance. Bandwidth and memory limitations are also considered by the LAP scheduler.
There are many approaches to accommodating the delivery requirements of time dependent data such as digital media. Real-time network communications as described by Ferrari and Verma [13] and Lazar et al. [22] provide performance guarantees which can be either absolute, through deterministic scheduling and resource allocation, or approximate by using statistical approaches. In these types of networks, the user can request specific time-based communication requirements. If adequate resources exist to accommodate these requirements, the network grants a connection. A similar approach is used for RSVP (Resource ReSerVation Protocol) [5] . The RSVP reservation model uses flow and filter specifications (flows spec and filter spec). The flow spec defines the requested quality of service (QOS) while the filter spec associates data packets in a session to a given flow spec.
Unlike research in real-time network communications, there have been systems designed based on pre-existing network protocols to accommodate the requirements of multimedia data delivery. One popular network technology for digital media delivery is the Asynchronous Transfer Mode due in part to its bandwidth allocation policies [8, 20, 27, 28] . Another is the IEEE 802.5 Token Ring LAN which is has a maximum token holding time and a data priority system that allow for bounded transmission delays [3] . Studies have also been performed on other ring networks such as the Cambridge Fast Ring [1] and the Fiber Data Distributed Interface network [23] .
One such system, using the Capacity Based Session Reservation Protocol (CBSRP), maintains temporal data relationships of multimedia presentations by using the characteristics of an FDDI network and a real-time operating system called ARTS [32, 7] . Similar to the LAP scheduler, resource scheduling and management is performed to ensure that the proper resources are available for data playout. Unlike the LAP scheduling technique, it uses a real-time operating system and a specific communications technology to manage all active sessions.
There has also been considerable research on the delivery of multimedia data through general packet-switched networks. Elliot et al. [10] constructed a global videoconferencing environment based on a packet-switched network with bandwidth reservation and multicasting protocols. Other systems use flow control techniques rather than built-in bandwidth reservation protocols [2, 11, 17, 19, 21] . These approaches adjust the transmission rates of multimedia data in accordance with network performance.
Another method to transmit digital media across general packet-switched networks is by using a "best-effort" technique. Jeffay uses a best-effort approach for the delivery of audio and video based on a combination of transport, display, and operating system processes [18] .
The transport mechanisms include techniques to avoid network congestion, provide forward error correction, manage the data leaving the server, and vary the synchronization between audio and video so that continuous audio is achieved. The combined use of several types of processes creates a effective system for delivering digital media data across packet-switched networks; however, the authors admit some shortcomings. The transport mechanism is not as effective when the number of intermediate networks increases. Also, the system only considers audio and video streams, unlike the LAP approach which is designed for orchestrated continuous and discrete multimedia data.
There are related approaches to media delivery which are specifically designed to support large user populations via multicasting. In the system of Bolot et al. [4] , each receiver indicates to the sender what quality of video it is receiving based on its rate of packet loss.
The sender can then increase or decrease the amount of data it introduces into the network by making adjustments to its encoding process.
Another protocol designed specifically for data delivery through multicasting is the Multimedia Multicast Channel (MMC) [29] . In the MMC work, the sender and receiver are only loosely coupled. The "open-loop" interaction between the sender and receivers is well suited for the multicast model of real-time continuous media. Each receiver filters the multicasted data to suit its specific application. The LAP scheduling technique described in this paper is distinct from the aforementioned approaches for a variety of reasons. The LAP scheduler has been implemented and demonstrated in conjunction with an Ethernet network and has been shown to be effective for an FDDI network as well [14, 15] . Moreover, it can function in a variety of single protocol and integrated network environments because of its use of a generic delay model and a delay esti-mation technique. Real-time network communications and the approach proposed by Elliot for packet-switched networks require the establishment of new low-level network protocols.
Moreover, the use of existing protocols (e.g., token ring) satisfies LAN-based applications but fails when multiple interconnected networks are used.
The LAP also deals with multiple sources. Flow control mechanisms are usually designed for the retrieval of data from a single source and do not provide mechanisms to selectively degrade media delivered from a variety of distinct sources. In contrast, multicast algorithms are created to deliver to many destinations. While users can decide whether or not to receive a stream (i.e., to receive audio but not video of a conference) and can filter received data, they cannot individually control the stream emanating from the source. The LAP approach uses a one-to-one system which manages the data from the receiver. It can degrade the delivered stream if required by bandwidth limitations and can be easily expanded to handle multiple streams from multiple sources.
The remainder of this paper is organized as follows. In Section 2 the retrieval delay model and corresponding estimation techniques are described. Section 3 provides a description of the LAP scheduler including the algorithms used for service degradation under bandwidth and buffer-limited situations. Results from the implementation and experimentation using Ethernet are discussed in Section 4. Section 5 concludes the paper.
Retrieval Delay Model and Delay Estimation
The transmission of time-dependent data on computer networks is ideally be performed using network performance guarantees, but on most networks today there are no such guarantees. Therefore, the retrieval of multimedia data require an assessment of the current network or communication channel (henceforth, "channel") performance. With delay modeling and delay estimation, the retrieval of multimedia objects can be scheduled so that objects arrive at the playout system before their presentation times, but not so early as to overflow the allocated buffer space of the playout system. The delay model used by the LAP scheduler in a multihop network is described first, followed by the window-based probabilistic delay estimation technique.
Delay Model
A network delay characterization can be used by the scheduler to overcome delay and bandwidth limitations by choosing bounds on retrieval delay and bandwidth usage. As illustrated in Fig. 2 , a control time T 1 can be selected corresponding to a likelihood F 1 that a packet arrives on time. Unfortunately, the network delay characterization is not stationary and such a measurement is valid for a limited period. Our approach adapts to these changes by monitoring the channel delay distribution and adjusting the retrieval schedule accordingly. 
The variable delay D . The variable delay model for a single hop network, the trivial case of the multihop network model, is described in references [16, 24] . . Note that the independence assumption yields an approximation that is an important component of a network delay model that is shown to be effective (Section 4. The correspondence between the actual variable delays of network packets for a given session varies due to network conditions: the busier the network, the closer the variable delays are to being independent. This is due to the additional effects of other sessions using the same channel, i.e., effects of the the predecessor and successor packets are diminished.
The use of a normal approximation in a network model was suggested by De Prycker et al. [9] . It is used to estimate the variable portion of a retrieval delay in a single-hop case by Little and Ghafoor [24] and in a multi-hop case by Gibbon [16] . A benefit of using a normal approximation when estimating retrieval delay times is the simplicity of using the error function erf (g) to select a control time corresponding to the desired likelihood of on-time arrival. Furthermore, only two parameters need to be estimated: the mean µ and variance
For the LAP scheduler, estimates of these parameters are calculated using a window
, ..., D I vw ) are the last w recorded variable interarrival delays, independent and identically distributed, and are from a variable delay distribution, thenμ is an unbiased and consistent estimator of the mean µ if it is defined as [30] :
The estimatorσ 2 is an unbiased and consistent estimator of variance σ 2 if it is defined as [30] :σ 2 def
2 .
An advantage of this window estimator is that it lends itself to a technique that determines whether the network load has recently changed. We define a test for this condition based on a likelihood ratio factor defined below:
likelihood ratio factor (lrf )
Using the meanμ s and varianceσ 2 s estimates used to create the current schedule, an evaluation, called the likelihood ratio test, is employed to determine if the more recent arrivals are part of the delay distribution modeled byμ s andσ 2 s or if they represent a new delay distribution.
The likelihood ratio test is defined as lrf 1.0. If the retrieval delay distribution has changed, then the current meanμ s and varianceσ 2 s estimates no longer effectively model the current delay distribution and the likelihood ratio factor will grow to a number much greater than one.
Because the variance estimate (denominator) is defined in terms of the mean estimate and the original delay samples, and the numerator involves the mean estimate and the new delays; the lrf ratio will be approximately one if the new packets continue to experience the original network conditions. If new network conditions exist then the likelihood ratio factor will be significantly greater than one. This signals the LAP to create a new retrieval schedule using new estimates of µ and σ 2 . The new estimates will be based on the w small (w small < w max ) most recent packet arrivals to increase the likelihood that all the retrieval delays used reflect the new delay distribution. As more packets arrive after the detected change in distributions, the number of packets used to estimate µ and σ 2 returns to w max .
The types of changes in the delay distribution that the likelihood ratio test will most likely detect are discrete or long-lived. These types of changes will occur if there is an increase or decrease in the number of multimedia sessions utilizing the network for retrieving digital video.
A different network dynamics scenario is characterized by slow drifts of the network delay distribution. This type of network behavior requires a window size (w max ) and lrf limit small enough so that performance estimates are always within a tolerable region of accuracy. If there are short-lived and frequent changes in the network load due to activities such as file transfers, w max should be large enough to encompass delays characteristic of these periods. If bursts are infrequent yet still potentially detrimental to scheduling in the network, a portion of the window can be set with constant values characteristic of delay retrieval during burst activities.
The LAP scheduler does not assume that all packets must be transmitted on the same physical path through the network. It is possible that the characteristics of a retrieval delay distribution are due in part to packets traversing different paths through the network. If there is a change in the manner in which packets are being routed, resulting in a change in the delay distribution, the LAP scheduler can adapt to the new condition.
Limited A Priori Scheduler
In this section we describe the limited a priori (LAP) scheduler. By using network delay estimation and real-time scheduling, the LAP scheduler, residing on a receiving (presentation) machine, manages the timing of retrieval for multimedia objects. The LAP scheduler is comprised of two main components: the Schedule Creator, corresponding to a static resource reservation mechanism, and the Delay Estimator, corresponding a dynamic delay modeling mechanism. Fig. 3 shows the relationship between these components. Their behavior is as follows. After the LAP Scheduler receives information about the data to retrieve, the Schedule Creator generates retrieval schedules that utilize the delay estimates maintained by the LAP Delay Estimator. Once a retrieval schedule is created, it is sent to the data server (source) where it is used as the script for timing the transmission of the selected objects. At the destination, the Delay Estimator receives the multimedia objects, collects statistics on arrival times, and forwards the objects to the appropriate playout subsystem. The management of the various playout subsystems is not performed by the LAP scheduler in our implementation; however, these components have more well defined timing behaviors. Figure 4 illustrates the playout of a period n + 1 and the scheduling for period n + 2 that is interrupted by a "fast-forward" command issued by a user. The subsequent period, n + 6, is then scheduled and enacted based on this change in system state. Details of the operation of the Schedule Creator are described below. 
Schedule Creator
The Schedule Creator produces a retrieval schedule each period of the playout schedule. It schedules the retrieval of an object according to:
• The time to retrieve the object,
• the available bandwidth of the channel,
• the available memory at the receiver allocated to buffering, and
• the interaction and competition for resources of the object with others from the same session.
Prior to addressing these techniques we introduce a set of media presentation factors used by the LAP scheduler. These factors allow us to consider the special delivery characteristics of each medium.
Media Presentation Factors
By using a normal approximation and corresponding error function erf (g) 1 a control time T O can be selected that corresponds to a percentage of on-time arrivals. As proposed by
Montgomery in a study of packet voice synchronization, a percentage of on-time arrivals can be selected which is suitable to an application and provides a bounded retrieval delay [26] . When there are several media whose playouts need to be synchronized, it is difficult to determine the appropriate values that should be used for factors such as percentage of on-time arrivals. Steinmetz and Engler contend that the acceptable difference between the playout time of a video image and its corresponding audio in a "talking head" application is less than 160 ms [31] . A similar characterization, including specifications for delay, throughput, and reliability, is proposed by Ferrari for the communication of various real-time end-user applications [12] .
The LAP scheduler uses two media presentation factors. Media are degraded in relation to their minimum acceptable presentation percentage P M and retrieved with a probability of on-time arrival of F m . The parameter P M represents the smallest fraction of complete objects must be played-out for a given media. The penalty for dropping a degradeable media object
(e.g., a video frame) is assumed to be inversely proportional to the defined P M corresponding to the medium. Note that some media such as graphic and text objects cannot tolerate losses and we call them non-degradeable.
We assume that there exists a relationship between perceived quality and these parameters; however, no specific criteria are suggested for selecting values for F m and P M since appropriate values vary for different media, applications, end-users, and compression standards. For example, when video is compressed using the JPEG standard, losses to individual frames do not affects other frames in the stream. When interframe compression approaches are used (e.g., MPEG I), a single lost packet can cause the loss of many subsequent video frames. The use of the media presentation factors is, at best, a coarse method for mapping media presentation requirements to resource availability and requires considerable further investigation.
Retrieval Before Playout and Bandwidth Averaging
The Schedule Creator schedules the retrievals for multimedia objects comprised of nondegradeable media as well as degradeable (lossy) media. The following description focuses on the scheduling of two media: a non-degradeable medium A and a degradeable medium B. Here we assume that there is at least sufficient bandwidth available to retrieve all of the non-degradeable media, although possibly at the expense of the degradeable media.
The LAP scheduler creates the retrieval schedule as follows. It begins with the last object of the period and calculates the time T O v necessary for object i to be retrieved with an on-time arrival probability F m . This is performed using the error function erf (g) and
is estimated by (r i − 1)μ + g m (r i − 1)σ 2 . An erf (g) table is used to find g m for F a − 0.5. The number of packets, r, needed for transmitting an object is found by dividing the object size by the packet size and rounding up, i.e., r i = (|x i |/S) . To maintain accurate statistics, we use a packet size less than or equal to the smallest transport packet size to prevent additional packet fragmentation.
Once T O v is established, the total object delay T O is calculated for the object being retrieved:
. The retrieval time φ is then set based on the playout time, π, of the object. In our implementation, an additional time, T OS , is subtracted from the final retrieval time to compensate for additional processing time due to algorithm execution and operating system overheads:
The time execute the algorithm is 
bounded by the the number of items in the scheduling period. Though we recognize that the operating system overhead is variable we do not attempt to model this here.
The retrieval time for the predecessor object is similarly calculated, but now considering competition for use of the channel by other object in the same session. If the retrieval time of the predecessor object plus the time it takes to send the object is later than the scheduled retrieval time of the object (φ i−1 + r i−1 (μ + D t ) > φ i ), then the predecessor is rescheduled in relation to the successor: φ i−1 = φ i −r i−1 (μ+D t ). Here r i−1 (μ+D t ) defines the average time it takes to put object i − 1 onto the channel. In this manner a form of bandwidth averaging is introduced whereby objects are retrieved earlier than needed in order to compensate for the variations in the playout schedule [24] . In Fig. 5 the third object of medium B (B 3 ) is retrieved for playout earlier than needed so that the second object of medium A (A 2 ) can be retrieved on time.
Object Degradation to Accommodate Bandwidth Constraints
Bandwidth averaging can be used to overcome variations in the resource requirements of a multimedia presentation; however, if the average network bandwidth needed by the presentation is higher than the current available network bandwidth, the retrieval and subsequent playout of the media must be degraded. By not retrieving some objects during a period (e.g., Figure 6 illustrates the dropping of object B 1 from the retrieval schedule (and subsequently playout schedule) due to bandwidth limitations. The decision to drop an object is achieved by the Schedule Creator which uses the network capacity (C L = |x|/(D t + µ)) and the total volume of data for the period to determine if degradation is required. If degradation is necessary, the various media comprising the presentation are degraded based on their media presentation factors.
Degradation to Accommodate Buffer Space Limitations
Another reason a retrieval schedule might be degraded is the limited availability of buffer space at the receiver. In some scenarios it is possible that several objects can be in the channel at the same time. These scenarios include high-capacity networks (e.g., gigabit networks) or networks with highly variable transmission delays. In the later case, an object must be scheduled to consider very long delays while at at the same time buffer space must be allocated to deal with early arrivals due to short delays. Moreover, because most objects (e.g., frames) must be received in their entirety before being useful for playout, the buffer must be able to accommodate the largest object of the presentation. 
= 0). This is illustrated
in Fig. 7 . Here the object remains in the buffer for the time allocated for the variable delay. If other objects also experience a zero variable delay, then data arrive at a maximum rate proportional to the percentage of network capacity being utilized. This percentage is expressed in terms of the minimum distance between retrieval times min(φ j − φ j−1 ) for objects that arrive after the current object arrives but before it is played out. The required buffer space (Q maximum required ) is therefore calculated with the equation:
When maximum network resources are being used min(φ j − φ j−1 ) = rD t .
When this required buffer space exceeds the available buffer space (i.e., Q required > Q max ), then the retrieval schedule is degraded. Figure 8 illustrates the case where B 3 is dropped because non-degradeable objects A 1 and A 2 would otherwise occupy the buffer at the same time as B 3 ; however, there is insufficient space for all of the objects.
In the LAP implementation, a list is maintained to determine the current buffer occupation. This is done by considering each object's playout time and earliest possible arrival time t earliest arrival . A conservative approach to determining t earliest arrival assumes that the entire object requires buffering as soon as the first packet can arrive (i.e., t earliest arrival = 
Delay Estimator
The LAP Delay Estimator uses a window estimation technique to determine the network performance. When a new packet arrives the estimates forμ andσ 2 are updated according to whether the estimator window has already reached the size w max or if it is still expanding. If the time remaining in the current schedule is less than or equal to the time needed to create, request, and process a new schedule, then the Delay Estimator requests a new schedule from the Schedule Creator. If the lrf exceeds lrf limit or the user requests a presentation change, then the estimator window shrinks to the w small lastest arrivals; lrf, D 
Extensions
The Schedule Creator and Schedule Executor algorithms presented assume a single data source; however, both can be extended for multiple sources. When two (independent) sources contend for a common channel, then a single LAP schedule can be created for its management. This requires maintaining retrieval delay parameters for each data source. Similarly, different estimates must be maintained when different media are retrieved from the same source but via different channels or protocols. For example, different protocols might be used to transmit media requiring reliable transmission, while the same channel supports a protocol suitable for a loss-tolerant medium (e.g., TCP vs. UDP). When different sources do not share common resources then different LAP schedulers are enacted. This occurs when one source is remote and the other is local storage. In this situation the schedules must be coordinated.
A further enhancement to the LAP scheduler is the use of a bandwidth usage reduction factor, Z, that is inversely proportional to the percentage of lost (discarded) packets. In the implementation Z is assigned a static value that is used in channel capacity calculations to reduce the percentage of channel bandwidth utilized by the LAP scheduler. By using Z to limit the use of channel capacity, the likelihood of channel bottlenecks and subsequent lost packets decreases. In the current implementation the available channel capacity is determined by the equation, C L = Z * |x|/(D t + µ) where 0 < Z < 1.
Implementation and Experimentation
The LAP scheduler is implemented in C under Unix. Communication between processes on the same machine is performed using semaphores and shared memory. Control information sent across the network, including retrieval schedules, uses TCP, whereas multimedia data are delivered using UDP.
The scheduler was evaluated using two Sun IPX workstations configured with motion-JPEG decompression boards by Parallax Graphics, Inc., and interconnected by 10 Mbit/s Ethernet. Being a part of a university-wide network, the network segment used for experimentation did not have well-behaved traffic. The multimedia presentation used for evaluation was a 436-frame motion-JPEG-compressed video sequence. The average frame size was approximately 14.5 Kbytes. In addition, some of the trials used large (≈145 Kbytes) nondegradeable multimedia objects in the presentation schedule. The packet size was chosen to be 1,400 bytes so that the network protocols would not fragment our transmitted units (the maximum size used by the network was 1,500 bytes).
Data were recorded to characterize the performance of several different multimedia sessions. In the following subsections, we describe each session and the corresponding results obtained during experimentation.
Session A
For Session A, a sequence of digital video was played at 5 frames per second (f/s) to demonstrate the basic operation of the LAP scheduler. Figure 9 illustrates the network performance by indicating the change in the estimated interarrival mean. As discussed in Section 2.1 the delay for retrieving the object from the source is
. Because the source and destination clocks were not synchronized the propagation delay and constant portion of the transmission delay cannot be distinguished from clock skew. Therefore these delays were set to zero In this example, the delay estimation was performed using the asynchronous clock model. Although the the performance of the network varied (Fig. 9) , the scheduler successfully delivered all frames without missing a playout deadline. Because we added a one second there is a one second margin for "on-time" playout extending one second before scheduled playout to the actual playout time. Therefore, for this case the the buffer must be sized to hold up to five frames as indicated by Fig. 10 .
From the figure, it is apparent that the playout process began to fall behind and frames accumulated in the buffer. This could have been caused by other processes requesting CPU resources and the subsequent decrease in the priority of the playout process. In this experiment, there was always at least one frame in the buffer. Late arriving frames were not recorded in these measurements.
Session B
Session B is used to demonstrate the use of the likelihood ratio factor for degrading a retrieval schedule under bandwidth limitations. Here we used video identical to Session
A but with a frame rate of 10 f/s. Therefore, this session required more processing and network resources. In addition, the network resources were further limited by allowing the network to be scheduled at only 40% of the allocated bandwidth for the presentation (i.e., As seen in Fig. 11 there was a significant change in network performance in the region near the arrival of frame 175. The likelihood ratio test indicates (Fig. 12 ) that a new schedule was needed after the arrival of frame 175 (the maximum value of the mean estimate in Fig.   11 ) and frame 181 when the network performance increased again. Because the schedule created at frame 175 was quickly superseded by the one created at frame 181, we examine the schedule created at 181. Figure 14 illustrates the decrease in the rate of retrievals scheduled for the continuous (degradeable) medium in the region of the retrieval of the non-degradeable objects. The retrieval of the large non-degradeable object reduced the bandwidth available for the video frames as is seen near frame 100. The area surrounding frame 100 has a lower-than-requested scheduling rate for the continuous medium to accommodate the non-degradeable object. The effect of bandwidth averaging is seen here as the degradation occurs equally before and after the large object retrieval.
When the large object (appearing near frame 250) was retrieved, sufficient bandwidth existed so that the continuous media could be retrieved at the requested 20 f/s. Degradation of the continuous media occurred approximately 20 frames after the retrieval of the large object. This degradation was in response to a reduction in the network performance, possibly caused by the recent transmission of a large object. Figure 15 illustrates buffer occupancy for a session comprised of video retrieved at 10 f/s with a target buffer limit of 100 Kbytes. Notice that this limit was exceeded on two occasions but was typically maintained below the 100 Kbyte limit.
In general, the maximum buffer occupancy for a session presenting 10 f/s is 140 Kbytes. This value is derived from the T OS of one second which allows a frame that arrives at the scheduled time to remain in the buffer for one second (i.e., 10 f/s * 1 s * 14 Kbytes/f = 140 Kbytes). Buffer occupancy can rise as high as 300 Kbytes when objects arrive earlier than expected during an increase in channel capacity or when the playout process takes longer than the estimated T OS of 1 second.
Discussion
Results from the implementation of the LAP scheduling mechanism illustrate several of its features. As calculated for Session A, the delay model achieves an approximation of the performance of the channel. This is further confirmed by the model's determination that As mentioned previously, an lrf value can indicate a change in estimated network performance. However, it is often the case that network load changes are detected near the creation of a new retrieval schedule. The increase in the recorded interarrival delays may in some cases be caused, not by a change in network performance, but rather due to the additional time it takes for packets to be received by the client machine while it is busy creating a retrieval schedule. While the LAP scheduler is generally successful at maintaining a specific buffer capacity limit, the spikes in buffer capacity that exceed the stated limit are a good illustration of the difficulties associated with predicting future network performance with past network performance. Often the network performance will vary significantly over a short duration.
For example, if statistics are maintained for the last 10 seconds of network performance and then a large number of new users suddenly begin using the network, the statistics are no longer useful. We use the likelihood ratio test to indicate such a change but there remains a latency between the change in the network performance and when its effects are detected, new estimates are calculated, and a new schedule is created.
In the implementation discussed, the amount of processing required by the LAP scheduler did not affect its ability to perform effectively; however, there are be systems with slower CPUs, smaller buffers, and stricter limits on response time to user input in which the LAP scheduler will not perform as well due to its overhead of execution. Furthermore, our implementation was affected by the variable performance offered to the algorithm by the multitasking operating system. It would be very interesting to execute the LAP algorithms on an operating system that provides deterministic or statistical real-time guarantees.
Conclusion
The LAP scheduler uses retrieval delay modeling and retrieval delay estimation for the timely delivery of multimedia data from across a generalized channel. The performance of the LAP scheduler is limited by factors such as the difficulty in predicting future network behavior from past performance, the use of normal approximations in the estimation process, and its implementation on a multitasking operating system. However, compared to other multimedia data delivery techniques, it is quite effective. In contrast, to achieve the same delivery characteristics, a simplistic control system for sending multimedia objects from a source to a destination would requires either a very large constant delay time and/or a large buffer.
The LAP scheduler is further distinguished from other multimedia data delivery techniques by its ability to degrade under bandwidth and buffer constraints, and its ability to accommodate the presentation of multiple media with different temporal presentation requirements from several sources. Moreover, it can be used with arbitrary network protocols because it uses a delay modeling and adaptation technique. This same property allows the scheme to respond to unpredictability due to dynamic user interaction.
