Many transportation-related behaviors involve multinomial discrete response in a temporal and spatial context. These include quality of paved roadway sections over time, evolution of land use at the parcel level, vehicle purchases by socially networked households, and mode choices by individuals residing across adjacent homes or neighborhoods. Such responses depend on various influential factors, and can have temporal and spatial dependence or autocorrelation. In many cases, dynamic spatial-model specifications based on maximum fitness, profit or utility may be most appropriate.
This study develops a Dynamic Spatial Multinomial Probit (DSMNP) model by pivoting off the ordinary MNP model while incorporating spatial and temporal dependencies. The paper first explains how the model reflects the behaviors at play, and then describes estimation using Bayesian methods. Simulated data sets containing both generic and alternative-specific explanatory variables are used to validate the model's performance (and that of its associated code). Estimation efficiency issues and identification issues are discussed. The model is then applied to analyze parcel-level land use changes in Austin, Texas. It is found that better accessibility boosts the potential of residential development, with a statistically significant parameter. In the case of non-residential development, the effect is statistically insignificant. The effects of job and population density, neighborhood income and soil slope are also explored, and found to exert variable effects across space. It is also found that land development tends to cluster when existing development intensity in a neighborhood is low.
INTRODUCTION
Many transportation-related behaviors involve discrete response in a temporal and spatial context. For example, Potoglou and Kanaroglou (2008) found that car ownership was influenced by not only family structure, but a series of neighborhood characteristics derived from spatial data. Paez (2008) studied land use changes using a probit model with geographical weights. Sener et al. (2011) examined spatial autocorrelation in residential choice sets. In fact, other phenomena such as pavement conditions, trading partners, and mode choices all change over time, exhibiting some degree of temporal and spatial dependence or autocorrelation. The connections between observational units may be measured using network distances, peak-hour travel times, or degrees of social-(or business-) network separation. Of course, variables like slope and soil quality, access to trade routes, shared values, demographics, and various other attributes explain away much of the correlation witnessed over time and space. But significant uncertainty generally lingers in predictive models: unobservable yet influential factors remain. These may be the intensity of rainfall or marketing campaigns, or the pedestrian friendliness of different neighborhoods. The size of such contributions varies, often in a continuous fashion, over space. In contrast to time-series data, the dependencies are two dimensional. There is need to specify and estimate a behavioral-consistent model that can recognize temporal and spatial dependencies in discrete multipleresponse data. The model specification and estimation techniques developed here seek to fill a key void in the spatial econometrics, where models of continuous response data and binary data are the norm.
The first spatial model for discrete response data was proposed by McMillen (1995) where he estimated a probit model with a spatial auto-regressive (SAR) process. The work in this field was further extended by Beron and Vijverberg (2004) , LeSage (2000) , and Kakamu and Wago (2007) . In the review of spatial econometric methods for bio-economic and land use modeling, mentioned several fresh studies involving spatial models for discrete response data. For example, Brasington and Sarama (2007) used a spatially correlated binary probit model to analyze deed restrictions in home sales, and Holloway and Lapar (2007) used similar techniques to estimate the magnitude of neighborhood effects.
In the latest review by Pinkse and Slade (2010) , a wide range of related studies were discussed. The most intriguing ones among them are probably those by Kapoor et al. (2007) and Anselin et al. (2008) , where the models are specified to handle spatial panel data. A limited number of studies have attempted to consider the spatial and temporal effects in multinomial discrete response data. For example, Wang and Kockelman's (2006) estimated urban land cover evolution using a mixed multinomial logit framework. However, the authors arbitrarily assumed a specific distance-decay function for inter-observational correlations, rather than using the more flexible SAR process. Wang and Kockelman (2009a , 2009b , 2009c ) also developed a dynamic spatial ordered probit (DSOP) model and used it to analyze land development intensities (based on satellite image reflectances) and ozone concentration levels. Their model relies on a more flexible SAR process, but the response data are ordered, rather than unordered and categorical. The spatial multinomial probit (MNP) model proposed by LeSage and Pace (2009) is probably the most closely related to this paper's specification. However, their model is for cross-sectional data, without dynamic features. And it does not recognize correlation among alternatives 1 , which can be critical for multinomial discrete response data.
Land use-transport modelers recognize that transport investments shape -to some extent -land use patterns (Knowles, 2006) . Wang and Kockelman's DSOP study (2009b) analyzed the impact of distances to highways on grid cells' land development intensities. Travisi et al. (2009) developed a mobility impact index based on commute data and analyzed its impact on urban sprawl. Vandenbulcke et al. (2009) mapped travel access to towns and network nodes across Belgium, using spatially disaggregate data. However, no studies have managed to simultaneously analyze the spatial, temporal and other dependencies that are likely to exist across alternatives and their observational units in a statistically rigorous way. The transportation community and many others have great need for tools that tackle multinomial categorical data, where observational units have both dynamic features and spatial dependencies. This work is designed to address this need.
MODEL SPECIFICATION
This proposed model is based on the basic MNP model, but at the same time incorporates the effect of spatial and temporal dependencies. The observed dependent variable for observation i (1 to N) at time period t (1 to T) y it takes possible values from {1,2, 3,…R+1}, or R+1 alternative responses. U ikt indicates its utility for outcome k. The observed variable y it will take value k if and only if U ikt is the maximum utility among alternatives. Since an observation's preference is always a relative term, one response alternative needs to be chosen as the base. Here, the last (R +1) response alternative is used as the base, so the latent utility differences are as follows:
This latent utility difference is influenced by many factors, so that it takes the following form: *
where ′ is a 1 vector indicating the differences of explanatory variable values between alternative k and base alternative R+1. ′ can be composed of the site-specific information, neighborhood information and observed dependent variable values in previous time periods. Some of these influential factors are invariant across alternatives, such as land use in the prior time period or local income levels, and must be interacted with alternative-specific indicators or other, generic attributes, such as costs and profits for developing certain parcel into different land use types. All together, Q 1 denotes the total number of attributes or covariates describing each alternative. The location's land use type in the previous time period is not generic and can be accommodated by interaction with an indicator vector , which is a 1 x (R+1) vector of zeros or ones so that , 1 if the land use type at the previous period is of type m, or . (where m = 1,2, 3,…, R+1). The inclusion of helps to identify how the observed outcome at previous time period affects alternatives' utilities in the subsequent time period. As one can expect, existing land use type will significantly affect the utilities in a subsequent period. If a parcel is currently used as residential, it will more likely favor the further development of commercial or residential, rather than industrial.
Since there are R+1 alternatives (hence R latent utility differences relative to the base alternative), if there are also Q 2 alternative-specific variables, the total number o explanatory variables is 1 . If the explanatory variables are felt to be spatially related, the data can be preprocessed by multiplying by W , which is an analyst-defined matrix that spatially relates observed attributes of nearby observations to other observations. is a 1 vector containing the corresponding parameters. The error term captures all effects not explained by the control variables. In order to accommodate the dynamic and spatial features in the uncontrolled terms, the error is specified as follows:
In other words, the error term is composed of two parts: ∑ captures the spatial dependence of the error term and the remaining uncertainty is reflected in . Here, w ijk is the exogenous value indexing the relative locations between observational unit i and observational unit j. It is also set to be alternative-specific, since different alternatives may exhibit different patterns of spatial dependence. is the correlation parameter for alternative k; and is an error term specific to observational unit i at time t for alternative k, and not influenced by its neighbors. Furthermore, is temporally dependent on observational unit i's site-specific error term for the same alternative at a previous time period, . is the temporal autocorrelation coefficient. Finally, is the remaining uncertainty not explained by spatial or temporal dependencies. It captures dependencies between alternatives, and so is assumed to be iid normal (over space and time periods, but not alternatives), as follows:
First, all observations at the same time period and for the same alternative are stacked: W
or (8) where ⋮ and ⋮ W is the weight matrix for alternative k , with entry value w ijk on row i and column j, and 0 on its diagonal, and I W .
Next, one stacks observations at all time periods for the same alternative, and then stacks all alternatives, leading to a vector of all N T R errors terms:
The above form is quite similar to the spatial SUR model developed by Wang and Kockelman (2007) . Essentially, the error term is influenced by spatial dependency (represented by H), temporal autocorrelation (captured by θ), and the cross-alternative correlations (captured by η).
If the error terms between all alternatives follow the following multivariate normal distribution:
where B is an R×R matrix containing elements , then the covariance matrix of the AR(1) process θ ikt for certain observational unit i is
where
for all observational units, and
The covariance matrix of , , is then given by the following
Bayesian Estimation
The joint posterior distribution for all parameters can be written as follows:
As is standard in Bayesian estimation, the conditional posterior distributions of all parameters can be derived by extracting only items that contain them, as follows:
In an MCMC framework, the values of parameters can be drawn sequentially from these distributions.
The following describes the set of conditional posterior distributions.
Conditional Posterior of
If it is assumed that has normal priors, i.e.,
then, the conditional posterior distribution can be written as follows :
In other words, the conditional posterior distribution is multivariate normal with mean and covariance matrix Λ , as follows:
Conditional Posterior of * From equation 18, the following can be easily derived:
The sampling of * is truncated so that * is the largest component of * if y it = k ,or all * are negative if y it = R+1. These conditions can be expressed as drawing from the non-truncated multivariate normal distribution subject to the following constraints:
where D is an matrix with diagonal elements equal to -1 and off-diagonal elements equal to 0, with the following exception:
for any 1,2, … ; 1,2, … ; 1,2, … .
This constraint ensures that
With this transformation, the * can be derived by first drawing ~ 0, ΩD′ subject to linear restrictions z > -and y* = . Such a truncated multivariate normal distribution can be sampled based on rejection sampling, as discussed in Geweke et al. (1994) and Laud et al. (2010) . The approach used here was proposed by Stefan and Manjunath (2008) , based on the method suggested by Horrace (2005) and Jayesh and Petar (1999) . Unfortunately, the method does not seem numerically efficient for problems of high dimensionality (as in the case of land use over space and time). As possible, more approaches should be investigated.
Conditional posterior of B
From equation (20), it is clear that B's conditional of can be written as follows:
It is easier to specify the conjugate prior if one samples Β rather than B itself. Here, it is assumed that the prior on Β (which has dimension R x R) follows a Wishart distribution with prior parameters Β and , where Β is the scale matrix (a R x R positive definite matrix and) and 1 indicating the degree of freedom. Thus, B 's conditional posterior of is given by:
As a result, under the conditional posterior distribution, Β is Wishart distributed with scale matrix Β and degrees of freedom . Here, is a R x R matrix given by the following:
A key issue that needs to be discussed here is the identification problem. In an MNP (or multinomial logit) model, a scale shift (factoring both parameters and errors) will not change observed responses. In the case of dynamic spatial multivariate probit model, this feature implies that
(1) One of the diagonal element of the covariance matrix B (here ) needs to be set to unity; and (2) Though theoretically identifiable, in practice the model needs to be identified with a long and large panel (large T and large N). Nobile's (2000) proposed method is used.
Conditional Posterior of
From equation (19), one can write 's conditional posterior as follows:
Here, a uniform prior is assumed for . To ensure stationarity, is truncated, so that 1 1. In other words, its prior only contributes to the posterior distribution via truncation. The conditional posterior can be written as follows:
The conditional posterior distribution reduces to the following:
where The additional multiplicative component in front of the exponential makes this distribution non-standard. An MH step or numerical integration can be used, and MH is used here.
From equation (21), the conditional posterior of can be written as follows:
A uniform prior is assumed on , with bounds , ∀ . Like , the prior is flat, and only contributes to the posterior distribution via truncation. The conditional posterior can be written as follows, with * :
For such a multivariate non-standard distribution, it is expected that the most efficient to use MH sampling, thus generating all 's at once. Sequential sampling based on numerical integration may be another option. Either way, this sampling is expected to be a very computationally intensive process.
Potentially better approaches for this should be explored.
MODEL VALIDATION
Data were simulated to examine the performance of the above model and associated code. The simulated data contains 100 observational units, observed over 4 time periods. Each observational unit at each time period can make 4 possible responses (N=100, T=4, R=3). There are 2 generic explanatory variables and 2 alternative-specific explanatory variables. Together with the observed dependent variable values from previous period, the vector of explanatory variable for each observation has totally 20 elements.
The two invariant variables are generated from a gamma distribution with shape and scale parameter 5 and 2. The two alternative-specific variables come from a gamma distribution with parameters 4 and 3. The observed Y values at time zero are generated from a uniform distribution within [0, R+1] and all are rounded up, so that the frequency of initial Y values is evenly distributed among alternatives. (It should be noted that the initial condition problem needs further discussion; here, it is simply assumed that Y 0 is strictly exogenous.)
Weight matrices for all alternatives are set to be the same in this simulation dataset. And the values of ∀ are set to be as follows:
The distance variable was drawn randomly from a gamma distribution with shape and scale parameters 2 and 0.4, respectively. The temporal autocorrelation coefficient was set to equal 0.5. The spatial autocorrelation coefficient was set to equal 0.25 for the first alternative ( ), 0.2 for the second ( ) and 0.3 for the third ( ), meaning that they all tend to exhibit spatial clustering, but type 3 preference is the most spatially autocorrelated. Parameter values (β) for the two invariant variables are 0.5 and 1.1 for the first alternative; 0.2 and -0.1 for the second alternative; and 1.2 and -0.8 for the third alternative. Parameter values for the alternative-specific variables are -0.6 and 1.4. For lagged Y values, the parameters' values were set to equal 1.1,-0.8,-0.6, and -1.1 for the first alternative; 1.5,-0.5,-0.6, and -1.0 for the second alternative; and 0.8, 1.2, 0.7,and -0.8 for the third alternative.
In a land use example, if alternative 1 is residential, type 2 is industrial, type 3 is commercial and type 4 is institutional, these parameters for lagged Y values can be interpreted as follows: If the previous land use type is industrial in nature (type 2), the parcel tends to be developed into commercial (type 3, with a coefficient 1.2), followed by institutional (type 4, coefficient 0 for base alternative), then industrial (type 2, with a coefficient of -0.5), and finally residential as least favored (type 1, with a coefficient of -0.8). Of course, these coefficients are only part of the contributive factors to the mean (or expected) value of utilities. The total utility values are also greatly influenced by those spatially and temporally autocorrelated error terms.
The three alternatives also are specified to be positively correlated, so that The simulated dataset was estimated using the above model, with 2000 draws. Unfortunately, the current estimation efficiency does not prove satisfactory with such a high-dimension data set: With a 2.66GHz PC, estimation time is approximately 5 seconds per draw. Previous studies in spatial econometrics (e.g., LeSage and Pace, 2009 ) indicate that run times will increase exponentially with N (the so-called n-cubed problems), yet land use analysis often involves millions of observational units (e.g., the number of parcels in a metropolitan area). Such long run times may render the model infeasible for reasonable sample sizes and computing capabilities. This suggests that N must be limited. On the other hand, N cannot be so small that parameter identification issues emerge (e.g., there is not enough variation in responses and attributes, and/or enough autocorrelation present, for associated parameters to be estimated). As one example of this identification issue, the estimation results of a small-sample experiment (with T=10, R=3 and N=30) with the same coefficients as specified above are shown in Figure 1 . Given such identification problems, the sample size will need to be kept reasonably large, while bearing the estimator efficiency problem in mind. One potential solution can be used: For the large-sample problem, instead of considering the spatial dependence across all observations, relatively localized dependence can be considered, which leads to a method resembling a combination of Geographically Weighted Regression (GWR) and SAR: One can select M < 100 roughly equally spaced points and a small sample of N m (approximately 100) neighbors around these points to construct M different models, with each model returning a set of estimates. The magnitude and spatial variation of such estimates should provide interesting insights about the relationship over the entire sample space. While this model's estimation computationally intensive, its specification is quite flexible in that it explicitly incorporates both spatial and temporal autocorrelation. It is also straightforward to implement this combination approach of GWR with SAR, as shown in the following section. The Travis County Appraisal District shows 96 different improvement types, and these were merged into 3 categories of land use (LU), with 1 indicating residential, 2 for all other non-residential development types, and 3 for undeveloped (and used as the base category). While just three categories may not offer many interesting insights into the land use evolution process, the combined categories help to ensure enough observations in each group for practical model identification. (In the study area, the great majority of parcels are residential [65 percent], with "other" developed land use types accounting for less than 5% of the parcels).
LAND USE DATA DESCRIPTION
Influential factors at both local and regional levels are considered here, as covariates. Local factors include the average slope of each parcel, as well as local job and population densities, and per-capita incomes. Slope values were derived from USGS elevation data at 30 meter resolution. A parcel's slope was calculated as the average value of the 30 meter resolution data points lying within that parcel 2 . Both densities are "net" densities: The employment density (ED) is the ratio of total TAZ job count and area of land occupied by commercial, industrial and other employment types in the TAZ 3 . The population density (PD) was first computed at the Census tract level, by dividing population count 4 by land area (as opposed to water area). Each TAZ's population density was then calculated as the weighted average of tract-level population densities, with overlapping land areas as the weights. These TAZ-level population densities were finally assigned to all parcels within each TAZ's boundaries. The per capita income (INC) for each parcel is derived in the similar way (first at the tract level, and then at the TAZ level). In addition to these local factors, this study also controls for an "Accessibility Index" (AI) as an indicator of the parcel's regional access to jobs, with distances being the shortest-path network distances. More details on variables can be found in Wang et al. (2010) .
As discussed above, it is computationally infeasible to consider spatial dependence across all parcels. Instead, an approach integrating GWR and SAR notions is used. Centroids of Austin's 48 zip code areas are used here to center the M neighborhoods. These often represent neighborhood planning areas (NPAs), which are the smallest administrative unit for land use development in Austin and thus make good sense from a land development-study standpoint. The number of neighboring parcels around these centroids was set to 100. Of course, by selecting the 100 nearest neighbors, sampling rates across zip codes differ: parcel numbers range from 2,828 to 16,164, with parcels in the more densely developed areas of Austin being underrepresented. However, recognizing that land use change often occurs at a higher rate along an urban area's periphery, such a sampling scheme may be more reasonable than uniform-count sampling. Table 1 provides summary statistics for all 320,550 parcels and the 4,800 sampled parcels. In general, the 4,800 parcels well represent the larger data set. The only exception is the maximum value of employment density, where parcels with extremely high values are not found in the 4,800 sample; however, the sample's average employment densities still remain close to the complete data set's value. The population densities in the selected subsamples also seem to be higher, though the parcels with highest values are not included. Figure 2 also shows the land use pattern for the entire area as well as the selected subsamples in years 2000 and 2007. As shown, over the data set's eight year period, intensive land development has occurred in both Austin's downtown area and the county's more peripheral areas.
LAND USE CHANGE ANALYSIS
Each of the subsamples was analyzed using the DSMNP model specification presented earlier. The weight matrix of each subsample was generated based on Euclidean distances between parcels, and spatial autoccorelation with each parcel's nearest 50 neighbors were considered. Among these 48 zipcode-based samples, 6 did not converge due to a lack of variation in the data (similar to the singular Hessian problem in maximum likelihood estimation). Two lack enough land-use-type variation types (even with the grouped categories), with category 2 ("other" development types) containing less than 1% of observations. The other four subsamples do not have adequate variation in their explanatory variables: most of the parcels fall within the same TAZ and hence share the same values. Table 2 provides averages of parameter estimates from the remaining 42 subsamples.
On average, higher slope is favored by both residential and non-residential developments, but these effects are statistically insignificant at the 90% confidence level (especially for non-residential development). High employment densities are estimated to encourage further development, but again the effects appear to largely be practically insignificant. Population density is estimated to have a negative effect on land development, with a much higher magnitude on residential types. Better accessibility boosts the potential of residential development, with a statistically significant parameter. In the case of non-residential development, better accessibility is estimated to have a negative effect on average , but the effect is statistically insignificant. The effects of existing land use types (at the parcel itself) are statistically insignificant too on average, as is the temporal autocorrelation coefficient ρ, indicating weak temporal dependence in these subsamples. The spatial dependences as indicated by λs are positive for both residential and non-residential development, and are statistically significant. The average spatial autocorrelation for residential development is higher than that for non-residential (0.192 versus 0.039), suggesting a stronger tendency of clustering development for residential units. Apparently, 100 points seems not to be enough to get statistical significance in the 42-case GWR contexts.
Estimator variation across the GWR runs can also be illustrated, and some interesting trends observed. The coefficient estimates vary significantly across these subsamples. Depending on locations, the same factor's effect can be negative or positive, highly statistically significant or insignificant. For example, Figure 3 shows accessibility's effect on residential development across the county. Better accessibility most favors residential development in the remote areas and the heavily populated areas surrounding downtown region (but apparently not the downtown region itself). These two types of locations value access more than an access-rich location, such as downtown Austin, where lots of roads and business already exist. However, the accessibility index shows either statistically insignificant or negative effects around the Lake Travis, West Lake Hills, Shady Hollow and McKinney Falls State Park regions, where most of the residential developments are high-end and residents probably more privacy and tend to devalue such access (due to noise, view impacts, and/or other concerns). For non-residential development, accessibility has positive and statistically significant effects in most regions, with exception of the County's east edge, where land is largely zoned for agricultural and is considered "undeveloped" in this dataset. The locations with the most positive effects again appear to be the more remote areas and the areas surrounding Austin's downtown. As discussed earlier, owners of properties in these neighborhoods tend to value relative changes in their access the most.
Slope's coefficient estimates also exhibit some interesting pattern. For residential development, it is mostly negative or statistically insignificant within the City of Austin's boundary. Higher slopes tend to require extra building costs and thereby deter development. However, in more remote areas, slope appears favored for residential use, perhaps because it provides more interesting topographies and views. Nonresidential development in general does not appear to value added slope; industrial and commercial users may well prefer flat terrain for easy access (especially for heavy freight vehicles), easy site design and less-expensive drainage structures. This can be confirmed by the largely negative values of slope's effects within the City boundary. Outside of the City, where non-residential development tends to be more recreational use in nature (such as the area north of Lake Travis), the effect of slope is estimated to be highly positive.
Though the average effects of employment density are positive for both types of development, their estimated effects vary significantly over the region. Sites that benefit residential development most are those where new business is being developed and residential development tends to fall behind, such as the Round Rock region and south Austin along Interstate 35. For non-residential development, increases in employment density seem to positively affect the downtown most, followed by other places City neighborhoods with mixed land use patterns (such as the Barton Hills neighborhood).
Two types of locations seem to benefit most from high population density: regions currently with low population densities and no special attractions (such as the Bee Cave area), and places that already have very high population densities (north of the Colorado River and along the Loop 1/MoPac freeway corridor). The former sites are in the starting stage of residential development, and thus presumably more sensitive to population density. The latter is designed to be heavily residential and favors higher population density. In other location, high population density is estimated to suppress residential development. The effect of population density on non-residential development also seems intriguing: the effects are negative in the city center, then positive in the outside ring, and becoming negative or insignificant again along the County's borders. It seems that when the existing population density is very high or very low, increasing population density tends to make non-residential development less attractive to owners/developers. In the case where population density is already quite high, higher population density probably implies even higher land acquisition (and presumably building) costs and possibly greater resistance of mixed development from local residents, making non-residential development more difficult. In the peripheral areas, where existing population density is extremely low, residents may well prefer the low-density nature of their environment, and will resist industrial or commercial development. In such cases, the increase of population density can thus imply a lower chance of non-residential development.
The impacts of per-capita incomes on both types of land development are similar. In most parcels, high income indicates higher chance of development over the 8-year period. The exceptions are places that are zoned for state park and agricultural land (and coded as undeveloped), where income has either insignificant or negative effects.
The spatial autocorrelation parameter is positive for residential land development in most subsamples, but areas that are already heavily residential tend to have a negative coefficient for this important parameter, indicating resistance potentially caused by too much competition and a stark lack of land use mixing (an attribute presumably required, at some minimum level, reasonably functioning neighborhoods). A similar trend can be observed for non-residential development: Most areas present clustering effects, while a few areas, including the downtown, appear to oppose such development. These patterns may portray an interesting phenomenon in regional development, whereby similar land use types tend to cluster until near-saturation, at which point developers (and/or their neighbors) start to seek dissimilar (or mixed) development. The temporal autocorrelation parameter is consistently insignificant across all subsamples, suggesting the negligible temporal dependence.
Of course, as discussed above, the lack of variation in both dependent variables (y) and explanatory variables may cause identification challenges. Some of these subsamples may still suffer from such identification issues, and results may not be derived from converged estimates. Though with 2000 draws they exhibit converging trends, it is possible that with more draws the estimates will eventually diverge. Recognizing that some of the above findings seem counter-intuitive, model performance with small sample sizes may be questionable.
CONCLUSIONS
This study proposes a dynamic spatial multinomial probit (DSMNP) model that simultaneously captures observations' dependences across space, over time and between alternatives. The model was estimated within a Bayesian framework, and validated using a simulated dataset with 100 data points, 3 levels, and 4 time periods. To ensure computational feasibility, it appears that small samples are needed for such a spatially complex model of discrete response over time. On the other hand, the sample size needs to large enough to ensure identifiability. One potential solution is a combination of GWR and SAR, which is capable of accommodating both spatial variation and spatial autocorrelation. This form of model was applied to explore land use change patterns in Austin, Texas. 48 subsamples were generated based on Travis County's zip code areas, each containing 100 parcels, and estimation results of 42 are reported here. In addition to coefficient estimates for control variables, the model also provides estimates of the temporal and spatial autocorrelation coefficients for each zip code area. The distributions of these estimates further illustrate the spatial variation of land use change processes and suggest a need for behavioral flexibility in model specifications.
While the parameters in the land use change example appeared to converge over the Bayesian MCMC sampling process, convergence is not guaranteed. They, too, may suffer from convergence issues, and results could be misleading. In addition to the dilemma between efficiency and identifiability, observations in these subsamples also share similar features (since several attributes are derived at the TAZ level, for example), thus reducing variation in input information. The dependent variable, land use type, is also highly unbalanced: many (about 85% of) parcels remain "residential" (or undeveloped) over the 8 year panel period, which does not offer much useful information to the model estimation process. Strategically determining the alternative set (e.g., changing the total number of alternatives) across space may be useful in future investigations. A regional-level spatial autocorrelation parameter (across subsamples) should also be considered in future work (perhaps by specifying a layered spatial autocorrelation structure). In addition, the current model setup assumes that the data generation process for the first time period (determining Year 2000 land use types) is independent of later periods -and thus exogenous, which generally is unrealistic and can cause an initial-conditions problem. Ideally, this problem should also be remedied, by treating the first time period as endogenous (as proposed by LeSage and Parent [2010] ).
Other, more specific improvements that may enhance the routine's overall estimation efficiency can also be investigated. These include: (1) alternative code for sampling the latent y* values should be tested (e.g., matrix D can be broken down for every observation unit at a certain time period, reducing the dimension to ), (2) an adaptive MH process to draw the parameter  (its logconcave conditional distribution ensures the feasibility of an adaptive rejection approach), and (3) a parallel multivariate slice sampler should be investigated for draws of .
In summary, the model specification proposed in this study offers a new means for more appropriately reflecting a variety of discrete response behaviors with spatial and temporal autocorrelation. However, estimation-process efficiency and identification issues create a central dilemma for such a complex 
