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For a wide class of Orlicz functions not satisfying the growth condition δ2 we show that the
Cesàro–Orlicz sequence spaces cesϕ equipped with the Luxemburg norm contain an order
linearly isometric copy of ∞. We also compute the n-th James constant in these spaces
for any Orlicz function ϕ, under either the Luxemburg or Orlicz norm, showing that they
are equal to n for any natural n 2. In particular, we prove that the non-trivial spaces cesϕ
are not B-convex for any Orlicz function ϕ.
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1. Introduction
Cesàro–Orlicz sequence spaces cesϕ appeared for the ﬁrst time in 1988 [16] and since then they have been studied by
a number of authors [3,5,6,13,20]. We will consider in this paper the problem of existence of order linearly isometric copy
of ∞ in cesϕ under the Luxemburg norm. Recall that ∞ is an order isometric copy in Orlicz space ϕ equipped with the
Luxemburg norm if and only if ϕ does not satisfy condition δ2 [17]. It is expected that a similar result remains true in cesϕ .
However such factors as lack of symmetry or the presence of averaging operator in the deﬁnition of these spaces cause
that this problem in the context of Cesàro–Orlicz spaces is more involved than in Orlicz spaces. Here we present a solution
of this problem for comparatively large class of Orlicz functions ϕ . In Section 2 we prove that such a copy exists in cesϕ
whenever ϕ does not satisfy condition δ2 and the Orlicz class {x: Iϕ(x) < ∞} is closed under the averaging operator G ,
that is {x: Iϕ(x) < ∞} ⊂ {x: Iϕ(Gx) < ∞}. We also present several conditions under which the latter inclusion is satisﬁed
and discuss their relations to Matuszewska–Orlicz indices of ϕ . We show among others that whenever ϕ1/p is equivalent
to a convex function for some p > 1, then the Orlicz class is closed under the averaging operation. The latter condition is
also fulﬁlled whenever the Hardy inequality for the Orlicz function ϕ holds true. We ﬁnish this section by presenting an
example of Orlicz function ϕ for which the Hardy inequality is not satisﬁed but the space cesϕ contains an order isometric
copy of ∞ .
In 2007, Maligranda, Petrot and Suantai showed that cesϕ is not B-convex if ϕ ∈ δ2 and cesϕ = {0} [20]. In Section 3 we
show that the n-th (strong) James constant of non-trivial space cesϕ equipped with either the Luxemburg or Orlicz norm
equals n (which, in particular implies that the space is not B-convex), extending the family of functions ϕ for which it is
satisﬁed and solving the problem posed in [20].
We shall use the following notation in the sequel. Symbols R and N denote the sets of all real and natural numbers
respectively. For any a ∈ R, a is the smallest integer greater than a. By Hn we denote the n-th harmonic number, that
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A. Kamin´ska, D. Kubiak / J. Math. Anal. Appl. 372 (2010) 574–584 575is Hn = ∑ni=1 i−1. The function ϕ : [0,∞) → [0,∞] is called an Orlicz function if it is convex, right continuous at 0, left
continuous on (0,∞), ϕ(0) = 0, and ϕ(u) > 0 for some u > 0.
By 0 we denote the linear space of all real sequences x = (x(n))∞n=1. By en we denote unit vectors in 0. The convex
modular Iϕ(x) = ∑∞n=1 ϕ(|x(n)|) deﬁned on the whole 0 gives rise of the Orlicz sequence space ϕ with the Luxemburg
norm ‖x‖ϕ = inf{ε > 0: Iϕ(ε−1x)  1}. We say that the Orlicz function ϕ satisﬁes the δ2 condition (we will write ϕ ∈ δ2)
if there are K ,u0 > 0 such that ϕ(u0) > 0, and ϕ(2u) Kϕ(u) for all u ∈ [0,u0]. It follows that ϕ(u0) < ∞. This condition
plays crucial role in the theory of Orlicz sequence spaces. Similar condition for large or all arguments plays the analogous
role in the theory of Orlicz spaces consisting of functions deﬁned on [0,1] or [0,∞) respectively. The function ϕ∗(v) =
sup{uv − ϕ(u): u > 0}, v  0, is called a complementary function to ϕ . Two Orlicz functions ϕ1 and ϕ2 are said to be
equivalent if there exist A, B,u0 > 0 such that ϕ1(u0) > 0, and Aϕ1(u) ϕ2(u) Bϕ1(u) for all u ∈ [0,u0]. Throughout this
paper by “decreasing” we mean “non-increasing”.
Orlicz sequence spaces are thoroughly discussed in [17] (see also [2]), and the most comprehensive exposition of Orlicz
functions is presented in [12] and [2]. The information on modular spaces can be found in [22].
For any x ∈ 0 we denote by Gx the sequence of averages of x, that is
Gx(n) = 1
n
n∑
i=1
∣∣x(i)∣∣, n ∈N.
Given an Orlicz function ϕ , the modular
Icesϕ (x) = Iϕ(Gx) =
∞∑
n=1
ϕ
(
Gx(n)
)
is convex and deﬁnes Cesàro–Orlicz sequence space
cesϕ =
{
x ∈ 0: Icesϕ (λx) < ∞ for some λ > 0
}
with the Luxemburg norm given by
‖x‖cesϕ = inf
{
ε > 0: Icesϕ
(
ε−1x
)
 1
}= ‖Gx‖ϕ.
In cesϕ we also deﬁne the Orlicz norm in the Amemiya form
‖x‖0cesϕ = infk>0
1
k
(
1+ Icesϕ (kx)
)= ‖Gx‖0ϕ = inf
k>0
1
k
(
1+ Iϕ(kGx)
)
.
It is well known that for any x ∈ cesϕ , ‖x‖cesϕ  ‖x‖0cesϕ  2‖x‖cesϕ [8].
Unless we state explicitly otherwise, we shall consider further the space cesϕ equipped with the Luxemburg norm.
In the case when ϕ(u) = up , 1 p < ∞, the space cesϕ is just a Cesàro sequence space cesp , with the norm given by
‖x‖cesp =
[ ∞∑
n=1
(
1
n
n∑
i=1
∣∣x(i)∣∣
)p]1/p
.
If ϕ(u) = 0 for u ∈ [0,1] and ϕ(u) = ∞ for u ∈ (1,∞), then cesϕ is denoted by ces∞ and
ces∞ =
{
x ∈ 0: sup
n∈N
1
n
n∑
i=1
∣∣x(i)∣∣< ∞
}
,
where ‖x‖cesϕ = ‖x‖0cesϕ = supn∈N 1n
∑n
i=1 |x(i)|.
Recall that a Banach space (X,‖ · ‖) is a Köthe sequence space if it is a subspace of 0, contains an element x such that
x(n) = 0 for all n ∈ N, and if x ∈ 0 and y ∈ X with |x| |y|, i.e. |x(n)| |y(n)| for all n ∈ N, then x ∈ X and ‖x‖ ‖y‖. We
say that a Köthe sequence space X has the Fatou property if for any sequence (xm) of positive elements of X and any x ∈ 0
such that xm ↑ x that is for all n ∈ N, (xm(n))∞m=1 is increasing and xm(n) → x(n), and supm ‖xm‖ < ∞ we have that x ∈ X
and ‖xm‖ → ‖x‖ as m → ∞. The space cesϕ (as well as ϕ ) is a Köthe sequence space with the Fatou property. For a proof
of the Fatou property in cesϕ we refer to [3], and for details on Köthe spaces see [11].
Recall that the Matuszewska–Orlicz lower index αϕ and upper index βϕ of an Orlicz function ϕ are deﬁned as follows
αϕ = sup
{
p > 0: ∃K>0, v: ϕ(v)>0 ∀0<t1,0<λv ϕ(λt) Ktpϕ(λ)
}
,
βϕ = inf
{
p > 0: ∃K>0, v: ϕ(v)>0 ∀0<t1,0<λv ϕ(λt) Ktpϕ(λ)
}
.
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1  αϕ  βϕ ∞. It is well known that the condition βϕ < ∞ is equivalent to ϕ ∈ δ2 and that αϕ > 1 is equivalent
to ϕ∗ ∈ δ2 [19].
It turns out that αϕ = p(ϕ) and βϕ = q(ϕ) where p(ϕ) and q(ϕ) are the lower and upper Boyd indices of the Orlicz
sequence space ϕ (see [18, Proposition 2.b.5 and Remark 2 on p. 140]). We also have that the appropriate indices of
two equivalent functions coincide. For necessary deﬁnitions and more information about Boyd indices, Matuszewska–Orlicz
indices (as well as for relations between them) and Boyd indices of Orlicz spaces we refer to [1,10] and Chapter 4 of [19];
see also two classical books [17,18].
2. Order isometric copy of ∞ in Cesàro–Orlicz sequence spaces
In this section we provide some suﬃcient conditions under which the space cesϕ contains an order isometric copy of ∞ .
Recall that if ϕ ∈ δ2 then cesϕ is order continuous [3, Theorem 2.4], and thus in view of [11, Theorem 4, p. 295], cesϕ does
not contain any isomorphic copy of ∞ . On the other hand, if ϕ /∈ δ2 and α(ϕ) > 1 then cesϕ is not order continuous [13,
Theorem 5] and by the same theorem in [11], cesϕ contains an order isomorphic copy of ∞ . It is also well known that
the Orlicz sequence space ϕ under the Luxemburg norm has an order isometric copy of ∞ if and only if ϕ /∈ δ2 [9]. It is
expected that the similar result remains true in the case of cesϕ spaces. We prove here the desired result for quite large
family of Orlicz functions, namely for ϕ /∈ δ2 and such that the Orlicz class is closed under the operation G , in particular for
such ϕ that ϕ1/p is equivalent to a convex function for some p > 1.
We start with the main result in this section.
Theorem 1. If ϕ /∈ δ2 and the Orlicz class {x: Iϕ(x) < ∞} is closed under the averaging operator G, then cesϕ contains an order
isometric copy of ∞ .
Proof. We will consider two cases. First we assume that ϕ(u) > 0 for all u > 0. Let b = sup{u  0: ϕ(u) < ∞}. It is well
known that ϕ ∈ δ2 if and only if there exist L > 1 and K ,u0 > 0 such that ϕ(u0) > 0, and ϕ(Lu) Kϕ(u) for all u ∈ [0,u0]
(see [2, p. 9]) Assuming that ϕ /∈ δ2, for all L > 1 there exists a decreasing sequence (un)∞n=1 ⊂ (0, L−1b), depending on L,
such that ϕ(Lun) > Knϕ(un) where the sequence (Kn)∞n=1 can be chosen to have a property that
∑∞
n=1 K−1n < ∞. Clearly
0< ϕ(Lun) < ∞ for every n ∈N. Hence
∞∑
n=1
ϕ(un)
ϕ(Lun)
<
∞∑
n=1
1
Kn
< ∞. (1)
Note that the above gives un → 0 as n → ∞. Indeed, otherwise we would be able to ﬁnd a subsequence (unk )∞k=1 such that
for all k ∈ N and for some 	 > 0, ϕ(unk ) 	 . Then for all k ∈N,
ϕ(unk )
ϕ(Lunk )
 	
ϕ(Lun1)
> 0,
which would contradict (1).
Let (	m)∞m=1 be any positive, decreasing sequence converging to zero. For any m ∈ N let (K (m)n )∞n=1 be a sequence of
positive real numbers such that
∞∑
n=1
1
K (m)n
 1
2m+1
.
Now by the ﬁrst part, for any m ∈ N we can ﬁnd a decreasing sequence (u(m)n )∞n=1 ⊂ (0, (1+ 	m)−1b) such that u(m)n → 0 as
n → ∞, and ϕ((1+ 	m)u(m)n ) > K (m)n ϕ(u(m)n ) for all m ∈N. Thus for all m ∈ N,
∞∑
n=1
ϕ(u(m)n )
ϕ((1+ 	m)u(m)n )
<
∞∑
n=1
1
K (m)n
 1
2m+1
.
In view of u(m)n → 0 as n → ∞, we can ﬁnd a subsequence (nk) ⊂ N such that u(1)n1 > u(2)n2 > u(3)n3 > · · · . Hence without loss
of generality we can assume that for m > 1,
u(m)m < u
(m−1)
m−1 .
Let
cn =
⌈
1
(n)
⌉
ϕ((1+ 	n)un )
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It is clear that the sequence x is decreasing. We have
Iϕ(x) =
∞∑
i=1
ϕ
(∣∣x(i)∣∣)= ∞∑
n=1
cnϕ
(
u(n)n
)= ∞∑
n=1
⌈
1
ϕ((1+ 	n)u(n)n )
⌉
ϕ
(
u(n)n
)

∞∑
n=1
ϕ(u(n)n )
ϕ((1+ 	n)u(n)n )
+ ϕ(u(n)n ) 2 ∞∑
n=1
ϕ(u(n)n )
ϕ((1+ 	n)u(n)n )
 2
∞∑
n=1
1
2n+1
= 1< ∞.
By the assumption we get Icesϕ (x) < ∞.
For any 	 > 0 and for any positive integer M , we get
∞∑
i=M
ϕ
(
(1+ 	)∣∣x(i)∣∣) ∞∑
n=M ′
cnϕ
(
(1+ 	)u(n)n
)

∞∑
n=M ′
ϕ((1+ 	)u(n)n )
ϕ((1+ 	n)u(n)n )

∞∑
n=M ′′
1 = ∞ (2)
for some M ′′  M ′  M . Denoting by x|{N,N+1,...} the sequence which is equal to x on {N,N + 1, . . .} and 0 otherwise, we
see that for N large enough
Icesϕ (x|{N,N+1,...}) =
∞∑
n=N
ϕ
(
1
n
n∑
i=N
∣∣x(i)∣∣
)

∞∑
n=N
ϕ
(
1
n
n∑
i=1
∣∣x(i)∣∣
)
 1,
since Icesϕ (x) < ∞. Let y = x|{N,N+1,...} . Since x is decreasing, for any 	 > 0,
(1+ 	)1
n
n∑
i=N
∣∣x(i)∣∣ (1+ 	)(n − N
n
)∣∣x(n)∣∣= (1+ 	)(1− N
n
)∣∣x(n)∣∣ (1+ 	
2
)∣∣x(n)∣∣ (3)
for n large enough. Now, for any 	 > 0 and N ′ large enough we get
Icesϕ
(
(1+ 	)y) ∞∑
n=N
ϕ
(
1+ 	
n
n∑
i=N
∣∣x(i)∣∣
)

∞∑
n=N ′
ϕ
((
1+ 	
2
)∣∣x(n)∣∣)= ∞
by (2) and (3).
We have constructed an element y ∈ cesϕ such that Icesϕ (y)  1 and for every 	 > 0, Icesϕ ((1 + 	)y) = ∞. We observe
that the subspace (cesϕ)a of all order continuous elements in cesϕ and the closure of the set of sequences with ﬁnite
number of non-zero coordinates coincide (Theorem 2.3 in [3]). Now it is not diﬃcult to see that the distance of y to (cesϕ)a
is 1, since the above calculations hold true for arbitrary large N . By applying Theorem 2 from [7] we conclude that cesϕ
contains an order linearly isometric copy of ∞ .
Now assume there exists a > 0 such that ϕ(u) = 0 for u ∈ [0,a] and ϕ(u) > 0 for u > a. Taking x = (a,a,a, . . .), it is easy
to see that Icesϕ (x) = 0. Moreover Icesϕ ((1+ 	)(x− s)) = ∞ for all 	 > 0 and all sequences s ∈ 0 with ﬁnite support. Indeed,
taking n0 = max{i ∈N: s(i) = 0} and denoting y = (1+ 	)(x− s) we see that
Gy(n) n − n0
n
(1+ 	)a =
(
1− n0
n
)
(1+ 	)a
(
1+ 	
2
)
a,
for n large enough. Thus for some N ∈N,
Icesϕ (y)
∞∑
n=N
ϕ
(
Gy(n)
)

∞∑
n=N
ϕ
((
1+ 	
2
)
a
)
= ∞.
It follows that ‖x− s‖cesϕ = 1 and so the distance of x to (cesϕ)a is 1. We ﬁnish the proof analogously as before by applying
Theorem 2 from [7]. 
Recall that the classical Hardy inequality for p > 1 reads [14]
∞∑
n=1
(
1
n
n∑
i=1
∣∣x(i)∣∣
)p

(
p
p − 1
)p ∞∑
n=1
∣∣x(n)∣∣p for all x ∈ 0.
The following proposition shows the connections between the suﬃcient condition under which cesϕ has an order iso-
metric copy of ∞ and some other conditions which are easier to check.
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(i) There exist p > 1, a convex function γ and constants A, B,u0 > 0 such that ϕ(u0) > 0 and for 0< u  u0 ,
Aγ (u) ϕ(u)1/p  Bγ (u).
(ii) There exist constants C,u0 > 0 such that ϕ(u0) > 0 and
∞∑
n=1
ϕ
(
1
n
n∑
i=1
∣∣x(i)∣∣
)
 C
∞∑
n=1
ϕ
(∣∣x(n)∣∣)
for all x ∈ 0 with ‖x‖∞ = supn |x(n)| u0 .
(iii) The Orlicz class {x: Iϕ(x) < ∞} is closed under the averaging operator G.
(iv) There exists n0 ∈ N such that∑∞n=n0 ϕ( 1n ) < ∞.
We have the implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
Proof. If ϕ(u) = 0 for u ∈ [0,a] and ϕ(u) = ∞ for u > a, where a > 0 then all conditions (i)–(iv) are satisﬁed. In the
remaining case, without loss of generality we can assume that the constant u0 which appears in (i) and (ii) is such that
0 < ϕ(u0) < ∞, and that the function γ is ﬁnite on [0,∞). Now, the implication (i) ⇒ (ii) follows by Jensen’s inequality
and Hardy’s inequality for p > 1. In fact
∞∑
n=1
ϕ
(
1
n
n∑
i=1
∣∣x(i)∣∣
)
 Bp
∞∑
n=1
(
γ
(
1
n
n∑
i=1
∣∣x(i)∣∣
))p
 Bp
∞∑
n=1
(
1
n
n∑
i=1
γ
(∣∣x(i)∣∣)
)p

(
B
A
)p ∞∑
n=1
(
1
n
n∑
i=1
ϕ
(∣∣x(i)∣∣)1/p
)p

(
pB
(p − 1)A
)p ∞∑
n=1
ϕ
(∣∣x(n)∣∣).
Now we show implication (ii) ⇒ (iii). Let a = sup{u  0: ϕ(u) = 0}, and let x ∈ 0 be such that Iϕ(x) < ∞. For every
	 > 0 there exists N1 ∈N such that |x(n)| a+ 	 , for n N1. Taking 	 = (u0 − a)/2 and n N1 we get that |x(n)| u0 and
Gx(n) 1
n
N1∑
i=1
∣∣x(i)∣∣+(n − N1
n
)
(a + 	) = a
2
+ u0
2
+ 1
n
( N1∑
i=1
∣∣x(i)∣∣− N1 a + u0
2
)
.
Thus there exists N ∈N such that Gx(n) u0 and |x(n)| u0 for all n N . Let
y = (Gx(N), . . . ,Gx(N)︸ ︷︷ ︸
N times
, x(N + 1), x(N + 2), . . .).
Clearly ‖y‖∞  u0 and Gy(n) = Gx(n) for all n N . By (ii) applied to y we get
∞∑
n=N+1
ϕ
(
Gx(n)
)

∞∑
n=1
ϕ
(
Gy(n)
)
 C
∞∑
n=1
ϕ
(
y(n)
)= C
(
Nϕ
(
Gx(N)
)+ ∞∑
n=N+1
ϕ
(
x(n)
))
< ∞.
Since ‖Gx‖∞  ‖x‖∞ we get Iϕ(Gx) < ∞.
(iii) ⇒ (iv). Let n0 = min{n ∈N: ϕ(n−1) < ∞}. Letting x =∑n0j=1 n−10 e j , we have
Gx = (n−10 ,n−10 , . . . ,n−10︸ ︷︷ ︸
n0 times
, (n0 + 1)−1, (n0 + 2)−1, . . .
)
.
By (iii), Iϕ(Gx) = (n0 − 1)ϕ(n−10 ) +
∑∞
n=n0 ϕ(n
−1) < ∞ and the proof is ﬁnished. 
An immediate consequence of Theorem 1 and Proposition 2 is the following corollary.
Corollary 3. If ϕ /∈ δ2 and for some p > 1 the function ϕ1/p is equivalent to a convex function, then the Cesàro sequence space cesϕ
contains an order isometric copy of ∞ .
Remarks. 1. In the case when 1 < α(ϕ)  β(ϕ) < ∞, the condition (i) of Proposition 2 is satisﬁed for 1 < p < α(ϕ). It
follows from [10, Theorem 1.7] applied to function ϕ1/p , since α(ϕ1/p) = α(ϕ)/p > 1 and β(ϕ1/p) = β(ϕ)/p < ∞.
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even if ϕ ∈ δ2. To see this it is enough to take
ϕ(u) = u(− lnu)−2 near zero.
Indeed, by the integral test we get
∑∞
n=1 ϕ(1/n) < ∞ and
∑∞
n=1 ϕ(Hn/n) = ∞ since Hn  lnn. Similar argument works for
functions ϕ(u) = u(− lnu)−a with a > 1.
3. Condition (ii) implies α(ϕ) > 1. It is clear that condition (ii) implies boundedness of the Hardy operator acting from ϕ
to ϕ which is known to be equivalent to α(ϕ) > 1 [18].
4. Condition α(ϕ) > 1 implies (iv) [13].
5. Levinson showed in [15] that the composition ϕ1/p is convex for p > 1 if an Orlicz function ϕ is twice differentiable
and
ϕ(u)ϕ′′(u) (1− 1/p)(ϕ′(u))2. (4)
Clearly, it is suﬃcient that condition (4) is satisﬁed in a neighborhood of zero in order to get condition (i) of Proposition 2.
This condition is satisﬁed for example by the following functions (a > 0),
ϕa(u) =
⎧⎪⎨
⎪⎩
0 if u = 0,
e−u−a if 0< u  (a(a + 1)−1)1/a,
(ea(a + 1)−1)−(a+1)a−1ua+1 if u > (a(a + 1)−1)1/a,
whenever p > 1. Indeed,
ϕa(u)ϕ
′′
a (u) −
(
1− 1
p
)(
ϕ′a(u)
)2 = (ae−u−a
ua+1
)2( 1
p
− a + 1
a
ua
)
 0 for u small enough.
Note that β(ϕa) = ∞ and α(ϕa) > 1 [20].
Similarly, condition (4) in a neighborhood of zero for any p > 1 is satisﬁed by functions ψa(u) = u1+a ln(1 + e−u−a ),
a > 0. Indeed,
ψa(u)ψ
′′
a (u) −
(
1− 1
p
)(
ψ ′a(u)
)2 = ( a
1+ eu−a
)2[
(a + 1)
a2
u2a
(
1+ eu−a ln(1+ e−u−a))2(a + 1
p
− 1
)
+ (a + 1)ua ln(1+ e−u−a)1+ eu−a
a
(
2
p
− 1
)
+ eu−a ln(1+ e−u−a)− 1+ 1
p
]
 0 for u small enough,
since eu
−a
ln(1+ e−u−a ) → 1 as u → 0+ . We also have that β(ψa) = ∞ and α(ψa) > 1 [20].
Thus by Corollary 3, the Orlicz functions ϕa and ψa generate the Cesàro spaces cesϕa and cesψa such that both contain
order isometric copies of ∞ .
The following example shows that in general, the condition (ii) (and hence also (i)) from Proposition 2 is not necessary
for the existence of the order isometric copy of ∞ in cesϕ .
Example 1. Let
p(t) =
⎧⎨
⎩
0 if t = 0,
1
n! if t ∈
[ 1
(n+1)! ,
1
n!
)
for n ∈ N,
t if t  1.
The function ϕ(u) = ∫ u0 p(t)dt is an N-function such that ϕ /∈ δ2 and ϕ∗ /∈ δ2, that is βϕ = ∞ and αϕ = 1. Indeed, let
un = 1n! for all n ∈ N. It is easy to see that u2n(1− (n − 1)−1) ϕ(un) u2n . We have
ϕ(2un)
ϕ(un)
>
∫ 2/n!
1/n! p(t)dt
ϕ(un)
 (n!(n − 1)!)
−1
(n!n!)−1 = n, and
ϕ(2−1un)
ϕ(un)
 ϕ(un) − 2
−1ϕ(un) − (n!(n + 1)!)−1
ϕ(un)
= 1
2
− (n!(n + 1)!)
−1
(n!)−2(1− (n − 1)−1) 
1
2
− 1
n − 2 for n > 2.
So ϕ(2un) > nϕ(un) for all n > 2, which gives ϕ /∈ δ2. Similarly ϕ∗ /∈ δ2, since ϕ(2−1un)/ϕ(un) → 2−1 as n → ∞.
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show that cesϕ = {0} and that it contains an order isometric copy of ∞ .
We have cesϕ = {0} since
(n+1)!−1∑
m=n!
ϕ
(
1
m
)

(
(n + 1)! − n!)ϕ( 1
n!
)
= nn!ϕ
(
1
n!
)
for all n ∈N, and thus
∞∑
n=1
ϕ
(
1
n
)
=
∞∑
n=1
(n+1)!−1∑
m=n!
ϕ
(
1
m
)

∞∑
n=1
1
(n − 1)! = e < ∞.
Now we will make preparation to deﬁne x ∈ cesϕ such that Icesϕ (x)  1 and Icesϕ ((1 + 	)x) = ∞ for all 	 > 0. Let for
m = 4,5, . . . ,
cm = 3! +
m∑
k=4
(k − 3)!(k! − (k − 1)!),
and let for m = 4,5, . . . and n = 0,1,2, . . . , (m + 1)! −m! − 1,
Em,n =
{
cm + (m − 2)!n + 1, cm + (m − 2)!n + 2, . . . , cm + (m − 2)!(n + 1)
}
.
The sets Em,n are pairwise disjoint and their union and the set {1,2, . . . , c4} gives the whole N. Note that there exist exactly
(m − 2)! integers in each Em,n , and that for every integer r > 24 = c4, there exists a unique triple (m,n, j) of non-negative
integers satisfying m 4, 0 n (m + 1)! −m! − 1, and 1 j  (m − 2)! such that r = cm + (m − 2)!n + j.
Now we will construct x ∈ 0 such that the sequence (Gx(n))∞n=1 is decreasing for large n and
Gx
(
cm + (m − 2)!n
)= 1
m! + n (5)
for m = 4,5, . . . and n = 0,1, . . . , (m + 1)! −m! − 1.
Let s˜m,n be the solution of
(cm + (m − 2)!n)Gx(cm + (m − 2)!n)
cm + (m − 2)!n + s˜m,n =
1
m! + n + 1 ,
that is
s˜m,n =
(
cm + (m − 2)!n
)
(m! + n)−1
for m = 4,5, . . . and n = 0,1, . . . , (m + 1)! −m! − 1. Letting sm,n = s˜m,n, the number sm,n is the smallest integer such that
(cm + (m − 2)!n)Gx(cm + (m − 2)!n)
cm + (m − 2)!n + sm,n 
1
m! + n + 1 .
Moreover, we can show by induction that sm,n  (m − 2)! for n = 0,1, . . . , (m + 1)! − m! − 1, since cm  m!(m − 2)! for
m = 4,5, . . . .
We now deﬁne x as x(r) = 0 for r = 1,2, . . . , c4 − 1, x(c4) = 1, and
x(r) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 if r ∈ Em,n and r < cm + (m − 2)!n + sm,n,
(cm + (m − 2)!n + sm,n)(m! + n + 1)−1
− (cm + (m − 2)!n)(m! + n)−1 if r = cm + (m − 2)!n + sm,n,
(m! + n + 1)−1 if r ∈ Em,n and r > cm + (m − 2)!n + sm,n.
We will show that x satisﬁes (5). We proceed by induction. Observe that Gx(c4) = 14! and that Gx(cm + (m−2)!n) = 1m!+n
implies Gx(cm + (m − 2)!(n + 1)) = 1m!+n+1 for all m = 4,5, . . . and n = 0,1,2, . . . , (m + 1)! −m! − 1. Indeed,
Gx
(
cm + (m − 2)!(n + 1)
)= 1
cm + (m − 2)!(n + 1)
((
cm + (m − 2)!n
)
Gx
(
cm + (m − 2)!n
)+ cm + (m − 2)!n + sm,n
m! + n + 1
− cm + (m − 2)!n
m! + n +
cm + (m − 2)!(n + 1) − (cm + (m − 2)!n + sm,n)
m! + n + 1
)
= 1
cm + (m − 2)!(n + 1)
(
cm + (m − 2)!n
m! + n −
cm + (m − 2)!n
m! + n +
cm + (m − 2)!(n + 1)
m! + n + 1
)
= 1 .
m! + n + 1
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{c4, c4 + 1, . . .} by the choice of sm,n . Moreover, the sequence x has the properties that
y  Gx y + z,
where
y(n) = Gx(n), and z(n) = 0 for n = 1,2, . . . , c4,
y(r) = 1
m! + n + 1 and z(r) =
1
m! + n −
1
m! + n + 1 for allm = 4,5, . . . , n = 0,1, . . . , (m + 1)! −m! − 1
whenever r ∈ Em,n.
Hence for all m = 4,5, . . . we have
z(r) 1
m!(m! + 1) and
1
m! + n + 1 + z(r)
1
m! whenever r ∈ Em,n, n = 0,1, . . . , (m + 1)! −m! − 1.
Applying the above relations and the deﬁnition of ϕ , we have
Icesϕ (x) = Iϕ(Gx) Iϕ(y + z) = ϕ
(
1
4!
)
+
∞∑
m=4
(m+1)!−m!−1∑
n=0
∑
r∈Em,n
ϕ
(
1
m! + n + 1 + z(r)
)
= ϕ
(
1
4!
)
+
∞∑
m=4
(m+1)!−m!−1∑
n=0
∑
r∈Em,n
[
ϕ
(
1
m! + n + 1
)
+
(m!+n+1)−1+z(r)∫
(m!+n+1)−1
p(t)dt
]
= ϕ
(
1
4!
)
+
∞∑
m=4
(m+1)!−m!−1∑
n=0
∑
r∈Em,n
ϕ
(
1
m! + n + 1
)
+
∞∑
m=4
(m+1)!−m!−1∑
n=0
∑
r∈Em,n
z(r)
m!
 Iϕ(y) +
∞∑
m=4
(
(m + 1)! −m!)(m − 2)! 1
m!2(m! + 1) = Iϕ(y) +
∞∑
m=4
1
(m − 1)(m! + 1)
 Iϕ(y) + 1
3
(
e − 2− 2
3
)
= Iϕ(y) + e
3
− 8
9
 Iϕ(y) + 0.018,
and
(m+1)!∑
n=m!+1
ϕ
(
1
n
)
=
(m+1)!−m!∑
i=1
[
ϕ
(
1
(m + 1)!
)
+ 1
m!
(
1
m! + i −
1
(m + 1)!
)]
= ((m + 1)! −m!)ϕ( 1
(m + 1)!
)
− ((m + 1)! −m! − 1) 1
m!
1
(m + 1)! +
1
m!
(m+1)!−m!−1∑
i=1
1
m! + i
=mm!ϕ
(
1
(m + 1)!
)
−mm! 1
m!
1
(m + 1)! +
1
m! (H(m+1)! − Hm!)
 m
(m + 1)(m + 1)! −
m
(m + 1)! +
ln(m + 1)
m! .
By the latter inequality and by ln(m + 1)√m − 1 for m 3, we get that
Iϕ(y) = ϕ
(
1
4!
)
+
∞∑
m=4
(m+1)!−m!−1∑
n=0
∑
r∈Em,n
ϕ
(
1
m! + n + 1
)
= ϕ
(
1
4!
)
+
∞∑
m=4
(m − 2)!
(m+1)!∑
n=m!+1
ϕ
(
1
n
)
 1
4!2 +
∞∑
m=4
1
(m + 1)2(m − 1) −
∞∑
m=4
1
(m − 1)(m + 1) +
∞∑
m=4
ln(m + 1)
m(m − 1)
 1
576
+
(
247
288
− π
2
12
)
− 7
24
+
(
ln(5)
12
+ ζ
(
3
2
)
− 1−
√
2
4
−
√
3
9
)
= − 83
192
− π
2 + ln 5
12
+ ζ
(
3
2
)
−
√
2
4
−
√
3
9
 0.95,
where ζ(s) is the Riemann zeta function. Combining the above calculations we get Icesϕ (x) 1.
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N large enough such that for m N , we have
Hm!+s−1m! − Hm! 
m!+s−1m!∫
m!+1
1
t
dt = ln
(
m!
(
1+ 1
s
))
− ln(m! + 1) = ln
(
1+ 1
s
)
+ ln
(
m!
m! + 1
)
.
It follows for m N that
(m+1)!∑
n=m!+1
ϕ
(
1+ 1s
n
)

(1+s−1)m!∑
n=m!+1
ϕ
(
1+ 1s
n
)
=
(
ϕ
(
1
m!
)
+ 1
(m − 1)!
(
1+ 1s
m! + 1 −
1
m!
))
+
(
ϕ
(
1
m!
)
+ 1
(m − 1)!
(
1+ 1s
m! + 2 −
1
m!
))
+ · · · +
(
ϕ
(
1
m!
)
+ 0
)
=
((
1+ 1
s
)
m! −m!
)
ϕ
(
1
m!
)
−
((
1+ 1
s
)
m! −m! − 1
)
1
(m − 1)!m!
+ 1
(m − 1)!
(
1+ 1
s
)
(Hm!+s−1m!−1 − Hm!)
= 1
s
m!ϕ
(
1
m!
)
− 1
s
1
(m − 1)! +
1
(m − 1)!
(
1+ 1
s
)
(Hm!+s−1m! − Hm!)
 1
s(m − 1)!
[
(s + 1)(Hm!+s−1m! − Hm!) − 1
]
 1
s(m − 1)!
[
(s + 1) ln
(
1+ 1
s
)
− 1+ (s + 1) ln
(
m!
m! + 1
)]
 C
s(m − 1)!
for some C > 0 not dependent on m. By the above inequality we obtain
Icesϕ
(
(1+ 	)x)= Iϕ((1+ 	)Gx) Iϕ((1+ 	)y) Iϕ((1+ 1
s
)
y
)

∞∑
m=4
(m+1)!−m!−1∑
n=0
∑
r∈Em,n
ϕ
(
1+ 1s
m! + n + 1
)
=
∞∑
m=4
(m − 2)!
(m+1)!∑
n=m!+1
ϕ
(
1+ 1s
n
)

∞∑
m=N
(m − 2)!
(1+s−1)m!∑
n=m!+1
ϕ
(
1+ 1s
n
)
 1
s
∞∑
m=N
C
m − 1 = ∞.
The existence of an order linearly isometric copy of ∞ follows now exactly in the same way as at the end of the proof of
Theorem 1.
Note that in [5] there is another explicit example of an Orlicz function ϕ for which the space cesϕ contains an order
isometric copy of ∞ , however in that case it can be easily checked that α(ϕ) > 1 and it is not immediately clear whether
the condition (ii) of Proposition 2 is satisﬁed or not by this function ϕ .
3. On B-convexity of Cesàro–Orlicz sequence spaces
Throughout this section we adopt the notation ‖ · ‖b for either ‖ · ‖cesϕ or ‖ · ‖0cesϕ . In [20] it has been shown that the
n-th (strong) James constant in cesϕ for the Luxemburg or the Orlicz norm satisﬁes
J sn(cesϕ) := sup
{
min
	k=±1
∥∥∥∥∥
n∑
k=1
	kxk
∥∥∥∥∥
b
: ‖xk‖b = 1, k = 1,2, . . . ,n
}
= n (n 2) (6)
under some additional assumption on the function ϕ . We show that this extra assumption is in fact not necessary. Taking
in the deﬁnition of J sn the supremum over the whole unit ball we obtain constants Jn . A Banach space X is said to be B-
convex if Jn(X) < n for some n 2. For more details on James constant(s) and B-convexity we refer to [4,20] and references
given therein.
Theorem 4. Let ϕ be an Orlicz function and the space cesϕ be equipped with either the Luxemburg or Orlicz norm. If cesϕ = {0} then
J sn(cesϕ) = n for n = 2,3, . . . .
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Orlicz norms we have
‖xk,m‖b = 1 and min
	k=±1
∥∥∥∥∥
n∑
k=1
	kxk,m
∥∥∥∥∥
b
=
∥∥∥∥∥
n∑
k=1
xk,m
∥∥∥∥∥
b
.
Denoting by am,i =∑m+ij=m ‖e j‖−1b for i = 0,1, . . . ,n − 1, we see that G(∑nk=1 xk,m) am,n−1G(em+n−1), and hence
n
∥∥∥∥∥
n∑
k=1
xk,m
∥∥∥∥∥
b
 am,n−1‖em+n−1‖b =
m+n−1∑
k=m
‖em+n−1‖b
‖ek‖b  n
‖em+n−1‖b
‖em‖b .
We will show that ‖em+n−1‖b/‖em‖b → 1 as m → ∞ for both norms, which in view of the above inequality proves that
J sn(cesϕ) = n for n = 2,3, . . . .
Consider the Luxemburg norm now. For any m ∈N we get
‖mem‖cesϕ =
∥∥G(mem)∥∥ϕ =
∥∥∥∥
(
0, . . . ,0,1,
m
m + 1 ,
m
m + 2 , . . .
)∥∥∥∥
ϕ
=
∥∥∥∥
(
1,
m
m + 1 ,
m
m + 2 , . . .
)∥∥∥∥
ϕ
= ∥∥[G(mem)]∗∥∥ϕ,
where x∗ denotes the decreasing rearrangement of x for x ∈ 0. So [G(mem)]∗ is an increasing sequence converging
to (1,1,1, . . .) coordinatewise. If ϕ(u) > 0 for u > 0, we have
sup
m∈N
‖mem‖cesϕ = limm→∞‖mem‖cesϕ = limm→∞
∥∥G(mem)∥∥ϕ = ∞
by the Fatou property of ϕ , because otherwise we would get (1,1,1, . . .) ∈ ϕ which is not the case since ϕ(u) > 0 for any
u > 0. Hence
1
‖em+n−1‖cesϕ
‖em‖cesϕ
= ‖Gem+n−1‖ϕ‖Gem‖ϕ =
‖Gem −∑n−2i=0 (m + i)−1em+i‖ϕ
‖Gem‖ϕ
 1− ‖
∑n−2
i=0 (m + i)−1em+i‖ϕ
‖Gem‖ϕ = 1−
n−2∑
i=0
‖e1‖ϕ
(m + i)‖Gem‖ϕ → 1
as m → ∞, since ‖Gem‖ϕ  ‖∑n−2i=0 (m + i)−1em+i‖ϕ , and
0 ‖e1‖ϕ
(m + i)‖Gem‖ϕ =
‖e1‖ϕ
‖(m + i)em‖cesϕ
 ‖e1‖ϕ‖mem‖cesϕ
→ 0 asm → ∞ for i = 0,1, . . . ,n − 2.
If ϕ(u) = 0 on [0,a] for a > 0, and ϕ(u) > 0 for u > a, then limm→∞ ‖mem‖cesϕ = ‖(1,1,1, . . .)‖ϕ = a−1 by the Fatou
property of ϕ . Since
1
(m + n − 1)‖em+n−1‖cesϕ
m‖em‖cesϕ
→ 1 asm → ∞,
we get ‖em‖−1cesϕ‖em+n−1‖cesϕ → 1 as m → ∞.
Now we will show the similar equality for the Orlicz norm in the Amemiya form. Since this norm is equivalent to the
Luxemburg norm it is easy to see that in the case when ϕ(u) > 0 for u > 0 we also have
lim
m→∞‖mem‖
0
cesϕ = limm→∞
∥∥G(mem)∥∥0ϕ = ∞.
Now we can repeat the reasoning which we used for the Luxemburg norm, taking into account that ‖x‖0cesϕ = ‖Gx‖0ϕ . In the
case when ϕ is equal to 0 on some interval then we also proceed similarly as in the case of the Luxemburg norm. 
Corollary 5. For any Orlicz function ϕ , if cesϕ = {0} then cesϕ is not B-convex.
We ﬁnish with the immediate consequence of the above result in view of the well-known fact that if a Banach space is
uniformly non-square then it is B-convex [20].
Corollary 6. For any Orlicz function ϕ , if cesϕ = {0} then cesϕ is not uniformly non-square for both Luxemburg and Orlicz norms.
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