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Abstract
Purpose: Dose prediction accuracy of dose calculation algorithms is important in external beam radiation therapy. This study
investigated the effect of air gaps on depth dose calculations computed by collapsed cone convolution superposition (CCCS)
algorithm. Methods: A computed tomography (CT) scan of inhomogenous phantom (30 × 30 × 30 cm3) containing rectangular
solid-water blocks and two 5 cm air gaps was used for central axis dose calculations computed by CCCS in Pinnacle treatment
planning system. Depth dose measurements were taken using a cylindrical ionization chamber for identical beam parameters
and monitor units as in the depth dose computations. The calculated and the measured percent depth dose (PDDs) were then
compared. The data presented in this study included 6 MV photon beam and field sizes of 3 × 3 cm2, 5 × 5 cm2, 10 × 10 cm2, and
15 × 15 cm2. Results: The results of CCCS were within ±1.4% in the first water medium. However, upon traversing the first air
gap and re-entering the water medium, in comparison to the measurements, the CCCS under-predicted the dose, with differ-
ence ranged from -1.6% to -3.3% for 3 × 3 cm2, from -2.4% to -4.2% for 5 × 5 cm2, from -2.4% to -6.7% for 10 × 10 cm2, and
from -1.6% to -6.3% for 15 × 15 cm2. After the second air gap, the CCCS continued to under-predict the dose, and the difference
ranged from -3.2% to -3.9% for 3× 3cm2, from -2.4% to -5.6% for 5 × 5 cm2, from -2.3% to -6.0% for 10 × 10 cm2, and from
-1.5% to -5.6% for 15 × 15 cm2. Conclusion: The CCCS under-predicted the dose in water medium after the photon beam trav-
ersed the air gap. Special attention must be given during the patient set-up since large air gap between the patient body and
immobilization devices may lead to unacceptable dose prediction errors.
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Introduction
The significant advances in external beam radiation therapy
(EBRT) such as beam delivery capabilities have improved the
dose conformity and distributions.1 The intensity modulation
radiation therapy (IMRT) is an example of EBRT that com-
bines several intensity modulated beams leading to the con-
struction of conformal dose distributions.2, 3 Most recently, a
novel radiation technique called volumetric intensity modu-
lated arc therapy (VMAT) was introduced.3, 4 The VMAT
systems can deliver a highly conformal radiation dose to the
target by allowing the simultaneous variation of gantry rota-
tion speed, dose rate and positions of multiple-leaf collima-
tors (MLC). 3, 4
Several authors have conducted the evaluation of dose cal-
culation algorithms for external beam radiation therapy.5-16
Rana et al.16 investigated the dose prediction accuracy of
Acuros XB algorithm and anisotropic analytical algorithm
(AAA) for different field sizes and air gap thicknesses. The
results from that study16 revealed that dose predictions errors
up to 3.8% for Acuros XB and up to 10.9% for AAA could
occur during radiation treatment. Furthermore, the study by
Rana et al.16 demonstrated the limitation of dose calculation
algorithms when treating a smaller size of tumor, especially
when larger air gaps are created by immobilization devices.
The motivation of our study was to further explore the dose
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prediction accuracy of different dose calculation algorithm
called collapsed cone convolution superposition (CCCS) al-
gorithm employed in ADAC Pinnacle3 3D treatment plan-
ning system v. 9.0 (Philips Healthcare, Andover, MA). In
this study, we used the similar methodology described by
Rana et al.16, but we investigated using two air gaps between
two solid-water materials. The evaluation of CCCS was done
by comparing the percent depth dose (PDD) calculated by
CCCS with the measured PDD.
Methods and Materials
This study utilized a 6 Megavoltage (MV) X-ray beam from
ElektaSynergy 1981 linear accelerator (Elekta AB, Stock-
holm). For all dose computations and measurements, the
source to surface distance (SSD) was kept at 100 cm.
Collapsed Cone Convolution Superposition Algorithm
The CCCS superposition model uses an algorithm in which
dose is computed from first principles, thereby accounting
for patient heterogeneity and other modifiers.17 This is done
by modeling the energy fluence of the beam exiting the gan-
try head, computation of the total energy released per unit
mass (TERMA) in the tissue volume, superposing the
TERMA with an energy kernel, and accounting for electron
contamination which is then added to the photon dose.17-19 A
detailed description on CCCS in provided elsewhere.19
Percent Depth Dose Calculation and Measurement
An inhomogeneous phantom (30 × 30 cm2, 30 cm deep)
composed of rectangular solid-water blocks and two 5 cm air
gaps [Figure 1] was manufactured and scanned using Siemens
Somatom Sensation Open CT (Siemens Medical Solutions
USA, Inc., Malvern, PA).
FIG. 1: Schematic diagram of an inhomogeneous phantom. The
bottom or fifth layer (water medium) was 10 cm in thickness,
whereas other four layers were each 5 cm in thickness.
The CT data set of phantom was transferred to the Pinnacle
TPS from which a 3D structure set was created. The central
axis depth dose calculations were then performed using
CCCS for open field sizes 3 × 3 cm2, 5 × 5 cm2, 10 × 10 cm2,
and 15 × 15 cm2, and for 100 monitor units (MUs). The dose
calculation grid size was set to 4 mm.
At selected depths in the water medium of inhomogeneous
phantom, measurements were performed using cylidnrical
ionization chamber (PTW TN30013, 0.6 cm3 sensitive vol-
ume) for identical beam parameters and same number of
MUs as in the depth dose calculations. The measurements at
each depth were repeated three times. The calculated and
measured depth doses were then normalized to the dose
obtained at the depth of 1.7cm. The difference (∆) between
percent depth dose (PDD) computed by CCCS and the
measured PDD was calculated by using Equation 1.
( ) 100d CCCS MEASPDD MEAS
   Eq. 1
where, PDDd = percent depth dose at depth, d; CCCS = col-
lapsed cone convolution superposition; MEAS = measure-
ment.
Results
The measured PDDs and calculated PDDs are presented in
Figure 2 for field sizes 3 × 3 cm2, 5 × 5 cm2, 10 × 10 cm2, and
15 × 15 cm2.
First Water Medium
In the first water medium, the CCCS predicted the PDD
within ±1.4% of measured PDD. The highest dose prediction
error (up to -1.4%) was obtained for the smallest test field
size.
Second Water Medium
In the second water medium (i.e., after the first air gap), the
CCCS under-predicted the PDD at all depths for all four test
field sizes. Specifically, dose prediction errors ranged from
-1.6% to -3.3% for 3 × 3 cm2, from -2.4% to -4.2% for 5 × 5
cm2, from -2.4% to -6.7% for 10 × 10 cm2, and from -1.6% to
-6.3% for 15 × 15 cm2.
Third Water Medium
In the third water medium, the CCCS continued to un-
der-predict the PDDs at all depths for all test field sizes. Spe-
cifically, dose prediction errors ranged from -3.2% to -3.9%
for 3 × 3 cm2, from -2.4% to -5.6% for 5 × 5 cm2, from -2.3%
to -6.0% for 10 × 10 cm2, and from -1.5% to -5.6% for 15 ×
15 cm2.
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Discussion
In this study, dose calculation accuracy of CCCS has been
evaluated by comparing the calculated and measured PDD at
multiple depths in an inhomogeneous slab phantom con-
taining two air gaps. Although the CCCS had good agree-
ment with the measurement in the first water medium, the
results showed the limitation of CCCS in predicting doses in
second water medium (i.e., after the first air gap) as well as
in the third water medium (i.e., after the second air gap). As
the photon beam traverses the air gap, loss of lateral scatter
increases within the air gap, and this causes decreased scatter
dose contribution to the points along the central beam axis.
Furthermore, media of different density can cause the elec-
tronic disequilibrium at and near their heterogeneity inter-
face.5 Thus, dose discrepancies seen in the water media after
the air gaps may be due to improper beam modeling within
CCCS.
In this study, dose prediction accuracy of CCCS was investi-
gated using low-density medium only. However, in real clin-
ical situations, photon beams may also pass through the
high-density tissues/materials before reaching the target.
Future work involves the dosimetric evaluation of CCCS in
inhomogeneous phantom that is composed of high- and low
density materials such as bone and lung tissues. The limita-
tion of CCCS must be further investigated in different clinical
scenarios in order to avoid the dose overestimation or under-
estimation when CCCS is used for dose computations in ex-
ternal beam radiation therapy planning.
Conclusion
The results of this study showed that the CCCS un-
der-predicted the depth doses in the water medium after the
photon beam traversed the air gaps. Special attention must
be given during the patient set-up since large air gap be-
tween the patient body and immobilization devices may lead
to unacceptable dose prediction errors.
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